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Abstract

The “Standard Model of particle physics” (SM) successfully explains an enormous number
of experimental results and a wide variety of phenomena. Despite its great success the SM is
incomplete. For example, it doesn’t include the gravitational force and the baryon-asymmetry
in our universe (matter over antimatter) is still an unsolved puzzle.

An unique opportunity to investigate the SM is the weak decay of the free neutron, n→
peνe + 782.3keV. This is described as purely left-handed, vector-axialvector (V −A) inter-
action within the framework of the SM. The low decay energy and the absence of nuclear
structure allows for an excellent theoretical interpretation. Information gained by high preci-
sion measurements of observables in free neutron decay can be used to test for physics beyond
the SM, e.g., to search for tensor (T ) and scalar (S) interactions. In example, the measurement
of different angular correlation coefficients allows for the determination of the ratio of the
weak coupling constants, λ = gA/gV , which allows sensitive checks of the model’s validity
and limits.

The aSPECT experiment is a retardation spectrometer built to measure the proton energy
spectrum in free neutron β -decay. From the shape of the spectrum, the β -νe angular correla-
tion coefficient a can be derived and thus λ (a). In 2013, aSPECT had a successful beam time
at the Institut Laue-Langevin, Grenoble (France). Different parameter settings of the spec-
trometer helped to trace instrumental systematics. Supportive follow-up measurements were
conducted, e.g. to determine the spatial and temporal work function fluctuations of the elec-
trodes, which is a source of one of the main systematic errors. These measurements were used
as input for electromagnetic field computations and particle tracking simulations for a correc-
tion of systematics. The data of the runs in the individual configurations were combined and
analysed using a multi-dimensional fit with a as free fit parameter.

This thesis gives a full representation of the almost completed analysis serving as draft
for the final publication. Special focus is given on the systematic effects that could only be
quantified by sophisticated electromagnetic field and particle tracking simulations. With this
thesis, the aSPECT experiment, after 19 years of its proposal, comes to an end and can report
on an improved determination of the angular correlation coefficient a:

a =−0.10476(85) .

This corresponds to ∆a
a ≈ 0.8%, which is an improvement of a factor of 3.3 in comparison to

the recent PDG 2018 average. Since one of the systematics has to be reviewed, this result is
preliminary, but no significant change is expected.
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1. Introduction

The understanding of our nature made enormous progress in the 20th century. The view on
our laws of nature changed dramatically with the discovery of quantum mechanics, special
and general relativity in the early 20th. These breakthroughs finally paved the way to the
development of the “Standard Model of particle physics” (SM). This theory of elementary
particles and fields describes the weak, the electromagnetic, and strong interaction between
six leptons and six quarks mediated by bosons.

Although the SM explains successfully an enormous body of experimental data it does
have limitations. Although persistent attempts were made over many years it still doesn’t
incorporate general relativity. Further deficiencies are, e.g., the strong CP problem, the baryon
asymmetry in our universe, or the origin of dark matter and energy. Therefore the question for
physics beyond the SM arises, which is addressed by developing extensions of the SM, e.g.,
SUSY (supersymmetry) or novel explanations like string theory.

The neutron provides an excellent laboratory for probing the SM, since it experiences all
four fundamental forces. The information gained by high-precision measurements with free
neutrons can also be used to test for physics beyond the SM and are complementary to results
in high energy experiments. The cosmological matter-antimatter symmetry, e.g., could be
accounted for, if an electric dipole moment of the neutron (nEDM) would be found.

A free neutron is unstable. The low energetic β -decay of the free neutron n is the prototype
semileptonic weak interaction:

n→ p+ e−+νe +782.3keV (1.1)

It decays weakly into a proton p, an electron e, and an electron-antineutrino νe with a lifetime
of about 15 min and a decay energy of about 782.3 keV. In the SM this process is described
on the quark level, where a u quark of the proton (uud) decays into a d quark, which results
in a neutron (ddu), by exchange of a W− boson, which decays into an electron e and an
electron-antineutrino νe (see Figure 1.1). The differential β -decay rate, when observing only
the electron and neutrino momenta and the neutron spin, is given by

d3
Γ ∝ G2

FV 2
ud peEe(E0−Ee)

2
(

1+a
~pe · ~pν

EeEν

+b
m
Ee

+ ~σn ·
(

A
~pe

Ee
+B

~pν

Eν

))
dEedΩedΩν

(1.2)

with ~pe, ~pν , Ee, Eν being the momenta and energies of the electron e and the electron-
antineutrino νe, m the mass of the electron, GF the Fermi constant, Vud the first element of

1



1. Introduction

Figure 1.1.: Neutron decay in the standard model. A neutron (udd) decays in to a proton
(duu), an electron e and an antineutrino νe by a quark transformation d → u
mediated by the exchange of a W− boson.

the Cabibbo-Kobayashi-Maskawa (CKM) matrix, E0 the decay energy and ~σn the spin of the
neutron. The decay rate provides several observables: The electron-antineutrino correlation
coefficient a, the Fierz interference term b, the spin-electron correlation coefficient A (known
as the β -asymmetry), and the spin-antineutrino correlation coefficient B. In the SM, the weak
decay is described by a purely left-handed interaction, the V −A theory. Within this, the an-
gular correlation coefficients a, A, and B only depend on λ , the ratio of the weak axial-vector
and vector coupling constants gA and gV , as follows:

a =
1−|λ |2

1+3 |λ |2
A =−2

|λ |2 +λ

1+3 |λ |2
B = 2

|λ |2−λ

1+3 |λ |2
with λ =

gA

gV
(1.3)

The comparison of λ values obtained from independent measurements of the angular corre-
lation coefficients provides a test of the V −A theory. In a purely left-handed symmetry the
Fierz interference term should be b = 0 and can be investigated for an upper limit. The value
of weak coupling constants is important in several fields: Cosmology, where it affects the
production of light elements in the primordial nucleosynthesis, or particle physics, where it is
used for neutrino detector calibration.

An independent measurement of the neutron lifetime τn in combination with λ allows for
the determination of the element Vud of the CKM matrix, since they are related as follows:

|Vud|2 =
(4908.6±1.9)s

τn

(
1+3 |λ |2

) , (1.4)

which is used for the important test of the unitarity of the first row of the CKM matrix:

|Vud|2 + |Vus|2 + |Vub|2 = 1 . (1.5)
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A deviation from the unitarity would be a clear sign of physics beyond the SM (BSM), e.g.,
an additional quark generation. Since Equation (1.5) is mainly determined by Vud and thus
τn, a precise knowledge of the neutron lifetime is necessary. Currently, τn shows significant
discrepancy (∼ 4σ ≈ 8s) between two types of experiments (“beam” and “bottle” measure-
ments). Bottle experiments measure the number of neutrons remaining after a defined storing
time, while in beam experiments the activity of the neutron beam and the decay products are
measured simultaneously. The simplest explanation for the discrepancy would be an under-
estimation of systematic effects. Another possibility is a “dark” decay channel, which would
not be observed in beam experiments leading to a shorter lifetime τn,beam < τn,bottle, which is
the actual experimental finding. Then, the lifetime from bottle experiments would provide the
correct value [GLG16, WG11, SVK+05].

The aSPECT experiment (“a” spectrometer) had been constructed to measure a with a pre-
cision of ∆a/a ≈ 0.3% contributing to a determination of λ (a) with ∆λ/λ ≈ 0.08%. Since
it is difficult to measure the angular distribution between the electron and the neutrino, a is
inferred from the shape of the proton recoil spectrum. aSPECT measures the integral pro-
ton spectrum by means of magnetic adiabatic collimation with an electrostatic filter (MAC-E
filter). Basically this means to measure a count rate against a retardation voltage. Thus, espe-
cially all retardation voltage dependent systematic effects directly influence the shape of the
spectrum and therefore the observed value of a. This is the fundamental problem of high pre-
cision experiments like aSPECT. All systematics effects have to be determined quantitatively
at a level that does not limit your result.

Now, 19 years after the proposal of the aSPECT experiment, the collaboration can report on
a successful measurement of a with a precision of ∆a/a≈ 0.8%, which is an improvement by
a factor of 3.3 in comparison to the latest, independent measurement of a. This value is derived
from the data taken during the last beam time in summer 2013 at the Institut Laue-Langevin
(Grenoble, France).

At the beginning of 2013 I started my doctoral thesis at the Johannes Gutenberg-Universtität
Mainz under supervision of Prof. Dr. Werner Heil as part of the aSPECT collaboration. My
Mainz colleagues, postdoc Dr. Marcus Beck and doctoral student Alexander Wunderle, who
graduated in February 2017, and I improved several parts of the experiment based on knowl-
edge basically gained from a failed beam time in 2011 and an off-line measurement in 2012.
Finally, this led to the successful 2013 beam time with about 100 days of raw data taking,
which I accompanied.

The essential part of my thesis was the investigation and quantitative determination of the
following systematic effects: Magnetic field ratio 〈rB〉 (see Section 3.4.2), Retardation voltage
〈UA〉 (see Section 3.4.3), Edge effect (see Section 3.4.6), and Proton traps in the DV region
(see Section 3.4.9). These effects could only be determined by sophisticated electromag-
netic field and particle tracking simulations. I started from scratch with the implementation
of a computational model of aSPECT. After validation, I conducted the tracking simulations
and their analysis. Details are explained and discussed in the extensive, more technical Ap-
pendix C.
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1. Introduction

To obtain precise results from these simulations also supportive measurements were per-
formed as part of my thesis: (i) A precision NMR measurement of the aSPECT magnetic field
(see Section 3.4.2) and (ii) a thorough investigation of the spatial and temporal work func-
tion fluctuations of the electrodes defining the electric potential in the decay volume and the
analysing plane (see Appendix A). The findings were implemented as part of the simulation.

Finally, I worked on the extraction of a by means of a global fit respecting all systematics
(see Section 3.5). This included the assembly and final review of all systematic effects and
experimental findings from supplementary measurements and investigations.

In parallel to the entire process of analysis, a draft of the final publication was prepared to
be published in Physical Review C in summer 2019. This evolved simultaneously with the
state of the analysis and was expanded and improved continuously, whereby I contributed es-
sentially. As already mentioned, a majority of the systematic effects could only be quantified
after the completion of the particle tracking simulation runs and their analysis. In this thesis
I will present the almost final publication. For the final version the systematic effect “Proton
backscattering” (see Section 3.4.7) is reviewed at present. This will be completed until the
beginning of June 2019. According to the current knowledge, it is not expected that the pre-
liminary angular correlation coefficient a to be presented in this thesis will differ significantly
from the final result. Insofar, this thesis presents the expected final result of the aSPECT
experiment, whereby, after 19 years of its proposal, it comes to a happy ending.

This thesis is organised as follows: Chapter 2 starts with a historical introduction into neu-
tron β -decay and reviews previous and competing measurements. Chapter 3 presents the
“Improved determ ination of the β − ν̄e angular correlation coefficient a in free neutron de-
cay using the aSPECT experiment”, which is the latest status of the publication. Thus, it
gives a full review of the experiment, starting with an introduction, a description of the ex-
periment and the measurement procedure, the discussion of the systematic effects, and finally
the preliminary result and a conclusion. As Chapter 3 is written in publication writing style,
there are several appendices giving a deeper insight in “Work function measurements using
a Kelvin probe” (see Appendix A), “Proton recoil spectrum in case of finite n polarisation”
(see Appendix B), and the “Electromagnetic field and particle tracking simulations” (see Ap-
pendix C).
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2. Neutron β -decay

The aSPECT experiment measured the electron-antineutrino correlation coefficient a to so far
unprecedented precision. In order to understand the implications on the SM a brief introduc-
tion into the theory of nuclear β -decay is given. First, a historical introduction to Fermi’s and
the V−A theory is given, as well as the current description in the SM. The correlation between
the measurable observables in free neutron β -decay will be discussed with special emphasis
on the correlation coefficient a and the proton energy spectrum. Finally, recent and upcoming
competing measurements will be presented.

2.1. Theory of neutron β -decay

2.1.1. Fermi’s theory

Enrico Fermi was the first trying to work out a theoretical description of “β -radiation” in
the thirties of the last century [Fer34]. Therefore, he used a description in analogy to the
quantum theory of electromagnetic interaction. The corresponding Feynman graphs are shown
in Figure 2.1. The Hamiltonian describing the electron-photon interaction (Figure 2.1a) is
given as follows:

H = e jem
µ Aµ . (2.1)

Here, e is the electron charge representing the strength of the coupling, jem
µ = ΨeγµΨe is the

electromagnetic current density, and Aµ is the 4-vector potential of the electromagnetic field.
In general the Ψ’s are 4-component Dirac spinors, in this case specifically the electron spinor

(a) Basic electron-photon vertex (b) Point-like interaction of neutron β -decay

Figure 2.1.: Analogous Feynman graphs based on Fermi’s first attempt of a description of
β -decay.
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2. Neutron β -decay

field function Ψe and its adjoint function Ψe. Following the Bjorken and Drell convention
[BD64] the Dirac matrices γµ = (γ0,γ1,γ2,γ3) are given by:

γ
0 =

(
1 0
0 -1

)
, γ

k =

(
0 σ k

−σ k 0

)
for k = 1,2,3 , γ

5 = iγ0
γ

1
γ

2
γ

3, (2.2)

where σ k the Pauli matrices.
To describe the point-like interaction of the neutron decay in analogy to the electromagnetic

interaction Fermi introduces several replacements:

Aµ → Jlep
µ = ΨeγµΨν̄e , (2.3)

jem
µ → Jhad

µ = ΨpγµΨn, (2.4)

e→ GF√
2

(2.5)

The 4-vector potential is replaced by a leptonic electron-neutrino current Jlep
µ , the electromag-

netic current by a hadronic current Jhad
µ , and the electromagnetic coupling constant by the

Fermi coupling constant GF√
2

1. Applying these transformation to Equation (2.1) gives the new
Hamiltonian density:

H =
GF√

2
J†

µJµ +h.c., (2.6)

where Jµ comprises a hadronic and a leptonic contribution:

Jµ = Jhad
µ + Jlep

µ . (2.7)

In first order, Fermi’s theory gives a reasonable description for a broad range of weak in-
teraction processes, but, as he already assumed, there must be a more general form of the
Hamiltonian, which includes other possible Lorentz invariants than only the vector (V) inter-
action.

Selection rules

β -transitions are classified in allowed and forbidden decay modes. If the electron and neu-
trino do not carry orbital angular momentum away, the transition is allowed. Their selection
rules are [GT36]

∆J = Ji− J f = 0,±1, (2.8)

πiπ f =+1, (2.9)

1GF/(h̄c)3 = 1.1663787(6)×10−5 GeV−2, determined from measurements in muon decay [TBC+13].
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2.1. Theory of neutron β -decay

Table 2.1.: Current-current interactions constructed by Gamow and Teller.

operator name number of matrices

ΨΨ scalar (S) 1
ΨγµΨ vector (V) 4

ΨγµγνΨ tensor (T) 6
Ψγ5Ψ pseudo-scalar (P) 1

Ψγ5γµΨ axial-vector (A) 4

where Ji/ f and πi/ f designate the spin and parity of the initial i and final f state. The pair of
leptons can couple to a total spin S = 0 (singlet state) and S = 1 (triplet state). For singlet states
only ∆J = 0 is allowed (Fermi decay). These transitions are mediated by a vector component.
For triplet states ∆J = 0,±1 (Gamow teller decay, 0→ 0 forbidden) are allowed. These are
mediated by axial-vector components. In nature, pure Fermi decays, like 14O→14 N+ e+νe,
and pure Gamow Teller decays, like 6He→6 Li+ e−+ νe, are observed. In general, most
transitions are mixtures, like neutron decay.

2.1.2. V −A theory

In 1956 Lee and Yang [LY56] introduced a Hamiltonian, which includes four new current-
current interactions (S, T, P, A) in addition to the vector interaction (V). These five different
types of operators can be constructed from the 4× 4 γ-matrices satisfying relativistic invari-
ance (Table 2.1). They are named according to their transformation properties under spatial
reflection. Then, the most general Hamiltonian is

H =
GW√

2 ∑
i∈{S,V,T,P,A}

{
Li
(
ΨpΓiΨn

)(
ΨeΓi(1− γ5)Ψν̄e

)
+Ri

(
ΨpΓiΨn

)(
ΨeΓi(1+ γ5)Ψν̄e

)}
+h.c., (2.10)

where GW is a general weak coupling constant and the operators Γi’s the current-current in-
teractions:

ΓS = 1, ΓV = γµ , ΓT =−i

[
γµ ,γν

]
2
√

2
, ΓP = γ5, ΓA =−iγµγ5 . (2.11)

The Hamiltonian is separated into left-handed (Li) and right-handed (Ri) couplings 2. This
parametrisation highlights the handedness of the antineutrino, where (1− γ5)Ψν̄e is the left-
handed projection and (1+ γ5)Ψν̄e the right-handed projection of the antineutrino wave func-
tion. The coupling constants Li and Ri, defining the strength of the particular interaction i, can
only be determined experimentally. If Li , Ri parity is violated.

2A particle is right-handed if the direction of the spin and momentum are the same, left-handed if they are not.
This corresponds to helicity eigenstate h =+1 and h =−1, respectively.
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2. Neutron β -decay

In 1957 Wu and her collaborators discovered maximal parity violation in the β -decay of
60Co [WAH+57]. In general, it could be shown that leptons and antileptons involved in
weak decays have opposite longitudinal polaristion, i.e. helicities. This reduced the choice
of operators in Equation (2.10) down to two − the V and A operators. In 1958 Goldhaber,
Grodzins, and Sunyar could determine the helicity of the neutrino to be h = −1, i.e. left-
handed [GGS58].

Based on the aforementioned experimental results Feynman and Gell-Mann proposed the
V −A form of the Hamiltonian [FGM58]:

H =
GW√

2 ∑
i=V,A

Li
(
ΨpΓiΨn

)
·
(
ΨeΓi(1− γ5)Ψν̄e

)
+h.c. (2.12)

= gV
(
Ψpγµ(1+λγ5)Ψn

)
·
(
Ψeγµ(1− γ5)Ψν̄e

)
+h.c., (2.13)

where
gV =

GW√
2

LV , gA =
GW√

2
LA, λ =

gA

gV
. (2.14)

The vector coupling constant gV corresponds to Fermi decays and the axial-vector coupling
constant gA to Gamow-Teller decays. The coupling constant gV is approximately 1 and can
be measured in 14O decay for example. Neutron β -decay is a “mixed” transition, that is, it
implies both, Fermi and Gamow-Teller contributions.

2.2. CKM matrix

In the quark model nucleons are not fundamental particles, but composed of three quarks. In
there, neutron β -decay is described by a quark transformation d→ u. Weak decays, where a
strange quark transforms into an up quark, s→ u have been also observed, e.g. K+→ µ+ν or
Σ−→ ne−ν . This led to the assumption of weak eigenstates, which are linear combinations
of the mass eigenstates of the three quark generations [Cab63, KM73]. The correlation of
the weak eigenstates to the mass eigenstates is done by the so-called CKM matrix (Cabibbo-
Kobayashi-Maskawa): |d′〉|s′〉

|b′〉

=

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

|d〉|s〉
|b〉

 , (2.15)

where the primes correspond to the weak eigenstates and the unprimed to the mass eigenstates
of the quarks. The matrix is predicted to be unitary. Deviations from unitarity would predict
physics beyond standard model, e.g. a further quark generation, and is therefore an important
test [Dub91, SBNC06, Abe08]:

|Vud |2 + |Vus|2 + |Vub|2 !
= 1, (2.16)
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2.3. Electroweak interaction and the standard model

where |Vqq′ |2 describes the transition probability from |q〉 to |q′〉. The matrix can also be
expressed in terms of four parameters, three angles and a phase. As heavier quarks don’t
contribute in first order, a single mixing parameter is sufficient to describe β -decay:∣∣d′〉=Vud |d〉 ≈ cosθC |d〉 , (2.17)

where θC is the Cabibbo angle.
With these findings the coupling constants have to depend on the matrix element |Vud |, thus

GV = gV · |Vud | , GA = gA · |Vud | . (2.18)

2.3. Electroweak interaction and the standard model

At this point, the V −A theory provides an excellent phenomenological statement about the
observed charged weak interactions within first-order perturbation theory. But it has big dif-
ficulties to overcome divergences encountered in higher order. This makes the theory, at this
state, to be not renormalisable.

In the 1960s, Weinberg, Salam and Glashow proposed that the weak and electromagnetic
interaction can be treated as different manifestation of the so-called electroweak interaction
[Gla61, Sal68, Wei67]. With this new theory the renormalisation problem was solved and first
steps towards the development of the standard model was done. The symmetry between elec-
tromagnetic and weak interaction holds for large momentum transfers of about q2� 104 GeV.
At low energies, the symmetry is broken. Then, the four mediating vector bosons of the elec-
troweak interaction appear as one massless boson, the photon γ , and the others as massive
bosons, W+,W−,Z0 (mW± = 80.379(12)GeV and mZ0 = 91.1876(21)GeV [THH+18]). By
means of an additional I = 3/2 doublet of complex fields called Higgs scalars, the bosons are
given their mass by the process of spontaneous symmetry breaking. The heavy mass of these
bosons also explain the short range of the weak interaction, while the range of the electromag-
netic interaction is not limited.

The interaction via a boson-exchange process introduces a boson propagator term of the
form

1
q2 +m2 , (2.19)

where m is the boson mass and q the 4-momentum transfer. If q� m the propagator can be
considered as constant, but for high q it falls. In case of low momentum transfer the range
of the weak interaction is limited to . 10−3 fm due to the heavy boson masses, which can be
deduced from the uncertainty principle. This explains, why the point-like interaction is a good
approximation in low energy processes.

The four mediating bosons are arranged in a triplet and a singlet as members of multiplets
of “weak isospin” I and “weak hypercharge” Y . The corresponding bosons of the triplet
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2. Neutron β -decay

(I = 1) are Wµ =W (1)
µ ,W (2)

µ ,W (3)
µ and the one of the singulet (I = 0) is Bµ . Mathematically,

Wµ correspond to SU(2) and Bµ to U(1), which is why the unification is accomplished as
SU(2)×U(1).

The physical, charged bosons W+
µ ,W−µ and the neutrals Z0

µ and Aµ , which corresponds to
the photon, are linear combinations of Wµ ,Bµ :

W±µ =
1√
2

(
W (1)

µ ± iW (2)
µ

)
(2.20)

Z0
µ =W (3)

µ cosθW−Bµ sinθW (2.21)

Aµ =W (3)
µ sinθW +Bµ cosθW , (2.22)

where θW is the Weinberg angle (weak mixing angle), defined by

tanθW =
g
g′

. (2.23)

Here, g is the coupling to the triplet field and g′ the coupling to the singlet field.
However, in low energy processes such as neutron decay, non-local effects associated to

the exchange of massive vector bosons are not observable. So, the four-fermion point-like
approximation may be used.

2.4. Measurable parameters in free neutron β -decay

In the preceding sections the Hamiltonian of the weak interaction of the V −A theory is de-
rived. By means of Fermi’s golden rule the transition rate W can be calculated as follows:

W =
2π

h̄

∣∣M f i
∣∣2 ρ

′
e (Ee) , (2.24)

where ρ ′e is the phase space density of the final states and M f i the transition matrix element,
which is given by the Hamiltonian Equation (2.13).

In the modern form of the standard model the triple differential decay rate is then given by
[JTW57]:

dW =
G2

F |Vud |2
(2π)4h̄

ρ
′
e (Ee)dEedΩedΩν̄eξ

×
(

1+a
~pe~pν̄e

EeEν̄e

+b
me

Ee
+~σn

(
A
~pe

Ee
+B

~pν̄e

Eν̄e

+D
~pe×~pν̄e

EeEν̄e

))
, (2.25)

with ~pe, ~pνe , Ee, Eνe being the momenta and energies of the electron e and the electron-
antineutrino νe, m the mass of the electron, GF the Fermi constant, Vud the first element of the
CKM matrix and ~σn the spin of the neutron. The parameters a,A,b,B,D denote the different
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2.4. Measurable parameters in free neutron β -decay

correlation coefficients, which are partly depicted in Figure 2.2. The parameter ξ is described
by the weak coupling constants L j,R j ( j = S,V,A,T ):

ξ =
(
|LS|2 + |LV |2 + |RS|2 + |RV |2

)
+3
(
|LA|2 + |LT |2 + |RA|2 + |RT |2

)
. (2.26)

Since the axial and tensor couplings are linked to the triplet state a factor of 3 arises. In the
purely left-handed V −A theory within the SM LS,LT ,RA,RS,RV ,RT are predicted to be zero
as well as b and D. Then

ξ = |LV |2 +3 |LA|2 , (2.27)

and the correlation coefficients a,A,B can be expressed by λ = LA/LV and the phase angle φ

between them:

a =
1−|λ |2

1+3 |λ |2
(2.28)

A =−2
|λ |2 + |λ |cosφ

1+3 |λ |2
(2.29)

B = 2
|λ |2−|λ |cosφ

1+3 |λ |2
(2.30)

By measuring one of these correlation coefficients λ can be determined. A comparison of λ

values from independent neutron decay measurements provides an important test of the V −A
model as the system is redundant and overdetermined. The current value is λ =−1.2724(23)
([THH+18], PDG 2018 average from neutron decay). Near the value λ =−1.27 the sensitiv-
ities for the correlation coefficients are given as follows:

da
dλ
≈ 0.298,

dA
dλ
≈ 0.374,

dB
dλ
≈ 0.076 . (2.31)

The aSPECT experiment measures the β -νe angular correlation coefficient a, which is
currently known to a =−0.1059(28) (∆a/a≈ 2.6%, [THH+18] PDG 2018 average). Within
the V −A model a can take values from−1/3 (pure Gamow-Teller decay, gV = 0) to +1 (pure
Fermi decay, gA = 0). In general, a is given by

a =
1
ξ

(
|LV |2−|LS|2 + |LT |2−|LA|2 + |RV |2−|RS|2 + |RT |2−|RA|2

)
. (2.32)

Thus, a precise measurement of a can be used to search for scalar and tensor coupling con-
stants , 0. Also, the non-zero value of a does not violate parity, as it does not contradict
Li = Ri, nor does it violate time-reversal invariance (all constants have to be real).

For more information of the β -decay of the neutron, the observables of it and its in-
teractions, as well as limits from the neutron decay on the SM the reader is referred to
[Abe08, Dub91, DS11, SBNC06].
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2. Neutron β -decay

Figure 2.2.: Observable correlation coefficients in free neutron β -decay. The sketch shows
a neutron with spin ~σn and the momenta of its decay products. The aSPECT
experiment measures “little” a, which is the correlation between the electron ~pe

and neutrino momenta ~pνe .

2.5. The proton energy spectrum

The main objective of aSPECT is the determination of a from unpolarised neutron decay, in
which case the differential decay rate can be written as:

dW ∝ 1+a
|~pe||~pνe|
EeEνe

cosθeνe . (2.33)

Here, θeνe is the angle between the momenta of the electron ~pe and the antineutrino ~pνe .
The coefficient a indicates the preferred relative orientation of the electron and antineutrino
momenta. In example, if a = 0, there is no preferred emission direction (isotropic), but if
a =+1 the electron and antineutrino have much higher probability to be emitted in the same
direction. For negative values of, in example a = −1/3, antiparallel emission is preferred.
Due to kinematic reasons, momentum and energy conservation, this is directly linked to the
observed proton recoil energies, which is depicted in Figure 2.3. This allows the determination
of a from the shape of the proton recoil spectrum as can be seen in Figure 2.4. There, the
proton energy spectrum is shown for three different values of a. The difference between
the shape of the red dashed spectrum (a = −0.3333) and the blue spectrum (a = −0.1059)
corresponds to a difference in a of about 200 %. The aSPECT experiment aims for ∆a/a ∼
1%. This means a precision of just ∼ 1/200 of the observed change in shape of Figure 2.4.

Glück calculated the proton spectrum including several corrections to make the determina-
tion of λ possible to ∼ 0.1%, which corresponds to a precision in a of 0.03 % [Glü93]. The
differential spectrum depends on the total proton energy E f =mpc2+Tp and has the following
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Figure 2.3.: Link between proton recoil energy and θeνe . On the left, the emission angle θeνe

between the direction of the electron e and antineutrino νe is small, thus, due
to momentum and energy conservation, the proton recoil energy is high. On the
right, the angle is maximal, thus, the recoil energy is small.

form:

ω0Cα(E f ) = ω̃0C(E f ) · (1+0.01rC(y))(1+0.01rρ +0.01rp(y)) . (2.34)

This equation is comprised of

• ω̃0C(E f ), the proton spectrum including relativistic and Coulomb corrections of the
(1+ πα

β
) approximation,

• rC(y), the higher order Coulomb correction,

• rp(y), the energy-dependent, model-independent, radiative correction, and

• rρ = 1.505, the energy- and model-independent, order-α correction.

The corrections rC(y) and rp(y) are plotted in Figure 2.5.

2.6. Previous and competing measurements of a

The first determination of a was carried out by Grigoriev et al. in the Soviet Union in 1967
[GGVN68]. The experiment measured the proton spectrum in coincidence at a fixed electron
energy. By this method, background could be suppressed effectively. The proton energy could
be determined by a time of flight measurement by means of an ellipsoidal electrostatic mirror.
The result was

a =−0.091(39) , (2.35)

which corresponds to ∆a/a≈ 43% dominated by counting statistics.
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2. Neutron β -decay

Figure 2.4.: Differential proton recoil spectrum. Shown is the differential proton recoil spec-
trum for three different a values: a = −0.3333 (pure Gamow-Teller transitions),
a = +1 (pure Fermi transitions), and the current a = −0.1059 (PDG 2018 aver-
age). As can be easily seen, the more positive a is, the more high recoil energies
are preferred, and vice versa.

Figure 2.5.: Corrections to the proton energy spectrum ω̃0C(E f ). (a) shows the higher order
Coulomb correction and (b) the model-independent, radiative correction plotted
against the fraction y of the maximal proton’s kinetic energy Tp,max ≈ 751eV. The
curves are the result from a cubic interpolation of the values listed in TABLE III.
and IV. from [Glü93].
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Figure 2.6.: Experimental setup by Stratowa et al. (Vienna, 1978). Fig. from [SDW78].

Figure 2.7.: Experimental setup by Byrne et al. (Grenoble, 2002). Fig. from [BDvdG+02].

The first precise measurement was conducted by Stratowa et al. in Vienna in 1978 [SDW78].
They also derived a from the shape of the proton spectrum. Neutrons decayed in a tangen-
tial through tube of the ASTRA reactor (z = 0). By two apertures (z1,z2) only protons with
90 ◦ were selected, guided into a spectrometer (spherical condenser), and detected by an ion-
electron converter detector (Figure 2.6). They obtained

a =−0.1017(51) , (2.36)

which corresponds to ∆a/a≈ 5%. The leading systematics were energy-dependent factors in
the transmission and the detection efficiency.

Only after 24 years in 2002 Byrne et al. performed a new measurement of a at the Institute
Laue-Langevin (ILL) Grenoble [BDvdG+02]. This experiment utilised a modified appara-
tus build to measure the neutron lifetime. It counted protons from a neutron beam passing a
Penning-like trap. The trapped protons could be released by lowering the electric potential to
one side of the trap (“gate” electrode, Figure 2.7). In this way the integral proton spectrum
could be determined. Similar to aSPECT the proton momentum had to be transferred adiabat-
ically to longitudinal momentum. This was one of the leading systematics of this experiment.
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2. Neutron β -decay

The value was determined to

a =−0.1054(55) , (2.37)

which corresponds to ∆a/a≈ 5%. This is similar to the experiment by Stratowa et al. .
One of the current, competing experiments is aCORN [WBC+09] conducted at the National

Institute of Standards and Technology (NIST) in Gaithersburg (Maryland, USA). The exper-
iment does not measure the shape of the proton spectrum, but realises the novel “wishbone
asymmetry” first proposed by Yerozolimsky and Mostovoy [Yer04, BM94]. The spectrome-
ter consist of a axial magnetic field with a β -spectrometer at one end and a proton counter
at the other (Figure 2.8 (a)). The transverse electron and proton momenta are restricted by
collimators and are detected in coincidence. It can be discriminated between two groups:

(i) Group I: Proton emitted towards proton detector and electron towards β -spectrometer.

(ii) Group II: Proton and electron are emitted towards β -spectrometer. In this case the proton
gets reflected and is guided towards the proton detector, and thus is slower than a proton
from group I.

Plotting the time of flight spectrum against the β energy E (Figure 2.8 (b)) reveals the two
groups, the so-called “wishbone”. The wishbone asymmetry X(E) is related to a as follows:

X(E) =
NI(E)−NII(E)
NI(E)+NII(E)

= a fa(E) , (2.38)

where fa(E) is a geometric function.
In 2017 Darius et al. [DBD+17] could determine a to

a =−0.1090±0.0030(stat)±0.0028(sys) , (2.39)

which corresponds to ∆a/a ≈ 3.8%3. The setup is sensitive even to tiny polarisation of the
neutron beam (∼ 0.6%), which was one of the main systematics. In 2014 aCORN was re-
located to the neutron beam line NG-C, where data were collected from 2015 to 2016. The
preliminary result presented in April 2019 expects ∆a/a≈ 2.1% [WBD+18].

The Nab experiment [Bow05, PAA+09, BBPP14] is under construction at the Spallation
Neutron Source (SNS) in Oak Ridge (Tennessee, USA). The experimental setup is shown in
Figure 2.9 (a). It consists of two detectors and an axial guiding field between them passed by
a neutron beam. Only the upper detector count protons, while both can count electrons. Nab
measures the electron energy Ee and estimates the proton momentum pp from the proton time
of flight tp (coincidence measurement). This allows the determination of the angle between
electron and neutrino as follows:

cosθeν =
p2

p− p2
e− p2

ν

2pe pν

(2.40)
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2.6. Previous and competing measurements of a

(a) (b)

Figure 2.8.: The aCORN experiment. (a) Experimental setup of aCORN (Gaithersburg, 2017).
Fig. from [DBD+17]. (b) Wishbone asymmetry. The lower group are the direct
protons (I) and the upper group the delayed protons (II). Fig. from [WBD+18].
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2. Neutron β -decay

(a) (b)

Figure 2.9.: The Nab experiment. (a) Experimental setup of Nab. (b) Plot of phase space
cosθeν . The projection of the squared proton momentum p2

p for a fixed electron
energy Ee result in trapezes, which have slopes proportional to a. Both Figs. from
[BAB+08].

The phase space of allowed values is shown in Figure 2.9 (b). For a fixed electron energy Ee,
the decay rate will have a slope proportional to a. Nab aims for a determination of a with a
precision of ∆a/a≈ 0.1%.

3Result from quadrature sum of statistical and systematic uncertainty (PDG convention).
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3. Improved determination of the β -ν̄e

angular correlation coefficient a in free
neutron decay using the aSPECT
experiment

3.1. Introduction

The free neutron presents a unique system to investigate the standard model of particle physics
(SM). Its β -decay into a proton, an electron and an electron-antineutrino is the prototype
semileptonic decay. The low decay energy allows a simple theoretical interpretation within
the Fermi theory, which is a very good approximation of the underlying field theory at low
energies. Due to the absence of nuclear structure this decay is easy to interpret with only
minor theoretical corrections compared to nuclear β -decays.

While the neutron lifetime gives the overall strength of the weak interaction, neutron de-
cay correlation coefficients depend on the ratio of the coupling constants involved, and hence
determine its internal structure. Today, neutron β -decay gives an important input to the calcu-
lation of semileptonic charged-current weak interaction cross sections needed in cosmology,
astrophysics, and particle physics. With the ongoing refinement of models, the growing re-
quirements on the precision of these neutron decay data must be satisfied by new experiments.

The aSPECT experiment [BAB+08, GBB+05, ZBvdG+00] has the goal to determine the
ratio of the weak axial-vector and vector coupling constants λ = gA/gV from a measurement
of the β -νe angular correlation in neutron decay. The β -decay rate when observing only the
electron and neutrino momenta and the neutron spin and neglecting a CP-violating term is
given by [JTW57]

d3
Γ ∝ G2

FV 2
ud peEe(E0−Ee)

2
(

1+a
~pe · ~pν

EeEν

+b
m
Ee

+ ~σn ·
(

A
~pe

Ee
+B

~pν

Eν

))
dEedΩedΩν

(3.1)

with ~pe, ~pν , Ee, Eν being the momenta and energies of the beta electron and the electron-
antineutrino, m the mass of the electron, GF the Fermi constant, Vud the first element of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix, E0 the decay energy and ~σn the spin of the
neutron. b is the Fierz interference coefficient. It vanishes in the purely vector axial-vector
(V −A) interaction of the SM since it requires scalar (S) and tensor (T ) interaction (see e.g.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

[SBNC06, VWT15]). The correlation coefficients a and A are most sensitive to λ and can
be used for its determination. The SM dependence of the beta-neutrino angular correlation
coefficient a on λ is given by [JTW57, Abe08]

a =
1−|λ |2

1+3 |λ |2
. (3.2)

To date, the most accurate value of λ has been extracted from measurement of the β -asymmetry
parameter A [MMD+13, MMS+18, BDA+18]. However, determining λ from a yields com-
plementary information since the experimental systematics are different and systematic effects
are relevant in this type of high precision experiments.

λ together with the neutron lifetime τn can be used to test the unitarity of the top row of the
CKM matrix [HT15] since it yields its first element Vud according to [CMS18, MS06]:

|Vud|2 =
(4908.6±1.9)s

τn

(
1+3 |λ |2

) , (3.3)

where the error in the numerator reflects the uncertainty of electroweak radiative correc-
tions. The neutron decay determination of Vud is preferred as it is free of isospin breaking
and nuclear structure corrections. Within the SM, neutron β -decay is described by two pa-
rameters only, i.e., Vud and λ . Since more than two observables are accessible, the redun-
dancy inherent in the SM description allows uniquely sensitive checks of the model’s va-
lidity and limits [Dub91, PRMT07, KHB+10, BCC+12, CRM13, GANCS19], with strong
implications in astrophysics [DS11]. Of particular interest in this context are the search
for right-handed currents and for S and T interactions where the various correlation coeffi-
cients exhibit different dependencies. These investigations at low energy in fact are comple-
mentary to direct searches for new physics beyond the SM in high-energy physics (see e.g.
[BCC+12, CRM13, GJY+18]).

The present precision of a measurements is ∆a/a ∼ 3% taking the PDG 2018 value a =
−0.1059(28) [THH+18, SDW78, BDvdG+02, DBD+17]. The work with aSPECT presented
here improved the measurement of the β -νe angular correlation a to ∆a/a∼ 0.8%.

3.2. The Experiment

At aSPECT the β -νe angular correlation is inferred from the energy spectrum of the recoil-
ing protons from the β -decay of free neutrons. The shape of this recoil energy spectrum is
sensitive to a, due to energy and momentum conservation: the proton gains a large recoil
energy when the electron and neutrino are emitted in the same direction (dominant process
for positive a) and only a small recoil energy when they are emitted in opposite directions
(dominant for negative a). The resulting differential energy spectrum is shown for two dif-
ferent values of a in Figure 3.1 (a). The recoil energy spectrum in turn is measured with a
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3.2. The Experiment

spectrometer using magnetic adiabatic collimation with an electrostatic filter (MAC-E filter)
[BPT80, PBB+92, LS85]. Such a MAC-E filter collimates the momenta of charged particles,
protons in the case of aSPECT, into the direction of the magnetic field by guiding them from
a high magnetic field B0 into a low magnetic field region BA. The inverse magnetic mirror
effect provides for a conversion of their transversal energy into longitudinal energy. In the
low magnetic field most of the kinetic energy of the proton therefore resides in its longitudinal
motion, which is then probed by an applied retardation voltage UAP. A variation of the retar-
dation voltage yields a measurement of the integral proton energy spectrum (Figure 3.1 (b)).
This technique in general offers a high luminosity combined with a high energy resolution at
the same time. In order to extract a reliable value of the β -νe angular correlation coefficient
any effect that changes the shape of the integral proton energy spectrum has to be understood
and quantified precisely. Examples are among others the transmission function of the MAC-E
filter and background that depends on the retardation voltage.

3.2.1. The transmission function

As long as the protons move adiabatically through the MAC-E filter, the ratio of radial energies
at emission and retardation points is given by 1/rB, with rB := BA

B0
, where B0 and BA are the

magnetic fields at the place of emission and retardation, respectively. This amounts to the en-
ergy resolution of aSPECT. Hence, the transmission function Ftr for isotropically emitted pro-
tons of initial kinetic energy T is a function both of UA and rB [GBB+05, BAB+08, Kon11]:

Ftr =


0 if T ≤ eUA

1−
√

1−
(
1− eUA

T

)
/rB if eUA < T < eUA

1−rB

1 if T ≥ eUA
1−rB

(3.4)

with e the elementary charge and UA = φA− φ0, the potential difference between the place
of retardation (φA) and emission (φ0). The place of retardation, the so-called analysing plane
(AP), is defined as the plane, in which the kinetic axial energy of the protons in the magnetic
flux tube from the decay volume (DV) to the detector becomes minimal. The AP of aSPECT is
a surface inR3. It can be determined by particle tracking simulations given the known electric
and magnetic field configurations. In case of homogeneous electric and magnetic fields inside
the DV and AP electrode, the AP is simply the midplane of the AP electrode.

In the ideal case UA is just the applied retardation voltage UAP between the DV and AP
electrode (see Figure 3.2). In reality, the electric potentials φA and φ0 get slightly shifted and
distorted by field leakage and locally different work functions of the electrodes creating these
potentials. For the magnetic field ratio rB, variations are caused by locally inhomogeneous B
fields in the DV and AP region. Hence, UA and rB depend on the individual proton trajectories
Pi. Therefore, they get replaced in Equation (3.4) by their averages 〈UA〉 and 〈rB〉, where
the averages are over all trajectories of those protons that reach the detector1. For details

1To be precise, one would have to find 〈Ftr〉 for an applied retardation voltage and initial kinetic energy T . Access
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.1.: (a) Expected proton recoil spectrum for a=−0.103 (blue solid line) which we use
in the following as reference value (aref) and for an extreme value of a=+0.3 (red
dashed line). The decay proton has its maximum energy at Tmax = 751eV. Also
shown are the respective transmission functions Ftr for the retardation potentials
UAP = 50V and UAP = 400eV and rB = 0.203 (magenta lines). (b) The corre-
sponding (normalised) integral proton spectra. Normalisation means that the are
under the respective curve is 1, i.e., does not depend on a. The derivative dy/da
(black solid curve) expresses the sensitivity of the yield (ytheo(n)/N0) to changes in
a which (in absolute numbers) is maximal at UAP voltage settings of ∼ 50V and
∼ 400V (top horizontal axis). We do not use a lower voltage setting (UAP < 50
V), as it is potentially sensitive to background from the ionisation of residual gas.
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on the determination of 〈rB〉 and 〈UA〉, see Sections 3.4.2 and 3.4.3. For more details on the
transmission through MAC-E filters and the influence of the field configuration, see [GBB+05,
GDL+13].

The uncertainties of 〈UA〉 and 〈rB〉 form the principal systematic uncertainties of aSPECT,
albeit not the only ones. Two examples of transmission functions for aSPECT are included in
Figure 3.1 (a). Simulations show [GBB+05, Kon11] that the sensitivity of the measured a val-
ues on 〈UA〉 and 〈rB〉 is given by ∆a/a∼ 0.00012×∆〈UA〉/mV and ∆a/a∼ 10×∆〈rB〉/〈rB〉.
Therefore, a shift of ∆〈UA〉 ∼ 80mV or ∆〈rB〉/〈rB〉= 10−3 corresponds to a shift ∆a/a∼ 1%.

3.2.2. Experimental set-up

In 2013 aSPECT was set-up for a production beam time at the cold neutron beam line of PF1b
[ADH+06] at the Institut Laue-Langevin in Grenoble, France. Here we present the basic lay-
out of the aSPECT experiment. Details are discussed in [BAB+08, GBB+05, ZBvdG+00]
and [Wun16, Mai14, Kon11, Gua11, Bor10, Sim10, Hor11]. Modifications of the experimen-
tal arrangement used for the measurement in 2013 with respect to the ones presented in the
previous articles are shortly mentioned at the relevant places.

A schematic of the 2013 aSPECT spectrometer is shown in Figure 3.2. The longitudinal
magnetic field of the MAC-E filter is created by a superconducting multi-coil system oriented
in vertical direction [BAB+08]. The neutron beam enters horizontally in the lower part of
the aSPECT spectrometer at the height of the high magnetic field B0 and is guided through
the DV electrode towards the beam dump further downstream. Protons and electrons from
neutron decays inside the DV electrode are guided adiabatically along the magnetic field lines.
Downgoing protons are converted into upgoing protons by reflection off an electrostatic mirror
electrode (EM) at UEM = 860V (Table 3.1) below the DV electrode, providing a 4π acceptance
of aSPECT. The protons are guided magnetically towards the AP inside the main AP electrode
(E14 in Table 3.1). Protons with sufficient energy pass through the AP and are focused onto a
silicon drift detector (SDD) both magnetically and electrostatically. A reacceleration voltage
of UDC =−15kV applied to an electrode surrounding the detector, the so-called detector cup
(DC) electrode, is used in order to be able to detect the protons. A photograph of the set-up at
PF1b is shown in Figure 3.3.

The main superconducting coils are operated in persistent mode. Additionally, there are
two superconducting correction coils in driven mode to create a small magnetic field gradient
across the DV, as well as a combination of external air-cooled coils in Helmholtz and Anti-
Helmholtz configuration in the AP region. For more details regarding the magnetic fields and
the aSPECT magnet system, see [GBB+05, BAB+08, Gua11, Wun16]. The whole set-up is
surrounded by a magnetic field return yoke to reduce the stray magnetic field (see Figure 3.3),
but does not affect significantly the internal magnetic field and its homogeneity [KGB+14].

to 〈Ftr〉 including 〈UA〉 and 〈rB〉 is provided by particle tracking simulations, where the following relation to
Equation (3.4) can be found: 〈Ftr〉= Ftr (T,〈UA〉,〈rB〉).
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.2.: Schematic of aSPECT. Only the most important electrodes are shown. The mag-
netic field is oriented in vertical direction (blue lines). The whole set-up is under
ultra-high vacuum conditions.
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3.2. The Experiment

Figure 3.3.: The aSPECT set-up at the cold neutron beam line of PF1b at the ILL in 2013.
Clearly visible are (1) the detector electronics on top, (2) the vertically aligned
aSPECT cryostat system, (3) the massive magnetic field return yoke for the mag-
netic shielding and (4) the beam dump in front.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.4.: Fields inside aSPECT along the vertical direction (z-axis). The magnetic field
is shown in blue (dotted curve), the electric potential in red. The position of
the electrodes as mentioned in the text and listed in Table 3.1 are indicated by
horizontal bars (in blue). The most important Penning-like traps for positively (+)
and negatively (-) charged particles inside aSPECT are indicated as ellipses.
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3.2. The Experiment

During the beam time in 2013 the magnetic field was B0 ∼ 2.2T in DV region, BA ∼ 0.44T
around the AP and BDC ∼ 4.4T at the position of the detector.

The electrode system creating the electric potentials has been described in detail in [GBB+05,
BAB+08, Gua11, Kon11]. Between the DV and the main AP electrode the electrode system
contains cylindrical electrodes with subsequently higher potential (electrodes E10 to E13 in
Table 3.1). Their purpose is to avoid steep gradients of the electric potential to achieve a
sufficiently adiabatic motion of the decay protons from the DV to the AP [GBB+05]. They
also help to minimise field leakage into the main AP electrode (E14). The resulting electric
potential along the vertical axis of the aSPECT spectrometer is shown in Figure 3.4 together
with the course of the magnetic field strength. Between the AP and DV electrode, the voltage
UAP is applied. The applied voltage UAP is supplied by a precision power supply2. A voltage
divider further provides the voltages for the electrodes above and below the main AP elec-
trode, see Table 3.1. UAP is measured with a precision of < 13mV at a second connection to
the main AP electrode using a precision voltmeter3 (Section 3.4.3). Typical voltages applied
to the relevant electrodes during the 2013 beam time are shown in Table 3.1. The nomencla-
ture is from [BAB+08]. Besides the new DV and AP electrodes major differences compared
to [BAB+08] are the omission of the diaphragm electrode E7, the segmentation of the mirror
electrode E1 into two parts for improved adiabatic motion during reflection of the protons,
and the change of E15 above the main AP electrode to a dipole electrode, cf. Figure 3.2.

The DC electrode as well as the upper E × B drift electrode E16 are made of stainless
steel (316LN), which has been electropolished to reduce field emission. Furthermore, the
thickness of about 3 cm of the DC electrode housing the SDD reduces the environmental
background seen by the detector. All other electrodes are made of OFHC copper (mostly
CW009A). They are gold-coated galvanically with a thickness of 1 µm and an underlayer of
10 µm silver. Most electrodes have got a cylindrical shape. The DV and AP electrodes, in
contrast, are made from flat segments (Figure 3.5). This is one difference to previous set-
ups of aSPECT. Flat electrodes lead to a more homogeneous work function on the electrode
surface during manufacture [Kon11]. In addition, they allow a measurement of the work
function of the electrodes using a scanning Kelvin probe, see Appendix A. The DV and AP
electrodes were made from the same slab of copper and the electrode surfaces were machined
and treated identically4. Both the DV and AP electrodes were polished before coating using a
non-magnetic polish.

In between beam times aging of the surfaces was observed due to diffusion of Cu into the
Ag layer and to some extend into the final top layer of Au [TP76, Pin79], leading to increased
surface roughness contributing to increased field emission and as a result to an increased back-
ground during a beam time in 2011. As a consequence, the Au coating with its underlayer of

2FuG Elektronik GmbH model HCN 0,8M-800.
3Agilent model 3458A multimeter.
4Except for the bottom plate of the DV electrode: this plate had a mechanical defect, a deep scratch. To remove

this the plate was remachined some time after manufacture. This led to slightly different surface properties,
visible in the work function measurements, see Appendix A.
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Table 3.1.: Typical voltage settings with respect to the DV during the 2013 beam time. In the
case shown here E15 was not used as E ×B drift electrode (symmetric). When
operated in E×B mode to reduce background, side L of E15 was switched to the
same voltage as E11 (asymmetric). For details of the electrodes see [BAB+08].

Electrode Voltage (V) Comments

E1 +860 EM mirror electrode
E8 (L/R) −1/−200 Lower E×B drift electrode
E10 0.4×UAP Variable
E11 0.7125×UAP Variable
E12 0.9000×UAP Variable
E13 0.9925×UAP Variable
E14 UAP Main AP electrode, variable
E15 (L/R) 0.9875×UAP E×B drift electrode (optional), variable
E16 (L/R) −1750/−2250 Upper E×B drift electrode
E17 −15000 DC electrode

Ag was simply renewed shortly before a scheduled beam time. Prior to the assembly all elec-
trodes were cleaned in an ultrasonic bath using the cleaning sequence soap (P3 Almeco 36),
deionised water, solvent (isopropyl), and again deionised water. Before final installation any
visible dust that had accumulated on the electrodes was removed using lint-free tissue. Using
the identical material, identical production procedures like machining, polishing and coating
and handling the electrodes identically resulted in similar properties of the work function and
its dependence on environmental conditions like the formation of surface adsorbates with their
dependence on temperature and pressure. After the production beam time in 2013 and until
the measurement of the work function of the electrodes with the Kelvin probe, the electrodes
were stored in a commercial deep freeze at a temperature of < −18 ◦C. Since the diffusion
coefficient follows an Arrhenius equation, the lower temperature effectively suppresses the
aforementioned diffusion processes [PB72]. Additionally, the electrodes were enclosed indi-
vidually in plastic bags filled with Argon to avoid contamination. The measured long-term
stability of the work function of the electrodes after the beam time shows that these measures
effectively suppressed the deterioration of the surfaces. Consequently, no significant change
of their work function was the finding, see Appendix A.

Inside aSPECT, the neutron beam is shaped in front of the DV and further downstream to-
wards the beam dump by several 6LiF apertures [Bor10]. These apertures have been mounted
originally on non-conductive Borosilicate glass plates. To avoid any potential charge up ef-
fect and therefore field leakage into the DV, the glass plates have been replaced by conductive
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Figure 3.5.: Photograph of the DV electrode (left) and the main, octagonally shaped AP elec-
trode (right) as used during the 2013 beam time. The sketch shows the collimated
neutron beam (in gray) as it passes through the DV electrode. The dark area indi-
cates the projection (to z = 0) of the fiducial decay volume in which the protons
are magnetically focussed along the flux tube onto the two pads (2, 3) of the SDD.
The side ports of the DV electrode are used for pumping and lateral access, e.g.,
beam profile measurements.
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plates made out of BN and TiB2
5 [Mai14, Wun16]. For the same reason the 6LiF apertures

have been sputtered with Ti.
A manipulator installed at the cross-piece on a side port of the spectrometer at the height of

the DV electrode provides the possibility to insert probes into the centre of the DV electrode
(Figure 3.5). It was used, among others, to insert Cu foils for measurements of the neutron
beam intensity profile inside the DV, removing the necessity to extrapolate from beam pro-
file measurements further up- and downstream of the DV, which had introduced a significant
uncertainty in the past. 63Cu and 65Cu of the foil are activated by neutrons from the beam
with half-lives of 12.7h of 64Cu and 5.1min of 66Cu. The X-rays and β+ particles of 64Cu in
the activated Cu foil are imaged using a X-ray imaging plate and an image plate scanner. In
Figure 3.6 the horizontal projection (y-axis) of the measured neutron beam profile is shown.
Along the incident neutron beam the beam profile does not change, at least not across the ef-
fective neutron decay length of ∼ 3cm. This section is defined by the magnetic projection (in
x-direction) of the decay protons along the flux tube onto the two detector pads (2, 3) of the
SDD (cf. Figure 3.7). A flux tube is a generally tube-like (cylindrical) region of space which
fulfils

∫
B · dA = const. Both the cross-sectional area (A) of the tube and the field contained

may vary along the length of the tube, but the magnetic flux is always constant. Therefore, for
the radial displacement (r) of the decay protons along the symmetry axis (z) of the aSPECT
cryostat it follows to a good approximation:

r(z) = rDV
√

B0/B(z) . (3.5)

Also shown in Figure 3.6 is a distribution measured using a reduced beam profile. The lat-
ter was used to investigate an important systematic effect of aSPECT, the edge effect, see
Section 3.4.6.

Inside the aSPECT system an ultra-high vacuum is maintained by means of cascaded tur-
bomolecular pumps, one at the height of the DV electrode and two at the detector. The cold
bore of the cryostat, with temperatures locally reaching down to ∼ 50K, is acting as a cryo-
pump. Furthermore, good vacuum conditions are maintained by internal getter pumps6 at
the height of the lower E ×B electrode E8 and just below the DV electrode as well as an
external getter pump7 at the height of the DV electrode. With this vacuum set-up a pres-
sure of pDV ∼ 5 · 10−10 mbar was achieved close to the DV electrode after several weeks of
pumping. This is far below the critical pressure for proton scattering off residual gas (cf. Sec-
tion 3.4.10, [GBB+05]). Despite the very good vacuum of aSPECT, the remaining residual
gas gets ionised and trapped in Penning-like traps, created by the B- and E-fields of the spec-
trometer. The most prominent ones are indicated by ellipses in Figure 3.4. Stored protons,
ions and electrons are removed to a large extent from these traps by two longitudinally split
dipole electrodes, above the DV electrode (E8) and above the main AP electrode (E15) by

5ESK, DiMet Type 4.
6SAES type CapaciTorr C 400-2 DSK.
7SAES type CapaciTorr C 500-MK5.
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Figure 3.6.: Measured neutron beam profiles (projection onto the horizontal y-axis) for stan-
dard (blue) and reduced (red) beam size. The latter was used to investigate sys-
tematic effects. The shaded area represents the magnetic projection of the central
pad (2) of the SDD onto the y-axis in the DV (cf. Equation (3.5)).

their E ×B drift motion8, see Figures 3.2 and 3.4. Hence, the low vacuum level (the vac-
uum gradually improved during the whole production run) and the removal of stored particles
by E×B drifts reduces the retardation voltage-dependent background as one of the potential
sources of systematics to an acceptable level. This background stems from positively charged
rest gas ions ionised in the AP region (Section 3.4.5, [Mai14, Wun16]). The E×B electrode
E16 does not serve for trap cleaning but is used to pre-accelerate protons which have passed
the AP (ensuring that they overcome the increasing magnetic field) and to tune their alignment
onto the detector.

The SDD for proton counting consists of an array of three detector pads of an area of
(10× 10)mm2 each9, see Figure 3.7 ([SHM+07, Sim10]). It has an entrance window of
30nm thickness made from aluminium. The effective thickness of the silicon deadlayer behind
this window was determined to (45± 4)nm using a SRIM2008 [ZZB10] simulation. Use
of a SDD with its intrinsic low electronic noise compared with Si PIN diodes, combined
with a thin deadlayer, permits to lower the reacceleration voltage to UDC = −15kV10. This
significantly reduces field emission. The reacceleration voltage is provided by a high-voltage

8Charged particles moving in crossed E- and B-fields have a drift motion perpendicular to both fields [Jac98].
Due to this E×B drift, stored charged particles move outside of their storage volume, where they usually hit
the electrode walls and are of no longer concern.

9pnSensor UM-141101.
10With a kinetic energy of ∼ −15kV protons have a range of ∼ 280nm in silicon (simulated with SRIM2008).

This is much larger than the effective deadlayer of ∼ (30+45)nm and the protons can easily be detected, see
Figure 3.8.
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Figure 3.7.: The SDD with its three detector pads is mounted inside the detector cup electrode
featuring a wall thickness of 3 cm, which is at the reacceleration potential of -
15 keV. An offline analysis showed that the DC-electrode was not fully centred.
The drawing on the left shows the aligment of the three detector pads with respect
to the aSPECT coordinate system.

power supply11.
Signals from the SDD are read out by a custom-built preamplifier and spectroscopy ampli-

fier with logarithmic amplification (shaper). The shaped signals are digitised with a sampling
ADC (12bit, 50ns resolution) [BAB+08, MGK+06, SGB+09]. Figure 3.8 shows a pulse-
height spectrum (cf. Section 3.4.8) taken during the beam time. The proton peak is well
separated from the electronic noise. The SDD is also sensitive to the β -particles from the de-
cay of the neutron. They are clearly visible above the proton region in Figure 3.8 and steadily
continue into the proton region, as can be deduced from a measurement at UAP = 780V, where
all decay protons are blocked by the potential barrier. Low energetic β -particles, indeed, form
the dominant background in the proton region, see Figure 3.8. On the other hand, the highest
energy β -particles from neutron decay will not lose all their energy in the active region of
only ∼ 450 µm (depending on their impact angle). Therefore and because of the logarithmic
amplification, the β spectrum trails off at intermediate β energies.

To determine the exact position of the detector with respect to the DV electrode, a copper
wire of length l ≈ 8cm aligned along the z-axis was mounted on the manipulator and then
inserted into the DV electrode from the side ports. This wire was first activated in the neu-
tron beam and then moved perpendicularly to the beam direction (beam off). By detecting

11Type: FuG HCN 35-35000.
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Figure 3.8.: Pulse height spectrum of protons and electrons from neutron decay (in red) mea-
sured at ILL in 2013 (config 1, cf. Table 3.3). The proton peak is well separated
from the noise. A background measurement at UAP = 780V is shown in blue.
The small peak visible in the 780 V spectrum is caused by ionised rest gas and
reduced in later configurations, see Section 3.4.5. The two vertical lines denote
the chosen lower (ADC channel: 29) and upper (ADC channel: 120) integration
limits for the proton region. Demonstration of the logarithmic amplification of the
SDD electronic (black solid curve) using characteristic X-rays of energy E (black
circles). The right axis indicates the X-ray energy.
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the emitted electrons from the activated copper with the SDD, the magnetic projection of the
detector in y direction onto the DV electrode was determined. In order to measure the cor-
responding magnetic projection of the detector in x direction, i.e. along the beam direction,
a second activated Cu wire (l ≈ 15mm) placed parallel to the y-axis was scanned along the
x-axis [Mai14]. These measurements showed that the DC electrode was not fully centred in
the cryostat (cf. Figure 3.7). As a consequence, the magnetic flux tube from one of the de-
tector pads, pad 1, was partially crossing one of the electrodes (E12) of aSPECT. This was
confirmed off-line by particle tracking simulations. On the one hand, this pad therefore expe-
rienced a significantly higher and also fluctuating background. On the other hand, some of the
decay protons would scatter off this electrode, whereby they will lose an unspecified amount
of energy. Therefore, the data from this detector pad could not be used for the analysis of a.

In a beam time in 2008 [SGB+09] saturation effects in the detector electronics caused by
the high energetic β -particles from neutron decay were observed [Sim10, Kon11]. This was
solved by a reduction of the amplification of the preamplifier and a new spectroscopy amplifier
with logarithmic amplification, see Figure 3.8. The logarithmic amplification was checked
using a 133Ba source and characteristic X-rays from Cu, Fe and Pb excited by the radiation
from the 133Ba source. This improvement also allowed to measure the energy spectrum of the
β -particles during the beam time in 2013 (see Figure 3.8), limited at higher energies only by
the thickness of the sensitive area of the detector of 450 µm.

Two systematic effects are associated with the proton detection: first, even though the pro-
ton energy at the detector varies only from 15.00keV to 15.75keV, the energy-dependence
of the backscattering of the protons at the SDD has to be taken into account at the precision
needed for aSPECT (Section 3.4.7). Second, since the diaphragm E7 described in [BAB+08]
has been omitted in the electrode system, the beam profile is much wider than the detector, see
Figure 3.6. Since the profile is non-uniform and asymmetric over the projected area of the de-
tector, protons close to the edges of the detector may be falsely detected or lost depending on
their radius of gyration and azimuthal phase with which they arrive at the SDD. This energy-
dependent so-called edge effect has to be taken into account in the analysis (Section 3.4.6).

3.3. Measurement with aSPECT

Several beam times were taken with aSPECT at the cold neutron beam line of PF1b [ADH+06]
at ILL. The beam time in 2008 showed that the spectrometer was fully operational but the
aforementioned saturation effect of the detector prevented a result on a. This saturation ef-
fect was solved for a beam time in 2011. However, strong discharges, mostly inside the AP
trap (Figure 3.4), again foiled a successful beam time: Temporal fluctuations of the measured
background count rate, as well as their strong dependence on the retardation voltage precluded
a meaningful data analysis. At times, an exponential increase in the background events was
seen. To prevent saturation of the detector and to empty the trap, the retardation voltage had
to be prematurely zeroed. Such Penning discharges in systems with good vacuum and crossed
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3.3. Measurement with aSPECT

magnetic and electric fields can be initiated by field emission and may be self-amplifying due
to a feedback from secondary ionisation of the residual gas under a range of specific condi-
tions (see e.g. [BVB+10]). Such discharges of similar high-voltage induced background have
been observed at other experiments in the past [FBP+16, FGV+14, KSB+05]. For aSPECT
it was found that degradation of some electrode surfaces had caused increased field emission
leading to these discharges. The above-mentioned improvements eliminated that problem.
This was shown with measurements in 2012 in an offline zone in the ILL neutron hall, see
[Mai14]. The beam time of 100 days in 2013 then constituted the production measurement
for a new determination of a.

3.3.1. The measurement procedure

The 2013 beam time consisted of measurement runs with a typical duration of half a day. Ini-
tially, the experimental settings were tuned and optimised. This included finding the settings
for the E×B electrodes to minimise the background and to optimise the steering of the protons
onto the detector12 with respect to count rate, edge effect, etc.. After this optimisation proce-
dure the experimental settings were kept constant for several days in a row for measurements
of a. Measurements runs with the same settings of electrodes and magnetic fields are grouped
into a so-called configuration for the data analysis (see Table 3.2). In order to study the major
systematic effects (Section 3.4), dedicated measurements were taken at detuned settings of the
electrodes and/or different beam profiles to study the enhanced effect.

Within a measurement run measurements were organised in sequences of applied voltages
UAP that were repeated until a run was stopped. A typical measurement sequence used is
shown in Figure 3.9. In order to eliminate first order temporal drifts (time scale > 30min)
during the measurements, e.g. due to a variation of the neutron flux, the measurement se-
quence was not in ascending or descending order of UAP but alternated the voltage as shown.
Each measurement at a given voltage UAP in the measurement sequence consists of its own
measurement cycle:

• Initially the neutron beam is blocked and UAP is set to UAP = 0V. Data taking starts at
t = 0s. After tAP, on = 10s, the AP electrode is ramped up to UAP (cf. Table 3.2)13

• Between 20s ≤ t ≤ 40s, instrumental- and environmetal-related background is mea-
sured.

• At tn,on∼ 40s, the neutron beam is switched on by means of a fast neutron shutter (B4C)
placed in the neutron beam line about 5 m upstream of the DV electrode [Mai14].

12The E×B electrodes can steer the protons by O(mm) at the place of the detector.
13The time to ramp up (down) to ∼ 97% of the full potential difference is about 5 s. The measurement cycle

was only continued after reaching sufficient stability of UAP (using the feedback from the precision voltmeter
[Sim10].
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.9.: Measurement sequence of the 2013 beam time which repeats after 300 min until
data taking is stopped. Each bar in the diagram corresponds to a measurement
cycle of ∼ 5min duration for the respective value of UAP and has a time structure
as shown in Figure 3.16 of Section 3.4.5.

• For pre-defined shutter opening times top of 50 s, 100 s, and 200 s, the decay protons
are counted. After tn,off, background is measured again for about ∆tint ∼ 20s in order to
extract a possible retardation voltage-dependent background (Section 3.4.5).

• Approximatively 30 s after closing the shutter, UAP is ramped down again to ensure that
stored particles in Penning-like traps (cf. Figure 3.4) are definitely gone.

• After another ∼ 50s, data taking is completed for that particular measurement cycle.
The individual sections of data acquisition add up to a total duration of about 5 min.
The timing diagram of such a cycle is shown in Figure 3.16 of Section 3.4.5 in which
background contributions are discussed in more detail.

Each measurement sequence contains an above-average number of 50 V and 780 V mea-
surement cycles. The 50 V measurements with the highest proton count rate are needed with
good statistics in order to normalise the integral proton spectrum and are also used to check the
temporal stability of the incoming neutron flux. The 780 V measuring cycles (cf. Figure 3.8)
together with the recorded background measurements during shutter off serve for a complete
background analysis (Section 3.4.5).

3.3.2. Data analysis

The measurements of Table 3.2 were used for the analysis of a. They include measurement
configurations c = 1,2 (ON),3,7 with changes of the optimal parameter settings in order to
investigate their influence on a. In configurations c = 4,5, and 6, the neutron beam profile has
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3.3. Measurement with aSPECT

been reduced to considerably enhance a major systematic effect, i.e., the edge effect. With c =
2 (OFF) - mirror off in config 2 - the 4π symmetry of proton detection was broken, increasing
the sensitivity to trapped protons in the DV region as well as to non-isotropic emission of the
protons with respect to the spin of the decaying neutron in case of a finite beam polarisation.

The data analysis was performed for each detector pad (p) individually. For a given con-
figuration (c), the pulse-height spectra of the individual measurement cycles with the same
retardation voltage settings i (i = 1, . . . ,10 , in total) were added (counts) to a sum spectrum
(cf. Figure 3.8). From these sum spectra the integral count rates within the proton region can
be calculated by dividing them by the measuring time accordingly. The proton region encloses
the proton peak, which is located around pulse height channel 80. The lower integration limit
was set at ADC channel 29 to exclude low energy electronic noise. The upper integration
limit was set to safely include the high energy tail of the proton peak while minimising the
amount of β -electron events (background) in the proton region. Consequently, some fraction
of the protons, tail events below the lower integration limit and backscattered protons, as well
as some pile-up events above the upper integration limit are not counted but lost. How these
loss effects have been taken care of is discussed in Sections 3.4.7 and 3.4.8, respectively. In
the proton region, typical count rates for aSPECT are ∼ 450cps at UAP = 50V and ∼ 6cps
without protons (UAP = 780V). Above the upper integration limit, the count rate of β -electron
events is ∼ 70cps independent of voltage settings.

3.3.3. Fit procedure

To simplify expressions, the indexing c and p for a given configuration and detector pad is
omitted hereinafter. For the analysis of a from the integral proton recoil spectra, a fit is per-
formed to the measured data, with a as one of the free fit parameters. In the ideal case without
any systematic effect, this fit would be a χ2 minimisation of the fit function ffit(UAP,rB;a,N0)
to the measured proton spectrum. ffit would only consist of the theoretical recoil energy spec-
trum ωp(T,a) (see Appendix B) folded with the transmission function Ftr(T,UAP,rB) (Equa-
tion (3.4)) and a prefactor N0 in units of cps (the second fit parameter) which serves to match
the measured count rate spectrum:

ffit(UAP,rB;a,N0) = N0

∫ Tmax

0
ωp(T,a) ·Ftr(T,UAP,rB) dT

=: ytheo(UAP,rB;a,N0) . (3.6)

The χ2 function in this case is given by

χ
2 =

n

∑
i=1

(
yexp,i− ffit(UAP,rB;a,N0)

)2(
∆yexp,i

)2 , (3.7)

where UAP is the applied retardation voltage at measurement point i. The dead time-corrected
count rates in the proton region are denoted by yexp,i (cf. Section 3.4.8) with ∆yexp,i as their
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Table 3.2.: Typical voltage settings of the aSPECT spectrometer during the 2013 beam time.
When operated in dipole mode to reduce background, different voltages are applied
on side L and R of E15, with side L set to the same voltage as E11 (asymmetric
case, see Table 3.1). Configurations 3 to 7 use -200/-5 V instead of -1/-200 V for
the lower E ×B electrode. In configuration 6, the electric field direction of the
dipole electrode E8 was repeatedly inverted.

Configuration name Settings Effect to be studied

Config 1 Equal to Table 3.1 Standard data taking

Config 2 Repeatedly switched mirror on/off Proton traps in DV,
see Section 3.4.9

Config 3 E15L = E11 UAP-dependent background
see Section 3.4.5

Config 4 Config 3 with reduced beam profile Edge effect and UAP-dependent,
background, see Section 3.4.6

Config 5 Config 1 with reduced beam profile Edge effect,
see Section 3.4.6

Config 6 Config 5, E8 repeatedly interchanged Influence of lower E×B on
edge effect, see Section 3.4.6

Config 7 Config 3 with E3=+4 V, E6=−4 V To prevent proton traps in the DV,
see Section 3.4.9

statistical uncertainties. The theoretical proton recoil spectrum ωp(T,a) is given by Eq. (3.11)
in [Glü93]. This spectrum includes relativistic recoil and higher order Coulomb corrections, as
well as order-α radiative corrections. These corrections are precise to a level of ∆a/a∼ 0.1%.

The χ2 fit of Equation (3.7), however, shows a strong correlation (> 0.9) among the fit
parameters N0 and a with a correspondingly large correlated error on the extracted value of
the β -νe angular correlation coefficient a. In order to reduce this correlation considerably, the
proton integral count rate spectrum is fitted by a distinctly better fit function largely orthogo-
nalised with respect to the fit parameters N0 and a according to

ffit(n) =
∫ Tmax

0
N0 ·ωp(n)(T,a,rB) ·Ftr(T,UAP,rB) dT

=: ytheo(n) . (3.8)

Here, a normalised differential proton recoil spectrum is used with

wp(n)(T,a,rB) = norm(a,rB) ·ωp(T,a) . (3.9)
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3.3. Measurement with aSPECT

The normalisation factor norm(a,rB) is given by

norm(a,rB) =

 751V∫
0

ytheo(UAP,rB;a,N0)

N0
dUAP

−1

(3.10)

to provide a theoretical integral proton spectrum ytheo(n) of area N0 which does no more depend
on a in contrast to the integral value of ytheo of Equation (3.6).

In the actual conduction of the experiment one has to deal with systematic effects, like
shifts and inhomogeneities of the applied electric and magnetic fields or background and its
possible dependency on the retardation voltage, etc., which alter the measured integral proton
spectrum. This can be taken into account by additional functions fsys which modify the spec-
trum accordingly. For each systematic effect ( j) the function depends on a set of fit parameters
{ f par j} representing the coefficients of a polynominal expansion up to order 4 of the quanti-
ties UAP

14, T , or ytheo. The polynomial approach with these variables (including the constant
function as zero order polynomial function) is sufficient to describe all possible modifications
on the spectrum’s shape by the investigated systematic effects listed in Section 3.4.

The corresponding fit function is then given by

ffit(n) (UAP,rB,ytheo(n);a,N0,{ f par j=1},{ f par j=2}, · · ·)

= N0 ·

 Tmax∫
0

ωp(n)(T,a,〈rB〉) ·Ftr(T,〈UA〉,〈rB〉) dT


f j′
sys

+ ∑
j, j′

f j
sys (UAP,rB,ytheo(n);{ f par j}) .

(3.11)

The integral expression indexed by f j′
sys (UAP,rB,T ;{ f par j}) means that for certain system-

atic errors ( j′) the corresponding function is included as a modification of the integral ex-
pression: Concerning the transmission function Ftr (T,〈UA〉,〈rB〉), one has to describe the
average retardation potential 〈UA〉 as a function of UAP, i.e., 〈UA〉 = f 〈UA〉

sys
(
UAP; f par〈UA〉

)
(cf. Section 3.4.3) and to replace the magnetic field ratio 〈rB〉 → f 〈rB〉

sys
(
{ f par〈rB〉}

)
, a zero

order polynomial function (cf. Section 3.4.2). Proton backscattering in the deadlayer (dl)
of the SDD is taken into account by modifying the energy recoil spectrum ωp(n)(T,a,rB)→
f dl
sys (T ;{ f pardl}) ·ωp(n)(T,a,rB) (cf. Section 3.4.7).

The fit parameters we introduce in f j
sys may have correlations with the value of a as a result

of the χ2 minimisation. To get a statistically meaningful handle on these correlations, we
combine the data acquired for the determination of a with supplementary measurements and
simulations of the different systematic effects to an overall data set. From the now more
comprehensive fit to this overall data set we can determine the value and uncertainty of a

14In the argument of f j
sys we have set 〈UA〉=UAP since corrections on the applied retardation voltage UAP are of

2nd order here.

39



3. Improved determination of the β -ν̄e angular correlation coefficient a

including correlations with the respective parameters used to correct for systematic effects.
In general the additional measurements/simulations of systematic effects ( j) are described
by n j measured values y j

sys,k with k = 1, . . . ,n j. Together with their functional descriptions

g j
sys
(
UAP,T,rB,yexp,ytheo(n);{gpar j}

)
, they are implemented in the χ2-fit of the overall data

set as

χ
2 =

n

∑
i=1

(yexp,i− ffit(n)(UAP,rB,ytheo(n);a,N0,{ f par j=1},{ f par j=2}, . . .))2

(∆yexp,i)2

+∑
j

n j

∑
k=1

(y j
sys,k−g j

sys(UAP,T,rB,yexp,ytheo(n);{gpar j}))2

(∆y j
sys,k)

2
.

(3.12)

The first term on the right hand side of Equation (3.12) is the original χ2 Equation (3.11)
now including all systematic corrections in the fit function to describe the measured count rate
spectrum at the measurement points i.

The second term - the double sum - describes the fit g j
sys
(
UAP,T,rB,yexp,ytheo(n);{gpar j}

)
on the supplementary measurements or simulations y j

sys,k with error bars ∆y j
sys,k, where the

sum over j encompasses all systematic investigations applied. As in the case of f j
sys, we have

set 〈UA〉 = UAP in the argument of g j
sys. f j

sys and g j
sys may or may not be the same function.

This depends on how we get access to the relevant systematic effect through the supporting
measurements/simulations and on how these results have to be transferred to f j

sys in order to
make the appropriate correction on the systematic effect ( j) in the integral proton spectrum.
That is why the parameter set { f par j} and {gpar j} which enter into the fit may be different
for a given systematic effect. This, for example, is the case when describing the background
with its retardation voltage-dependent part (cf. Section 3.4.5).

The ‘comprehensive’ fit has to be applied to each pad and measurement configuration in-
dividually, since the systematic effects may vary between pads and configurations. However,
for the final result both detector pads and all selected configurations have to be included in the
final global fit with a being the same fit parameter for all, but all other systematics individual
for the respective pad (p) and configuration (c). Formally, the so-called global χ2 fit can be
expressed as

χ
2
global = ∑

c
∑
p

χ
2
c,p (3.13)

introducing here again the c and p dependency of the χ2 function (expressions on the right-
hand side of Equation (3.12) and adding them up accordingly.

The routine we employed is based on Wolfram Mathematica and has been used for other
experiments in the past [HKH+04, TAB+13, AHK+14].
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3.4. Quantitative determination of the systematic effects

3.3.4. Field and particle tracking simulations

In order to understand the behaviour of the experimental set-up and to determine several sys-
tematic uncertainties quantitatively, simulations of the electric and magnetic fields were per-
formed, as well as particle tracking simulations. For this purpose, the open-source KASPER
simulation framework is used, containing the KGeoBag, KEMField, and KASSIOPEIA pack-
ages [FGT+17, Cor14, Fur15]. The EM field and particle tracking simulation routines of
KASPER were originally developed and used for aSPECT, then modified and hugely im-
proved at KIT and MIT for the KATRIN experiment to determine the neutrino mass.

The aSPECT coils and electrodes geometry is implemented using the KGeoBag software
package for designing generic 3-dimensional models for physics simulations. This geometry
is forwarded to KEMField for electromagnetic potential and field calculations. At that point
the applied currents, voltages (see Table 3.1) as well as the measured work functions of the
particular electrode segments have to be set as input parameters. The different methods used
for charge density and field calculation are described in [LŠA06, Hil17, Glu11]. The calcu-
lated fields together with the geometrical arrangement are then used for the particle tracking,
performed with the KASSIOPEIA package [FGT+17]. In KASSIOPEIA, the track contains
the initial particle state (position, momentum vector, and energy) as well as the current state
which is consecutively updated as the simulation progresses. The equation of motion is solved
at each step using an 8th order Runge-Kutta algorithm. KASSIOPEIA also stores parameters
like path length, elapsed time, number of steps in the trajectory calculation and exit condi-
tion identification containing the reason why track calculation was stopped, i.e., particle hits
the detector plane, an electrode surface or is trapped in Penning-like field configurations. In
the particle tracking simulation the weighting with the measured beam profile is taken into
account.

To achieve the required precision on the simulated systematic corrections, ∼ 1010 protons
had to be tracked with KASSIOPEIA resulting in a multi-core CPU computing time of ∼
0.5y15. In addition, 40 weeks of single GPU computation time with KEMField was necessary
to solve the charge density distribution for the different electrostatic configurations. For details
of the simulations see Appendix C.

3.4. Quantitative determination of the systematic effects

The systematic uncertainties relevant in this analysis lie in the knowledge of the transmission
function and any effect that shows a dependence on the recoil energy or the retardation voltage.
The relevant experimental systematic effects in no order of strength are

A. Temporal stability and normalisation,

B. Magnetic field ratio 〈rB〉,
15Mogon high performance cluster of Mainz university [mog19].
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3. Improved determination of the β -ν̄e angular correlation coefficient a

C. Retardation voltage 〈UA〉,

D. Background,

E. Edge effect,

F. Proton backscattering and lower integration limit,

G. Dead time and pile-up,

H. Proton traps in the DV region,

I. Miscellaneous effects.

In the following we explain each effect, show with which method it was investigated and
what its influence on the proton spectrum or on a is. Systematic effects are taken into account
down to ∆a/a≤ 0.1%. In addition to these major systematics there are some minor systemat-
ics which have been shown to be small enough to not significantly influence the experimental
result at the present level of precision. These are the adiabatic motion of the proton that has
been taken care of in the design of the spectrometer, electron backscattering at the electrodes
below the DV and higher order corrections in the fit function.

3.4.1. Temporal stability and normalisation

The temporal stability of the measurement was checked via the measured count rates in the
proton region at 50 V retardation voltage where we have the highest event rates. The resulting
good statistics can be utilised to trace possible systematic drifts and non-statistical fluctua-
tions. Figure 3.10 shows the sequence of count rates (central pad) for the 50 V measurement
runs in config 1 according to the scheme depicted in Figure 3.9. The individual 50 V runs
were 200 s long (shutter opening time), resulting in a relative statistical accuracy of ∼ 0.34%
per pad at an average count rate of about 445 Hz. The distribution of the count rates around
their common mean (standard deviation) essentially reproduces the expected error from pure
counting statistics. In config 1, for example, a total of 193 runs at 50 V were conducted within
3.5 days including an interruption of about 30 h. For the central pad the average count rate
is 445.65(11) Hz which after dead-time correction enters as data point yconfig1, pad2

exp (50V) in
the integral proton spectrum (see Figure 3.1 (b)). Table 3.3 shows the average count rates at
50 V for the seven measurement configurations and the results of the respective χ2 fits (con-
stant fit). The distribution of count rates in all measurement configurations clearly indicate
the absence of drifts > 1Hz/day (estimated conservatively). The influence of linear drifts on
a exactly cancels as long as the drift period TD is an integer multiple (n) of t0 ∼ 150min as
can be deduced from Figure 3.9 with the worst case scenario when the drift kinks at a half-
integer multiple of t0. For the latter case we estimated the influence on a to be less than 0.1 %
(relative) assuming a drift period of one day.
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3.4. Quantitative determination of the systematic effects

Table 3.3.: Average count rates in the proton region at 50 V for the different configurations
(central detector pad). In case of χ2/ν > 1, the error bars on the average count
rates were scaled with

√
χ2/ν .

Configuration Start time Average count rate at 50 V(s−1) χ2/ν

Config 1 06/28/2013 445.65(11) 1.07
Config 2 (ON) 07/05/2013 445.57(27) 1.06
Config 3 07/26/2013 452.33(15) 1.27
Config 4 07/30/2013 395.82(21) 0.97
Config 5 08/01/2013 393.07(25 1.51
Config 6 08/04/2013 389.79(32) 0.61
Config 7 08/05/2013 443.36(16) 0.95

The average count rates for the other retardation voltage settings were extracted in a similar
manner which then provide the remaining data points yc,p

exp(UAP) to determine the shape of the
integral proton spectra differentiated according to configuration (c) and detector pad (p). In all
cases the statistical error bars were scaled with

√
χ2/ν if the constant χ2 fit to the temporal

sequence of the rates showed a reduced χ2 of χ2/ν > 1 (ν : degrees of freedom).

3.4.2. Magnetic field ratio 〈rB〉
To precisely determine 〈rB〉, a proton-based NMR system16 has been developed [Gua11].
It consists of two z-shaped glass tubes of inner diameter 2.5 mm and outer diameter 4 mm.
Each glass tube is filled with a 1:1 mixture of acetone and ethanol which stays liquid down
to 150 K. The central part of the z-shape is surrounded by a solenoidal NMR coil of ∼ 1cm
length, which is oriented horizontally in the B-field of aSPECT (see inset of Figure 3.11 (a)).

The resonant circuits (Q ∼ 150) were tuned to the respective resonance frequencies of
∼ 92MHz and ∼ 18MHz of the local B-fields inside the DV and AP electrode and finally
matched to the standard impedance of the connecting lines (50Ω).

Shortly after the 2013 beam time, the aSPECT spectrometer was brought to room temper-
ature, and the whole electrode system including the detector setup was removed. To provide
both free access to the inner part of the spectrometer and the necessary temperature conditions
for the NMR probe measurements, an inverted, non-magnetic Dewar was built and fitted in-
side the bore tube of the spectrometer. After cooling down and ramping the magnetic field up
again with the same current settings as before, the field along the z-axis was measured. The
two probes measured simultaneously at fixed distance, with the lower probe positioned around

16The fields inside aSPECT were scanned with a Hall probe sufficient to bridge the dynamic field range along the
entire flux tube and to measure B-fields with a relative accuracy of ∼ 5 ·10−3.

43



3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.10.: Temporal sequence of 50V runs for config 1. Plotted are the average count
rates of the central detector pad for the individual measurement runs of 200 s
duration. The distribution of data points around their common mean(solid line)
corresponds to the drawn error bars resulting from pure counting statistics. A
constant fit to the data gives: χ2/ν = 1.07.

the centre of the DV electrode and the upper probe at the place of the local field maximum at
the height of the AP electrode. The measured fields are shown in Figure 3.11. They are used
to confirm the quality of field simulations with KEMField for the given coil configuration of
aSPECT and the respective current settings. Minor adaptations due to the influence of the re-
turn yoke on the internal magnetic field [KGB+14] as well as environmental fields were taken
into account.

The field simulations were used to determine the off-axis fields inside the DV and AP elec-
trode. From the known field configuration and the beam profile measurements the magnetic
field ratio 〈rB〉 as result of the particle tracking simulation was determined. For details see
Appendix C.4.

When electrode E15 was used as dipole electrode (config 3, config 4, config 7), the local
magnetic field maximum in the AP region had to be slightly shifted (∼ −3cm) by means of
the external anti-Helmholtz coils (AHC). The resulting field changes in the DV and AP region
were considered with their impact on 〈rB〉. Table 3.4 shows the 〈rB〉 values from particle-
tracking simulations differentiated by detector pad and configuration.

This simulation-based error analysis must be extended by an offset error common to all
〈rB〉 values. The main contribution comes from the uncertainty of the exact position (±1mm)
of the two NMR samples in axial direction (cf. Figure 3.11) with (∆〈rB〉/〈rB〉)pos. = 1.7 ·
10−5. Although the field ratio is quite robust to repeated ramping the superconducting magnets
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Figure 3.11.: NMR measurements of the magnetic field on-axis around the centre position
of the DV and the AP electrodes. The uncertainties in the field measurement
correspond to the symbol size and mainly reflect the measurement reproducibil-
ity. The positioning error of the NMR probe was estimated to be ±1mm. The
solid lines are the results from KEMField field simulations based on the known
aSPECT coil configuration as well as the current settings used in the 2013
beam time. (a) The B-field inside the DV exhibits a small axial gradient of
∼ 2 · 10−4 T/cm to ensure that no decay protons get trapped by the magnetic
mirror effect between the DV and EM. Inset: Sketch of NMR probe used to
measure the fields. (b) In the AP region the B-field has a tiny, local maximum to
provide sufficiently adiabatic motion close to the AP [GBB+05, GDL+13].
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Table 3.4.: Simulated 〈rB〉 values. The uncertainty is dominated by Monte Carlo statistics.
Possible influences of beam position variation (±1mm) and differences due to
standard and reduced beam profile on 〈rB〉 are included in the given uncertainty
which is ∼ 6 ·10−6 relative. The table lists the start values obtained from simula-
tions/measurements and the corresponding fit results. The error given with the fit
results is the uncertainty in c〈rB〉

0 , the value in the last line (‘offset’) indicates c〈rB〉
0,offset

and its uncertainty.

c〈rB〉
0 : Config 1, 2, 5, 6 c〈rB〉

0 : Config 3, 4, 7
(symmetric) (asymmetric)

Pad 2 fit start value 0.2028870(12) 0.2028897(12)
Pad 2 fit result 0.2028870(15) 0.2028897(15)

Pad 3 fit start value 0.2028930(12) 0.2029001(12)
Pad 3 fit results 0.2028930(15) 0.2029001(15)

c〈rB〉
0, offset: Config 1,. . . , 7

Pad 2/3 start value 0.±4.0 ·10−6

Pad 2/3 fit result −2.9 ·10−8±4.9 ·10−6

down and up17, moving the detector mechanics, changing the status of nearby valves, etc., the
influences of which were estimated and included in the error budget (cf. Table 3.4) resulting
in a total offset error of < 2 ·10−5 (relative).

To include these results into the fit procedure of Equation (3.12) we have to set y〈rB〉
sys = 〈rB〉

and ∆
〈rB〉
sys = 1.2 · 10−6 (cf. Table 3.4) and further g〈rB〉

sys = c〈rB〉
0 with c〈rB〉

0 as free fit parameter.
In the fit function of Equation (3.11) one has to replace 〈rB〉 → f 〈rB〉

sys = c〈rB〉
0 + c〈rB〉

0, offset. The

parameter c〈rB〉
0, offset is a restricted fit parameter in the fitting procedure which is Gaussian dis-

tributed around zero mean with standard deviation σ = 2 ·10−5 · ¯〈rB〉 = 4.1 ·10−6. This way
the offset error on 〈rB〉 is taken into account. In Table 3.4 the corresponding fit results for 〈rB〉
including error bars are listed.

17The superconducting magnet shows a kind of hysteresis, which is a small, but known, effect [SSS68]). It
disappears after the coils are warmed up above their critical temperature of Tcrit = 9K, which was applied
systematically for field changes.

46



3.4. Quantitative determination of the systematic effects

3.4.3. Retardation voltage 〈UA〉
Like 〈rB〉 , the retardation voltage 〈UA〉 directly enters the transmission function Equation (3.4).
Sources of uncertainties of 〈UA〉 are

1. the measurement precision of the applied voltage,

2. inhomogeneities and instabilities of the potential in the DV and the AP region due to
spatial and temporal variations of the work function of the DV and AP electrodes, and

3. inhomogeneities of the potential in the DV and AP region due to field leakage.

3.4.3.1. Measurement precision of the applied voltage

The retardation voltage UAP was measured continuously at the readback connections of the
AP and the DV electrode using the Agilent 3458A multimeter. Each voltage reading was
integrated for 4 s to achieve the required precision. The multimeter was calibrated at least
annually and was working within specification during the beam time 2013, i.e., the corre-
sponding precision of each measurement of the retardation voltage was ∆UAP, Agilent < 13mV
for all voltages. The short-time voltage stability was found to be better than 1.5 mV on the
1000 V scale.

3.4.3.2. Impact of spatial and temporal variations of the work function

aSPECT utilises gold-coated electrodes to obtain inert electrode surfaces, to achieve a high
temporal stability of the surface properties, and to avoid any potential surface charges on an
electrically insulating oxide layer [Dob74]. The work function of these electrodes modifies
the actual retardation voltage measured between the DV and AP electrode. The work function
(WF) of gold varies by up to ∆WFAu/e ∼ 500mV depending on its crystalline structure and
orientation [Hay12]. Besides, a WF decrease of as much as one volt may occur on exposure of
water vapor to gold (humidity) [WF72]. All in all, this is significantly larger than the desired
uncertainty of ∆〈UA〉 < 30mV needed to keep retardation voltage related uncertainties of a
below 0.3 %. Since only WF differences are relevant, the problem is largely relaxed if only
common drift modes are present. Furthermore, WF differences may be greatly compensated
if the electrodes have passed the same manufacturing process. This particularly applies for
the DV and AP electrodes where we used the measures as described in Section 3.4.2 for the
production process, cleaning procedures and depositary. Nonetheless, great efforts were made
to measure precisely the WF of the individual electrode segments by means of a scanning
Kelvin Probe. The WF investigations were conducted after the 2013 beam time in extensive
measuring campaigns in the years 2014 and 2015. The time span of almost two years was
also important to trace possible drifts and fluctuations of the WF. The safe knowledge about
the actual WF during the 2013 run under the given measuring conditions in aSPECT was a

47



3. Improved determination of the β -ν̄e angular correlation coefficient a

cornerstone to meet the required accuracies in the specification of the potential distribution
inside the DV and AP electrodes. (details are presented in Appendix A).

3.4.3.3. Field leakage

Both the DV electrode and its surroundings are on ground potential to prevent possible field
leakage into the DV. However, the WF of the DV electrode and those of the materials in
immediate vicinity, i.e., bore tube (stainless steel), BN (TiB2 enriched) collimation guide,
and Ti-coated LiF frames are different, leading to field leakage into the DV through the large
openings of the DV electrode (cf. Figure 3.5). The WF of these materials were measured and
are shown in Table 3.5. The maximal WF difference between materials is ∆WF/e∼ 500mV,
with the bore tube and collimation materials more negative than the DV electrode, leading to
a small potential bump for the protons inside the DV electrode. The potential distributions
in the DV and AP region were finally simulated using re-scaled WF, i.e., from the measured
relative WF the WF average of all DV and AP electrode segments was subtracted. Since only
potential differences are relevant this measure is of no relevance.

Figure 3.12 shows the potential distribution along the z-axis inside the DV electrode and the
adjacent electrodes which like the DV electrode are kept at ground potential. The distribution
simulated by KEMField is essentially a superimposition of the potential drop between top and
bottom plate of the DV electrode (cf. Figure 3.5) caused by the measured WF differences of
∼ 100meV and the potential bump due to field leakage. For config 7, the red curve is the
relevant one, since the adjacent electrodes were put at ±4V to prevent protons from being
trapped in the DV region.

The AP electrode with an aspect ratio of 3.6:1 is long compared to its diameter and shielded
at both ends by overlapping electrodes with only slightly lower potential (cf. Table 3.1). Field
simulations show that the residual field leakage results in a homogeneity of the potential in the
AP region of better than 2 mV. This can be deduced from Figure 3.13 where the shallow poten-
tial maximum is plotted for an applied retardation voltage of 400 V. It peaks at z∼ 131cm, i.e.,
it ideally overlaps with the position of the local B-field maximum (see Figure 3.11). However,
the inclusion of the electrodes’ WF which were only accessible to measurement after the 2013
beam time somewhat lowers the actual potential values inside the AP electrode and makes the
distribution slightly asymmetric. Still, sufficient overlap with the local B-field maximum is
given. Similar results were obtained for config 3 and config 4 (E15 dipole electrode used in
E×B mode), where both the E- and B-field maxima were shifted by ∼ 3cm towards the DV
region.

3.4.4. The effective retardation voltage 〈UA〉
The inhomogeneities of the potential in the DV and AP region lead to a slight shift of the
effective retardation voltage 〈UA〉 from the applied voltage UAP. Figure 3.14 shows the cor-
responding deviations ∆UAP = 〈UA〉−UAP determined from particle tracking simulation for a
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3.4. Quantitative determination of the systematic effects

Figure 3.12.: Simulation of the potential distributions along the z-axis in the DV region. The
blue curve (left axis) shows the potential for configurations 1-6 based on the
measured work functions of the DV electrode and surrounding materials. The
red curve (right axis) shows the resulting potential for config 7 where the elec-
trodes below and above the DV were set to +4 V and -4 V, respectively. Inset
I(z): Measured beam profile along the z-axis (intensity in arbitrary units).

Figure 3.13.: Simulated potential distribution along the z-axis in the AP region with the retar-
dation voltage set to 400 V. A symmetric distribution around z ∼ 131cm (solid
curve) is the result if only field leakages are considered. The inclusion of the
electrodes’ WF leads to an asymmetric shape with somewhat lower potential
values and a slightly shifted position of the maximum (dashed curve).
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Table 3.5.: Measured WF differences between materials at aSPECT and the Kelvin probe tip:
WFrel := WFtip−WFmat. The individual measurements have a measurement un-
certainty of ±30meV, whereas the average WF differences of the DV and AP
electrode segments could be determined more precisely on a statistical basis (see
Appendix A). The fact that the titanium-containing materials for the collimation
show a higher WF than the gold-coated electrodes can be attributed to titanium ox-
ide layers which lead to a significant increase of the WF of the substrate [GCP06].

Location Surface material Relative work function

DV electrode Au (113±12)meV
(average)

AP electrode Au (127.4±2.5)meV
(average)
Bore tube Stainless steel 316L (−85±30)meV

Collimation BN with TiB2 (−240±30)meV
Collimation Ti-coated LiF (−394±30)meV

total of four selected voltages (see Appendix C.4). The error bars give the statistics of the MC
simulation and include the uncertainties from a ±1mm variation of the true beam position as
well as changes of the beam profile (standard/reduced). The functional dependence can be de-
scribed by a straight line; however, a distinction must be made between the individual detector
pads and configuration runs with symmetrical or asymmetrical setting of the E15 electrode.

The corresponding assignment in the fit procedure according to Section 3.3.3 is then:

y〈UA〉
sys (UAP,k) = (〈UA〉k−UAP, k) with k = 1, · · · ,4 .

∆y〈UA〉
sys : corresponding error bars from Figure 3.14

g〈UA〉
sys = c〈UA〉

0 + c〈UA〉
1 ·UAP

f 〈UA〉
sys =UAP +g〈UA〉

sys + c〈UA〉
AP, offset (3.14)

As in case of 〈rB〉 (cf. Section 3.4.2) the simulation-based errors must be extended by an
offset error c〈UA〉

AP, offset common to all 〈UA〉 values. In the fit procedure, c〈UA〉
AP, offset is again a re-

stricted fit parameter which is Gaussian distributed around zero mean with standard deviation
σAP, offset := ∆UAP, offset30mV. In Table 3.6 the different contributions to σAP, offset are listed.
Details are discussed in Appendix A.
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3.4. Quantitative determination of the systematic effects

Table 3.6.: Uncertainties from WF measurements and UAP reading. For details, see Ap-
pendix A.

Effect Uncertainty

Temporal changes of the WF differences
∆WFDV/AP/e≤ 20 mV

between DV and AP electrode

Transferability of WF measurements
∆WFUHV/e≤ 10 mV

to UHV conditions inside aSPECT

Influence of temperature gradients
∆WFgradT/e≤ 10 mV

inside aSPECT on WF differences

Measurement precision
∆UAgilent

AP ≤ 13 mVof applied voltage

Influence of WF measurement uncertainties
∆Up-tracking

AP ≤ 10 mVon particle tracking results

σAP, offset (quadratic sum) 30 mV

3.4.5. Background

The measured background in the proton region for the most part stems from electrons from
neutron β -decay. Further contributions to the detected background are instrumental/environ-
mental background, i.e., background measured with beam off18, and other beam induced back-
ground, like γ-rays from neutron capture reactions and positive rest gas ions from secondary
ionisation processes in Penning-like traps of the aSPECT spectrometer.

Independent of its origin, the background can be categorised into a component that depends
on the retardation voltage and one that does not. The latter can be readily tolerated since it
simply represents a count rate offset in the integral proton spectrum which can be considered
as free fit parameter in the fit function of the χ2 minimisation. Thus, this background (if small)
may only slightly worsen the purely statistical sensitivity in the determination of a.

On the contrary, an UAP-dependent background changes the shape of the spectrum and
therefore the value of a extracted from the fit, if no quantitative description of its functional
dependence is given and taken into account accordingly. In previous beam times, the origin
of the UAP-dependent background was investigated and measures to reduce or even to get rid

18This also includes the tail of the electronic noise leaking into the proton integration window (cf. Figure 3.8).
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.14.: Deviation ∆UAP = 〈UA〉−UAP extracted from particle tracking simulations for
UAP = 50,150,400,and 600V. A linear dependence on UAP is the finding. How-
ever, there are differences in slope and intercept for the respective detector pad
2/3 (upper/lower pair of curves) and symmetric/asymmetric settings of the E15
electrode. The error bars are dominated by the statistics of the particle tracking
simulation. Further drawn are the global fit results of g〈UA〉

sys (cf. Equations (3.12)
and (3.13)) for the overall dataset.

of it were implemented.
The main source of the retardation voltage-dependent background is residual gas ionisation

due to electrons from neutron decay and field electron emission in combination with Penning-
like traps inside aSPECT which amplify this kind of background. Field emission often orig-
inates from microprotrusions and particulate contamination on the surface of the electrode,
which enhances the local electric field. With the consequent and sustainable measures to im-
prove the electrode surface quality (cf. Section 3.3), this particular source of ionisation could
be largely eliminated. Beam off measurements during the 2013 run have shown that the field
emission induced ion count rate in the proton region is ∼ 5 · 10−3 cps and its impact on a is
negligibly small (� 0.1%) [Mai14].

Looking at the composition of the rest gas inside aSPECT at low pressure and low temper-
ature, hydrogen (H2) accounts for the largest fraction19. The small bump in the proton region
of the pulse height spectrum at 780 V (cf. Figure 3.8) stems from collisions of trapped low-
energy electrons in the AP region with hydrogen molecules. These secondary electrons are
mainly produced by the β -electrons from neutron decay whose trajectories along the magnetic
flux tube hit the AP electrode [KD03, RD77]. The ionisation cross section for electron impact
on H2 is highest for energies around 50 eV [PGG09, YSH+08], the energy range of secondary
electrons which can be easily stored in the Penning-like trap around the AP electrode (cf. Fig-

19Measurements were performed with a mass spectrometer Pfeiffer Vacuum QMG-220 mounted at one of the
aSPECT side ports. We identified the ratios H2 : H20 : N2 as 1 : 0.16 : 0.17 [Mai14].
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3.4. Quantitative determination of the systematic effects

Figure 3.15.: Evolution of the background count rate in the proton region as a function of the
time after opening the fast neutron shutter for UAP = 780V. The red solid curve
is a fit to the data: y = p0 + p1 · (1− exp(−t/τs)). The constant part of the
background, p0, is calculated to be 4.67(6) cps, the non-constant part shows an
exponential saturation behaviour with τs = 51(10)s being the characteristic time
constant and p1 = 0.66(6)cps the resulting count rate after saturation is reached.
These background investigations were carried out in the commissioning phase
before the runs config 1 to config 7 used in the analysis. During commission-
ing, the somewhat higher residual gas pressure produced a higher non-constant
background (∼ factor of 2) as compared to config 1 (cf. Figure 3.17).

ure 3.4).

H+
2 (H+) ions that are produced above the AP (or have sufficient energy to pass the AP)

are accelerated towards the detector electrode (ions produced below the AP are stored and re-
moved by the E×E electrode E8). If they hit the detector, they will cause background events
with an energy similarly to the one of decay protons. Depending on the applied AP volt-
age the trap depth for those low energy electrons changes and with it the yield of hydrogen
ions, leading to the retardation voltage dependent background. This background component
cannot be measured directly during normal data taking due to the presence of protons from
neutron decay, which result in a signal much larger than the background. Only for the 780 V
measurement the background is directly accessible. Figure 3.15 shows the evolution of the
background count rate in the proton integration window after opening the fast neutron shutter
(cf. Section 3.3.1 for the measuring sequence). The retardation voltage-dependent background
represents the non-constant part, the lapse of which reflects the filling of the trap, where sat-
uration is reached after a characteristic time constant of about 50 s. Note that the data in
Figure 3.15 were taken during commissioning at a higher pressure than during data taking.

53



3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.16.: Temporal sequence of a measurement cycle showing the different background
contributions (not to scale). The UAP-dependent background (bgUAP

) can be ex-
tracted from the counting rate difference of two measurement intervals (∆tint)
displaced in time, one before shutter opening (tbeam, on), the other immediately
after closing the shutter (tbeam, off), i.e., the regions enclosed by vertical dashed
lines. For t ≥ tbeam, off, the trap empties again with the time constant τs allowing
to monitor the yield of the rest gas ions (bgUAP

).

For all other voltage settings, this background component must be extracted from the mea-
sured count rates in two distinguished time windows of the measurement cycle, the temporal
sequence of which is depicted in Figure 3.16.

As consistency check, the 780 V measurement cycle apart from a known conversion factor
should give the same values for the retardation voltage dependent background rate, once di-
rectly extracted from the integral value of the proton-like peak in the pulse height spectrum
of Figure 3.8 (I) and then from the measurement procedure depicted in Figure 3.16 (II). A
simple background model to describe the build up of (bgUAP

) and its relaxation after shutter
closed predicts for the ratio R of the time-averaged background rates with shutter open and
after closing the shutter:

R =
1− τs/τop

τs/∆tint (1− exp(−∆tint/τs))
= (0.9±0.1) . (3.15)

Equation (3.15) holds for top� τs which is valid for top = 200s. The chosen time interval is
∆tint = 20s (cf. Figure 3.16). The error bar reflects the uncertainty in τs. The direct comparison
〈bgI

780V〉/〈bgII
780V〉 ∼ 0.9 confirms the expected ratio (cf. Figure 3.17).

Since the vacuum conditions inside aSPECT continuously improved during the 2013 mea-
surement run, the background from ionised rest gas atoms was steadily decreasing. In addi-
tion, the electrode E15 was used as a dipole electrode (E×B drift electrode) which consider-
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3.4. Quantitative determination of the systematic effects

Figure 3.17.: Pulse height spectra measured at UAP = 780V within the proton integration win-
dow for config 1. Red squares: Spectrum of bgII

780V extracted from the difference
measurement (cf. Figure 3.16) with 〈bgII

780V〉 ∼ 0.34cps. Black squares: Spec-
trum measured with beam on (shutter opened) with instrumental/environmental
background (green stars) already subtracted. Subtraction of bgI

780V = bgII
780V ·R

according to the background model yields the blue data points (essentially elec-
trons from neutron decay) with an integral count rate of ∼ 5.75cps.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

ably reduced the number density of secondary electrons trapped in the AP region. Therefore,
from config 3 on no AP voltage-dependent background could be identified anymore. Fig-
ure 3.18 shows the extracted background component

(
bgenv +bgII

UAP

)
pad 2 immediately after

tbeam, off at the different UAP voltage settings for config 1 and config 3. To incorporate the
retardation voltage dependent background in the fitting procedure, the data have to be added
as ybg

sys,k to the overall dataset with their statistical errors ∆ybg
sys,k. To these data the following

function has been fitted

gbg
sys

(
UAP;cbg

0 ,cbg
2

)
= cbg

0 + cbg
2 · (UAP)

2 . (3.16)

From config 3 on the constant fit function gbg
sys = cbg

0 was sufficient to describe the data. The
retardation voltage dependent term is then included in the fit function of Equation (3.11) ac-
cording to

f bg
sys = R ·

(
cbg

2 · (UAP)
2
)
+ cbg . (3.17)

The first term on the RHS has been multiplied by the conversion factor R to adapt it to the real
voltage dependent background during ‘beam on’. The second term represented by the free fit
parameter cbg includes all constant background components. After the first two config runs,
f bg
sys of Equation (3.17) could be replaced by f bg

sys = cbg.

3.4.6. Edge effect

The so-called edge effect originates from the gyration of the protons in the magnetic field.
The radius of gyration, rg, is the radius of the circular motion of a charged particle (q) of mass
m in the presence of a uniform magnetic field given by

rg =
mv⊥
|q|B , (3.18)

where v⊥ is the component of the velocity perpendicular to the direction of the magnetic
field B. Hence transmitted protons which arrive close to the edges of the detector20 have a
certain probability to be either detected or not, due to their gyration21. The probability to be
detected depends on the initial transverse energy T⊥ = T sin2

θ of the proton and thus via the
transmission function on the retardation voltage. Given a homogeneous spatial distribution of
the incident neutron beam in the DV, the gain and loss of protons at the edges of the detector
cancel. From the measured beam intensity profiles along the y-axis both for the standard and
reduced beam size (cf. Figure 3.6) an almost linear drop in intensity−|dI/dy| at the site of the
detector edges is the finding. This is shown in Figure 3.19 (a) illustrating the relative count

20The detector reaches its full response at a distance < 0.1mm from its edges [Sim10]. This was measured at
PAFF at Technische Universität München [MHP+07].

21The gyration radius of the protons at the height of the detector (BDV = 4.4T) is rg < 1.3mm.
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3.4. Quantitative determination of the systematic effects

Figure 3.18.: Measured retardation voltage-dependent background in the proton region with
pad 2. Shown is the count rate in the measurement interval immediately after
tbeam, off (cf. Figure 3.16) in dependence of the applied retardation voltage UAP
for config 1 (a) and config 3 (b). A clear increase of the count-rate is the find-
ing for config 1, whereas a voltage dependency is no longer observed (dashed
horizontal line to guide the eyes) for config 3 (as well as for the subsequent
configuration runs). The constant instrumental /environmental background con-
tributes with 〈bgenv〉 ∼ 0.14cps. Further drawn is the fit result of gbg

sys for the
global fit to the config 1 dataset.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.19.: (a) Relative count rate losses ε(∆y) due to the edge effect shown for two gy-
rating protons of the same rg at mean distance ∆y ≤ rg left and right from
the detector edge. From elementary geometrical considerations it results for
|dI/dy|/Iedge · rg � 1: ε(∆y) = (|dI/dy|/Iedge) · ∆y · (1− arccos(∆y/rg)/π).

(b) Ratio
(

yee(re)
sys /yee(st)

sys

)
UAP

of relative count rate losses for the reduced and stan-

dard beam profile from particle tracking simulations. Within the error bars, no
dependence on the chosen retardation voltage settings (7 in total) can be ob-
served (black horizontal line and grey shaded area represent the mean and its
standard error). This finding coincides with the simple expression εre/εst from
Equation (3.20) which gives (6.9±1.4) (mean and σ -error shown in blue).

rate losses ε(∆y) by the example of two gyrating protons at the height of the detector plane in
case of |dI/dy| > 0. For the average relative loss rate across the width L of the detector pad
one obtains:

〈ε
(
rg
)
〉L =

2
√

B0/BDV

L
· |dI/dy| · Iedge

〈Ibeam〉
·
∫ rg

0
ε(∆y)dy

≈ 2
√

2
L
· |dI/dy|
〈Ibeam〉

·
3r2

g

8
, (3.19)

where 〈Ibeam〉 is the average beam intensity across the detector acceptance (shaded area in Fig-
ure 3.6). The factor

√
BDC/B0 ≈

√
2 compensates for the reduced slope (cf. Equation (3.5))

of |dI/dy| if this quantity is extracted from Figure 3.6. For a given retardation voltage UAP
one can formally introduce an effective gyration radius (squared), r2

g, eff(UAP), which com-
prises the spectrum of gyration radii for transmitted protons which hit the detector. The latter
number must be determined by particle tracking simulations to give precise numbers for the
average relative loss rates, in particular their dependence on UAP.
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However, for the standard (st) and reduced (re) beam profile the ratio of the relative count
rate losses results in a simple expression

εre

εst
≈ |dI/dy|re
|dI/dy|st

· I
st
beam

Ire
beam

, (3.20)

which directly can be calculated from Figure 3.6 (or Table 3.3) giving: εre/εst = (6.9±1.4).
The error bar mainly results from the uncertainties in determining the actual slopes |dI/dy| at
the detector edges.

More precise numbers for the edge effect, particularly its dependence on the retardation
voltage, are obtained from particle tracking simulations (see Appendix C.4). In these simu-
lations, a homogeneous profile in the DV has been simulated. The actual profiles were then
implemented by weighting the simulated homogeneous start distribution with the measured
profile distributions. The relative loss rate yee

sys = 1−ℜ then results from the ratio ℜ of the
simulated hits at the detector with the actual beam profile and the homogeneous one. This pro-
cedure easily allows to vary the position of the beam in the DV region relative to the detector
to determine the uncertainty due to an overall position uncertainty of ±1mm. The simula-
tions have been performed for each detector pad and measurement configuration separately. It
turned out that the differences in the edge effect for pad 2 and 3 are marginal. The same is true
for the differences between configurations measured with the same beam profile. Therefore,
results of the different pads and configurations have been combined. The resulting relative
edge-effect losses at different retardation voltages are shown in Figure 3.20. The uncertainty
∆yee

sys incorporates the MC statistics and the uncertainty in the beam position (±1mm). For

the ratio
(

yee(re)
sys /yee(st)

sys

)
UAP

we obtain the data points depicted in Figure 3.19 (b). Within error

bars, these ratios show no dependence on the retardation voltage with their mean given by
〈yee(re)

sys /yee(st)
sys 〉= (6.8±0.4). This result is in very good quantitative agreement with the ratio

εre/εst (cf. Equation (3.20)) in which only the characteristics of the respective beam profile22

enter. The data depicted in Figure 3.20 can be described by the function

gee
sys (UAP;{cee

0 ,cee
2 ,cee

4 }) = cee
0 + cee

2 · (UAP)
2 + cee

4 · (UAP)
4 . (3.21)

The relative edge-effect losses are then included in the fit function of Equation (3.11) accord-
ing to

f ee
sys =−gee

sys (UAP;{cee
0 ,cee

2 ,cee
4 }) · ytheo(n) (3.22)

with ytheo(n) from Equation (3.8).

22This comparison serves as a consistency test between a simple estimation and a complex simulation of the edge
effect, which of course increases the confidence in the results.
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Figure 3.20.: Simulation of the retardation voltage dependence of the relative edge-effect
losses yee(st)

sys and yee(re)
sys for the standard and reduced beam profile, respectively.

Further drawn is the fit result of gee(re)
sys (UAP) and gee(rst)

sys (UAP) for the global fit to
the overall data set.
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3.4.7. Proton backscattering and lower integration limit

Protons that reach the detector can get backscattered, mostly due to scattering off the nuclei of
the detector material. Consequently, these protons lose only a fraction of their kinetic energy
in the detector. This is the dominant process that causes the low-energy tail of the proton peak
in the pulse height spectrum in Figure 3.8. This backscattering is energy- and angle-dependent
and even the small variation in proton energy in the range of 15.00keV < (15.00keV+T )<
15.75keV may lead to an energy-dependent detection efficiency that can change the value of
the a coefficient.

Protons which fall below the lower integration limit of the proton region and thus are not
counted can be divided into two classes: a) Protons that deposit some energy in the active
volume of the SDD and b) protons that do not deposit any energy in the active volume, i.e.,
protons that are already stopped in the deadlayer due to nuclear straggling. The former num-
ber can be determined by extrapolation of the low energy tail of the proton spectrum from the
lower integration limit to zero energy for each retardation voltage. The latter is determined
as a function of the proton energy T from the simulation package SRIM2008 [ZZB10]. The
simulation uses the effective thickness of the deadlayer (∼ 75nm) and an angle of incidence of
10 ◦ of the protons onto the detector. This angle is close to the average angle of incidence de-
termined from particle tracking simulations of isotropically emitted protons through aSPECT.
Further it is considered that backscattered protons towards the AP electrode which still stay in
the magnetic flux tube will have a second chance after motion reversal due to reflection on the
increasing potential to hit the detector, etc. However, some protons do not pass the deadlayer
even after multiple attempts.

Figure 3.21 shows the fraction of protons ydl
sys,k(k = 1, · · · ,8) at initial energy Tk that do not

interact in the active volume as a result of this simulation with ∆ydl
sys,k the statistical uncer-

tainties. Therefore, the differential proton spectrum ωp(n)(T,a,rB) has to be modified by the
fractional losses of protons in the deadlayer which show an energy dependence of ∼ 1 ·10−3.
This correction is implemented in the fit by modifying Equation (3.11), so that

ωp(n)(T,a,rB)→ f dl
sys ·ωp(n)(T,a,rB) (3.23)

with f dl
sys(T ) = 1−gdl

sys(T ). The simulated data in Figure 3.21 can be described by a straight
line gdl

sys = cdl
0 + cdl

1 ·T .
The number of protons that do interact in the active volume, but deposit an energy below

the detection threshold, was determined from the measured proton pulse height spectra. For
the high statistics configurations config 1, config 3 and config 7, each detector pad and each
retardation voltage the background spectrum at 780 V was subtracted from the corresponding
pulse height spectrum to get the pure proton contribution. Each of these spectra was then fitted
just above the lower integration limit using an exponential function [Leo94] (Figure 3.22, red
line). Extrapolating the exponential function towards pulse height channel zero (Figure 3.22,
green line), the loss due to the lower integration limit can be determined as a function of UAP
for each pad and configuration (green area in Figure 3.22). As this is a pure detector effect,
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.21.: Simulation of the fractional loss ydl
sys of protons that do not reach the active vol-

ume of the detector but are stopped in the deadlayer due to backscattering. Fur-
ther drawn is the global fit result of gdl

sys to the overall dataset as a function of the
initial kinetic energy of the protons.

the data from the different configurations can be combined per pad and retardation voltage,
to achieve better statistics. In Figure 3.23, the loss of protons ytail

sys is shown as a function of
the retardation voltage. The uncertainties ∆ytail

sys are due to the quality of the exponential fit
and therefore the extrapolation to ADC channel zero. The data points at 550 V and 600 V
have got very low statistics, causing a bigger uncertainty of the extrapolation. The loss can be
described by a straight line gtail

sys(UAP) = ctail
0 +ctail

1 ·UAP and is incorporated into the fit function
of Equation (3.11) by

f tail
sys (UAP) =−gtail

sys(UAP) · ytheo(n) , (3.24)

where this correction is the same for each configuration and pad.

3.4.8. Dead time and pile-up

The dead time of the DAQ as well as the pile up both depend on the total count rate. This rate
in turn depends, a.o., on the retardation voltage. Hence, both effects introduce a retardation
voltage-dependent effect. As described in [Sim10], aSPECT uses a sampling ADC23. If a
trigger has occured, the ADC values for a time window of 4 µs (event window) are stored in a
memory buffer (cf. Figure 3.24). A second event arriving within this time will be recorded in
the same event window. Due to the nature of the trigger (the DAQ system processes an event in
0.2 µs) the next event window has a minimum time difference of Tdead = 4.2 µs. As per event
window only one event, namely the first one, is counted in the analysis, a non-extendable dead

23Sampling frequency is 20 MHz, resulting in time bins with a width of 50 ns.
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3.4. Quantitative determination of the systematic effects

Figure 3.22.: Low energy region of the pulse height spectrum at UAP = 50V of config 1/ pad 3
after background subtraction measured at 780 V. The lower integration limit is
depicted by the vertical line. The exponential fit to the pulse height spectrum
just above the threshold (red line) is extrapolated to zero (green line). The corre-
sponding area (in green) represents the loss of protons which deposit energy in
the active volume of the SDD but fall below the lower integration limit.

Figure 3.23.: Retardation voltage dependence of the proton loss ytail
sys in the active volume due

to the lower integration limit. The relative loss is the green area in Figure 3.22
divided by the sum of red and green areas. Further drawn is the fit result of gtail

sys
for the global fit to the overall dataset.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

time correction [Leo94] has been performed in the following way

yexp =
ymeas

exp

1− ymeas
tot ·Tdead

. (3.25)

ymeas
tot is the total count rate detected24, whereas ymeas

exp is the measured integral count rate in the
proton region. This correction for the dead time has been applied to the pulse height spectra
of each pad, retardation voltage and configuration separately, resulting in yc,p

exp,i used for the
analysis (cf. Section 3.3.3). It is important to know Tdead precisely in order to apply a good
correction. With ∆Tdead unknown by ±50ns, the uncertainty results in a negligible systematic
error of ∆a/a ≈ ± 0.04%. This has been extracted from Equation (3.6) using the reference
value aref [Kon11]. In the dead time correction of Equation (3.25) it is assumed that the events
are occurring randomly, i.e., obey Poisson statistics. This, however, is not fulfilled since in
aSPECT a maximum of 13.1 % of the decay electrons can be detected in coincidence with
their correlated proton [Kon11]. In the experiment in the limit UAP → 0V (Figure 3.1 (b))
we observe a slightly larger number of Nel/Np (0V) ≈ 16%, due to electron backscattering
[Kon11]. The influence of these correlated events on the deadtime correction (Equation (3.25))
has been investigated by MC simulations. The total count rate can be decomposed according
to

ymeas
tot (UAP) = Np(UAP)+Nel +Nnoise

≡
(
0.68 ·Np(UAP)+Nel +Nnoise

)
+2 ·

(
0.16 ·Np(UAP)

)
. (3.26)

The first term on the RHS represents the uncorrelated count-rate events, which are randomly
distributed. The second term gives the rate of correlated electron/proton pairs. The time
difference between correlated pairs (TOF spectrum) can be parametrised by a log-normal
distribution

y =Upeak · exp

(
−1

2

(
ln((t− t0)/τ)

σ

)2
)

, (3.27)

where the minimum TOF of decay protons detected with their correlated electrons is t0 =
7.2 µs for UAP = 50V up to t0 = 10 µs for UAP = 600V with τ ≈ 2.8 µs and σ ≈ 0.7, typically
[Kon11]. In the MC simulation, the count rate events from 0.16 ·Np(UAP) are again randomly
distributed over the unit time interval of 1 s and the associated proton events are added with
a time offset that reflects the TOF spectrum. Finally, dead time losses are determined by the
query: ti+1− ti ≤ 4.2 µs in chronological order of the simulated events which differ due to
the retardation voltage dependence of the total count rate (cf. Equation (3.26)). The simu-
lation showed that the inclusion of correlated events in the dead time correction shifts the a
coefficient by |(acorr− auncorr)/auncorr| = 0.1% compared to Equation (3.25) which assumes

24In config 1 (pad 2), the total count rate at 50 V was ymeas
tot ≈ 530 cps with the following partial count rates in the

respective integration regions: 439 : 74 : 17 for Np(50V) : Nel : Nnoise.
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3.4. Quantitative determination of the systematic effects

a purely statistically distributed event rate. Therefore, in our dead time correction this effect
was taken into account.

For a proper pulse height determination, possible multiple pulses within the same event
window have to be separable. In Figure 3.24, two pulses are shown occurring within one
event window. To determine the correct pulse height of the first pulse, a spline interpolation
fspline(t) has been performed. Using a simple curve sketching, pulse maxima, inflection points,
etc. can be identified which allows to reconstruct the true pulse height (i.e., that of the first,
triggering event) even in case of overlapping pulses. This method works down to a separation
time between the two pulses of ∆ts ∼ 0.5 µs (Figure 3.25). Two pulses with closer separation
can only be partially differentiated or not at all which will lead to pile-up events. This effect
is rate- and thus UAP-dependent and has to be accounted for. In a first step, all events with
two clearly separated peaks and the first peak having a pulse height in the proton region are
identified. To this pulse height of the first peak, the pulse height of the second is added. If the
sum of both pulse heights is higher than the upper integration limit, the event is selected. This
selection ensures that only events from the proton region are taken, in which a pile up would
push the first peak out of the proton region25.

By counting all separable double pulses in the event window and creating their distribution
as a function of their respective separation times ∆ts, the fraction of pile up events can be
determined (cf. Figure 3.25). An almost constant number C0 of counts per time bin is ob-
served in the range 1 µs < ∆ts < 2 µs. For ∆ts ≤ 1 µs the number of separable pulses starts to
decrease due to pile up, for ∆ts > 2 µs the second pulse maximum starts to move out of the
event window. The number of pile up events is then extracted by extrapolating the constant
C0 to ∆ts = 0 µs and integrating the missing counts represented by the grey shaded area in
Figure 3.25. The integral number of missing events divided by the measurement time is then
the rate of pile up events used as correction. This procedure was performed for the high statis-
tics runs config 1, 3, 7, for each pad and retardation voltage separately. The resulting count
rate loss ypile up

sys as a function of the actual count rate in the proton region, yexp, is shown in
Figure 3.26 with the statistical uncertainties ∆ypile up

sys . The resulting functional dependence can
be used as a correction for all configurations, as it originates from the DAQ being independent
of the individual configurations. Hence, the pile up correction ypile up

sys shown in Figure 3.26
has been included in the fit as common correction with

gpile up
sys (yexp;{cp

0 ,c
p
2}) = cp

0 + cp
2 ·
(
yexp(UAP)

)2
, (3.28)

f pile up
sys =−

(
cp

0 + cp
2 · (ytheo(n))

2) . (3.29)

As the pile up is a loss of count rate, it has to enter with a negative sign in the fit function of
Equation (3.11).

25Pile up events which would still be within the proton region are not considered, as they are counted anyway.
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.24.: Example of two individual proton events within one event window. The signal
as recorded by the ADC is shown in blue, the spline interpolation in red. The
position of the two events is indicated by the vertical green lines. The trigger
algorithm is based on the comparison of two windows (w1, w2) within the shift
register the data from the ADC is continuously shifted through. If the mean
values of those two windows differ by more than an externally set threshold,
the trigger condition is fulfilled. Window w1 is used to determine the baseline
(first 15 time bins of 0.75 µs), whereas w2 is separated from w2 by 0.8 µs. For
the subsequent signal analysis, the baseline is subtracted in each case (cf. Fig-
ure 3.8).
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Figure 3.25.: Quantitative determination of pile up events (blue area) within the event window.
The counts per time bin (50 ns) of the separated events (crosses) which reach a
plateau at 1 µs≤ ∆ts ≤ 2 µs are extrapolated to ∆ts→ 0 µs. The integral number
of pile up events divided by the measurement time is then the rate of pile up
events. The data shown are from config 1 (pad 2) at UAP = 0V with the total
measuring time of 38600 s. The reduction of the distribution above 2 µs is caused
by the finite length of the event window in which the maximum of the 2nd pulse
no longer falls.

Figure 3.26.: Pile up rate ypile up
sys as function of the event rate yexp in the proton region. Since

yexp depends, a.o., on the retardation voltage, the pile up results in a retardation
voltage-dependent loss. Data taken from config 1, 3, 7, pad 2 and 3 are bundled
in clusters for a given retardation voltage setting. Further drawn is the global fit
result of gpile up

sys to the overall data set.
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3.4.9. Proton traps in the DV region

Protons with low kinetic energy T and emission angle close to 90 ◦ with respect to the mag-
netic field can be trapped in the DV region. For example, the applied axial magnetic field
gradient (dB/dz < 0) across the DV (cf. Figure 3.11 (a)) was a targeted measure to prevent
such protons to be trapped between the DV and EM by the magnetic mirror effect, if they have
been emitted into the rear hemisphere. In combination with an inhomogeneous electric poten-
tial φ0, Penning-like traps can easily be created inside the DV region. Therefore, great care has
been taken in the design of the electrode system of the aSPECT spectrometer to avoid these
traps. In axial direction, the beneficial effect of field leakages from the positively-charged EM
electrode (+860 V) and the negatively charged E×B electrode E8 (-1|-200 V) to some extent
prevents protons from being stored in the DV region. WF inhomogeneities of the various
electrode segments, however, lead to the actual potential inside the DV region as shown in
Figure 3.12.

Protons with low longitudinal energy can be trapped by this potential and thus are lost for
the measurement. Such a loss would bias the measured a value. To investigate traps inside the
DV and their effect on a we performed

1. particle tracking simulations including the measured work function distributions in the
DV along with an analytical approach to quantify the retardation voltage-dependent
losses due to stored protons in the DV region,

2. measurements of a with an additional extraction field in the DV.

3.4.9.1. Particle tracking simulations

In the simulation (see Appendix C.4), protons are generated throughout the DV weighted with
the measured neutron beam profile. Here, we only consider protons from the fiducial decay
volume, which under optimal conditions would be losslessly guided along the magnetic flux
tube onto the two detector pads (2, 3). In the actual B- and E-field configuration, their motion
is tracked and if a proton is trapped or can leave the flux tube in radial direction by E ×B
drift, this proton is counted as lost. Figure 3.27 (inset) shows the yield of trapped protons as
a function of the kinetic energy of the proton at its decay point inside the fiducial volume and
the emission angle. The corresponding relative loss of protons ytr

sys,k as a result from particle
tracking simulations is shown in the same figure as a function of the retardation voltage (k =
1, . . . ,9). The uncertainties ∆ytr

sys,k shown in Figure 3.27 include statistical uncertainties from
the Monte Carlo simulations as well as the uncertainties of the WF and field leakages and the
uncertainty of the neutron beam profile. This loss is implemented in the fit function by

gtr
sys
(
UAP;{ctr

0 ,c
tr
1}
)
= ctr

0 ·U−2
AP + ctr

1 ·UAP ,

f tr
sys =−gtr

sys · ytheo(n) . (3.30)
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3.4. Quantitative determination of the systematic effects

Figure 3.27.: Relative loss ytr
sys due to trapped protons in the DV region as a function of the

retardation voltage. The black data points are from particle tracking simulations
whereas the red solid line is the result of an analytical calculation (ytr, cal

sys ) under
simplified assumptions (proton trajectories: on-axis). Further drawn is the global
fit result of gtr

sys. Inset: Conditions for protons to be stored in the DV region.
Shown is the colour-coded yield (a.u.) for the parameter space θ0 and T0, the
proton emission angle θ0 = θem − 90◦ and its kinetic energy T0 at the decay
point.
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For an analytical calculation of the expected relative proton losses in the DV region, one
can use Eq. (3) from [GBB+05], which describes the longitudinal energy T (P) of the proton at
any trajectory point P and which after some manipulation using T (z) = 0 (on-axis trajectories
are only considered) can be written as:

θ0 =

√
B0

Bz

(
eφz− eφ0

T0

)
− B0−Bz

Bz
. (3.31)

T0 is the proton kinetic energy at decay point z0 with φ0,B0 the respective local electric po-
tential and magnetic field. Correspondingly we have φz,Bz along the z-axis. θ0 is the proton
emission angle at z0 related to the direction perpendicular to B0 which causes proton reflection
at position z. Using the distribution of the electric potential and the magnetic field along the
z-axis in the DV region (Figure 3.12), the maximum emission angle θ max

0 referred to 90 ◦ can
be determined: θ max

0 (T0,z0) = max|θ0(T0,z0;Vz,Bz)|. This angle also represents the relative
number of stored protons of energy T0 at z0 for isotropically emitted protons, since we have:
2 · {∫ θ max

0
0 2π cosθdθ/4π} ≈ θ max

0 .
The weighting with the normalised beam profile I(z0) (cf. Figure 3.12) along the z-axis

gives 〈θ max
0 (T0)〉=

∫ +5cm
−5cm I(z0) ·θ max

0 (T0,z0)dz0 which to a good approximation can be para-
metrised by 〈θ max

0 (T0)〉= 0.00485 · exp (−(T0−50eV)/39eV) rad. Finally, the relative count
rate loss due to trapped protons can be determined by including the differential proton spec-
trum and the transmission function:

ytr, cal
sys =

∫ 〈θ max
0 (T0)〉 ·ωp(T0,a) ·Ftr(UAP,rB;a,T0)dT0∫

ωp(T0,a) ·Ftr(UAP,rB;a,T0)dT0
(3.32)

The result is shown in Figure 3.27, where ytr, cal
sys is plotted versus UAP for aref =−0.103. The

relative loss rate is about 30 % higher than the one derived from particle tracking simulations.
This is reasonable since the simplifications made, i.e., x,y-dependence of the electric potential
(off-axis) were not taken into account, slightly overestimate the actual losses.

3.4.9.2. Measurement with additional extraction field

In order to quantify the effect of trapped protons on a, an E-field was applied along the z-axis
of the DV electrode, strong enough to extract any trapped proton. To generate such a field,
the connecting electrodes below and above the DV electrode have been set to +4 V and -4 V,
respectively. This does not change the mean potential in the DV, but generates an electric
field of the order of 6 V/m along the z-axis, see Figure 3.12. This field prevents protons from
being stored in the DV region. A measurement of a with this field (config 7) coincides with a
derived from config 126 within their respective uncertainties (cf. Section 3.5). In the fit routine
of Equation (3.11), f tr

sys was not used for config 7.

26In config 1 to 6 these electrodes like the DV electrode are at ground potential.
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3.4. Quantitative determination of the systematic effects

3.4.10. Miscellaneous effects

3.4.10.1. Proton scattering off residual gas

The transmission of protons through /aspect/ may be modified by scattering of the protons
off residual gas atoms. Three different kinds of collision can be distinguished: The protons
may be neutralised by charge exchange processes, or change their energy and direction due
to elastic or inelastic scattering. This problem has already been taken into account in the
design phase of aSPECT: In order to be negligible for an experiment at the 0.3 % level, the
residual gas pressure between the DV and the AP has to be below 10−8 mbar [GBB+05].
With all the vacuum improvements in place since the offline beam time in 2012, a pressure of
∼ 5 ·10−10 mbar was achieved close to the DV electrode, well below this critical pressure.

3.4.10.2. Adiabaticity

The calculation of the integral proton spectrum in Figure 3.1 (b) is based on exact adiabatic
proton motion from DV to AP. The adiabaticity of the protons in the /aspect/ spectrometer
was tested in [GBB+05] by high-precision tracking simulations for various magnetic fields
and for UE8 = −3kV dipole potential of the lower E×B electrode E8. According to Table I
of [GBB+05], the relative change of a due to non-adiabaticity at B0 = 2.2T is smaller than
4 ·10−4. The proton motion adiabaticity improves with smaller absolute values of UE8 (due to
the smaller kinetic energy of the protons in the E8 region), and we used UE8 = 200V in our
measurements (cf. Table 3.1). Therefore, the systematic relative change of the a value due to
non-adiabaticity is far below 4 ·10−4 in our measurements.

3.4.10.3. Doppler effect due to neutron motion

The motion of the decaying particle also changes the observed energies of the outgoing par-
ticles relative to the energies in the centre-of-mass system (CMS) of the decaying particle
according to:

TLAB = TCMS +
mp

mn
Tn +2

√
mp

mn

√
TCMS ·Tn cosθCMS , (3.33)

where θCMS is the polar angle in the CMS and Tn ≈ 4meV is the average energy of the cold
neutron beam at PF1B. In aSPECT the magnetic field is transverse to the neutron beam and
protons are detected with 4π acceptance. We find therefore a large cancellation of Doppler
effects. After averaging over all θCMS angles (cf. Equation (3.33)), the lab energies of the
protons are systematically higher by ∆T ∼ 4meV than their corresponding CMS energies.
From Section 3.2.1 one can estimate this effect on a by ∆a/a ≈ 0.005% if ∆T is attributed
to a corresponding uncertainty in the retardation voltage of ∆UAP = ∆T/e. A more refined
analysis done by [GBB+05] predicts even smaller relative changes. Hence, we do not expect
any essential systematic uncertainty from the Doppler effect at our current level of accuracy.
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3.5. Fit results and extraction of a

In order to get a first impression of the quality of the raw data, the individual configurations
are fitted separately without any systematic correction. For that we use the (normalised) the-
oretical integral proton spectrum (cf. Equation (3.8)) and consider the background signal by
a constant term, cbg, which besides N0 and a is another free fit parameter of the fit function
given by:

ffit(UAP,rB;a,N0,cbg) = ytheo(n)(UAP,rB;a,N0)+ cbg . (3.34)

Figure 3.28 shows the ideogram of a values for each configuration ( j). The ideogram was
built in the same manner of the PDG review [THH+18] to convey information about possibly
inconsistent measurements. Each data point is represented by a Gaussian with a central value
a j, error σa j , and area proportional to 1/σa j . The standard deviation includes the correlated
error from the fit. The contribution of the purely statistical error σ stat

a j
(uncorrelated error) is

indicated by the inner ticks at the error bars of the individual a values and shows that the total
error σa is essentially the uncorrelated one. The uncorrelated error from the fit can be deduced
from σ stat

a =
(
∑i(1/∆ai)

2
)−1/2 with ∆ai = ∆yexp,i/(dy/da)i. The ∆yexp,i are the statistical

uncertainties of the measured count rates yexp,i at the respective retardation voltage settings27

(i). The derivative (dy/da)i expresses the sensitivity of yexp,i to changes in a at measurement
point (i) of the integral proton spectrum (cf. Figure 3.1 (b)).

The central peak of the ideogram which culminates at a'−0.106 comprises the configura-
tion runs (blue) with the standard parameter settings. At its wings a shoulder towards positive
a values and a bump structure on the opposite side can be identified. For configuration runs 4,
5, 6a, and 6b (green data points) with the reduced beam profile, the enhanced edge effect leads
to a shift in a towards negative values with the common mean at a ' −0.111. On the other
hand, the weakly prominent shoulder can be attributed to config 2b (red data point), where the
electrostatic mirror was switched off.

The reduced χ2/ν values to test the goodness of the fit are listed in Figure 3.28 for the indi-
vidual configuration runs. The errors of the extracted a values were scaled with

√
χ2/ν when-

ever the condition χ2/ν ≥ χ2
ν ,α/ν was met. The χ2

ν ,α value is derived from
∫

∞

χ2
ν ,α

fν

(
χ2
)

dχ2 =

α with fν

(
χ2
)

being the χ2 distribution function with ν degrees of freedom. We took the sig-
nificance level α = 0.05 according to the PDG guidelines [THH+18].

In order to investigate the effect of the individual systematic corrections onto a and its
uncertainty it seems obvious to take the χ2 function of Equation (3.12) which includes all
systematic corrections and to extract the a value for the data set of the particular configuration
run. Then in a second step, the fit procedure is repeated but now with the systematic effect
of interest turned off. Any change in a should therefore be attributable to the influence of the
systematic effect under investigation. This procedure, however, does not lead to unambiguous
quantitative results on the influence of the respective systematic effect on a. This is due to

27For UAP = 50V], the ∆yexp values for the different configurations are listed in Table 3.3.
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Figure 3.28.: Ideogram of a values for each configuration fitted separately without any sys-
tematic correction. The blue data points are derived from configuration runs
with standard parameter settings. Forced enhancement of the edge effect by a re-
duced beam profile leads to more negative a values (green data points), whereas
config 2b (EM off) shows the trend from systematic shifts to positive a values.
The total error from the fit is shown together with the uncorrelated error which
reflects the count rate statistics and which essentially constitutes the total error.
The error bars are scaled with

√
χ2/ν whenever χ2/ν ≥ χ2

ν ,α is met (details see
text) which is indicated by an asterisk (*). The degrees of freedom are ν = 15 in
this case.
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the fact that with the removal and addition of a systematic effect, the correlations between
the fit parameters also change, which in turn influences the value on a as result of the χ2

minimisation. This is particularly the case when it comes to small systematic shifts which lie
within the statistical (uncorrelated) error. In order to get an overview of the contribution of
the systematic effects discussed in Section 3.4, a different procedure is chosen: Starting point
is the integral proton spectrum yaref

theo(n) (UAP,rB;aref,N0) + cbg to which the reference value
aref =−0.103 of the β -νe angular correlation coefficient is assigned. The count rate amplitude
N0 is adapted to the measured count rates in the respective configuration runs (cf. Table 3.3),
as well as the constant background of cbg ∼ 6cps measured at 780 V. In the next step, this
spectrum is modified with the contributions of the systematic effect under investigation. For
instance in case of the edge effect, the function f ee

sys = −
(
cee

0 + cee
2 ·U2

AP + cee
4 ·U4

AP

)
· yaref

theo(n)
is added which describes the relative count rate losses due to this effect (cf. Equations (3.21)
and (3.22))). The coefficients were determined from the global fit to the overall data set.
Finally, a χ2 fit yields the potential change of a according to

χ
2 =

10

∑
i=1

1

(∆ytheo(n),i)
2 · (y

aref
theo(n),i · (1− cee

0 − cee
2 ·U2

AP,i− cee
4 ·U4

AP,i + cbg)− f a
fit)

2 (3.35)

with the fit function given by f a
fit = ya

theo(n)(UAP,rB;a, Ñ0)+ c̃bg. Prior to a χ2 fit, the respec-
tive count rate at measurement point (i) (cf. Figure 3.1 b) was modified by an offset count
rate which is Gaussian distributed around zero mean with standard deviation ∆ytheo(n),i. For
∆ytheo(n),i we take a statistical error ∼ 5 times smaller in total than the actual count rate error
for config 1. This measure is a compromise between measurement sensitivity to trace tiny
systematic shifts and the goodness of fit testing with a reduced χ2 of χ2/ν ≤ 2.

Table 3.7 shows the influence of systematics discussed in Section 3.4 on the extracted value
afit from the fit.

The expected finding here is the dominant shift of the a value by the edge effect with
reduced beam profile, which was already observed in the raw data fits without systematic
corrections (cf. Figure 3.28). From the ratio of the relative count rate losses for the standard
(st) and reduced (re) beam profile, see Equation (3.20), we further expect (are

fit− aref)/(ast
fit−

aref) ≈ εre/εst. This functional relationship matches well within the specified error bars of
εre/εst = (6.8±0.4), see Section 3.4, and (are

fit−aref)/(ast
fit−aref) = (8.8±1.8). In the latter

case, the relative uncertainty of the afit values with δafit/aref ' 0.2% determines this error.
Among the configuration runs with the standard parameter settings the listed systematic

effects may add up to a relative shift in a of δasys/a∼ 1%. All in all, this is a relatively small
effect for the systematic corrections on the measurement values. The error on the individual
systematic corrections ( j) listed in Table 3.7 can be estimated from the corresponding error
band on g j

sys as a result of the global fit. Taking, for example, the edge effect (standard beam

28Relative change of a using the fit result of the retardation voltage-dependent background in config 1 (cf. Fig-
ure 3.18 (a)). For config 2, this value is already reduced by a factor of ∼ 2 and there will be no shift in a for
the subsequent configuration runs.
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Table 3.7.: Relative changes of a values as result of a χ2 fit in which a reference integral
proton spectrum (aref = −0.103) was modified by systematic effects as discussed
in Section 3.4. The relative uncertainty of the extracted afit values is ∼ 0.2%,
essentially determined by the chosen statistical errors ∆ytheo(n), i at the data points
(i) of the integral proton spectrum. The respective UAP and rB offset error does not
change the input reference value aref, but only increases its uncertainty as result of
the fit 28.

Section afit
afit−aref
|aref| (%)

No systematic — -0.1031 -0.1
UAP-dep. background 3.4.5 -0.1044 -1.4
Trapped protons in DV 3.4.9 -0.1028 +0.3
Edge effect (standard) 3.4.6 -0.1041 -1.1
Edge effect (reduced) 3.4.6 -0.1121 -8.8
Lower integration limit 3.4.7 -0.1030 < |0.1|
Pile up 3.4.8 -0.1029 +0.1
Deadlayer 3.4.7 -0.1023 +0.7
〈UAP〉 3.4.3 -0.1025 +0.5
UAP offset 3.4.3 aref 0.0 ± 0.3
〈rB〉 3.4.2 -0.1030 < |0.1|
rB offset 3.4.2 aref 0.0 ± 0.1

profile) as one of the major systematic corrections, ∆gee,st
sys /gee,st

sys <∼ 15% can be inferred
from Figure 3.20. Thus, the relative uncertainty on the extracted a value due to the edge effect
correction (st) is ∆a/aee,st ≤ |− 0.011 · 0.15| ∼ 0.15%. In a similar way, this can be done
for the other systematic corrections shown in Table 3.7 in order to get an estimate on their
relative contributions to the overall uncertainty in a. To derive the total error on a (including
the correlated error) in the right way, however, the global fit needs to be performed.

Figure 3.29 shows the results from the fit procedures (cf. Section 3.3.3) now with all sys-
tematic errors and their uncertainties included. The extracted ac values for the individual
configuration runs were obtained from a fit in which independent fit parameters ac for the
β -νe angular correlation coefficient have been assigned to each configuration run (c). This
approach leads to equal corrections of systematic effects as far as they are relevant for the
respective configuration runs and indicates in the distribution of the ac values whether those
do scatter statistically or not. Besides the a value extracted from config 2b ((EM) off), all
other values behave as expected, which manifests in the depicted Gaussian ideogram (back)
of Figure 3.29. The ideogram shown in red which includes the config 2b value, on the other
hand, shows a pronounced tail towards positive a values. By ∼ 3 standard deviations, this
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3. Improved determination of the β -ν̄e angular correlation coefficient a

value deviates from the peak position of the ideogram(s). The latter, in turn, matches almost
perfectly with the extracted 〈a〉 value from the global fit, in which the overall data set (except
config 2b) was fitted with only one common fit parameter for a.

We can identify two reasons why this non-standard measurement of config 2b does not
allow us to extract a precise value on a via the χ2 fit:

1. Protons which are emitted into the rear hemisphere are guided along the magnetic field
lines onto the bottom flange (stainless steel) of the aSPECT spectrometer (B ∼ 0.11T)
if the electrostatic mirror (EM) is off. The angle- and energy-resolved intensity dis-
tributions of reflected H+ ions were measured, e.g., in [SKD+17] for incident proton
beams in the energy range < 1keV. So a fraction of them is backscattered and may
pass the AP if they can overcome the magnetic mirror below the DV and if their energy
is higher than the applied retardation potential. Accordingly, one may expect a change
of the integral proton spectrum which, however, cannot be quantitatively determined
with sufficient accuracy. In case of EM ‘on’ (for all other configurations), there is no
backscattering off materials, but rather it is a reversal of motion without energy loss.

2. A neutron beam polarisation of P ∼ 3% is needed to get the same change of the in-
tegral spectrum than with about 10 % change of a. In config 2b, aSPECT operated as
a 2π spectrometer (electrostatic mirror off) and the differential proton recoil spectrum
ωp(T,a) (cf. Figure 3.1 a) must be supplemented by a cosϑ term (see Appendix B)
according to

W (T,a,c) = ωp(T,a)+P ·ωps(T,a) · cosϑ , (3.36)

where ϑ is the angle between neutron spin and proton momentum and c denotes the
product c = P · cosϑ . The second term vanishes for P = 0 and/or in case of a 4π de-
tection of the decay protons (for the latter reason all other configurations are insensitive
to a residual polarisation). The H113 beam is nominally unpolarised, but the neutron
guide wall of the ballistic 58Ni/Ti supermirror guide [ADH+06] could cause a slight un-
wanted neutron polarization as observed on the NG-6 beam of the aCORN experiment
[DBD+17]. Moreover, one must assume that the polarisation is not homogeneously dis-
tributed over the beam profile. The lack of knowledge about the finite beam polarisation
and its spatial distribution in the decay volume does not allow to determine the model
function of the integral proton spectrum from Equation (3.36) good enough.

Both aspects, therefore, suggest not to take config 2b into account in the final data analysis.
Hence, the value for the β -νe angular correlation coefficient a obtained from the aSPECT
experiment (cf. Figure 3.29) is

〈a〉=−0.10476±0.00085 , (3.37)

which results in a relative uncertainty of ∆a/a = 0.81% in the determination of this quantity.
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3.5. Fit results and extraction of a

Figure 3.29.: Global fit results on a with systematic corrections included. Ideograms (black-
/red) of extracted a values where independent fit parameters a j for the β -νe

angular correlation coefficient have been assigned to each configuration run ( j),
The red one included the outlier value of a from config 2b, where aSPECT op-
erated as 2π spectrometer (EM off). The global fit to the overall dataset (except
config 2b) with only one common fit parameter for a yields 〈a〉=−0.10476(85)
for the production beam time in 2013 (black vertical line with error band indi-
cated by gray bar). All error bars are scaled with

√
χ2/ν , since χ2/ν ≥ χ2

ν ,α/ν

is always fulfilled in the case of ν > 100 (d.o.f. for the global fit).
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3. Improved determination of the β -ν̄e angular correlation coefficient a

Figure 3.30.: Linear relationship (correlation) coefficient of a with various fit parameters (67
in total) as result of the global fit to the overall data set. Most of the parame-
ters show correlation coefficients < |0.2| which is weak and likely insignificant.
Strong correlations, i.e., values that surpass |0.8| are not found. Moderate cor-
relations (+0.5) are found for c〈UA〉

offset to describe the offset error common to all
〈UA〉 values and for the parameters cee(sr)

0,2,4 (∼ |0.4|) to correct for the edge effect
(standard beam profile). A further breakdown according to detector pads (p) and
configuration run (c) was not made in this correlation.

The error on a is the total error. Besides the statistical error it contains the uncertainties
of the systematic corrections and the correlations among the fit parameters which enter the
variance-covariance matrix to calculate the error on the derived quantity from the fit. Fig-
ure 3.30 shows the correlation coefficients between a and the various fit parameters which in
most cases are < |0.2|.

Our new value is in good agreement with the present PDG value of (-0.1059 ± 0.0028)
[THH+18] for the β -νe angular correlation coefficient of the free neutron but with the overall
accuracy improved by a factor of 3.3. Using Equation (3.2) one can deduce a value for the
ratio of the weak axial-vector and vector coupling constant λ = gA/gV given by

λ = (−1.2693±0.0028) (3.38)

Figure 3.31 shows the status of λ measurements (including our result) in which the distinc-
tion is made between measurements which determine the λ value from the beta-asymmetry
A (blue data points) respectively from the β -νe angular correlation coefficient a (red data
points).

There is a general trend visible (in chronological order of the published results) towards
more negative λ values. A systematic difference at the 1-2 σ level cannot be identified be-
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3.5. Fit results and extraction of a

Figure 3.31.: Published results on λ derived from β -asymmetry measurements (blue data
points) and from β − ν̄e angular correlation measurements (red data points)
[MMS+18, BDA+18, MMD+13, SKD+08, MKS+01, LSK+97, YKMS97,
BDH+86, DBD+17, BDvdG+02, SDW78, GGVN68].
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tween the two different measures of λ extraction, although comparable accuracies are obtained
with the most recent results.

Under the assumption of the conserved vector current (CVC) hypothesis, experimentally
determined values for λ directly determine gA. This serves as a benchmark for lattice QCD
calculations and determines the relationship among parameters of the weak hadronic current.
Recent improvements in lattice QCD calculations which approach the per-cent-level determi-
nation in the physical point [ACH+17, CNR+18, LYD+18, GJY+18, OHM+18, CDMD+19]
show promising agreement between theory and experiment. A comparison of experimental
values for gA with lattice values by itself constitutes a new physics test of non-standard cou-
plings [GAC16].

3.6. Conclusion and outlook

In summary, we have measured the β -νe angular correlation coefficient a with aSPECT re-
sulting in a fractional precision of ∼ 0.8%. This result is in good agreement with the present
PDG value but with the overall accuracy improved by a factor of 3.3. Within the SM, the cor-
relation coefficients in neutron β -decay can be expressed in terms of one parameter, λ , which
is the ratio of the weak coupling constants: λ = gA/gV. With a = −0.10476(85) we obtain
λ = −1.2693(28). This value deviates by 1.5σ from the most recent λ measurement of the
Perkeo collaboration [MMS+18], which was determined via the β -asymmetry parameter A.
This experimental situation calls for further improvements in the measurement accuracy; in
particular being on par with the Perkeo result in terms of accuracy presents a major challenge.

The 4π detection of the decay protons with the aSPECT spectrometer which is based on the
electrostatic MAC-E filter principle helps to a great deal to suppress unwanted systematics.
From the analysis of the systematic effects we are confident that with an upgrade of the present
spectrometer, a relative accuracy of ∆a/a∼ 0.2% can be reached.

The essential improvements in the order of their importance are:

1. WF differences of polycrystalline gold surfaces as well as their temporal fluctuations
result in the current uncertainty of da/a ∼ 0.3%. For this reason, gold single crys-
tal layers have to be used as the inner surface of the DV and AP electrodes in order
to reduce patch effects (cf. Figure A.1 (a)) to insignificance and to provide a homo-
geneous WF distribution across the electrode surface [MY12]. Surface dipoles caused
by adsorption of contaminants if exposed to ambient conditions may lead to potential
changes of the electrode, but those are spatially uniform for Au surfaces in a defined
crystallographic orientation [LKS+03]. As only the potential difference between the
DV and AP electrode is of relevance, this WF offset (and its possible temporal drift)
drops out. In this context, the current accuracy (∼ 13mV) in the voltage measurement
must be improved accordingly.

2. The electrode system has to be redesigned. In particular, the use of a broader magnetic
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flux tube onto the enlarged SDD detector area of 3× 3 pads should be realised. The
uncorrelated statistical error at present contributes with ∼ 0.4% to the total error and
was obtained within ∼ 20days effective data taking time at the PF1b beam line at ILL
with two detector pads in operation. This measure will allow to reach a statistical limit
of ∆a/astat ∼ 0.1% within 100 hours of effective data taking.

3. The major remaining systematic correction (after having eliminated the retardation
voltage-dependent background by improved vacuum conditions) is the edge effect and
proton backscattering at the SDD detector. At present, the edge effect corrections (stan-
dard beam profile) are under control to a level of ∆a/a∼ 0.1%. A better adapted colli-
mation of the incoming neutron beam will reduce the slope dI/dy (cf. Equation (3.19))
of the beam profile in the DV and along with it the edge effect correction. Proton
backscattering at the SDD has been thoroughly investigated (cf. Section 3.4.7) and is
under control at the level of ∆a/a∼ 01.%.

The envisaged relative accuracy in the determination of a in turn will result in a determi-
nation of λ of ∆λ/λ ∼ 4 · 10−4. This is the sensitivity range which was recently achieved
by the PERKEO collaboration. From neutron decay data, not only a precise V −A SM value
of λ can be extracted. Of particular interest is the search for right-handed currents and for S
and T interactions where the measurement of τn,A and a, e.g., exhibit different dependencies
[GJL95]. A common fit to the neutron decay data is all the more predictive on “Beyond the
Standard Model” contributions if comparable accuracies are achieved.
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A. Work function measurements using a
Kelvin probe

The work function (WF) of different electrodes and its variation across the surface of each
electrode was measured after the 2013 beam time by means of a Kelvin probe. Kelvin probe
systems are vibrating capacitor systems and are based on the experimental approaches of
[M.R98] and [Zis32]. The capacitor is formed by the sample electrode and the gold-plated
tip ( = 2mm) of the Kelvin probe. The term relative work function (WFrel) in the context of
Kelvin probe measurements tells that the WF of the electrode is measured relative to the WF
of the probe tip, i.e., WFrel := WFtip−WFsample. The Kelvin probe used at ambient conditions
(KP Technology SKP150150) is a scanning Kelvin probe system with scan size (15×15)cm2

specified to have a precision of 1-3 meV. It is contained in an enclosure for reproducible and
stable results. The enclosure contains an open container of saturated MgCl2·6H2O solution to
stabilise the air humidity at (33.2± 0.1)%. The latter is monitored by means of a humidity
sensor. Prior to each WF scan the electrodes were wiped with isopropyl using fine-grade
wipers (BEMCOT M-3) in order to receive similar initial conditions with lowest levels of lint
and particles. After having put an electrode under the Kelvin probe for a scan measurement the
environmental conditions have to stabilise. From the WF scans (step sizes of 1 mm or 3 mm)
the average WFrel of each electrode was computed as well as the RMS fluctuation across its
surface. Figure A.1 (a) gives an example of a WF scan for segment AP-83 as part of the AP
electrode.

The time for the system to stabilise for reproducible results on the level of∼ 3meV strongly
depends on the air humidity at the time of placing the sample into the enclosure. WF changes
accompanying the adsorption/desorption of water on gold surfaces have been investigated
in [WF72]. Repeated scans after lock-up showed that it takes several days up to one week
to reach stable conditions. This characteristic stabilisation time is too long to perform all
necessary scans of the DV and AP electrode segments which had to be cut into smaller pieces
(28 DV and 40 AP segments) to fit into the scanning area. As a good compromise we took
the time span overnight (∼ 12h) for the system to stabilise, which allowed us to scan two
electrode sample pieces per day. The choice of a shorter time span than the one required
to equilibrate the sample electrode with the environment causes a larger uncertainty in the
measured WF averages. This is shown in Figure A.1 (b) for repeated WFrel measurements
of a single AP electrode segment (AP-83). The RMS fluctuations are ∼ 26meV around the
common mean of 〈WFrel〉 ∼ 92meV. Therefore, for all the single-unit WFrel measurements
of electrode segments we take the somewhat higher value
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Figure A.1.: WF scan of a flat electrode segment (AP-83) of size 48× 108mm2. (a) The
colour map shows the WFrel distribution (meV) across the surface with WFrel =
92.76meV and RMS fluctuation of 24.73 meV. Scan time: ∼ 1.5h. (b) Repeated
WFrel measurements for segment AP-83 using a time span overnight (∼ 12h)
for the system to stabilise. To a good approximation the WFrel distribution can
be described by a Gaussian function (solid curve) with mean 〈WFrel〉96.2meV,
σ = 26.1meV, and δ 〈WFrel〉 ∼ 4.2meV (error on mean value determined on a
statistical basis).
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Figure A.2.: Distribution of WFrel for each segment of the DV (red) and the AP electrode
(blue). The bars indicated in dashed red are from the bottom part (BP) of the DV
electrode which was re-machined and led to slightly different surface properties.
Otherwise the WFrel averages of both electrodes overlap to quite some extent.
Inset: Distribution of the RMS fluctuation of WFrel across each electrode. All
electrodes show a remarkably similar behavior of their WF fluctuations.

unit[pm30]meV as common uncertainty. Figure A.2 shows the distribution of the WFrel values
for the DV and the AP electrode segments and the distribution of the RMS fluctuation across
the individual surfaces.

The quantity of interest for aSPECT is the difference of the potentials of AP and DV. Any
common change or drift of the WF will drop out in this difference. Since the Au-coated elec-
trodes were manufactured and treated in the same way, most of the changes due to adsorbates,
temperature, as well as temporal drifts are expected to cancel in the difference. The challenge
lies in the quantification of residual changes. The issue of the quantification of the resid-
ual change of the WF difference between AP and DV electrodes can be subdivided into four
categories:

• Accuracy of the WF measurements

• Temporal changes of the WF

• Transferability of WF measurements to UHV conditions inside aSPECT, and

• Influence of the temperature differences on WF
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A.1. Accuracy of the WF measurements

The exact electrode geometry with the segments’ associated relative WF is implemented and
used as input in KEMField for electromagnetic field and potential calculations in the DV and
the AP region. For the AP electrode segments, the complete WF pattern (see Figure A.1 (a))
was taken into account, while only the mean value was used to characterise the WF across
the surface of a DV electrode segment. This is due to the fact that the flux tube inside the
AP electrode passes closer to the surfaces of the segments than in the DV, where WF differ-
ences (patch sizes of ∼ 3× 3cm2) are smeared out by the appropriate distance1. The impact
of the measurement uncertainty (±30meV) on the extracted values 〈UA〉 is considered in the
particle tracking simulation by modifying the measured WF of the individual electrode seg-
ments statistically with WF offsets generated from a Gaussian distribution with mean zero and
σ = 30meV. The resulting RMS fluctuations in 〈UA〉 are then taken as error on the common
mean.

A.2. Temporal changes of the WF

The measurements of the work function took place in 2014 and 2015 whereas the production
beam time for the measurement of the beta-neutrino angular correlation was in summer 2013
and the gold plating of the electrodes was performed in early spring 2013. On these time
scales one has to consider the issue of a changing WF over time.

Since only the difference between the WF of the AP and the DV electrode is of interest
at aSPECT, the relatively large number of electrode segments can be used to investigate pos-
sible WF changes over time. A total of 40 electrode segments is used and divided into two
subsets (i, j) of 20 pieces each. The pairwise WF difference ∆WFi, j=i+20 := WFi−WF j=i+20
of two segments, one from each subset, is calculated for the chosen division and the seg-
ment numbering used. This procedure was performed in a measuring campaign in 2014
and then approximately one year later in 2015. It has the advantage that on a statistical
basis the measurement uncertainty of ±30meV largely drops out and a potential tempo-
ral effect can be observed. Figure A.3 shows the distribution of the differences WFi,diff =
∆WFi, j=i+20 (2014)−∆WFi, j=i+20 (2015). From this we can deduce the average change of
〈WFdiff〉= (5±6)meV. This is compatible with zero. The uncertainty yields the limit on the
temporal stability of 11 meV.

For the 2013 measurement run we take 20 meV as a conservative upper limit for possible
WF differences between the DV and AP electrode due to aging effects.

1The minimal distance of the effective decay volume to one of the DV electrodes is > 40mm (cf. Figure 3.5),
i.e., larger than the patch sizes . Therefore, we can use for each segment its surface-averaged WF [BTS+13].

86



A.3. Transferability of WF measurements to UHV conditions of aSPECT

Figure A.3.: Distribution of the WF differences WFi,diff used to extract temporal WF changes
within a time span of about one year.

A.3. Transferability of WF measurements to UHV
conditions of aSPECT

In the 2013 beam time, the electrodes were mounted in aSPECT with the surface adsorbates
still present. Since the electrodes are located in the cold bore of the superconducting magnet,
they cannot be baked out. Therefore, adsorbates like water are not fully removed under vac-
uum and the modification of the WF or what is more relevant to our case: the change in WF
differences had to be investigated. To experimentally check WF changes, we put two elec-
trode segments of aSPECT in a Kelvin probe at vacuum (end pressure ∼ 2 ·10−5 mbar) which
had been set-up for WF measurements for the KATRIN experiment. To get reliable and stable
values the work functions were measured after the system had been stabilised. In order to
have an almost simultaneous WF comparison, only line scans (∼ 15min) across the surfaces
were performed, one immediately after the other with the samples in alternation. Figure A.4
shows the sequence of the average relative WF extracted from such line scans for both elec-
trode samples. During the initial phase of pumping down relatively large WFrel changes of
∼ 100meV can be observed since the ‘simultaneity’ of the alternating sample scans was not
given due to the big temporal WF gradient. This stabilises at a pressure of around 10−3 mbar.
What follows is a steady decrease of the WF of both samples, but with a stable WF difference
of ∼ 20meV. The scans were stopped overnight (∼ 12h). Continuation of scans at the end
pressure of∼ 10−5 mbar showed stable WF conditions at a WF difference of∼ 10meV. From
these investigations we deduce: In going to UHV conditions inside aSPECT one has to as-
sume an additional uncertainty of 10 meV in the WF differences of the AP and DV electrodes
measured under ambient conditions.
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Figure A.4.: Time sequence of line scans showing the extracted means of the relative WF
during evacuation of a UHV Kelvin probe. The two electrode samples were
measured alternately.

A.4. Influence of the temperature differences on WF

The work function exhibits a small dependence on the temperature [RL15, HSW79]. We have
measured temperatures at the electrode system in several places close to our electrodes during
the off-line beam time in 2012. Temperatures varied between 80 K and 120 K, i.e. by ∆T =
50K. Using the formalism from [RL15] based on first principles we can deduce a maximum
work function difference of ∆WFT = 10meV between the DV and AP electrode. This is
consistent with an older phenomenological method [HSW79] and constitutes an additional
uncertainty to the measurement accuracy.
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B. Proton recoil spectrum in case of
finite n polarisation

In the following we largely refer to the paper of F. Glück et al. [GJL95]. Recoil-order effects
and radiative corrections are neglected. The differential proton recoil spectrum W (T,a,c) in
case of a finite neutron polarisation, P, is given by

W (T,a,c) = ωp(T,a)+P ·ωps(T,a)cosϑ (B.1)

where ϑ is the angle between neutron spin and proton momentum and T is the kinetic en-
ergy of the proton. The respective spin-dependent and spin-independent terms ωps(T,a) and
ωp(T,a) can be expressed as

ωps(T,a) = +
1
8
(A+B)(Fmax(T )−Fmin(T )) (B.2)

and

ωp(T,a) = wmax(T,a)−wmin(T,a) (B.3)

with

(A+B) =−4λ/
(
1+3λ

2) or (B.4)

(A+B) =−
√

1+2a−3a2 (B.5)

using Equation (3.2).
By defining the following constants:

∆ = mp−mn = 1.293318 ·106 eV (B.6)

me = 0.5110034 ·106 eV, (B.7)

mn = 939.5656 ·106 eV, (B.8)

Tm =
(
∆

2−m2
e
)
/(2mn) , (B.9)
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Figure B.1.: Spin-independent ωp(T,a) and the spin-dependent component ωps(T,a) of the
differential proton recoil spectrum W (T,a,c) from Equation (B.1) for aref =
−0.103 and for an extreme value of a = +0.3. Note that ωps(T,a) is negative,
but for the yield we have W (T,a,c) > 0 for all cosϑ values since |ωps(T,a)| <
|ωp(T,a)|. The yield is given in (a.u.). To get prefactors for the absolute numbers,
see [GJL95].
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and further the T -dependent terms:

p(T ) =
√

2(mn−∆)T +T 2, (B.10)

Emin(T ) =
1
2

(
∆−T − p(T )+

m2
e

∆−T − p(T )

)
, (B.11)

Emax(T ) =
1
2

(
∆−T + p(T )+

m2
e

∆−T + p(T )

)
, (B.12)

xmin(T ) = 2Emin(T )−∆, (B.13)

xmax(T ) = 2Emax(T )−∆, (B.14)

we obtain for

Fmax(min) =
∆ x3

max(min)

3p
−

m2
ex2

max(min)

2p
−∆ pxmax(min), (B.15)

and

wmax(min) =
1
2
(1+a)E2

max(min)

(
∆− 2

3
Emax(min)

)
+a mnEmax(min) (T −Tm) . (B.16)

Figure B.1 shows the differential spectra ωp(T,a) and ωps(T,a) for a = aref = −0.103 and
a =+0.3.
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C. Electromagnetic field and particle
tracking simulations

In Section 3.4 all major systematics influencing a are presented. Not all of these could be
determined by pure analysis of experimental data or additional measurements. In particu-
lar the systematics B. Magnetic field ratio g〈rB〉

sys (Section 3.4.2), C. Retardation voltage g〈UA〉
sys

(Section 3.4.3), E. Edge effect gee
sys (Section 3.4.6) and H. Proton traps in the DV region gtr

sys
(Section 3.4.9) could only be quantified by sophisticated particle tracking simulations.

To perform these simulations a full computational model of the aSPECT experiment had to
implemented and validated. The first step was to create the geometry with all relevant parts,
e.g., the electrode and coil system. Based on this, electromagnetic field calculations had to be
carried out including optimisation and validation to get precise results. As final step, about
1010 protons were tracked and analysed to obtain the data y j

sys for the systematic corrections
g j

sys mentioned above.
To solve the electromagnetic fields based on the electric potential and current distribu-

tions as well as to track and analyse the amount of protons sufficient computing power was
necessary. The Johannes Gutenberg-Universität Mainz runs the supercomputer MOGON I
and II providing 298 TFLOPS or 2000 TFLOPS, respectively (standard desktop computer
∼ 0.05TFLOPS1). Both supercomputers were among the 100 fastest supercomputer in the
world at launch time. This performance was necessary to carry out all required simulations
within a reasonable time frame.

Not only raw computing power is important, also your simulation software have to be
efficient. For this purpose the C++ based software framework KASPER was used. The
routines were originally developed and used for aSPECT, then modified and hugely im-
proved at KIT and MIT for the needs of the KATRIN collaboration, which aims to im-
prove the limit of the neutrino mass down to 0.2 eV/c2 (90% CL) or discover the actual
mass, if it is larger than 0.35 eV/c2. No other joint tool for implementation of complex ge-
ometries, electromagnetic field calculations and particle tracking is available. There exists
tools for each task separately, e.g. GEANT4 for particle tracking and COMSOL for electro-
magnetic field calculations, but a combination of different software usually leads to lack of
performance and flexibility. The software package is open-source and publicly available at
https://github.com/KATRIN-Experiment/Kassiopeia.

In this appendix a detailed description of the performed simulations will be given. Ap-

1FLOPS - Floating-point operations per second. Unit of measure for computer performance.
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C. Electromagnetic field and particle tracking simulations

pendix C.1 introduces the C++ simulation framework KASPER, with focus on the utilised
modules KGeoBag, used for modelling arbitrary 3D geometries, KEMField, used for cal-
culation of electromagnetic fields, and Kassiopeia, used for proton particle tracking based
on KEMField and KGeoBag. Appendix C.2 describes details of the implementation of the
aSPECT geometry with KGeoBag. Besides the straight forward construction of the electrode
and coil system additional components like the neutron density distribution in the decay vol-
ume and the positioning of the detector are discussed. In Appendix C.3 the methods used for
solving the electro- and magnetostatic configurations of aSPECT are discussed. Finally, Ap-
pendix C.4 gives details on the performed particle tracking simulations with Kassiopeia and
their analysis for each systematic effect separately.

C.1. The C++ simulation framework KASPER

The software framework KASPER is an objected-oriented C++ coded toolset comprised of
several semi-independet modules for simulation and (KATRIN specific) analysis. All mod-
ules can be compiled on MacOS and Linux systems using the CMake build system. There
is the possibility to link against ROOT [BR97] data analysis and Visualisation Toolkit (VTK)
[SML06] libraries. When linked against ROOT the user can use the ROOT file format files
for simulation in- and output. VTK offers the opportunity, e.g., for easy visualisation of
simulated electromagnetic fields and particle tracks. Furthermore, KASPER can exploit par-
allel frameworks, for example OpenCL reducing computation time for electromagnetic field
computations drastically. The user interface is based on configuration files in the XML style
format.

In the following an overview of the used modules is given:

• KGeoBag: Module for the construction of 3D geometries for simulation.

• KEMField: Module for electromagnetic field simulations based on the geometry pro-
vided by KGeoBag. Supports parallelisation system utilising both the OpenCL and MPI
libraries.

• Kassiopeia: Module for particle tracking simulations. Based on the geometry from
KGeoBag and the electromagnetic fields by KEMField, particles can be generated,
propagated through the electromagnetic field and conditionally terminated.

Each module will be introduced in the sections below in a more general way with focus
on the applied methods. Details on the practical implementation and application concerning
simulations for aSPECT will be presented in Appendices C.2 and C.3.

C.1.1. KGeoBag - Module for modeling 3D geometries

The KGeoBag module plays a central role for particle tracking simulations with Kassiopeia.
It allows the user to construct 3D models of their experiments and operate on them. It is
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(a) Nested shapes. (b) Tree structure of KGeoBag.

Figure C.1.: Structure of KGeoBag geometry tree. Representation of surfaces by small let-
ters/triangles, spaces by capital letters/circles, and boundary surfaces by squares.
Shapes can be nested into each other as depicted in (a). This can be visualised by
a tree structure (b). Figure from [Gro15].

not only possible to define the bare geometrical properties but also non-geometrical ones. In
example, electric potentials and currents can be related to surfaces or spaces as well as tracking
navigation properties like terminators, e.g., a particle track should stop when it hits a given
surface. This section contains some XML example listings to give the reader an impression of
the code, but they won’t be discussed in detail.

C.1.1.1. Shapes and structure

KGeoBag differentiates between two basic shapes: surfaces and spaces. Each shape’s dimen-
sion and position is created in its own coordinate system. Single shapes are related to each
other by nesting them in a common space. This space in turn can be nested again, and so on
(Figure C.1a). When a shape is placed in a space a transformation like rotation and displace-
ment can be applied. The relation between the geometric objects is internally represented by
a tree as depicted in Figure C.1b.

C.1.1.2. Extensions - Discretisation and electromagnetic configuration

For the solution of the electrostatic configuration the partial differential equations of the sys-
tem have to be solved. Since an analytically solution would be extremely difficult one uses
numerical methods. Therefore the geometry have to be discretised. KEMField uses the
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Boundary Element Method (BEM) to be explained in Appendix C.1.2.2. This means, that
the discretisation of the geometry is restricted to the system boundaries, e.g. the electrode
surfaces, which are divided in small triangles. The composite of the triangles of a discretised
surface is called "mesh". The finer the mesh is, the better the accuracy of the solution, e.g.
the computed electric potential. But the computation time will also increase with the number
of mesh elements (= number of triangles). Especially in high field regions at corners or sharp
edges, many mesh elements have to be used in order to obtain reasonable field and potential
values.

The geometry created with KGeoBag provides direct options for the creation of the mesh.
In example, a cylindrical electrode is created by drawing a line in x-y-plane and rotating it by
2π around the x-axis:

1 <!--cylindrical electrode , radius(y): 0.1m, height(x): 1.0m-->
2 <rotated_poly_line_surface
3 name="cylindrical_surface"
4 rotated_mesh_count="16">
5 <poly_line>
6 <start_point
7 x="-0.5"
8 y="0.1"/>
9 <next_line

10 x="0.5"
11 y="0.1"
12 line_mesh_count="32"
13 line_mesh_power="2."/>
14 </poly_line>
15 </rotated_poly_line_surface>

Listing C.1: Code example for creating a cylindrical electrode.

In this case the rotation is discretizied in 8 pieces (rotated_mesh_count) and in 16 pieces
along the symmetry axis (line_mesh_count). The option line_mesh_power causes a grad-
ually reduction in size of the mesh elements towards the edges of the cylindrical electrode.
The result from this code is show in Figure C.2.

For electromagnetic field calculations with KEMField, to be discussed in the following
chapter, KGeoBag also features an extension to assign voltages to surfaces (electrode voltage),
and electric currents and windings to spaces (magent current). The following code example
assigns 100.0 V to the surface cylindrical_surface from the listing above:
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Figure C.2.: Meshed cylindrical electrode. Shown is the result from Listing C.1. KGeoBag
creates a cylinder by rotating a line around the z-axis. The resulting mesh
of triangles is defined by the three options: rotated_mesh_count="16" the
discretisation in φ , line_mesh_count=”32” the discretisation in z-direction
and the line_mesh_power=”2.” reducing the size of mesh elements towards
the edges of the cylinder. In consequence the number of mesh elements is
(16 ∗ 32) ∗ 2 = 1024. The factor of 2 arises from the fact that each quadratic
element is divided into two triangles.

1 <!--Assignment of 100V to cylindrical_surface-->
2 <electrostatic_dirichlet
3 name="cylindrical_electrode"
4 surfaces="cylindrical_surface"
5 value="100.0"
6 />

Listing C.2: Code example for assigning voltage to a surface.

In this manner the full aSPECT geometry is build, meshed and configured electro- and
magnetostatically.

C.1.2. KEMField - Module for electromagnetic field computations

By means of KGeoBag the geometry and the electromagnetic configuration has been defined.
Based on this, the next step on the way to particle tracking simulations is the computation of
the electromagnetic fields. The module KEMField processes the discretised geometry from
KGeoBag to solve linear equation systems in context of the BEM. For this task KEMField
provides more than one method differing in precision and computation time. This section
briefly introduces the applied methods.
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C.1.2.1. Magnetostatic field computation

The computation of the magnetostatic field is, in comparison to the computation of the elec-
trostatic field, a straight forward task. The reason for this is, that in general the distribution
of the magnetic sources (currents) are known. Like aSPECT many experiments utilise axial
symmetric field configurations generated by coils, which means a symmetric distribution of
the magnetic sources. This results in a significant simplification of the equation systems to
solve.

Direct method

The direct approach is the solution of the Biot-Savart law:

d~B =
µ0

4π

Id~s×~r
r3 . (C.1)

The formula denotes an infinite element of a wire d~s carrying a constant electric current I
with µ0 the permeability constant. By integration over the element one gets the magnetic flux
density ~B(~r ) at an arbitrary position~r in space. For complex shapes discretised in N elements,
the total magnetic flux density is given by the sum of all contributions ~Bi:

~Btot =
N

∑
i=1

~Bi . (C.2)

The order of the discretisation N determines the accuracy of the numerical approximation and
the computation time. This method can be applied to arbitrary complex geometries but does
not take advantage of symmetries.

Elliptical integrals

For a thin axial symmetric coil the Biot-Savart law Equation (C.1) using cylinder coordi-
nates can be expressed in terms of the complete elliptical integrals of first (Equation (C.3)),
second (Equation (C.4)), and third (Equation (C.5)) kind [Gar63]:

K(k) =
∫

π/2

0
dφ

1√
1− k2 sin2

φ

, (C.3)

E(k) =
∫

π/2

0
dφ

√
1− k2 sin2

φ , (C.4)

Π(n,k) =
∫

π/2

0
dφ

1(
1−n2 sin2

φ
) √

1− k2 sin2
φ

. (C.5)
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For an extended coil an integration in radial and axial direction is required. The result is
simply the superposition of the field of a full cylinder minus the field of the inner cylinder
resulting in the field of a coil with radial thickness Rmax−Rmin and axial length Zmax−Zmin:

Bz = B̂z(Zmax)− B̂z(Zmin) , (C.6)

Br = B̂r(Rmax)− B̂r(Rmin) (C.7)

with

B̂z =−
µ0λ

π

(z−Z)R
(r+R)S

(
K(k)+

R− r
2R

(Π(n,k)−K(k))
)
, (C.8)

B̂r =−
µ0λ

π

R
S

(
2

E(k)−K(k)
k2 +K(k)

)
, (C.9)

and

S =
√

(r+R)2 +(z−Z)2 , (C.10)

k2 =
4rR
S2 , (C.11)

n2 =
4rR

(r+R)2 , (C.12)

where λ = dI
dz is the linear current density, and (z,r) the axial and radial position to be calcu-

lated. In comparison to the direct method the use of elliptical integrals for axial symmetric
geometries has the advantage that no discretisation of the coil is necessary. Although you have
an analytical solution, the integrals have to be computed numerical which slows down particle
tracking.

Zonal harmonic expansion

The zonal harmonics are special spherical harmonics of the form Pl(cosθ). The zonal
harmonic expansion method makes use of expressing the magnetic flux density by Legendre
polynomials and their derivatives [Glu11]. These are calculated at so-called source points zi

located on the symmetry axis, e.g. the coil axis. Depending on the distance ρi between the
point Pi(r,z) to be computed to the nearest source point zi there are two types of expansions:
The central expansion if ρi < ρcen

i and the remote expansion if ρi > ρ rem
i , where ρcen

i and ρ rem
i

denote the minimal and maximal distance between the source point and magnetic sources,
respectively (Figure C.3).
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For the central expansion with ρi < ρcen
i the expansion is given by

Br =−sinθ

∞

∑
n=1

Bcen
n

n+1

(
ρ

ρcen

)n

P′n(cosθ) , (C.13)

Bφ = 0 , (C.14)

Bz =
∞

∑
n=0

Bcen
n

(
ρ

ρcen

)n

Pn(cosθ) (C.15)

with Bcen
n the central expansion coefficients of the n-th grade Legendre polynomial Pn. In case

of ρi > ρ rem
i the remote expansion takes effect:

Br =−sinθ

∞

∑
n=2

Brem
n

n

(
ρ rem

ρ

)n

Pn(cosθ) , (C.16)

Bφ = 0 , (C.17)

Bz =
∞

∑
n=0

Brem
n

(
ρ rem

ρ

)n

P′n(cosθ) (C.18)

with Brem
n being the remote expansion coefficients of the n-th grade Legendre polynomial Pn.

Now the central and remote coefficients at the source points have to be calculated only
once in advance and stored to disk. This increases the calculation speed by a factor of 10
to 100 in comparison to the elliptical integral method. As can be seen in Figure C.3 there
are regions with ρcen < ρ < ρ rem. For these cases the zonal harmonics are not valid and
elliptical integrals are used automatically. For aSPECT all relevant field points for particle
tracking could be computed by the zonal harmonics method since the coils are far away from
the protons flux tube.

C.1.2.2. Electrostatic field computation

The computation of the electric field for the aSPECT electrode system is more complex than
the computation of its magnetic field from the coil system. In case of the coil system the
magnetic sources (electric currents) are known but for the electrode system they are not (elec-
tric charges). Only the boundary conditions are set by applying electric potentials as done by
KGeoBag. The aim is to find a charge density distribution on the electrodes’ surfaces which
satisfies these boundary conditions, which is also know as the Dirichlet problem [Jac98]. With
the knowledge of the charge density distribution it is possible to compute the electric field at
an arbitrary position.

To solve the electrostatic problem the boundary element method in combination with the
efficient Robin Hood algorithm was used, to be explained in the following.
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(a) Central expansion.

(b) Remote expansion

Figure C.3.: Types of zonal harmonics expansion. (a) Central expansion. Illustrated are two
coils with rectangular cross section (green) and the central expansion region for
the on-axis source points z0 (blue disk) and z1 (red disk) defined by the shortest
distance to the magnetic source ρcen

0 and ρcen
1 (dashed lines), respectively. In this

case the points p0 and p1 can be calculated using the central expansion, p2 and
p3 cannot since they are not in the convergence region. (b) Remote expansion.
Illustrated are two coils with rectangular cross section (green) and the remote ex-
pansion region for the on-axis source point z0 (blue area) defined by the maximal
distance to the magnetic source ρ rem

0 . In this case p3 can be calculated using the
remote expansion. As explained above p0 and p1 are covered by the central ex-
pansion. The point p2 is either inside the central nor the remote expansion region,
therefore elliptical integrals have to be used.
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Boundary element method

Two common approaches are used to solve physical systems numerically: the finite ele-
ment method (FEM) and the boundary element method (BEM). Both methods aim to solve
the partial differential equation (PDE) of the physical system numerically. In the case of FEM
the entire system is discretised in finite elements, even the empty space. In the case of BEM
only the boundaries of the system have to be discretised. For that reason the number of mesh
elements is much smaller leading to less consumption of computer memory. Since the elec-
trostatic problem of aSPECT can be fully described by boundary surfaces (infinitesimal thin
electrodes), BEM is better suited.

The discretisation of a surface is shown in Figure C.2. In general, a surface S is divided in
N elements S j:

S =
N

∑
j

S j . (C.19)

Each element S j shall carry a constant, homogeneous charge density σ j. The boundary condi-
tions, which are the applied voltages, can be related to this quantity by the following equation:

Ui =
N

∑
j=1

Ci jσ j . (C.20)

Ui is the potential at the centre of the element i respecting all other elements j. The contri-
bution of a single element j is determined by calculation of the so-called Coulomb matrix
elements Ci j =C j(~ri), which is an integration over the mesh element S j:

Ci(~r j) =
∫
S j

1
|~ri−~rS|

d2~rS . (C.21)

Precise and fast integration over S j is crucial for the performance of particle tracking simula-
tions. Methods were investigated and optimised by [Hil17] and [Cor14].

To obtain the charge densities σ j the linear equation system Equation (C.20) has to be
solved. This can be done by a diagonalisation algorithm, e.g. the Gauss-Jordan method. For
this direct method, the minimum required computer memory scales with O(N2) since the
entire matrix Ci j have to be kept in memory. In example, 104 mesh elements would consume
about 2 GB of memory. Even worse are the required arithmetic operations scaling with O(N3).
With typical computer hardware this direct method is practically limited to geometries with
about N . 105 mesh elements. For geometries which exceed this number, like aSPECT with
about 9 ∗ 105 mesh elements, the so-called iterative Robin Hood method is utilised [LŠA06,
LŠA08, FLC+12]. The electrode system of aSPECT is not completely axial symmetric as
there are, e.g. dipole electrodes. For that reason algorithms to solve for the charge density
distribution can not take advantage of symmetry like for the magnetic field calculation.
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Robin Hood method

The Robin Hood method is a numerical method specially developed for solving electrostatic
boundary problems iteratively. The algorithm behaves similar to the natural process of charge
redistribution. Electric charges on an ideal conductor will redistribute until the boundary
becomes an equipotential surface even if there are additional charges in the proximity of the
conductor. In this way Gauss’ law is satisfied. The Robin Hood algorithm makes use of this
simple strategy [FLC+12].

Let us consider the discretised cylindrical electrode S (Figure C.2). Each triangle S j with
area A j is assigned with a randomised, initial charge density σ j. The algorithm starts with
the computation of Ui for each boundary element (cf. Equation (C.20)). The resulting list of
potentials is searched for the two elements Sm and Sn with potential Um and Un differ the most
from the equipotential condition. Between these elements charge is moved from one to the
other element so that the equipotential condition is satisfied: U ′m =U ′n. The new potentials are
given by

U ′m =Um +Cmm δσm +Cmn δσn (C.22)

U ′n =Un +Cnn δσn +Cnm δσm . (C.23)

The changes in charge densities δσm,δσn are calculated by

δσm =
An(Un−Um)

An(Cmm−Cnm)+Am(Cnn−Cmn)
(C.24)

δσn =
Am(Um−Un)

An(Cmm−Cnm)+Am(Cnn−Cmn)
(C.25)

with the net charge exchange δqtotal = Am δσm+An δσn = 0. Due to the charge redistribution
the potentials Ui for all other elements have changed. The algorithm starts again with the com-
putation of the U ′i ’s and moves charge from one element to another again. This is proceeded
until a user-defined accuracy limit is reached. The concept can easily be adapted for the case
electrodes are held at fixed potentials.

Due to the algorithm of the Robin Hood method only the current approximate solution
of Equation (C.20) have to be kept in memory and not the entire matrix Ci j. Therefore the
required storage scales with O(N) instead of O(N2) for the direct method. The number of
arithmetic operations scale with O(N2). This makes the Robin Hood method suitable for big-
ger geometries also with N > 105. One further advantage is the high parallelisation capability
of the method since each step consists of O(N) independent calculations. That allows to make
use of modern graphic processors units’ (GPU) parallel architecture with a factor of hundred
of cores more in comparison to standard computer processing units (CPU).

C.1.2.3. Electrostatic field solver

KEMField provides several methods for the calculation of the electrostatic field and potential
at an arbitrary point in space produced by the computed charge density distribution. In the

103



C. Electromagnetic field and particle tracking simulations

following two methods used for the aSPECT ’s particle tracking simulations will be presented.

Direct method

The simplest approach to compute the field and potential at an arbitrary point~r is to calcu-
late the contribution from each surface element S j and sum them up:

U(~r) =
1

4πε0

N

∑
j=0

σ j

∫
S j

1
|~r−~r j|

d~r j , (C.26)

~E(~r) =
1

4πε0

N

∑
j=0

σ j

∫
S j

~r−~r j

|~r−~r j|3
d~r j . (C.27)

This is done by integrating over each element (triangle) S j with its constant charge density
σ j, where ε0 is the permittivity constant. Because this method does not make use of any
approximation it has the highest precision. The computation time for this methods scales with
the number of surface elements N and the used integration technique.

Interpolation of field maps

Instead of direct computation of the electrostatic field and potential at each point one can
use precomputed points on a 3D grid, a so-called field map. The field calculation is then per-
formed by interpolating between the grid points. In the case of a 3D grid an arbitrary point is
surrounded by eight grid points. The simplest “interpolation” is the use of the nearest neigh-
bour, which is obvious the worst approximation. Much more precise results can be obtained
by tricubic interpolation, which is the 3D case for cubic interpolation. A cubic interpolation
connects two neighbouring points by a third degree polynominal respecting several boundary
conditions. Figure C.4 shows a comparison between the nearest neighbour method and the
cubic interpolation for the 1D case.

C.1.3. Kassiopeia - Module for particle tracking

Kassiopeia is the particle tracking module [FGT+17] of the KASPER package. It allows
to generate particles, propagate them through electromagnetic fields, conditionally terminate
them, and store selected information of the particle processing to disc.

The aim of particle tracking is to simulate the dynamic physical state of a given particle
with fixed mass m and charge q in electromagnetic fields. The process of simulation evolves
the initial particle state (t0,~r0,~p0) until a predefined termination condition is fulfilled and
the simulation is stopped. All information of the dynamic physical state calculated by the
simulation algorithm are accessible and are organised in the data structure to be explained in
the following.
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Figure C.4.: 1D interpolation methods. The black markers represent an arbitrary data set. The
red line is the result for the “nearest neighbour method”. The blue line is a cubic
spline.

C.1.3.1. Organisation structure

The output data from the simulation progress are organised in four levels (Figure C.5):

• Step: The lowest level of organisation is a step. It represent one iteration of the parti-
cle’s physical state evolution from (ti,~ri,~pi) to (ti+1,~ri+1,~pi+1) by solving the equations
of motion. During each step it is also checked if a termination condition is fulfilled,
in example, an electrode surface is crossed. The data of a step is given by the single
iterations (ti,~ri,~pi).

• Track: The collection of steps from the particle’s origin until its termination is called
a track. The data of a track are represented by the initial state (t0,~r0,~p0) and the final
state (tK ,~rK ,~pK).

• Event: The next level of organisation is an event. The particle and its initial state
(t0,~r0,~p0) is created by an event generator. The primary track from such an event can
split into a secondary track, e.g., in the case of radioactive decay. The collection of these
multiple tracks is called an event. For the aSPECT simulations an event and a track are
almost identical.
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• Run: The highest level of organisation is called Run. It is the collection of multiple
events and represents a full particle tracking simulation.

With ti representing the time,~ri the cartesian position, and ~pi the cartesian momentum vector
at step i.

C.1.3.2. Physical state evolution

The evolution of a particle in Kassiopeia begins with its generation, followed by tracking, and
finally its termination at a certain state. More details of these three stages are explained in the
following sections.

Generation of particles

The initialisation of an event always starts with the generation of a particle. For the defini-
tion of a particle the PDG’s ID-scheme is used [THH+18]. The proton’s ID is given by “2212”
(electron “11”). By means of this ID Kassiopeia knows about the intrinsic particle properties
like q and m.

In addition the seven dynamic initial conditions of the particle are generated: the initial
time t0, the position in space~r0, and the initial momentum vector ~p0. For each initialisation of
these initial conditions a so-called value generator is used. In example, a value generator gives
random starting positions~r0 in a fixed volume, e.g. decay volume. These can be uniformly
distributed or drawn from a user-specified probability function. Kassiopeia offers several
value generators, which will not further discussed.

For aSPECT it is more practical to generate the kinetic energy T0 and direction of the
particle in spherical coordinates (θ0,φ0) instead of the cartesian momentum vector ~p.

Tracking of particles

The core of Kassiopeia is the calculation of particle tracks by solving the equations of mo-
tion. In electromagnetic fields the motion is described by the Lorentz equations. Kassiopeia
numerically integrates these first order ordinary differential equations. Besides the exact rep-
resentation of the Lorentz equations there is the adiabatic representation, which holds in the
case where the electric and magnetic field is approximately constant over a single cyclotron
motion. Details on both set of equations are presented in the following. Furthermore the used
integrator and the step control mechanism is briefly mentioned.

Exact tracking

The exact tracking propagates the particle with mass m and charge q through the electro-
magnetic fields ~E and ~B. The state of the particle is described by the time t, its position~r and

106



C.1. The C++ simulation framework KASPER
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Figure C.5.: Structure of particle state evolution. The lowest level in particle tracking is a
“Step” representing the lowest iteration in the particle’s evolution. The next
higher level is a “track” consisting of multiple (intermediate) steps represented
by an inital and final state. An “Event” can consist of multiple tracks, in ex-
ample, if the primary track is divided into two, e.g., by radioactive decay. This
scenario is not depicted since it was not used for particle tracking simulations
for aSPECT. The highest level in in the organisation structure is the “Run”. It
represents a single execution of an entire configured particle tracking simulation.
Figure based on [Gro15].
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Figure C.6.: Comparison of exact tracking to adiabatic tracking. The left and right figures
show the same cyclotron path (black) of a particle (red) gyrating around a mag-
netic field line (green). On the left exact tracking is depicted where the full
Lorentz equation is solved to calculated the real position of the particle on its
cyclotron path. Since a strong path curvature exists small steps are necessary
(exact step). On the right adiabatic tracking is presented. In this case the gyra-
tion centre is tracked and the position due to cyclotron motion reconstructed. As
the change in curvature of the gyration centre track is less strong larger steps are
sufficient (adiabatic step). Figure taken from [Gro15].

its momentum vector ~p. The corresponding differential equations are given by:

d~r
dt

=
~p

γm
, (C.28)

d~p
dt

= q

(
~E(~r, t)+

~p×~B(~r, t)
γm

)
, (C.29)

where γ is the relativistic Lorentz factor. Since no simplification on this equations was applied
its called exact tracking.

Adiabatic tracking

A particle moves adiabatic if the magnetic and electric field remains approximately constant
during one cyclotron motion. This means the adiabatic invariant γµ is conserved, where µ is
the magnetic moment due to the cyclotron motion of the particle. In that case the particle
follows and gyrates around a single magnetic field line. That in turn means, that the path
of the guiding centre of the gyration is in first order identically to the path of the magnetic
field line. Due to this fact, Equations (C.28) and (C.29) can be simplified. In contrast to
exact tracking where the track is calculated along the real path of cyclotron motion, adiabatic
tracking calculates the path of the guiding centre and reconstructs the real position due to
cyclotron motion (Figure C.6).
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The guiding centre representation is given by

d~rc

dt
=

p‖
γm

~B(~rc, t)
Bc(~rc, t)

, (C.30)

d p⊥
dt

=
p⊥p‖

2γm~B(~rc, t)
∇~B(~rc, t) ·

~B(~rc, t)
Bc(~rc, t)

, (C.31)

d p‖
dt

=− p2
⊥

2γmB(~rc, t)
∇B(~rc, t)+q~E(~rc, t) ·

~B(~rc, t)
Bc(~rc, t)

, (C.32)

dφc

dt
=

q
γm

~B(~rc, t) (C.33)

with~rc the guiding centre, p⊥,‖ the momentum perpendicular or parallel to the magnetic field,
respectively, and φc the phase of the gyration needed to reconstruct the real position [Nor61].
These equations are valid in absence of drifts, e.g., caused by E ×B electrodes (magnetron
motion).

Equations (C.30) to (C.32) can be extended to consider drifts due to magnetron motion,
resulting in ([FGT+17, Nor61]):

d~rc, drift

dt
=

d~rc

dt
+

~E(~rc, t)×~B(~rc, t)
B(~rc, t)2 +

2p2
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. (C.36)

One advantage of adiabatic tracking is the reduction of necessary integrations to be per-
formed. Furthermore, less steps for the calculation of a particle track are needed, because
the track of the gyration centre does not exhibit such strong changes in comparison to exact
tracking, where the real position of the particle is calculated (Figure C.6).

Integrator

For the exact or adiabatic tracking the corresponding first order differential equations (Equa-
tions (C.30) to (C.31) or Equations (C.30) to (C.32), respectivley) have to be solved. This is
done by numerical integration by means of the 8th order Runge-Kutta algorithm (details, e.g.,
[But08]).

Step control

Step control is a mechanism to set conditions on the number of steps required to perform
a full track. In example, if one lets the algorithm perform large spatial steps for the particle
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in comparison to the change of the electromagnetic fields, this will lead to a loss in accuracy
of the track. As each step includes the calculation of the electric and magnetic field at the
current position, which is the most time consuming task in particle tracking, one have to
adjust this parameter carefully. Kassiopeia provides several control mechanism. The simplest
are realised by controlling the time or the distance between Step i and Step i+ 1. A more
advanced step control is based on the current magnetic field: one can define a single step as a
fraction of a single cyclotron motion.

Termination of particles

The user have to define conditions when a particle is terminated and the tracking of it stops.
In example, a particle can be terminated, when it leaves a defined volume, it hits an electrode
surface or exceeds a defined number of steps. After a particle is terminated a new event is
generated and a new track starts.

C.1.3.3. Simulation output

Raw data

The user have to be aware of the fact that in general not all data from a simulation can be
stored to disk. In example, a typical single track for aSPECT consists of about 103 steps.
The description of the entire physical state of a particle involves seven quantities (ti,~ri,~pi).
To be statistically significant usually 109 tracks are needed. To summarise, one needs at least(
103 ·7 ·109

)
·8Byte = 56TByte of disk space for the essential quantities. Therefore the user

have to think thoroughly about the analysis procedure in advance and select on this basis the
data to store. Often the information about the initial and final state (start and end of a track,
see Figure C.6) and the cause of termination are sufficient for analysis. This reduces the re-
quired storage by ∼ 103 instantaneous. Simulation output can also be conditionally, e.g., the
maximal/minimum longitudinal energy of a track including the position at maximum/mini-
mum value can be stored.

The selected data are stored to disk in a tree of the ROOT data structure [BR97]. Kassiopeia
also provides reader classes for easy data access. The user greatly benefit from that when
linking his analysis tools against the Kassiopeia libraries.

Visualisation

Kassiopeia can create a file of the VTK format [SML06]. VTK is an open-source toolkit
system for 3D computer graphics, image processing, and visualisation. It can render scientific
data and has a number of visualisation algorithms. However, the VTK file format can not only
store the geometric objects from KGeoBag, it can also store, e.g., the applied potentials and
the simulated trajectories of the particles in space. As well the fieldmaps from KEMField are
stored in the VTK file format and are therefore easy visualisable. In pratice, the open-source
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application Paraview [AGL05] is used to open VTK files, get access to the scientific data and
visualise them. Providing this easy access to data is of great advantage for analysis.

C.2. aSPECT computational model

In the last Appendix C.1 the simulation software package KASPER was introduced with em-
phasize on the methods to be applied on the simulations. In this section details on the imple-
mentation in practice are given. Of course, the computational model describes aSPECT only
as good as its input parameters. Therefore, several supportive measurments were performed
and used as input data for the simulation, also to be discussed in the following.

C.2.1. Implementation of the aSPECT geometry with KGeoBag

The geometrical model of aSPECT was implemented with great care. This is essential as in
particular the geometry defines the boundaries for the electromagnetic field calculations. This
in turn means a too detailed model increases the complexity of the boundary problem to solve
and this in turn the required computation power. Therefore, always simplifications have to be
applied.

The experimental setup is described in Section 3.2.2. It can be divided in three main parts:
the superconducting coil system, the electrode system, and the detection system. Furthermore
the neutron beam is basically a part of the experimental setup. In the following the implemen-
tation of each part is presented.

C.2.1.1. Superconducting coil system

The magnetic field is generated by a set of 15 superconducting, axial symmetric coils mounted
inside the cryostat. As they are not accessible, the positions and dimensions of the coils could
not be measured directly. Therefore, in a first step, the theoretical values of the coils (dimen-
sions, positions, windings) from the design drawings were used to calculated the magnetic
field analytically (general analytical solution for axial symmetric coils with rectangular cross
section in [GS63]). This solution was compared to Hall probe (∆B/B∼ 10−3) and much more
precise proton-based NMR measurements (∆B/B ∼ 10−5). Minor deviations between these
measurements and the analytical magnetic field calculations could be corrected on by shifting
coils on-axis by several millimetres. This was done by a χ2 fit to the measured field data. The
fit function was simply represented by the superposition of the single 15 coils. As free fit pa-
rameters the z-positions of the coils were used. Due to vibrations during transportation of the
cryostat and strong forces when the magnet is ramped up such deviations are easily possible.
Finally, the adapted parameters from the fit were used for the magnetic field simulation with
KEMField instead of the parameters from the manufacturer.
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Figure C.7.: Geometrical model of aSPECT. Shown is the geometrical model of aSPECT as
implemented in KGeoBag visualised by means of Paraview. The boretube (grey)
and the superconducting coils (green) are sliced to uncover the electrode system
(golden). At height of the decay volume electrode the collimation system (blue)
can be seen. Important electrodes are labelled (compare this with Figure 3.2).
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C.2.1.2. Electrode system

The electrode system (see Figure C.7) is assembled out of ∼ 16 single electrodes outside of
the cryostat. The electrode system is then pushed into the cold bore and fixed. To obtain the
geometrical data the electrode system was measured and documented in detail immediately
prior to mounting to and after dismounting from the cold bore. All electrodes are implemented
as surfaces with no thickness.

The electrostatic mirror at the very end of the electrode system is a close-mesh wire system
in the x-y-plane to prevent background by incident electrons from neutron decay but also
providing a homogeneous potential barrier for the high energetic protons. The electrostatic
solution of such tiny structures would cost unnecessarily computation power. Therefore the
mirror was simplified by a simple surface at potential of the wire system.

During operation the electrode system is at 120 K. The electrodes are built out of Cu.
Therefore an expansion coefficient of αCu = 0.99770458 [Hah70] was calculated and taken
into account leading to an integral shrinking of about -2.5 mm in z-direction.

At least the bore tube and the internal collimation are electrodes leading to field leakage
due to work function differences inside the decay volume as described in Section 3.4.3. Both
components’ geometry were measured and are part of the computational model.

C.2.1.3. Detection system

The detection system is mounted independently on the top of aSPECT. For measurements the
detector cup electrode holding the detector itself has to be moved in the high magnetic field
inside the cold bore by the so called "detector insertion mechanics". The z-position of the
detector (detector plane) inside the cold bore could be determined indirectly by measuring the
moved distance. Since the heavy detector cup is only supported by a long tube in z-direction,
the centre of the detector cup electrode and thus the detector itself can easily be shifted off-
axis. Also there can be an angle between the alignment of the detector pads and the direction
of the neutron beam (x-direction). In order to determine the correct position of the detector,
an activated copper wire was moved parallel to the x- and y-axis through the decay volume
while all electrostatic fields were off (Section 3.2). From the resulting count rates the pure
magnetic projection of the three detector pads in the decay volume can be deduced (for details
see [Mai14]). By means of simulations of magnetic field lines this could be re-projected to
the detector plane shown in Figure C.8.

C.2.1.4. Neutron density distribution in the decay volume

Due to inhomogeneous electromagnetic fields in the decay volume and a finite detector size
systematic uncertainties can also depend on the density distribution of the neutrons in the
decay volume. This neutron beam profile was measured by activating a copper foil placed in
the centre of the decay volume parallel to the y-z-plane (Figure C.9). Already described in
Section 3.2. The neutron beam is guided to the decay volume through a collimation system
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Figure C.8.: Positioning of the detector pads. An activated copper wire was moved parallel to
the x- and y-axis through the decay volume with all electrostatic fields switched
off. By means of the wire position dependent count rates the magnetic projec-
tion of the detector in the decay volume could be constructed. This measured
magnetic projection could be re-projected to the detector plane by simulating
magnetic field lines from the decay volume to the detector plane. The result
is shown in this figure. The centre of the detector (green cross) is shifted by
(x,y) = (−3.3(1.0)mm,−0.9(1.0)mm) off the symmetry axis of the bore tube
and turned with respect to the x-axis by −4.75◦.
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(a) Standard beamprofile (b) Reduced beamprofile

Figure C.9.: Neutron beam profiles from copper foil activation. (a) The standard neutron beam
profile as result of the collimation system measured in the centre of the decay
volume. (b) The reduced neutron beam profile as result of an additional aperture
of 15×75mm in front of the collimation system.

with a length of 40 cm therefore divergence of the beam profile inside the decay volume is
negligible.

C.3. Electromagnetic field computations on aSPECT

The path of a proton through aSPECT is determined by its initial conditions and the experi-
enced electromagnetic fields. In particular, these parameters are the decisive factors whether
a proton is counted at the detector or not. Of course, this also holds for the tracking simula-
tions solving the equations of motions (Appendix C.1.3.2). Essentially, the simulated fields
are determined by two key points: the boundary conditions of the electromagnetic problem,
which are input parameters to the simulation, and the precision of the utilised computational
method. This section will discuss details on the latter.

C.3.1. Magnetic field computation

The computation of the magnetic field is less elaborate and challenging due to the fact, that
the magnetic sources are known and the coils are arranged axial symmetric.

For the numerical computation of the magnetic field the zonal harmonic expansion method
as described in Appendix C.1.2.1 was used. For the coil system source points in 1 mm in-
crements with 1000 expansion coefficients at each point were set. This is rather dense and
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Figure C.10.: Relative precision of simulated magnetic field for the aSPECT coil system. The
blue points present the relative precision Bz, sim−Bz, theo

Bz, sim
for the full aSPECT coil

system, where Bz, theo is the analytical solution and Bz, sim the result from the
simulation with the zonal harmonic method. The precision is relative at a <
10−12 level for all points. This is the numerical limit as can be seen in the
analysing plane region (∼ 1.2− 1.6m), where the relative precision is about a
factor 5 lower since the field is a factor 5 lower.

probable not necessary, but the performance of the method is extremely high. The computa-
tion of all source points’ coefficients, which has only to be done a single time, requires less
than a minute. To compute a magnetic field point inside the convergence radius it takes just
several µs. It will turn out, that this fraction of time can be neglected in contrary to the much
longer computation time needed by the electric field calculation and therefore does not thwart
proton tracking.

In Figure C.10 the relative precision Bz, sim−Bz, theo
Bz, sim

for the full aSPECT coil system is depicted,
where Bz, theo is the analytical solution and Bz, sim the result from the simulation with the zonal
harmonic method. The field is coincidence for all field points relative at < 10−12 level. This
is by far precise enough.

C.3.2. Electrostatic charge density and field computation

This section outlines the method to find sufficient mesh parameters, compares the much faster
field computation by field maps to the most accurate integrating field solver, and give details
on the implementation of the measured work function distributions.
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C.3.2.1. Optimisation of the mesh

The computation of the electrostatic field is more complex and more expensive in comparison
to the computation of the magnetic field. This is owed two fundamental differences: The first
one is the non-axial symmetric electrode system and the second one the non-existent knowl-
edge of the (electric) sources. The later requires an additional step: the extensive computation
of the electric charge densities on the electrodes’ surfaces. And since the axial symmetry is
broken due to several dipole electrodes, the charge density distribution will also exhibit no
symmetry. As a result the field computation will be more elaborate, too.

For the computation of the charge density distribution the Robin Hood method as explained
in Appendix C.1.2.2 was applied. All necessary information are provided by KGeoBag: the
meshed electrodes’ geometries and the electrodes’ potentials (see Appendix C.1.1.2). While
the geometries and potentials are external input parameters the meshing has to be specified by
the user. This is crucial since the grade of discretisation has significant impact on the precision
of the resulting charge density and the computing power consumption. In the following the
optimisation of the meshing will be discussed.

The procedure on the optimisation of the meshing will be demonstrated on a sub set of
electrodes E10 - E11 - E12 - E13 - E14 (octagonal AP electrode) - E15 (dipole electrode)
depicted in Figure C.11. The mesh for the single cylindrical electrodes are defined by two pa-
rameters: the line mesh count and the radial mesh count. The first specifies the discretisation
in z-direction and the second in φ -direction (as introduced in Appendix C.1.1.2). These pa-
rameters determine the area size of the resulting mesh elements Si j as shown in Figure C.12a.
The mesh power was set equal 2. The resulting charge density as result of the Robin Hood
method is depicted in Figure C.12b as an example.

To check if the level of discretisation is sufficient to obtain precise results the radial mesh
count (RMC) and the line mesh count (LMC) were increased stepwise. For simplification
each electrode will be assigned with the same LMC and a fixed RMC of 128. After each
refinement of the LMC, the charge density distribution and the corresponding electric potential
on-axis were calculated ULMC(z) and the results compared. In Figure C.13 the absolute of the
difference of two electric potentials |∆U |=ULMC(z)−ULMC’=LMC·2(z) are plotted. The LMCs
for the differences are chosen in a way that the triangular mesh elements are half of their size
(LMC’=LMC·2). The plot shows local maxima in the regions of electrode transitions, where
the charge densities exhibit the strongest gradients (compare Figure C.12b), while inside long
electrodes the minima are placed (e.g. E14 at z = 1.34m). The potential differences |∆U |
decrease by about half an order of magnitude when the mesh elements are bisected in size. For
LMC→ ∞ the solution converges, of course. In example, the blue curve satisfies |∆U(z)| <
10−2 V ∀z, which means that a further refinement of the LMC can only result in a gain of
precision below 10−2 V. Therefore the solution is stable on this level. In this way the LMC
and RMC was investigated for the full electrode system to be stable on < 5mV.

The final mesh consists of about 9∗105 triangles. The Robin Hood method requires about
8 h to solve for the charge density distribution on a NVIDIA GeForce GTX TITAN graphic card
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Figure C.11.: Visualisation of electrodes E10 to E15. The figure shows the set of electrodes
E10 to E15, where E14 is the octagonal analysing plane electrode and E15 one
of the dipole electrodes. The colours indicate the applied electric potentials. In
this case E14 is set to 400 V. The other electrodes are set as factor of this voltage
(see Table 3.1).
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(a) Meshed E10 to E15 electrodes and element sizes.

(b) Charge density distribution of E9 to E12.

Figure C.12.: Visualisation of meshing and charge density distribution. (a) The cylindrical
electrodes show a line mesh count of 10 and a radial mesh count of 64. The
octagonal E14 electrode consists of 8 rectangular plates each meshed in 8 pieces
for the short and 32 pieces for the long side. The colour illustrates the area size
of the triangular mesh elements (red > blue). The mesh power of 2 leads to
smaller (blueish) elements towards the edges of the electrodes. (b) The figure
shows the charge density of the single mesh elements as result of the Robin
Hood method. In the region of electrode transitions the gradient in the charge
density is higher, for which reason the mesh power was applied. In this case,
the setted discretisation is to coarse to allow a smooth gradient.
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E14E13E12E11E10 E15

Figure C.13.: Potential convergence due to linear mesh refinement. Plotted is the difference
of two electric potentials ∆U(z) = ULMC n−ULMC n+16 resulting from their in-
dividual charge density computations (log10 scale). On the top of the frame the
electrode system is shown in proper size ratio. It can be seen that the difference
∆U(z) decreases in all regions after each iteration. While the difference between
the first two iterations, the black and the blue line is rather large, the difference
between the last two iterations is much smaller.
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Figure C.14.: Comparison integrating field solver vs. field map. The blue data points show the
electric potential difference ∆U(z) =UIFS(z)−UFM(z) between the integrating
field solver (IFS) and the field map (FM). The deviations are well below <
10−6 V.

(in case with no work function applied).

C.3.2.2. Field map vs. integrating field solver

For the computation of the electric field and potential during proton tracking the integrating
field solver is too slow to obtain the required simulation statistics in reasonable time. A much
faster method is the usage of field maps for the different electrostatic configurations. The field
maps have to be computed only once in advance and can then be loaded to RAM for the proton
tracking simulations. It was found that a grid constant of 2 mm results in short evaluation times
and precise values (Figure C.14). Each field map covers only the magnetic flux tube, which
results in an acceptable RAM consumption of about 5 GB per map/simulation. The Mogon
cluster provides enough capacitances to cover this requirement even for a large number of
parallel simulations (up to ∼ 18000).
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Figure C.15.: Analysing plane electrode E14 with corrected voltage. Shown is the octagonal
analysing plane electrode. The colours indicate the corrected electric voltage
due to the work function fluctuations: reddish > 400 V, white = 400 V, blueish
< 400 V. The distribution on the surfaces also exhibits the patchy structure due
to the different crystal orientation of gold emerging from the process of electro-
plating.

C.3.2.3. Special case implementation of work function

As described in Section 3.4.3, and Appendix A extensive work had been done to quantify
and investigate the work function fluctuations of our electrodes. To determine the influence
on a these had to be implemented in the simulations. In case of the decay volume electrode
and the surrounding elements (boretube and collimation with LiF apertures) the mean values
of the measured work function fluctuations could be applied since the magnetic flux tube to
the detector is always far enough from these surfaces and the work function fluctuations will
smooth out. For the analysing plane electrode this is not the case. To measure the work
function of the octagonal analysing plane electrode with our Kelvin probe, it was build to be
dismountable in eight long plates, which were finally cutted in five pieces each, resulting in
40 electrode parts. Every part’s work function fluctuation was scanned with a grid constant of
3 mm. In this way the work function distribution over each of the eight long plates could be
reconstructed as discrete grid. This grid was interpolated and could finally be used to assign
the corrected voltage to the computational model of the analysing plane electrode. Therefore
the underlying geometry of the analysing plane electrode was constructed out of squares of
∼ 3mm each with the corrected voltage applied. The result is shown in Figure C.15.

The solution of the charge density distribution with all measured work functions imple-
mented last for a single electrostatic configuration two weeks on a GPU.
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C.4. aSPECT proton particle tracking simulations

In the preceding sections details on the implementation of the geometry and the electromag-
netic field computations has been depicted. This section gives details on the configuration
of the performed tracking simulations. Essentially, this means setting up the particle gener-
ator, the tracking method, and the applied terminators. The following settings are shared to
large extent by all simulations. Subtleties will be mentioned in the sections concerning the
individual simulations.

C.4.1. Configuration and validation of tracking simulations

C.4.1.1. Generator

In aSPECT the source of protons is the neutron beam running through the decay volume
electrode in +x-direction. Protons decay all along the way of the beam. Tracking all of them
would be waste of computing time, of course, since only protons with the opportunity to be
counted by the detector are of interest. For this reason it is sufficient to specify a proportioned
decay volume that covers only the projected volume to the detector pads. This decay volume
was determined by simulating regular grids of protons in the x− y-plane, which are started at
different z-positions inside decay volume electrode. For all protons incident on the detector
pads the initial positions were requested from the simulation output. With this information the
decay volume could be derived. Account has been taken of angular and energy dependence of
this volume due to E×B drifts and the different measurement configurations. The resulting
decay volume was enlarged a little just to be safe not to lose any protons.

For simulations the protons were distributed homogeneous over the decay volume. To take
account for the real neutron distribution the homogeneous distribution is weighted with the
measured beam profile (Figure 3.6) during analysis. This allows, e.g., to investigate the edge
effect for different beam profiles (uniform, standard, reduced) from a single simulation and
thus saves a huge amount computation time.

Protons were emitted isotropically, which means ϑ = [0;2π) and φ = [0;π) respecting the
correct spherical distribution. The proton energy distribution follows the differential proton
spectrum with ωp(T,a(λPDG) =−0.105656) including relativistic and higher order Coulomb
corrections, as well as radiative corrections (see [Glü93]). The value a(λPDG) = −0.105656
is calculated from λPDG =−1.2723 (best estimate of λ from PDG in 2015).

C.4.1.2. Tracking

As described in Appendix C.1.3.2, Kassiopeia provides exact tracking and adiabatic tracking
with drift terms. Both methods were compared by simulation of discrete tracks. Only neg-
ligible differences could be found as already investigated by [GBB+05], which confirms the
excellent adiabatic properties of aSPECT. For this reason the faster adiabatic tracking could
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be applied. The step control was set to be 1/32 of a cyclotron motion. Finer resolutions have
been found not to result in a different path of the proton.

C.4.1.3. Terminators

Every simulated proton track needs to be stopped at a certain point of its physical state evolu-
tion. This is ensured by the configuration of terminators. All of the terminators were carefully
checked to take effect. Hereafter all of them are listed and explained:

Detector death

The best that could happen to a proton, is being detected. Therefore, a plane at the z-
position of the detector was defined. A track that crosses this surface is stopped and marked
as “detector death”. If such a proton is an actual count in the simulation, is decided during
analysis. Therefore the analysis script checks if the x− y incident position in the detector
plane is located inside one of the pads or not (cf. Figure C.8).

Surface death

In principle, a proton from decay follows a certain magnetic field line towards the detector.
Due to widening of the magnetic flux tube towards the analysing plane or repeated E×B drifts
in case of trapping, there is a probability that it hits an electrode surface. The first is especially
the case for pad 1, which was not taken into account for analysis of a, since its projection to
the decay volume touched the electrode system. If a track hits a surface, it is stopped and
marked as “Surface death”.

Minimal kinetic energy death

If a proton is generated with a kinetic energy T0 < e∗(UAP−500mV) it is terminated instan-
taneously and marked as “Minimal kinetic energy death”. Since the transmission condition
even for θ0 = 0◦ cannot be fulfilled (cf. Equation (3.4)), such a proton has no chance to reach
the detector and would be trapped until another terminator takes action (e.g. “Surface death”
due to E ×B drift). The choice of 500 mV gave the possibility to investigate protons near
the transmission condition. This terminator speeds up particle tracking significant especially
for higher analysing plane voltages, since uninformative protons are not tracked. It would be
even possible not to generate these protons, but in this case statistical information of the initial
spectrum is lost.
Default setting: Proton track is stopped at “Step 0” if T0 < e∗ (UAP−500mV).

AP reflection death

A proton, that is reflected, which means +pz →−pz, between the lower E ×B electrode
(E8) and the analysing plane (z ∼ 1.34m), does obviously not fullfill the transmission condi-
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tion and is for most simulations of no interest. Then the proton is marked as “AP reflection
death”.

Trapped death

A proton that changes its sign of the momentum vector ±pz →∓pz is reflected either by
the electrostatic mirror, the magnetic gradient in the decay volume (magnetic mirror effect for
protons with just tiny longitudinal energy in −z-direction), or by the retardation voltage on
its way towards the analysing plane (in case of ideal electromagnetic field). This means, that
after at least two reflections the particle had the chance to pass the analysing plane. Therefore,
after Nref > 2 reflections the track can be stopped in principle. The value of Nref depends on
the matter to investigate. To determine the reason of trapping, more particle observables have
to be considered, e.g., positions of the reflections. However, if the terminator takes action the
track is marked as “Trapped death”.
Default setting: Proton track is stopped after 2 reflections.

Outside death

If the proton’s position is found to be outside the volume of the bore tube, it is marked as
“Outside death”. This terminator is for safety reasons only.

Maximal steps death

For whatever reasons non of the aforementioned terminators take action, the particle would
be processed forever. Processing means the computation of further “Steps”. This case is
intercepted by the “Maximal steps death”, a terminator, which stops the track after a user-
defined number of steps. The maximum number of allowed steps was set to 5 ∗ 105. Only
a fraction of about 10−5 protons were found to be stopped by this terminator. All of these
had initial kinetic energies below 10 eV and initial polar angles to the z-direction of ∼ 90 ◦.
Therefore this effect is negligible.
Default setting: Proton track is stopped if the number of steps exceed 5∗105.

C.4.2. Edge effect

This section gives a more detailed insight into the production of data by means of particle
tracking simulations and their analysis to determine the edge effect. The results from the
analysis of the edge effect are presented in Section 3.4.6. There, an 1-dimensional analytical
model is compared to the more precise results from the tracking simulations. Despite both
models coincidence within their error bars, the analytical model has some drawbacks. It
doesnot respect

• the influence of E×B drifts due to E8, E16 (and E15) electrodes,
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• the detector position and alignment,

• the 2-dimensional shape of the detector pads, and

• the detailed neutron beam distribution.

All the aforementioned points can be taken into account by simulations, to be presented in the
following.

C.4.2.1. Simulation settings and statistics

To obtain the required information to quantify the edge effect full proton tracking simulations
for seven analysing plane voltages were carried out (UAP = {0,50,250,400,500,550,600}V).
The particle generator, the tracking settings, and terminators were set to default. The set
of voltages was necessary to describe the signature of the edge effect precisely (4th order
polynomial, see Figure 3.20).

Ideally the precision of the systematic correction is better than your measurement statistic,
so that your not limited in the determination of a. In example, the measurement statistic for
Config1 at 400 V is ∆yexp/yexp ∼ 6 ·10−4. If this is assumed as the typical required precision
per retardation voltage, this means your simulation have to detect at least Nsim ≈ 1√

∆yexp/yexp
≈

3 ·107 protons per retardation voltage. Including the protons that miss the detector or reflected
and are not relevant for the final analysis, it can be traced easily, that about 109 protons had to
be simulated to obtain a precise correction for the edge effect.

The most important simulation output observables regarding the analysis are the incident
position in the detector plane of the proton’s guiding centre position (GCP) and the proton’s
real position (RP) (see Figure C.16). Both variables are related to each other in the following
way: The cyclotron path of a charged particle in a magnetic field can be described by the
superposition of the motion of the so-called guiding centre parallel to the magnetic field and
a perpendicular drift (circular motion). The radius of the cyclotron motion is given by the
gyration radius rg, which is the perpendicular distance from the GCP. The RP is linked to the
GCP by the radius rg and the phase of motion φg defining the state of the circular motion. In
case the charged particle is emitted with no angle to the magnetic field (ϑ = {0,180} ◦), there
will be no circular motion and the GC path coincidence with the RP path (provided that there
are no of E×B drifts, also compare Figure C.6).

C.4.2.2. Analysis

The aim of the analysis is to achieve a functional dependence of the retardation voltage-
dependent relative loss2 of protons due to the edge effect. This means a function, that describes
the data points yee

sys(UAP) = Nsim/Nsim, ee-free, where Nsim are the observed and Nsim, ee-free are

2Depending on the shape of the beam profile, the edge effect could also lead to a gain of protons.
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the edge effect free counts from simulation. In the following it will not be distinguished
between pads, beam profile, configuration and retardation voltage.

The aforementioned relation for yee
sys requires clear definitions of Nsim, ee-free and Nsim. These

base on the proton’s GCP and RP in relation to the pad’s boundary resulting in the following
categories of protons:

(i) GCP and RP inside the pad - Ninside

(ii) GCP inside, but RP outside the pad (lost protons) - Nloss(> 0)

(iii) GCP outside, but RP inside the pad (gained protons) - Ngain(> 0)

(iv) GCP and RP outside the pad - Noutside

The categorisation is depicted in Figure C.16 (b). The group (ii) and (iii) are those, which are
relevant for the edge effect. If the proton’s GCP is inside the pad, but its RP is outside the pad
(group (ii)), this means the proton would have hitten the pad in absence of its circular motion.
These protons are lost despite they fulfilled the transmission condition and started inside the
decay volume, that is projected to the detector pad. The counts Nloss represent these protons.
With the same arguments group (iii) in turn holds gained protons described by Ngain.

Now, back to the definitions of Nsim, ee-free and Nsim: The observed counts Nsim are simply
the number of protons, which RPs are inside the pad. Therefore the analysis tool checks if a
proton is terminated by “Detector death” and if its RP is inside the pad’s boundary. Nsim can
also be obtained by adding the gained protons Ngain to and the lost protons Nloss from the edge
effect free counts Nsim, ee-free:

Nsim = Nsim, ee-free +Ngain−Nloss . (C.37)

This makes sense, if one thinks about the two cases in which the edge effect vanishes:

(i) The detector area is large enough so that its boundary (edge) encloses the full projected
magnetic flux tube plus the maximal gyration radius at the detector rdetector

g, max . If this is the
case Nloss = Ngain ≡ 0 holds.

(ii) For a flat beam profile within rdetector
g, max around the detectors boundary region. In this case,

the edge effect is still present, but perfectly cancels out Nloss = Ngain(, 0).

Both cases lead to the correct finding, that Nsim ≡ Nsim, ee-free, in case the edge effect vanishes.
The edge effect-free counts are given by the number of GCP inside the pad’s boundary

NGCP = Nsim, ee-free. This becomes clear, when the number of RPs inside a pad are described
by the categorisation above: Nsim =Ninside+Ngain. Combined with Equation (C.37) this results
in the following equation

Nsim, ee-free = Ninside +Nloss = NGCP , (C.38)
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~r(t0)
<latexit sha1_base64="ISu0volAI0JEMi8db6rEwq0qjwU=">AAAC+3icjVLJSgNBEK2MWxK3qEcvg0GIlzBRQY/BDS9CBLNAEsLMpBObzEZPJxBDfsOrgjfx6sf4Ef6BB9+0E0GDxB56qvpV1avXixU4PJSG8ZbQ5uYXFpeSqfTyyuraemZjsxL6fWGzsu07vqhZZsgc7rGy5NJhtUAw07UcVrV6p1G8OmAi5L53I4cBa7pm1+MdbpsSUKMxYPZIjHOyZey1Mlkjb6ihTzuF2MlSPEp+5p0a1CafbOqTS4w8kvAdMinEV6cCGRQAa9IImIDHVZzRmNKo7SOLIcME2sO/i1U9Rj2sI85QVdvo4mAKVOq0i3mhGC1kR10Z/BD2A/NOYd0/O4wUc6RwCGuBMaUYr4BLukXGrEo3zpxo+U9lpIkjK5yxd0kdOlZ75qgIFBKdhv3d7QwRAaynIjqdq8wuOCy1HuCcPNgydEZ3MWHQlYY2rKksUyxezGiCTyiFPNKDx1D4ffXTTmU/XzjI718fZosn8bNI0jbtUA53f0RFuqQSdNjYxz090KM21p60Z+3lK1VLxDVb9GNor59q9pvW</latexit>

x
<latexit sha1_base64="JH8tmlYuiiLtDWLqBxEUjcTylnU=">AAAC8HicjVLLSsNAFL2Nr7a+qi7dBIvgqiRV0GXxhRuhBfuAWmSSTuPQNAmTtFiLX+BWwZ249Y/8CP/AhSdjKmiROmFy75x77rl3HlbgijAyjLeUNjM7N7+QzmQXl5ZXVnNr67XQ70ubV23f9WXDYiF3hcerkYhc3ggkZz3L5XWrexTH6wMuQ+F7F9Ew4K0eczzRETaLAFVurnJ5o2CooU86ZuLkKRllP/dOl9Qmn2zqU484eRTBd4lRiK9JJhkUAGvRCJiEJ1Sc0x1lkdsHi4PBgHbxd7BqJqiHdawZqmwbVVxMiUydtjFPlaIFdlyVww9hPzBvFeb8WWGklOMOh7AWFDNK8Rx4RNdgTMvsJcxxL//JjHsSYIVT9h5Rhw7UngUyAoXEp2F/VztGRALrqohOJ4rpQMNS6wHOyYOtos/4LsYKuuqhDcuU5UrFSxQZ9KTqUMT94DGYv69+0qkVC+ZuoVjZy5cOk2eRpk3aoh3c/T6V6IzK6MNGnXt6oEdNak/as/byRdVSSc4G/Rja6yfPl5eI</latexit>

y
<latexit sha1_base64="l2SITjjfI6Fw96331YPHeS0gXOI=">AAAC8HicjVLLSsNAFL2Nr7a+qi7dBIvgqiRV0GXxhRuhBfuAWiRJp3FoXkzSQi1+gVsFd+LWP/Ij/AMXnhmjoEXqhMm9c+6559552JHH48QwXjPazOzc/EI2l19cWl5ZLaytN+JwIBxWd0IvFC3bipnHA1ZPeOKxViSY5dsea9r9IxlvDpmIeRhcJKOIdXzLDXiPO1YCqDa6KhSNkqGGPumYqVOkdFTDwhtdUpdCcmhAPjEKKIHvkUUxvjaZZFAErENjYAIeV3FGt5RH7gAsBoYFtI+/i1U7RQOspWassh1U8TAFMnXaxjxVijbYsiqDH8O+Y94ozP2zwlgpyw5HsDYUc0rxHHhC12BMy/RT5lcv/8mUPXGw4il7T6hHB2rPHBmRQuRpON/VjhERwPoqotOJYrrQsNV6iHMKYOvoU97Fl4KueujCWsoypRKkihb0hOqQy37wGMzfVz/pNMolc7dUru0VK4fps8jSJm3RDu5+nyp0RlX04aDOHd3Tgya0R+1Je/6kapk0Z4N+DO3lA9Ijl4k=</latexit>

z
<latexit sha1_base64="mQy5vy8VaBPd3qmZyZ5bAAoIdLI=">AAAC8HicjVLJSgNBEK2MWxK3qEcvg0HwFGaioMfghhchAbNADDIz6cQms9EzCSTBL/Cq4E28+kd+hH/gwdftRNAgsYeeqn716lX1Yocuj2LDeEtpc/MLi0vpTHZ5ZXVtPbexWYuCvnBY1QncQDRsK2Iu91k15rHLGqFglme7rG73TmS8PmAi4oF/FQ9D1vKsrs873LFiQJXRTS5vFAw19GnHTJw8JaMc5N7pmtoUkEN98oiRTzF8lyyK8DXJJINCYC0aAxPwuIozuqMscvtgMTAsoD38u1g1E9THWmpGKttBFRdTIFOnXcxzpWiDLasy+BHsB+ZIYd0/K4yVsuxwCGtDMaMUL4HHdAvGrEwvYU56+U+m7ImDFc3Ye0wdOlJ75sgIFSJPw/mudoqIANZTEZ3OFLMLDVutBzgnH7aKPuVdTBR01UMb1lKWKRU/UbSgJ1SHXPaDx2D+vvppp1YsmPuFYuUgXzpOnkWatmmH9nD3h1SiCyqjDwd17umBHjWhPWnP2ssXVUslOVv0Y2ivn9Svl4o=</latexit>

real position (RP)
<latexit sha1_base64="i2oCqLqfhaprjyjxxgirI/jiH0s=">AAADLHicjVLLahRBFD1pX0l8jcnSTeEgRJChuzNkItmEaMSNMIqTBCZD6O5UOsX0dDdVPYE4zMf4A/6GW4VsRNy68w9ceKrsFlyEWE31vXXuPefeesRlpkzl+18XvGvXb9y8tbi0fPvO3Xv3Ww9W9kwx1YkcJEVW6IM4MjJTuRxUqsrkQallNIkzuR+Pn9v4/pnURhX5u+q8lKNJlObqRCVRReiotTU7dCJDncajmd95trkRdjee+h3f7wVhYJ2w113vzimaibIwyvLE2tv+k/lRq90QREMQDUEEROxoox79ovUThzhGgQRTTCCRo6KfIYLhN0QAHyWxEWbEND3l4hJzLJM7ZZZkRkR0zH/K1bBGc66tpnHshFUyTk2mwGPOl04xZratKukb2l+c7x2WXlph5pRth+e0MRWXnOJr4hVOmXEVc1JnNr38D9P2pJhlrth7hRNsuj0rMkqH2NNI/lZ7wYgmNnYRgV2XmVIjdusznlNOO2Cf9i4aBeF6OKaNnJVOJa8VI+pp16Gy/fAxNDcuLnf2wk6w3gnfhO3tnfpZLOIhHmGNd9/DNl6hzz4SfMAnfMYX76N34X3zvv9J9RZqzir+Gd6P373Gq4M=</latexit>

guiding centre position (GCP)
<latexit sha1_base64="WDGSAVu86p6Ps9qVPWhyUtw2PnI=">AAADN3icjVLLahRBFD1pX0l8jbp00zgIEWToGsFMdsFodCOM4CSByRC6eyqdYnqqm6qaQBzmj/wBf8OdKLgTNy7cu/BU2RE0SKym+t46995zTz2yulTWJcmHpejCxUuXryyvrF69dv3Gzdat2zu2mplcDvKqrMxellpZKi0HTrlS7tVGptOslLvZZMvHd4+lsarSr91JLUfTtNDqUOWpI3TQ2p7vB5KhKbLRPOkkSSKEeOgdsf44obOx0euK3qKYqbHSRZxL7YyM68oqzxCvPd/qP1gctNqhliM+64jGaaMZ/ar1DfsYo0KOGaaQ0HD0S6Sw/IYQSFATG2FOzNBTIS6xwCprZ8ySzEiJTvgvuBo2qObac9pQnbNLyWlYGeM+53ZgzJjtu0r6lvYH55uAFf/sMA/MXuEJbUbGlcD4krjDETPOq5w2mada/qfSa1LMsufs3eEQvbBnxYo6IP408t/dnjJiiE1CJMazkFmQIwvrY56Tph1Qp7+LU4Y4aBjTpsHKwKIbxpR8JihUXg8fg/j76s86O92OeNTpvuq2N580z2IZd3EPa7z7dWziBfrUkeMt3uMjPkXvos/Rl+jrr9Roqam5gz9G9P0n9favvw==</latexit>

�~p?
<latexit sha1_base64="Isk/stEpCzK6/PbRHyNQJRJTDiU=">AAAC/XicjVLLTsJAFL3UF+ALdakxRGLiRlJwoUviK25MIJFHAkjaMuCE0jbTQoKEuPIf3GrizriVX/EbjH/gwtOhmCgxOs303jn33nPPPHTH5K6nqq8hZWp6ZnYuHInOLywuLcdWVguu3REGyxu2aYuSrrnM5BbLe9wzWckRTGvrJivqrSM/Xuwy4XLbuvB6Dqu2tabFG9zQPECXu5UuM/rOoFZxmHBqsYSaVOWITzqpwElkNoa5t9vNYdaOvVOF6mSTQR1qEyOLPPgmaeTiK1OKVHKAVakPTMDjMs5oQFHUdpDFkKEBbeHfxKocoBbWPqcrqw10MTEFKuO0jXkqGXVk+10ZfBf2A/NaYs1fO/Qls6+wB6uDMSIZz4F7dIWMvyrbQeZYy38qfU0cWe4fe/eoQQdyzxwVjkT80zC+uh0jIoC1ZCROJzKzCQ5drrs4Jws2D53+XYwZ4lJDHVaTlkkWK2DUwCekQu7rwWNI/bz6SaeQTqb2kukcXsUhjUaY1mmLdnD3+5ShM8pChwHmO7qnB+VGeVSelOdRqhIKatbo21BePgG61KDa</latexit>

~rg
<latexit sha1_base64="E4MG1u4SqNNIhgLNHzMn0fM8NB4=">AAAC+nicjVLLSsNAFL2Nr7a+qi7dBIvgqqRV0GXxhRuhgn1AW0qSTuPQNAmTtFBrP8Otgjtx68/4Ef6BC8+MqaBF6oTJvXPuuWfuzB0rcHkYGcZbQpubX1hcSqbSyyura+uZjc1K6PeFzcq27/qiZpkhc7nHyhGPXFYLBDN7lsuqVvdExqsDJkLue9fRMGDNnul4vMNtMwJUbwyYPRLj1sgZtzJZI2eooU87+djJUjxKfuadGtQmn2zqU48YeRTBd8mkEF+d8mRQAKxJI2ACHldxRmNKI7cPFgPDBNrF38GqHqMe1lIzVNk2dnExBTJ12sU8V4oW2HJXBj+E/cC8VZjz5w4jpSwrHMJaUEwpxUvgEd2AMSuzFzMntfwnU9bEwQpnnD2iDh2pM3NkBAqRt2F/73aKiADWVRGdzhTTgYal1gPckwdbRp2yFxMFXdXQhjWVZUrFixVN6AlVIZf14DHkf7d+2qkUcvn9XOHqIFs8jp9FkrZph/bQ+0Mq0gWVUIfs3j090KN2pz1pz9rLF1VLxDlb9GNor59PiZw2</latexit>

~rg
<latexit sha1_base64="E4MG1u4SqNNIhgLNHzMn0fM8NB4=">AAAC+nicjVLLSsNAFL2Nr7a+qi7dBIvgqqRV0GXxhRuhgn1AW0qSTuPQNAmTtFBrP8Otgjtx68/4Ef6BC8+MqaBF6oTJvXPuuWfuzB0rcHkYGcZbQpubX1hcSqbSyyura+uZjc1K6PeFzcq27/qiZpkhc7nHyhGPXFYLBDN7lsuqVvdExqsDJkLue9fRMGDNnul4vMNtMwJUbwyYPRLj1sgZtzJZI2eooU87+djJUjxKfuadGtQmn2zqU48YeRTBd8mkEF+d8mRQAKxJI2ACHldxRmNKI7cPFgPDBNrF38GqHqMe1lIzVNk2dnExBTJ12sU8V4oW2HJXBj+E/cC8VZjz5w4jpSwrHMJaUEwpxUvgEd2AMSuzFzMntfwnU9bEwQpnnD2iDh2pM3NkBAqRt2F/73aKiADWVRGdzhTTgYal1gPckwdbRp2yFxMFXdXQhjWVZUrFixVN6AlVIZf14DHkf7d+2qkUcvn9XOHqIFs8jp9FkrZph/bQ+0Mq0gWVUIfs3j090KN2pz1pz9rLF1VLxDlb9GNor59PiZw2</latexit>

circular
<latexit sha1_base64="cE8Grwb3vvbr83Gm04u2XE2B7k0=">AAADInicjVLLShxBFD12YnwkxkmyzGbIILgIQ3c7OGYnMQluAgqOCuMg1WXZFtPT3VT3CGaY7/AH8hvZKmQXshL8Bf8gC0+VbSBK0Gqq761z7z331CPKE12Uvn8x4T15Ovlsanpm9vmLuZfztVevt4tsaKTqyCzJzG4kCpXoVHVKXSZqNzdKDKJE7UT9NRvfOVam0Fm6VZ7kqjcQcaoPtRQlof1aMNpzJF0TR72R3/ywshy2lt/7Td9vB2FgnbDdWmqNpTZymAgz3q81bNSO+n0nqJwGqrGR1a6whwNkkBhiAIUUJf0EAgW/LgL4yIn1MCJm6GkXVxhjlrVDZilmCKJ9/mOuuhWacm05C1ct2SXhNKysY4Hzi2OMmG27KvoF7R/Obw6L/9th5JitwhPaiIwzjvEr8RJHzHioclBl3mp5TKXVpJlVPLD3EodYcXvWrMgdYk9D/u32iRFDrO8idXx2mTE5Irc+5jmltB3qtHdxy1B3Gg5ohbPKsaQVoyCfcQq11cPHENy9+vvOdtgMlprhZthY/Vg9i2m8xTss8u7bWMU6NqhD4hQ/cIZz77v30/vl/b5J9Saqmjf4Z3iX12v9p+Y=</latexit>

motion
<latexit sha1_base64="8bYlMTIJ8yNiDsB/hnpA0tPB/l4=">AAADIHicjVLLShxBFD12jM9Ex7h0MzgIWYRJdzs4upP4wE1AIaPCOEh3W7bF9IvqHkGH+Yz8gL/hVsGduNR/yB9kkVNlG1AJpprqe+vce8899fCzSOaFbd8PWe+G34+Mjo1PTH74ODVdmfm0m6c9FYhWkEap2ve9XEQyEa1CFpHYz5TwYj8Se353Tcf3ToXKZZr8KM4y0Ym9MJHHMvAKQoeVr/0DQ9JWod/p2/WV5SW3sfTFrtt203Ed7bjNxmJjEKe6YHBYqemYHtXXjlM6NZRjO638wgGOkCJADzEEEhT0I3jI+bXhwEZGrIM+MUVPmrjAABOs7TFLMMMj2uU/5KpdognXmjM31QG7RJyKlVUscG4aRp/Zuqugn9P+5jw3WPjPDn3DrBWe0fpkHDeM34kXOGHGW5Vxmfmk5X8qtSbJrPyNvRc4xrLZs2RFZhB9GsHfbuuMKGJdE6liw2SG5PDN+pTnlNC2qFPfxRND1Wg4ovWMFYYlKRk98imjUGo9fAzOy6t/7ey6dWex7u64tdVv5bMYwxzm8Zl338QqtrBNHQF+4hJXuLYurBvr1rp7TLWGyppZPBvWwx8c46cT</latexit>

+~p?
<latexit sha1_base64="75XcihpCSCRMZDOc//bjTqgMw3w=">AAAC/XicjVLLSsNAFL2Nr7a+qi7dBIsgCCWpgi6LL9wIFewD2lqSdFqH5sUkLdRS/A23Cu7Erd/iR/gHLjwZU0GL1AmTe+fce8898zB9mwehpr0llJnZufmFZCq9uLS8sppZWy8HXk9YrGR5tieqphEwm7usFPLQZlVfMMMxbVYxu8dRvNJnIuCeexUOfNZwjI7L29wyQkDXu/U+s4b+qFn3mfCbmayW0+RQJx09drIUj6KXeac6tcgji3rkECOXQvg2GRTgq5FOGvnAGjQEJuBxGWc0ojRqe8hiyDCAdvHvYFWLURfriDOQ1Ra62JgClSptY55JRhPZUVcGP4D9wLyVWOfPDkPJHCkcwJpgTEnGC+Ah3SBjWqUTZ461/Kcy0sSRFUzZe0htOpR75qjwJRKdhvXd7QQRAawrIyqdyswOOEy57uOcXNgSdEZ3MWZQpYYWrCEtkyxuzGiAT0iFPNKDx6D/vvpJp5zP6Xu5/OV+tnAUP4skbdIW7eDuD6hA51SEDgvM9/RAj8qd8qQ8Ky9fqUoirtmgH0N5/QQAHp0x</latexit>

(a) Relation between GCP and RP

Ninside
<latexit sha1_base64="cIlL5AopOQAUDMxyX5km6ck84Os=">AAADAHicjVLLSsNAFL3GZ3216tJNsQiuSqKCLosv3CgV7ANUyiQd49A0CZlpsRY3/oZbBXfi1j/xI/wDF54ZU0FFdMLk3jn33nPPPNw4EFLZ9suQNTwyOjY+kZmcmp6Zzebm5qsy6iQer3hRECV1l0keiJBXlFABr8cJZ2034DW3ta3jtS5PpIjCY9WL+Vmb+aE4Fx5TgBq57GHjVPFL1RehFE1+3cgV7KJtRv6n46ROgdJRjnKvdEpNisijDrWJU0gKfkCMJL4TcsimGNgZ9YEl8ISJc7qmSdR2kMWRwYC28PexOknREGvNKU21hy4BZoLKPC1j7hlGF9m6K4cvYd8wrwzm/9qhb5i1wh6sC8aMYTwArugCGX9VttPMgZb/VGpNAlnyj70rOqdNs2eBitgg+jS8z247iCTAWiaSp12T6YPDNesuzimErUCnvosBQ95oaMIyY7lhCVNGBr7EKBRaDx6D8/3qfzrV1aKzVlw9Wi+UttJnMUGLtEQruPsNKtE+laFDv49buqN768Z6sB6tp49UayitWaAvw3p+B2TCng8=</latexit>

Nloss
<latexit sha1_base64="TSRuNQidJz2s38qkkWp3JWA5rf0=">AAAC/HicjVLLSsNAFD3G97vq0k2xCK5KWgVdii/cKApWC20pSRzr0DSJmamoRX/DrYI7ceu/+BH+gQtPxihoEZ0wuXfOvffcMw838qXStv3SY/X29Q8MDg2PjI6NT0xmpqYPVdiOPVHyQj+My66jhC8DUdJS+6IcxcJpub44cpvrSfzoXMRKhsGBvoxEreU0AnkiPUcTqu3Wq1pc6I4fKnVdz+TsvG1GttsppE4O6dgLM6+o4hghPLTRgkAATd+HA8WvggJsRMRq6BCL6UkTF7jGCGvbzBLMcIg2+W9wVUnRgOuEU5lqj118zpiVWcxzbhlGl9lJV0Ff0b5xXhms8WuHjmFOFF7SumQcNow7xDVOmfFXZSvN/NTyn8pEk2SW+mPvGidYMXuWrIgMkpyG99Vtg5GYWNNEstg0mQ1yuGZ9znMKaEvUmdzFJ0PWaDimdYwVhiVIGR3yxUahTPTwMRR+Xn23c1jMFxbzxf2l3Opa+iyGMIs5LPDul7GKbexRh4cz3OIO99aN9WA9Wk8fqVZPWjODb8N6fgeZjp0P</latexit>

Ngain
<latexit sha1_base64="eGMp6GurWm3C6/skZrB6cNgTIJQ=">AAAC/HicjVLLSsNAFD3G97vq0k2xCK5KqoIuxRduFAWrhVrKJI5xaJrEZCpq0d9wq+BO3PovfoR/4MKTMQpaRCdM7p1z7z33zMOJfJVo237psrp7evv6BwaHhkdGx8ZzE5MHSdiKXVl2Qz+MK45IpK8CWdZK+7ISxVI0HV8eOo21NH54LuNEhcG+voxkrSm8QJ0oV2hCtZ36kZYXuu0JFVzXcwW7aJuR73RKmVNANnbD3CuOcIwQLlpoQiKApu9DIOFXRQk2ImI1tInF9JSJS1xjiLUtZklmCKIN/j2uqhkacJ1yJqbaZRefM2ZlHrOcm4bRYXbaVdJPaN84rwzm/dqhbZhThZe0DhkHDeM2cY1TZvxV2cwyP7X8pzLVpJiV/LF3jRMsmz0rVkQGSU/D/eq2zkhMrGEieWyYTI8cjlmf85wC2jJ1pnfxyZA3Go5phbHSsAQZoyBfbBSqVA8fQ+nn1Xc6B/PF0kJxfm+xsLKaPYsBTGMGc7z7JaxgC7vU4eIMt7jDvXVjPViP1tNHqtWV1Uzh27Ce3wFCn5zt</latexit>
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(b) Categorisation of incident
protons at detector plane

Figure C.16.: Explanation of guiding centre and real position, and the categorisation based on
them. (a) The scheme shows the protons motion projected on the x-y-plane. The
magnetic field points towards the spectator (+z-direction). A proton generated
at~r(t0) with +~p⊥ (black dot) will take a clockwise circular motion (upper, red,
solid circle). The current position during the circular motion (upper, red dot)
is called the real position (RP). This can described by the gyration radius ~rg

circling around the guiding centre position (GCP; upper, blue dot). The GCP
depends on the initial momentum ~p⊥, e.g., if the proton starts with −~p⊥, then
the proton’s circular motion is described by the lower, red circle. This especially
means, that two protons generated at~r(t0) with same, opposite momentum can
have a maximum distance of 4~rg of their RPs. The blue, dashed circle repre-
sents all possible GCPs depending on the direction of the initial momentum.
(b) Shown are the four categorisation types of protons incident on the detector
plane based on the relative position of RP and GCP to the detector pad.
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C.4. aSPECT proton particle tracking simulations

where NGCP is exactly the number of GCPs inside a pad, which can be traced easily. By means
of this the relative loss due to the edge effect can be described by

yee
sys(UAP,i) = Nsim(UAP,i)/NGCP(UAP,i) , (C.39)

where Nsim and NGCP are direct accessible observables of the simulation output.
To obtain the yee(st/re)

sys for the standard (st) and reduced (re) beam profile the counts Nsim/GCP
are weighted with the corresponding beam profile at the position of generation of the proton,
which is also part of the simulation output. This also allows easily to take the uncertainty
of the beam profile relative to the detector position into account. Therefore the analysis was
repeated for positions of the beam profile shifted by ±1mm in y/z-direction and the results
compared. Also the differences between the two pads were investigated. Both systematics are
well below the Monte Carlo statistics of ∆yee

sys/yee
sys ∼ 2 · 10−4, which is why the results are

combined leading to the final results shown in Figure 3.20.
Figure C.17 shows the (binned) distribution for the two groups (ii) and (iii) around the de-

tector boundary (black dashed line) as result from particle tracking with no retardation voltage
applied (UAP = 0V) and uniform beam profile. With increasing distance from the boundary
the number of lost/gained protons decrease rapidly. The maximal observed distance measured
orthogonal from the boundary is about 1.3 mm. This is easy understandable: A proton in the
decay volume has a maximal gyration radius of about rDVmax =

√
2mpTmax/eB0 ≈ 1.8mm

with B0 ≈ 2.2T (emission with maximal kinetic energy Tmax ≈ 751eV perpendicular to the
magnetic field line). The magnetic flux tube, and therefore the gyration radius, scales with√

B0/B(z), where B(z) is the magnetic flux density at z. At the position of the detector plane
the field is B(zdetector)≈ 4.4T. This results in rdetector

g, max = rDV
g, max

√
2.2T/4.4T≈ 1.3mm.

C.4.3. Determination of the retardation voltage 〈UA〉 and magnetic field
ratio 〈rB〉

As explained in Section 3.2.1 the input variables UA and rB to the transmission function have to
be replaced by effective values 〈UA〉 and 〈rB〉 as they are effected by unavoidable electromag-
netic field inhomogeneities. These values can only be obtained by tracking simulations. For
exact determination of these sensitive parameters on a great effort was expended to pin down
precise and accurate boundary conditions for the electromagnetic field calculations. This in-
cluded the investigation and determination of the work function fluctuations of all relevant
electrodes (Appendix A) and a magnetic field measurement by means of nuclear magnetic
resonance (Section 3.4.2). In addition, the solution of a single electrostatic configuration in-
cluding the detailed work function distributions was extremely computation power consuming
(∼ 2weeks for single retardation voltage setting on a GPU). The tracking simulations them-
selves to determine 〈rB〉 and 〈UA〉 are straightforward and will be presented in the following.
The results are already given in Section 3.4.3 or Section 3.4.2, respectively.
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(b) Lost protons

Figure C.17.: Distribution of gained and lost protons due to the edge effect. The plots visualize
the lost and gained protons in the vicinity of pad 2’s boundary (black dashed
line) for a simulation with uniform beam profile at UAP = 0V. (a) Plotted is
the distribution of the incident RPs, which GCPs are outside the pad, but their
RPs are inside the pad (group (iii)). (b) Plotted is the distribution of the incident
RPs, which GCPs are inside the pad, but itheir RPs are outside the pad (group
(ii)). The maximal width from the pad’s boundary is given by the maximal
possible gyration radius rdetector

g, max ≈ 1.3mm at the detector. The probability to
find a proton increases significant with shorter distance from the boundary, since
the maximal distance of 1.3 mm can only be reached by a proton emitted with
maximal kinetic energy Tmax ≈ 751eV perpendicular to the magnetic field. But
depending on the angle of emission it can also incident in-between rg, max and the
boundary. By integrating over all emission angles and energies the distribution
can be reproduced.
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C.4. aSPECT proton particle tracking simulations

C.4.3.1. Simulation settings and statistics

To obtain the required information to quantify the effective values full proton tracking simu-
lations for four analysing plane voltages were carried out (UAP,k = 50,250,400,600V). The
particle generator, the tracking settings, and terminators were set to default.

The number of required tracks could not be pin downed prior to the simulation, since the
widths of the distributions σRMS,rB and σRMS,UA were not known beforehand. Two criteria
were used to verify for sufficient statistics: (i) The standard error of the mean should be
σRMS,〈rB〉/N < 10−5 or σRMS,〈UA〉/N < 1meV, respectively. (ii) The values 〈UA〉 and 〈rB〉
plotted against the number of tracks shall exhibit convergence like behaviour.

The most important simulation output observables are the electric potential and magnetic
field at place of generation, φ0,i and Bz 0,i, and at the place of the proton’s minimal longitudinal
kinetic energy in the analysing plane region (1.2m . z . 1.4m), φmin long,i and Bz min long ,i. At
this point a proton experiences the maximal amount of retardation, which is defined as the
analysing plane.

C.4.3.2. Analysis

The aim of the analysis is to obtain functional dependencies, which correct the ideal input val-
ues UAP

3 and rB
4 of the transmission function by realistic, effective values with uncertainties

taking field inhomogeneities into account.

Retardation voltage 〈UA〉
In case of the retardation voltage, it is targeted for a function that describes 〈UA〉 in depen-

dence of the applied voltage 〈UA〉= 〈UA〉(UAP). For practical reasons the deviation from the
ideal voltage is looked at:

y〈UA〉
sys (UAP,k) = 〈UA〉(UAP,k)−UAP,k with (C.40)

〈UA〉(UAP,k) = 1/N
N

∑
i

UA,i(UAP,k) (C.41)

The UA,i’s are the retardation voltages of the single proton tracks Pi given by UA,i(UAP,k) =
φmin long,i − φ0,i. These values were calculated for all protons from the simulation output,
which are terminated by “Detector death” and incident inside a pad. The distributions {UA,i}
are differentiated by pad 2 and pad 3, and configurations, in which the E15 electrode was
not operated as dipole (Config 1,2,5,6 - E15sym) and in which E15 was operated as dipole

3Remember: in the ideal case, the retardation voltage UA is identical to the applied voltage at the analysing plane
UAP.

4The ideal value defined by rB = Bz, max AP/Bz(z = 0m), where Bz, max AP is the local magnetic field maximum
in the analysing plane region, is a priori incorrect, since Bz(z = 0m) neglects the gradient over the finite decay
volume.
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Figure C.18.: Distribution of ret. voltages of single proton tracks for pad 2 and E15sym con-
figuration. The red distribution is the result from the work function distribution
as measured and the blue distribution is the result from the statistically mod-
ification of the applied work function. The shape of the distributions doesn’t
change, only the mean value is shifted by ∼−5mV.

(Config 3,4,7 - E15asym). The dipole mode shifts the analysing plane slightly in−z-direction
resulting in different values UA,i. The neutron beam profile was also taken into account by
weighting of the values.

Figure C.18 shows the distribution of {UA,i} for UAP = 400V for pad 2, E15sym con-
figuration, and weighting with the standard beam profile. The red distribution is the result
from the work function distribution as measured. The blue distribution shall be ignored for a
moment. The effective value is 〈UA〉(400V) = 399.969± 0.012V and is comparable to the
rough estimation, in which one calculates the difference between the electric potential on-axis
in the centre of the decay volume electrode UA(z = 0cm) = 0.020V (see Figure 3.12) and
the maximum potential in the analysing plane electrode UA(z ≈ 1.28cm) = 399.986V (see
Figure 3.13), which is ∆UA = 399.966V.

In Figure C.19 the values 〈UA〉(UAP,k)−UAP,k against UAP are shown for pad 2 and 3
and for the reduced and standard beam profile. The uncertainties are given by the individual
standard errors σRMS/

√
N. The weighting with the beam profile has no significant influence.

Also a variation of the position of the beam profile by ±1mm showed no significant effect
(not shown). But the difference between the pads is clearly visible with an overall offset of
about 4 mV. The reason for this are the individual proton path collected by the two pads. The
further decrease of the values with increasing UAP is due to the increasing influence of the field
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Figure C.19.: Difference to effective retardation voltages for reduced/standard beam profile
for pad 2/3. Plotted are values 〈UA〉(UAP,k)−UAP,k for pad 2 (lower points)
and pad 3 (upper points) for weighting with the standard (blue points) and the
reduced (red points) beam profile. The errors are given by their individual stan-
dard errors σRMS/

√
N.
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leakage from the E15 electrode. The data points per UAP were combined by calculating the
average per pad and by adding the systematic uncertainties due to the different beam profiles
and position variation to the statistical error5. The same analysis was carried out for E15asym.
The y〈UA〉

sys (UAP,k) can be described by a linear function g〈UA〉
sys = c〈UA〉

0 + c〈UA〉
1 ·UAP. The final

results are shown in Figure 3.14.
Besides the linear dependency of the retardation voltage from the applied voltage, there

are several systematic uncertainties in the work function measurements resulting in a general
offset c〈UA〉

AP, offset on g〈UA〉
sys (listed in Table 3.6). One contribution comes from the measurement

accuracy of the work function fluctuations of ±30meV. To take account for this the work
function of the individual electrode segments were modified statistically by a work function
offset drawn from a gaussian distribution with mean 0 meV and σ = 30meV. Each modifi-
cation required a further, extensive computation of the charge densities (∼ 2weeks per UAP).
Due to limited computing power this could only be done two times for the given set of the
four UAP’s. This resulted in a single GPU computation time of 32 weeks (work function
as measured for E15sym and E15asym and 2 variations, for each 4 UAP’s, each two weeks:
((2+2)*4*2) = 32 weeks). In Figure C.18 the red distribution shows the result from a variation.
The shape is similar but shifted by about +5 meV. The electric potential in the decay volume
is influenced by the work function of 28 electrode segments, which means that a variation re-
sults in a uncertainty of 30meV/

√
28≈ 6meV (first order). In case of the analysing plane the

influence is due to 40 electrode segments 30meV/
√

40≈ 5meV. However, the measurement
accuracy is taken into account with 10 meV (see Table 3.6), which tends to overestimate the
effect.

Magnetic field ratio 〈rB〉
From the same tracking simulations the distributions {rB,i} with rB,i = Bz min long,i/Bz 0,i

were extracted for the different voltages UAP,k. In Figure C.20 the distribution is shown for
UAP = 50V, weighting with the standard beam profile and E15asym. It can be traced easily,
that the width of the distribution is basically caused by the magnetic field gradient in the decay
volume (Figure 3.11) over the extent of the neutron beam in z-direction.

In Figure C.21 the averages of the distributions {rB,i} and their standard error σRMS/
√

N
are plotted against UAP for the standard and reduced beam profile and both pads for E15asym
configuration. No voltage dependency can be identified, which is expected, since a depen-
dency can only occur if the position of the analysing plane would change with the applied
voltage. The difference in the weighting with standard (blue points) and reduced (red points)
beam profile is marginal. The deviation between pad 2 (lower points) and 3 (upper points) is
due to the radial decrease of the magnetic field from the symmetry axis of aSPECT.

Finally, four values 〈rB〉 are sufficient to describe the transmission: two for the differenti-
ation between E15sym/asym and for the two detector pads. The final uncertainties are dom-

5The statistical error doesnot decrease by the combination, since the data from the variation and weighting with
the beam profile stem from the same statistics.
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Figure C.20.: Distribution {rB,i} for E15asym configurations. The histograms shows the dis-
tribution of {rB,i} for pad 2, UAP = 50V, and weighting with the standard beam
profile. The width is basically caused by the magnetic field gradient in the decay
volume over the extent of the neutron beam.
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Figure C.21.: Magnetic field ratio rB against UAP. Plotted are the averages of the magnetic
field ratios with their statistical errors from the distributions {rB,i} (Figure C.20)
for pad 2 (lower points) and pad 3 (upper points) for weighting with the reduced
(red points) and standard (blue points) beam profile for E15asym configurations
against the voltage UAP. No voltage dependency is visible. The effect of weight-
ing with the beam profile is well below the statistical error (∼ 1∗10−6).

inated by the simulation statistics, but also include the small differences due to the variation
of the beam profile by ±1mm and the weighting with the standard and reduced beam profile.
The final results were already presented in Table 3.4.

C.4.4. Proton traps in the decay volume

In Section 3.4.9 it was shown, that the inhomogeneous electric fields, as a result of field
leakage and work function fluctuations, in combination with the applied axial magnetic field
gradient lead to Penning like traps in the decay volume. This is problematic, since trapped
protons are lost for the measurement. As the condition for trapping basically depends on the
protons initial longitudinal energy this leads to a retardation voltage dependent effect on the
integral spectrum.

In Figure C.22 the electric potential including the work function fluctuations φwf(z) (solid
blue line), without the work function fluctuations (dashed blue line) and the magnetic field
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Figure C.22.: Proton trap in the decay volume. Shown is the electric potential with a clear
minima and maxima due to field leakage and work function distribution (blue
line). The blue dashed line is the potential in absence of these influences. The
axial magnetic gradient is given by the green line. This electromagnetic field
combination lead to Penning like traps for protons (greyish and reddish area).
For details see text.
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Bz(z) (green line) in the decay volume are shown. The extent of the beam profile in z-direction
is indicated by two black vertical lines at ±0.04m. In absence of the measured work func-
tion fluctuations the electric potential (dashed blue line) is almost flat (∼ 0V) over the decay
volume. In combination with the magnetic field no particles are stored. In the case with
work function fluctuations applied the electric potential reveals two extrema: A maxima at
0.015m with ∼ 24mV and a minima at −0.055m with ∼ −39mV. In combination with the
magnetic field protons generated at z < 0.015m (reddish area) can potentially be stored be-
tween the maxima and the electrostatic mirror (greyish area). In example, a proton, which is
generated at z = −0.04m with θ0 = 0 ◦ can only overcome the maxima, if its initial kinetic
energy is at least T0 > e ·φwf(0.015m)−e ·φwf(−0.04m) = 24meV− (−25meV) = 49meV.
As aSPECT only measures protons with T0 > 50eV (UAP = 50V), these low energetic ones
do not influence the measured integral spectrum. But protons with T0 > 50eV can also be
stored, if they are emitted with an angle of θ0 ≈ 90 ◦. Then, their longitudinal energy is too
low to exit the decay volume. In example, by means of the so-called adiabatic transmission
function (see [GBB+05] Eq. (3)) it can be calculated analytically, that a proton, which is
emitted at z = −0.04m with θ0 ≈ 90 ◦ requires T0 & 180eV to exit the decay volume. The
adiabatic transmission function respects the conversion of axial kinetic energy to longitudinal
energy due to the axial magnetic field gradient in the decay volume. This helps to suppress the
trapping of protons. Without this gradient protons from all energies would be stored only de-
pending on the angle of emission θ0, which would be worse. This emphasises the importance
of the axial magnetic gradient in the decay volume as a design goal.

However, based on the on-axis fields shown in Figure C.22 and the adiabatic transmission
function a simplified, 1-dimensional model is used in Section 3.4.9 to calculate the retardation
voltage-dependent relative proton loss (Equation (3.32)) analytically. The result is shown in
Figure 3.27 (red line). The model already indicates, that the effect on a is small (real aref is
shifted by∼+0.3%, see Table 3.7). To respect also the x,y-distribution of the electromagnetic
fields, potential E ×B drifts of trapped protons and the correct projection onto the detector
particle tracking is necessary. The aim of the simulation is to obtain the phase space Ω(θ0,T0)
of the trapped protons, which is finally the inset of Figure 3.27.

C.4.4.1. Simulation settings and statistics

To obtain the distribution Ω(θ0,T0) it is sufficient to simulate for the single retardation voltage
UAP = 50eV, since the depth and shape of the trap is independent of the retardation voltage and
protons with T0 < 50eV are not relevant for the determination of a. The effect for retardation
voltages UAP > 50eV can be deduced from this result. The particle generator and the tracking
settings were set to default.

To identify a trapped proton in the simulation the terminator settings are of utmost impor-
tance. It was identified that a proton has to be detected after at least 3 · 105 steps, which is
why this is the default setting for the “Maximum steps death” terminator. This limit is now
raised to 107 steps. This means a proton, which is terminated by this modified terminator is
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trapped between the electrostatic mirror and the decay volume (Protons, which are reflected
between the decay volume and the analysing plane are terminated by “AP reflection death”).
The “Trapped death” terminator was switched off completely.

The most important output variables are the initial kinetic energy T0 and the initial polar
angle to the magnetic field θ0 of the protons terminated by “Maximal steps death”. These are
used to obtain Ω(θ0,T0).

C.4.4.2. Analysis

All protons, which where terminated by “Maximum steps death”, are used to fill the 2D-
histogram Ωtr(θ0,T0) for pad 2 and pad 3. But these protons have to meet the following
requirements:

• Initial position z0 . 0.015m
As shown in Figure C.22 only protons generated before the potential maximum can be
trapped.

• Final position z0 . 0.015m
If a proton is really be trapped, the “Maximum step death” terminator must take effect
between the maximum in the decay volume and the electrostatic mirror.

• Proton stems from decay volume of pad 2 or 3
If a proton is identified as trapped, this doesn’t automatically mean it is lost for the
measurement. It have to be checked if the proton even had the chance to hit one of
the detector pads. Therefore it have to stem from the actual decay volume of one of
the pads. These decay volumes could be reconstructed by determination of the volume,
which is occuppied by the detected protons.

Furthermore, the detected protons are filled in Ωdet(θ0,T0).
To calculate the relative loss for the different retardation voltages ytr

sys(UAP,k) the so-called
adiabatic transmission energy Ttrans(θ0,UAP,k) is used (see [GBB+05] Eq. (4)):

Ttrans(θ0,UAP,k) =
eUAP,k

1− rB sin2
θ0

. (C.42)

The adiabatic transmission energy Ttrans returns the minimal kinetic energy, which is required
by a proton, depending on its initial polar angle θ0, to be transmitted. This means, in case T0 ≥
Ttrans the proton is transmitted, but if T0 < Ttrans it is not. This behaviour can be summarised
by a Heaviside step function H:

H(T0−Ttrans(θ0,UAP,k)) =

{
0 : T0−Ttrans < 0
1 : T0−Ttrans ≥ 0

. (C.43)
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By means of this Heaviside step function, the number of trapped protons from Ωtr(θ0,T0) can
be extracted, which would have been detected, if they were not trapped:

Ntr,k =

"
Ωtr(θ0,T0)H(T0−Ttrans(θ0,UAP,k))dθdT0 . (C.44)

This is almost the same as a vertical cut to the inset of Figure 3.27 at Ttrans(θ0,UAP,k) =
eUAP,k
1−rB

,
as sin2

θ0 ≈ 1, and adding up the remaining bins. Since the simulation is performed for the
single retardation voltage UAP = 50V, this has also to be applied onto the distribution of the
detected protons Ωdet(θ0,T0):

Ndet,k =

"
Ωdet(θ0,T0)H(T0−Ttrans(θ0,UAP,k))dθdT0 . (C.45)

Finally the relative loss can be calculated as follows:

ytr
sys(UAP,k) =

Ntr,k

Ntr,k +Ndet,k
(C.46)

The number of trapped protons depends predominately on the depth of the trap, which is
formed by field leakage and the electrodes’ work function fluctuations. To take account for the
measurement accuracy of the work function fluctuations, the same analysis were conducted for
electric potentials as result from statistically modified potentials of the electrode segments by
a work function offset drawn from a gaussian distribution with mean 0 meV and σ = 30meV
(just like in the case of 〈UA〉, Appendix C.4.3.2). As the distance from the electrode surfaces
to the actual decay volume is large and it is surrounded by several electrodes segments, the
deviation from the original potential is small. However, the uncertainties ytr

sys take this into
account, as well as the Monte Carlo statistics and the uncertainties due to the positioning of
the neutron beam profile.
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