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1 Introduction

1 Introduction

In ionic systems the charges interact with each other via electrostatic forces. These belong
to the group of electromagnetic interactions, which causes electric and magnetic effects
such as repulsion between like electrical charges or the interaction of bar magnets. The
electromagnetic interaction is one of the four fundamental interactions in particle physics
and is described by quantum electrodynamics (the other three interactions are strong and
weak nuclear force and gravity and not meaningful for this thesis). However, if the
electrical field is strong enough, as it is the case for ions and molecules, quantum effects
may be neglected and the classical electromagnetism, based on the Coulombs law (see

Figure 1.1) can be used to describe the system.

F@—q| F"—Q

«~& O

|§O-cs| F*-Q

@ <@

. > 1 |qllO|
Fo—q =Fq-q = Ame, 12 (1.0)

Figure 1.1 The electrical force acting on a point charge +q as a result of the presence of a second point
charge +Q is given by the Coulomb law. Like charges (upper) repel each other, unlike charges (lower) attract
each other.

In eq. (1.0) £0=8.854187-10'12 Fm™ is the dielectric permittivity of free space. The law is in
the form of a vector equation and includes the fact that the force acts along the line joining
the point charges and describes a force of infinite range which obeys the inverse square

law.

For inorganic salts like sodium chloride in aqueous solution, the Coulomb force is
dominating and the spherical ions are octahedrally solvated by six water molecules [4]. The
way how ions are solvated in water or solvent mixtures has a profound influence on many
chemical phenomena such as solubility and rates of chemical reactions [5]. For a more
complex, molecular ion that has further functional groups (e.g. amine- or hydroxyl-
functionalities) hydrogen-bonding with the polar groups and water alters the water
structure around the ion, depending on their size and capability to form H-bonds.

Extending the ionic molecule further with an apolar alkyl chain, hydrophobic interactions
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between the apolar parts will dominate the structure if the alkyl chain is long enough to be
repelled from the polar water phase (self-aggregation or micelle formation, see Section
5.2.1). Thus, the structure of the assembled molecules depend on the chemical
composition of the molecules and other factors like temperature, pH, solvent polarity and
ionic strength of the solution as well as other chemical interactions like coordinative
bonding, chemical exchange or redox reactions. The energy of hydrogen-bonding is typi-
cally ~26 kJ/mol and much higher than van der Waals forces (~1 kJ/mol), that are always
present between molecules on short distances (for comparison: the covalent bond energy
is ~400 kJ/mol) [4].

In macromolecules with high charge density this ionic organic molecule is repeated many
times. Such “polyelectrolytes” can be found in nature e.g. DNA, alginate, xanthan or actin
but the synthetic ones are also equally important in industry and daily life. For poly-
electrolytes the interplay between electrostatic (repulsion between the charged units) and
hydrophobic interactions (attraction of the carbon-based backbone) is responsible for their
properties in solution, which has stimulated extensive experimental [6] and theoretical [7-
8] investigations for several decades now. Protein folding, which is currently a very active
research field is also attributed to the delicate interplay between hydrophobic and electro-

static interactions [9].

The structural characterization of soft matter systems with lacking long-range order is one
of the most challenging problems. Magnetic resonance methods, such as nuclear magnetic
resonance (NMR) and electron paramagnetic resonance (EPR) spectroscopy are non de-
structive highly selective methods to probe nanoscopic structure (up to 8 nm) and dyna-
mics (ps to us regime) in solution [10], and are such complementary to light scattering, X-
ray and neutron diffraction. The basic requirement for EPR is paramagnetism of the
system, i.e. the availability of unpaired electrons, like a radical or a paramagnetic transition
metal.

Since most soft matter systems are not intrinsically paramagnetic, it is necessary to
introduce stable free radicals (based on nitroxides see Scheme 2.1) either covalently or by
non-covalent self-assembly. In both techniques it is assumed, that the nitroxide does not

interrupt the original structure [11].

In this thesis, three nitroxide based ionic systems of increasing complexity are chosen for
the investigation of the structure and dynamics of their respective aqueous solutions. A
variety of EPR methods is applied to elucidate the interactions between several spin probes
and their environment. It is the aim of this work to deepen the insights of how non-

covalent interactions govern the self assembly of ions or charged molecules in solution in
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particular when other comparable strong interactions are present. An overview about the

systems and the used methods is given below.

The thesis is divided into seven chapters. Chapter 2 reviews the basic principles of electron
paramagnetic resonance (EPR) spectroscopy, explains continuous wave (CW) EPR spectra
for nitroxides at X- and W-band (9.5 and 94.5 GHz, respectively) and elucidates the extrac-
tion of the EPR parameters by means of computer simulations. Chapters 3, 4, and 5 show
the experiments and results on the systems under investigation. Chapter 6 gives a sum-

mary about the experimental findings and Chapter 7 lists all laboratory work.

e The solvation of Fremy'’s salt (Chapter 3)

The solvation of dissolved ions determines many of the proper-

ties of electrolyte solutions [5], including their redox, complex-

’I\ ation and kinetic behavior. In Chapter 3 the solvation of

”’ Fremy’s salt (FS), the paramagnetic nitrosodisulfonate anion

q‘ % ON(SO3),, in binary solvent mixtures is investigated by means
of high-field/high-frequency (W-band ~94.5 GHz) pulse (Mims-

and Davies-type) electron nuclear double resonance (ENDOR)

Figure 1.2 Scheme of the sol- spectroscopy (Section 2.9.4) and molecular dynamics simu-
vation shell of Fremy’s salt

ON(S0;),. lations (Section 3.4). Isotope-substituted solvent mixtures of

either methyl protons from the alcohol moiety or exchangeable
protons from the alcohol-hydroxyl group and water are used. Orientation-selective high-
field/high-frequency *H and °H pulse ENDOR spectra are recorded for different solvent
compositions in frozen solution that reveal the hyperfine (hf) splitting between the radical
and the solvent protons. Analysis of the hf splitting yields spatial, orientation selective
information about the different proton species around the ion. The elucidation of the
microscopic solvation of a small probe molecule in binary solvent mixtures represents the
first step for understanding the interactions in more complex biochemical systems. In
particular this includes the potential perturbation of H-bond network due to presence of a

spin probe or other polar molecules.

e Polyelectrolyte conformation in divalent salt solutions (Chapter 4)

Polyelectrolytes (PEL, see Figure 1.3) are water soluble macromolecules. They play an
important role not only in fields of scientific research but also in drug delivery [12], water

treatment [13], cosmetics [14] and nanotechnology [15].
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Analogous to small electrolytes they can be divided into strong (complete dissociation) and
weak (pH dependent dissociation) polyelectrolytes. Nonetheless, they cannot be under-
stood as a simple superposition of electrolyte and polymer properties [16] due to the
mentioned interplay of electrostatic and hydrophobic interactions. The balance between
them can be shifted by adding simple inorganic salts that screen the intramolecular

electrostatic repulsion and lead to more dominant hydrophobic interaction.

-3
Waip X T The conformation of spin-labeled poly(diallyldimethyl

® ammonioum chloride) PDADMAC — a strong polyelec-

- ® e trolyte — in binary solvent mixtures is investigated by

° means of double electron-electron resonance (DEER)
® ©

e spectroscopy. DEER measures the dipolar coupling

wgqip between two electron spins that can be used to
Figure 1.3 Scheme of a statistically spin-
labeled polyelectrolyte with counter-
ions. The charged monomers are co- spins (see Section 2.9.3) [10, 17]. The influence of
lored in blue, the spin label in red and
the counterions in grey. From the dipo-
lar coupling wg;; of the electron spins, interpreted on the basis of the wormlike chain model
the distance information can be extrac-
ted. [18].

calculate the distance and distance distribution of the

divalent salt addition on conformational changes is

e Structure and dynamics of miniemulsions (Chapter 5)

Miniemulsions are heterogeneous systems consisting of an unpolar
g phase dispersed in water. The exact composition and preparation
§ method is explained in Chapter 5. In this thesis the nanostructures
observed in presence of a lanthanide complex (orange line in Figure
gg 1.4) are characterized with CW EPR spectroscopy for different

]

Figure 1.4 Surfactant exchange frequency wg, and the rotational correlation time T by
bilayers in a miniemul-
sion in presence of a
lanthanide  complex
(orange). The spin
label is colored in red.

§ surfactant systems (sodium dodecyl sulfate, -octadecyl sulfate, -lau-

rate, -carboxylate). The CW spectra are analyzed in terms of the

means of computer simulations.

It is the aim of this work to deepen the insights of how non-covalent interactions govern
the self assembly of ions or charged molecules in solution in particular when other equally

strong interactions are present.
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2 Principles of Electron Paramagnetic Reso-
nance Spectroscopy

Electron paramagnetic resonance (EPR) spectroscopy is a technique based on the resonant
absorption of electromagnetic radiation by a paramagnetic sample within a magnetic field.
Paramagnetic species are atoms, ions or molecules that exhibit unpaired spins (S # 0). EPR
and electron spin resonance (ESR) are synonyms but the term EPR is used in this work. Like
all spectroscopic methods, EPR is based on the measurement and interpretation of the
energy differences AE between spin (or atomic, ionic or molecular) states according to
Planck’s law
AE = hv, (2.0)

where h is Planck’s constant (h = 6.626068- 10>* Js) and v is the frequency of the
radiation. Eq. (2.0) is the fundamental equation for all spectroscopic methods that allows
studying energy levels and their respective populations. Compared to other spectroscopic
methods, magnetic resonance techniques posses a remarkable difference: The splitting AE
between the energy levels is not constant but can be varied to a large degree by variation
of an external magnetic field (see Section2.2.1). Dependent on the magnetic field strength
(typically at 0.1 to 3.5 T) EPR spectrometers work with GHz resonance microwave frequen-
cies. At small magnetic fields electromagnets are used with typical field strengths of 0.3 T
(X-band, 9.5 GHz). Higher fields require helium cooled superconducting magnets, most
commonly working at 3.4 T (W-band, 94.5 GHz).

If the system of interest is diamagnetic, stable organic or inorganic radicals can be
introduced by simple mixing or covalent attachment, the latter requires a further chemical
step. Such spin probes or spin labels are usually derivatives of nitroxides and are presented

in Section 2.7.

After this very short introduction, the following Section 2.1 briefly presents the spin
Hamiltonian description before the concept of the electron spin and the interactions
present in an external magnetic field is presented Section 2.2. It is supposed that the basic
laws of (macroscopic) electromagnetism and quantum mechanics are known. The aim of
this chapter is to provide the basic information about the phenomenon of electron para-
magnetic resonance (EPR). The paramagnetic species studied in this work are nitroxide
radicals, thus, in particular EPR spectra of nitroxides in solution at low and high magnetic
field will be described together with the properties that influence the shape of the spectra

and the intensity of the spectral lines (Section 2.7).
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2.1 Spin Hamiltonian Formalism

For interpretation of spectroscopic data in magnetic resonance spectroscopy the spin
Hamiltonian approach is a common method. Actually, this formalism is not a full physical
model, but it accurately describes and parameterizes the interactions that influence NMR,
EPR and ENDOR spectra [19-20].

In MR experiments one observes transitions between quantum states associated with the
magnetic dipole moment under influence of an external magnetic field. The quantum ener-
gies of magnetic transitions are typically small compared to electronic or nuclear transi-
tions energies. Thus, it is possible to treat MR experiments by perturbation theory. Using
this approach simplifies the theoretical treatment tremendously since it can be confined to
a Hilbert space with only spin and angular momentum components. Shortly, the true
Hamiltonian of the system is replaced by an effective Hamiltonian that contains only spin
operators. In many cases the effective values obtained from such analysis are not directly
related to the physical properties of the system under investigation and theoretical
calculations are necessary to obtain specific properties of the system. An extensive review
about the spin Hamiltonian approach can be found in [20].

The Hamiltonian models the system by a power law series expansion in angular momen-
tum operators j;, that are also called spin operators (even though they may have orbital

momentum contributions):

H= Z eV + Z ci i + Z s 1) (2.1)
i i,j

Ljk

where the coupling constants ¢(™ of n-th order reflect the effect of the neglected
electronic states and the strength of the external magnetic field B,. Mostly, the conver-
gence of the series allows restricting the spin Hamiltonian to only a few low-order terms.

The complete, time-independent spin Hamiltonian H is given in eq. (2.2).
H:HEZ+HZFS+HHF+HNZ+HNQ+H€l (22)

Hg; denotes the electron Zeeman interaction, H;rs the zero-field splitting, Hyr the
hyperfine interaction, Hy, the nuclear Zeeman interaction, Hy, the nuclear quadrupole
interaction and H,; weak electron-electron interaction. In the following description of the

terms the Hamiltonians are given in angular frequencies, i.e. in energies divided by #.
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2.2 Electron-Zeeman Interaction

2.2.1 The Electron Spin in a Magnetic Field

The foundation of magnetic resonance is built on the existence of the spin (in NMR the
nuclear spin, in EPR the electron spin) that has no classical analogue. Experimental
evidence like the hydrogen fine structure [21-22] and the Stern-Gerlach experiment [23]
suggested that the electron has an intrinsic angular momentum S independent of its orbital
angular momentum L. Angular momenta are vector properties that are defined by their
magnitude and the direction in space. The electron spin is described by the spin operator §

with the eigenvalue Sh and a magnitude of:
IS| = /S(S + 1)A. (2.3)

For a single electron the spin quantum number S takes the value % and it follows from eq.
(2.3) for the magnitude of the vector |S| = \/3/4h . The relation between the magnitude
|S| and its projection along any direction in space is commonly visualized by the vector

model (see Figure 2.1).

In the Cartesian frame with an unique z-axis it is necessary to define three spin operators
Sx, Sy, S; in the three spatial dimensions. The electron spin states have definite
components S, only along the z-axis, while the components of the perpendicular axes
cannot be determined. This is a consequence of the orthogonality of the three S;
operators: only one of them commutes with the Hamilton operator ([S,, H] = 0), while the

remaining components do not commute ([S,,,, H] # 0). This leads to a quantization of S in

z-direction.

Figure 2.1 Vector model of the electron spin angular momentum §

(black arrow). The length of the vector is |S| =./3/4 h. In the
Cartesian frame the z-axis is conventionally the unique axis and only
the S, component (projection of § onto z-axis) of the spin vector has
a definite value of either 1/2 or —1/2 (in A units). The z-component
S, is shown as a dotted red arrow, pointing in the positive (my=+1/2
or a spins) or negative z-direction (mg=-1/2 or 8 spins). However, the

components in the xy-plane are not defined, which means that the «

and B spins are allowed to point in every direction on the surface of
the cone. On this cone surface, the spin is precessing with the angular

frequency wg, the Larmor frequency.
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The magnetic spin quantum numbers mg are found in the range {—S, -S+1, ...,S}. For a
single electron with S = 1/2, the values are mg = +1/2. In the vector model, the two mg
values (black arrows in Figure 2.1) describe the orientation of the spin vector S on the
surface of a cone with the fixed height of the eigenvalue mgh (red arrows), e.g. the o and 3
states differ in the orientation of the angular momentum in space but not in the
magnitude. If there is no particular interaction of the electron spin with its environment,
any direction of the z-axis is allowed (space isotropy) and all energy levels are degenerate,
i.e. they have the same energy and no resonance phenomenon can occur in presence of an

oscillating radio-frequency field.

In presence of an external magnetic field B, the energy levels are split (Figure 2.2 b), as
the magnetic moment u associated with the electron spin S tends to be oriented parallel
or antiparallel to the magnetic field vector (see Figure 2.2 a). Per definition the magnetic
field vector is aligned along the z-axis. This splitting that is called electron Zeeman
interaction is the most fundamental interaction in EPR. The energies E,,_ for the spin states

in frequency units vary linearly with the magnitude of By:

U
EmS = Ye fBOms = —YeBom (2.4)

h is Planck’s constant h divided by 27, g, the g- value (2.0023193) and y,, the gyromagnetic
ratio (1.761-10" s™T7) of the free electron and Ug the Bohr magneton (927.401-102° JTY)
[24]. The energy difference between the two Zeeman levels can be calculated according to:

AE = E(ms = 1/2) — E(ms = —1/2) = hw, = geupBo (2.5)

If this resonance condition is fulfilled, i.e. the energy of the irradiation field matches the
energy gap AE, transitions between the two spin states are induced by absorption or
induced emission that flip the spin from one orientation to the other. In eq. (2.5) ws is

referred to as the Larmor frequency.
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Figure 2.2 The electron spin in the magnetic field (S = 1/2, L = 0). a) Alignment of the magnetic moments
of unpaired electron spins in a model of molecular magnets from randomly (B, = 0) to parallel and
antiparallel (B, > 0). b) Energy-level scheme for a free electron as a function of the applied magnetic field
B,. At zero magnetic field (B, = 0) the electron spin states are degenerate. In presence of a static magnetic
field the B spin state is lowered and the a spin state is increased in energy. The energy separation AE is
proportional to the field intensity. At a constant irradiation frequency w a transition between the Zeeman
states occurs during the field sweep when the resonance condition is fulfilled. c) The resulting EPR spectrum
is a single absorption line that appears at a characteristic position g.in the EPR spectrum. The spectrum is
shown in the absorption mode.

During EPR transitions, quantum coherence between both mg eigenstates is generated,
that will finally lead to a change in the polarization by one unit of i by lowering or rising m

by 1. This is a consequence of the selection rule

Amg = +1. (2.6)

2.2.2 g-Anisotropy

The g-factor (or g-value) characterizes the position of the EPR resonance line in an EPR
spectrum. The g-value of the free electron (having no orbital angular momentum L = 0) is
~2.0023. Paramagnetic systems with highly delocalized electrons show a g-value very

close to this value which always indicates a very small coupling of spin and orbital moments
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(spin-orbit coupling, SOC). However, g often differs from this value if the contribution of
SOC is not negligible. In this case, interaction of excited states with the electron ground
state admixes orbital angular momentum L to the ground state that couple to the electron
spin S. As a result, the g-value is no longer isotropic and the splitting of the Zeeman levels
depends further on the environment of the electron spin (e.g. the symmetry of the crystal
field or the orientation of the system within the magnetic field). Therefore, the g-values
are a ‘fingerprint’ of the electronic environment of the observed electron spin, analogous
to the chemical shift in nuclear magnetic resonance.

The ‘effective field’ B¢ experienced by the electron spin is a superposition of the internal

and external fields and the energy of this anisotropic interaction is given by:

Hp Hp
Hpz = g5 BersS =+ Bo 85, (2.72)
Up YGxx Sy
ny (BO,x By Bo,z) 9yy Sy (2.7b)
9zz SZ

The orientation dependent Zeeman interaction is expressed by a (3x3) g interaction matrix,
that can be represented in its principal axes system (PAS) by a diagonal matrix (eq. (2.7a)),
where (x, y, z) is the PAS and g,,, g,y and g, are the principal values of the g-matrix,
commonly denoted as the g-tensor.

For an axially symmetric g-matrix, the two identical elements are combined to g,, =
9yy = g1 and the remaining element is denoted as g;. Per definition g, is perpendicular
and g, is parallel to the unique axis of the g-matrix. In liquid solution when molecular
rotation about the three axes is fast, the g-anisotropy is averaged to the isotropic g;s,-
value that can be calculated from the g-tensor according to eq.(2.8). Often used definitions

related to the g-tensor are the anisotropy Ag and the asymmetry 7.

1 1
Giso = § (Gxx + Gyy T 9zz) = §trace(g) (2.8)

Iyy — Ixx
Ag = 9z7 — Jiso 77=T
On the basis of the element pattern of the g-matrix several cases of matrix symmetry can
be distinguished, namely isotropic, axial, or rhombic. Examples for powder EPR spectra for

different g-anisotropies are shown in Figure 2.3.
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a) Ixx= Gyy= Yzz

b) gxx> 9yy= 9zz

C) Ixx= 9yy> 9zz

d)  9w> 9yy> 92z

Gxx

Gxx

Iw=9z

I=YGyy

Yu

Gxx

Gy

9z

—* B

Figure 2.3 Simulated EPR spectra in absorption (I) and first derivative (Il) mode for isotropic (a), axial (b,c) and
rhombic (d) g-tensor.

The anisotropy of g can be measured by recording the EPR spectra of a single crystal
(where the molecules are in fixed orientations) by rotating the crystal in the magnetic field
with respect to three orthogonal axes in the sample and transforming the sample frame
(that may be given by e.g. the crystal symmetry) into the molecular frame (the PAS of the
g-matrix), which can be further transformed into the laboratory frame (where the z-axis is
collinear the direction of B,). The EPR spectrum of a powder is a supersposition of EPR lines
of randomly oriented microcrystals. The same is true for paramagnets in glassy matrices.

However, the g-anisotropy can be measured even for such samples (see Section 2.9.4).

For B, pointing along one of the principal axes, the spin vector § is quantized along B, and
the resonant field value can easily be calculated from the resonance (eq. (2.5). For an
arbitrary direction of B, the g -matrix can be expressed as a symmetric tensor and three

Euler angles a, B and y describing their orientation relative to each other.

Zpps
A

Note, that the orientation of the PAS with respect to
B, By is usually specified via the polar angles 8, ¢ or the
0 direction cosines and the transformation of an

interaction tensor into the laboratory frame R(6, ¢)

is also an Euler rotation where only two angles are

b required (in the laboratory frame no distinction is

« made between the x and y axes). Within this nomen-
PAS

. , _ clature 8 denotes the Euler rotation about the y-axis,
Figure 2.4 The orientation of the mag-

netic field vector Bywith respect to the g-
tensor principal axes system is defined by
the polar angles 8 and ¢.

which is R, (8) and corresponds to f = 0.
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In computation of anisotropic EPR spectra, Euler angles are required as input variables to
reduce the number of free parameters and the interactions need to be represented in the
laboratory frame. In principle, one has to define the rotation of the g-tensor from its PAS
into the laboratory frame. The analogous rotation of the A-tensor is expressed via two
rotations, first from its PAS into the PAS of the g-tensor and second into the laboratory

frame (the hyperfine tensor A is introduced in Section 2.4):

R(6,9) R(a,B.y) R(6,9)

dras — Yiab Apys— A — A

So far the interaction of one electron (§=1/2, without any nuclei) in an external magnetic
field was considered, that leads to a single resonance line by an on-resonant rf-field, that
may be broadened due to g-anisotropy. In the following section this approach is extended
to interactions of the electron spin with other magnetic nuclei (electron or nuclei) that are

close to the electron.

2.3 Zero-field Splitting

If more than one interchangeable electron is present in the system, the individual electron
spins S; are coupled to form a total spin of S = ). S;, where each electron contributes to S
with the value %. As a result, the two state system of the single electron is converted to a
(25 + 1) manifold even in absence of an external magnetic field. Since transitions may
then occur at zero magnetic field this interaction is called zero-field splitting. The

Hamiltonian of this interaction is
HZFS = STDS, (29)

with D the symmetric and traceless zero-field interaction tensor. This ‘fine-structure’ term

vanishes completely for cubic symmetry of the spin system.

The discussion about electron-electron interactions much weaker than zero-field splitting is

presented in Section 2.5.
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2.4 Interactions with Nuclear Spins

2.4.1 Nuclear Zeeman Interaction

In organic samples, the most abundant nuclei that exhibit a nuclear spin />0 are protons
(*H, I = 1/2), nitrogen- (!N, I =1and ®N, I = 1/2) and the naturally less abundant Bc.
isotopes (I = 1/2). In analogy to the electron spin, the nuclear spin momentum I is associ-
ated with a magnetic moment, that tend to align in a magnetic field and cause quantization
of I along B,. The splitting of the nuclear spin states is called nuclear Zeeman (NZ)

interaction and the energy is given by:

u
Hyz = —gn%Bé‘L (2.10)

WUy is the nuclear magneton (5.050783-10%"JT* [24]) and Jn is the nuclear g-value, that
depends on the type of nucleus (e.g. g;,, = 5.5857, g,,, = 0.8574 [24]). Anisotropy in the
nuclear spin manifold in EPR is negligible, thus g, is given in the scalar (isotropic) form.
Since the magnetic moment of the electron is roughly 660 times bigger than that of the
proton, the electron Zeeman splitting is much larger (GHz) as compared to the nuclear
Zeeman interaction (MHz) and its energy contribution to the energy of the electron spin

states is low.

2.4.2 Hyperfine Interaction

The local magnetic field experienced by the electron spin is influenced by these nearby
magnetic moments of the nuclei and the coupling between electron spin and nuclear spin
is called hyperfine (hf) interaction. It is extremely useful in EPR spectroscopy, as infor-
mation on the direct magnetic environment of the electron spin can be gained. The hf
interaction between the electron and nuclear magnetic moments split the electron Zeeman
levels into the hyperfine levels. The number of hyperfine levels depends on the nuclear
spin quantum number I and is:
(2I+1) (2.11)

Each hf level is characterized by a nuclear magnetic spin quantum number m; that can take
values in the range (I,I — 1, ...— I). The energy level diagram for the case of coupling of an
electron spin § = 1/2 with a nuclei I = 1/2 and I = 1 is shown in Figure 2.5 (a) and (b),
respectively. In this picture isotropic electron Zeeman and hf interaction are assumed.
According to eq. (2.11) the coupling of an I = 1/2 (I = 1) nucleus with a single electron
results in the splitting of each Zeeman states into two (three) levels. Transitions between

the levels follow the selection rule Am; = +1 and Am; = 0.
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Figure 2.5 Energy level scheme for an electron spin S = 1/2 interacting with a nucleus with nuclear spin of
(@ I=1/2,es. H or (b)I =1, esg. ZH, “N. EZ is the electron Zeeman, NZ the nuclear Zeeman, HF the
hyperfine and NQ the nuclear quadrupole interaction. Only for nuclear spins I = 1 the NQ interaction has to
be taken into account. The weak coupling case is shown where w; > a;5,/2 and gy, a;s, > 0 were assumed.
In (a) the energies for the four levels are given. Electron (nuclear) spin states are colored in blue (red).
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The energy level schemes are shown for weak coupling (w; > a;s,/2), which means that
the direction of the nuclear spin quantization is given in first order by the direction of the
B, field vector. The strong coupling case (w; < a;s,/2), where the direction of quanti-

zation is given by the hf-field, is not discussed.

Two different physical effects can contribute to the hf interaction: the anisotropic dipole-
dipole interaction (acting through space solely) and the isotropic Fermi-contact (‘trough
bond’) interaction. These can be classified according to the ‘effective distance’ of the
electron to the nuclear spin into two regions, one inside and one outside the nuclear
volume. Quantum mechanics allows an electron to enter the volume occupied by nuclei,

whereas outside the nuclear volume the hf field is the classical field of magnetic dipoles.

The dipole-dipole interaction between two spins can be derived from the classical physics,
where the spins are treated as bar magnets, interacting in an outer magnetic field.
Additionally, each bar magnet creates a magnetic field, which in turn influences the local
field at the other nuclei’s place. The dipolar interaction Hamiltonian is derived from the
classical energy expression for two interacting dipoles p; and u, separated by the distance
T by replacing u; by the corresponding electron or nuclear spin that is u, = gug$ for the
electron and u, = gyuylI for the nuclear spin, which leads to the expression:

fo 1 3(Sr)(Ir)
Hyg = aan 399Nty I I

l = STTI (2.12)

In eq. (2.12) u, is the vacuum permeability (47-107 NA?) and r the distance between the
two spins connected by the vector r. T is the traceless dipolar hyperfine coupling tensor.
The dipolar interaction depends on the orientation of the connecting vector r with respect
to the outer magnetic field and is thus anisotropic. The dipolar interaction is expected to be
the main contribution to the overall hf interaction when the electron spin is located in an
orbital with a nodal point at the nucleus (which includes all orbitals except s-orbitals) and a
symmetry of the full spin system that is lower than cubic. The dipolar interaction is aver-
aged out for rapidly tumbling paramagnets, as it is usual for liquid solution at ambient tem-
peratures or above. In the solid state (e.g. frozen solution) the dipolar contribution to the
hf field is important and can be used to calculate the distance between the electron and

nuclear spin.

The Fermi-contact interaction is isotropic and a consequence of a finite amplitude |¥(0)|?
of the electronic wave function at the nucleus. Hence, this mechanism works through
direct contact of the unpaired electron and the nucleus and the energy of this interaction is
given by:
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_ 2o

3h ggN.uBAuquj(O)lz = aisosTI (2-13)

Hp,

Thus, the overall energy of the hyperfine interaction between electron and nuclear

magnetic moments is given by the sum of the isotropic and anisotropic hf interactions in
the spin Hamiltonian:

Hyp = Hee + Hyy = STAI

HF fc dd (2.14)

A is the hyperfine interaction matrix, that is represented in the PAS:

Axx Txx
A= A =1a;., + T,
Y 5o Y (2.15)
AZZ TZZ
For axial symmetry of the dipolar interaction tensor T, the principal values would be
Tyx =Tyy = =T, and T,, = 2T, = T). For electron-nuclear distances r greater than 0.25
nm, and when spin delocalization is negligible, T, can be described by the point-dipole
approximation [25]:
_ HoP  gHBINHEN
4th r3

T, (2.16)

where p = |¥(0)|? is the electron spin density. This relation in eq. (2.16) is important
because it allows a straightforward interpretation of the anisotropic hf interaction in terms
of distances between the electron and the hyperfine coupled nucleus. Alternatively, when

the distance is known, it can provide the spin density p on the nucleus.

2.4.3 Nuclear Quadrupole Interaction

A nucleus with I =1 may have a non-spherical charge distribution, and the electric
quadrupole moment of the nucleus interacts strongly with the electric field gradients
generated by the surrounding electron. The coupling of the charge distribution with an
electric field gradient is called quadrupole interaction. If the nuclear quadrupole (NQ)
interaction is smaller than the electron Zeeman and hf interactions, the energy levels are

shifted according to the nuclear states m;. The quadrupole Hamiltonian is:
Hyo =17QI, (2.17)

with Q, the quadrupole interaction tensor that is symmetric and traceless. Since the Q-

tensor is traceless, it is usually described by two quantities, the magnitude e?qQ/h and the
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asymmetry parameter 1 = (Qxx — @yy)/Qz;. The further contains the product of the
electric field gradient eq and the quadrupole moment Q. The NQ interaction is a second
order effect and thus usually not detectable in CW EPR spectra (Amy, = £1, Am; = 0), as it
acts on both m; manifolds in the same way (see Figure 2.5 b). Howeuver, it is readily
observed in hyperfine spectra such as HYSCORE, ENDOR or ESEEM (Am; = 0, Am; = +1)
and can be observed as first order splitting or may substantially broaden the line shape of

hyperfine spectra [26].

2.5 Electron-Electron Interactions

Electron spins may interact weakly or strongly with each other. Strongly interacting
individual spins contribute to an overall spin, which is only possible for electrons located on
the same atom like transition metal ions. This case was presented in Section 2.3.

Weak electron-electron interactions maintain the individual electron spins and the
interaction can be treated as a pertubation of the two electron spin states. Two types of
electron-electron interactions can be distinguished, namely spin exchange and dipolar
coupling. The Hamiltonian that describes the weakly coupled system of two electron spins
becomes:

H(S1,S;) = H(Sy) + H(S;) + Hex + Hyyp (2.18)

where H(S;) and H(S;) represents the Hamiltonian of the uncoupled, individual electron
spins. H,, is the exchange coupling between the electron spins and is discussed in Section
2.5.1. The dipolar interaction Hy;;, allows for determination of the distance between the

spin bearing units and is explained in Section 2.5.2.

2.5.1 Exchange Interaction

The exchange interaction is a true quantum mechanical phenomenon and a consequence
of the Pauli principle, which states that the total wave function of a many particle-system
consisting of fermions has to be antisymmetric under exchange of particles. A discussion of
the terms that contribute to the exchange interaction are beyond the scope of this work

but can be found in [27]. In general the spin exchange interaction is given by
H,, = S7]S3, (2.19)

where ] is the exchange coupling tensor. If one deals with individual radicals, spin exchange

is the exchange of spin states of the paramagnetic species during collisions, in which the
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SOMOs overlap. It is a result of exchange interaction of the partner, triggered by Coulomb
repulsion and the spin orientation. At short distances (e.g. between atoms in molecules)
the energy of exchange interaction is larger than the thermal motion and will lead to a
bond formation. Therefore, exchange interactions appear in solids as ferro- or antiferro-
magnetic properties (parallel S = 1 and antiparallel S = 0, spin alignment, respectively).

In general, exchange interaction consists of an isotropic and anisotropic part. The isotropic
part consists of the Heisenberg exchange interactions (as described below for radicals in
solution) and a second contribution that is indirect exchange or super-exchange ([28] see
Figure 2.6 b). The latter is mediated via bridging ligand orbitals located between the two
interacting centers, so that the ligand forms a bond with each center. The strength of
indirect exchange depends on the delocalization of the electron spin density onto the
ligand and is also correlated to polarization effects on the electron density in the
neighboring nuclei/molecule. Mostly, direct exchange is antiferromagnetic (S=0) because
an electronic configuration with paired spins is energetically favorable. Super-exchange
may be ferro-or antiferromagnetic (S = 1 or 0, respectively) depending on the overlap of
the magnetic orbitals and hence on the particular bridging situation. In most cases,
antiferromagnetic (S = 0) contributions are dominant.

For organic radicals, such as nitroxides in solution, the anisotropic part of the exchange

coupling tensor that arises from SOC is often negligible and eq. (2.19) can be written as:
H,, = J(r)SS,, (2.20)
where J(r) is the exchange coupling constant that is given by the exchange integral

eZ

J(r) = <‘P1 LPz>, (2.21)

4mteyr

that accounts for the Coulomb interaction between the electrons.

D=0

a b)  ©®m @» @q

Figure 2.6 Spin exchange processes. a) Direct overlap of the electron orbitals during binary collision lead to a
change in the spin state. The arrows indicate the spin orientations. b) Exchange interaction via a diamagnetic
molecule without direct overlap between ¢ and ¢,, orbitals. However, both orbitals overlap with ¢, of the
bridging diamagnetic molecule. In this case the scope of exchange interaction depends on the extent of
delocalization of unpaired spin density onto the orbitals of the atoms in contact. The exchange interaction in
(a) is called (direct) Heisenberg exchange and (b) indirect exchange or super-exchange. Both are isotropic
contributions to the exchange interaction.
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In solution the spin exchange is induced by far weaker interactions that take place during
binary collision of two paramagnets as illustrated in Figure 2.6a. In analogy with bimo-
lecular chemical reactions its rate (frequency of molecular collisions) can be expressed and
kinetic expressions can be derived [27].This Heisenberg spin exchange is characterized by
the spin-exchange integral J(r) that depends on the distance of approach between the
spin carrying molecules. J(r) decreases exponentially with the distance r between the
interacting centers (J(r) o« e™") and the main contribution to J(r) is given by o —orbitals
of the atoms. When J(r): = J is assumed to switch from zero to a defined value for a time

interval T, the exchange frequency wg, is given by:

(2.22)

Ty denotes the mean time between probe collisions and p the collision efficiency, that is
Pmax=0.5 for nitroxides, but depends on the shape and charge of the molecule [27]. For
strong exchange the condition J?272 > 1 holds, which simplifies eq. (2.22) and yields a spin
exchange frequency wg, that is half of the collision frequency:

1
Wy =575 (2.23)

In this case, the limiting step is diffusion and the collision frequency can easily be obtained
by measuring wgy. In the other case of weak exchange (this means a small value of the
exchange interaction energy and a short time interval of collision), the ‘collision efficiency’
is much smaller and the process is limited by the spin exchange itself [27]. Thus, in the
diffusion-limited region every collision leads to spin-exchange, while in the kinetically
controlled case repeated collisions are needed. This makes the latter more complicated to
describe and in the following only strong exchange is regarded. General, for higher radical

concentrations ¢ a higher exchange frequency wg, is predicted according to:
wgy = cK, (2.24)

K, is the spin exchange rate constant and its magnitude gives valuable insights into the
spin exchange mechanism. It can be determined by studying wg, as a function of the
radical concentration. This rate of bimolecular spin exchange K, is basically defined as the
product of the rate constant of diffusion encounters, Kj, and the probability p of a spin

exchange in the case that the colliding partners get into the sphere of interaction:

K, = pfKp (2.25)
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The factor f is a steric factor and accounts for the mutual orientation of the interacting
orbitals (anisotropy of exchange interaction). The spin exchange rate constant K, is related

with the viscosity n of the solvent via the Stokes-Einstein theory:

2bN,kT
g = 2ONakl

e

2.2
3an (2.26)

where b is the distance of bimolecular approach at which collision occurs and a is the
radius of the molecule in the fluid. In the easiest case, one may approximate the distance

as two times the molecule radius b =~ 2a:

c 4N,kT _ 4RT
¢ 3p 30007 (2.27)

With this equation it is possible to estimate the spin exchange rate constant K, for a given
ratio T /n without knowing the size of the colliding particles (this is only valid within the

hydrodynamic model of diffusion collision as mentioned above).

The spin exchange frequency wg, can be studied using CW EPR spectra by analysis of the
line broadening, the line shift or the line narrowing [27]. The latter finds only less appli-
cation since this requires high radical concentrations that are unfavorable for biological and
most chemical systems. Usually, the line broadening is used to experimentally determine
the spin exchange frequency, since it is easy to extract from the spectra from the peak-to-
peak width (AB; see Figure 2.13 b). Analogously, the broadening can be fitted to experi-
mental spectra. It is known, that the line shape departs from a pure Lorentzian as wg, is
increased and simultaneously, the outer lines are shifted towards the central line [27, 29-
30]. Recently a ‘new’ method has been proposed [29-31], that is based on the extraction of
intensities and signs of the dispersion component of the CW EPR spectrum with the help of
a least-squares fitting software. The line shape could be expressed as a sum of two compo-
nents: an absorption and a spin exchange-induced dispersion part. This method could pre-
cisely determine the exchange frequency via the dispersion line in the outer lines within a
high T /n range. Recently, this method was also used to separate exchange from dipolar

broadening [31], a well-known problem [32] that is especially present for low T /i —ratios.

Figure 2.7 represents a typical example of the change of EPR spectra due to Heisenberg
spin exchange (simulated spectra with identical parameters except wg,). The broadening
with increasing wg, occurs in accordance with the uncertainty principle as a result of the

shortened lifetime of the electron spin state due to spin exchange.
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Figure 2.7 The influence of spin exchange on the CW EPR spectrum of a nitroxide in solution. The rate of spin
exchange increases from the bottom to the top as a result of increased radical concentration. a) The spec-
trum was simulated with an exchange frequency of wg, = 1 MHz, the EPR spectrum is not visibly influenced.
b) The spectrum shows significant exchange broadening. c) Collapse of the hyperfine structure into one line,
d) that is narrowing when the exchange interaction grows further (wg,= 100 MHz).

The magnitude of the broadening can be related to the rate constant of spin exchange K,
and the concentration of the paramagnetic substance (eq. (2.24)).

In frozen solution, the spin exchange can take place through bond or through solvent and is
significant up to an electron-electron distance of ~1.5 nm [10]. Above 1.5 nm dipolar

interactions are dominant.

2.5.2 Dipolar Interaction

This section discusses the electron-electron dipole-dipole interaction for an isolated
electron-electron two spin pair (S; = S, = 1/2) in the point-dipole approximation. Dipolar
interaction of the magnetic moments of the electron spins can be derived from classical

physics, similar to the electron-nuclear dipolar interaction as described in Section 2.4.2.
06=90°
B, 2

P,

; g
a) 1 b)

204 -Ogp 0 Ogip 204

Figure 2.8 a) Dipolar coupling between two spins 1 and 2 with interspin vector r that draw an anlge 8 with the
outer magnetic field B,. b) Calculated dipolar powder spectrum (Pake-pattern) for randomly oriented mole-
cules. In the absence of exchange interaction (J = 0) the splitting between the two peaks is w4, (6 = 0°)
and between the two outer shoulders wg;;, (8 = 0°) = 2wg;,(6 = 90°). For pulsed EPR experiments like
DEER (see section 2.9.3) the peaks appear at Twg;;, and 2wy,
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The anisotropic dipolar (through-space) interaction between two electron spins that are

separated by the distance vector r (see Figure 2.8a) is described by:

_ HoG19245 <5152 3($1r)(S,r)
Hdip - -

= STDS 2.28
41h r3 rs > 1772 (2.28)
Where D is the dipolar coupling tensor between the spins $1and S,. Expanding the scalar
products in eq. (2.28) the dipolar Hamiltonian with r expressed in spherical coordinates
r, 0, ¢, representing the orientation of the molecule with respect to the external

magnetic field (see Figure 2.8 a) is:

2
_ Ho919205 1
Hap == — r3[A+B+C+D+E+F] (2.29)

A=25,,S,,(1—3cos%0)

1
B = 1 [S1.482- + S1-S2+](1 — 3cos?6)
3 .
¢= ) [S1,+S22 + S1.,55+]sind cosh e~i®
3 .
D = ) [Sl,—SZ,z + 51,252,_]Sin9 cos@ e*i® (2.30)

3 .
E= —ZSLJ,SZ’J,SinZHe‘Z“”

3 .
F=- ZSL_SZ,_sinZGe”“”

With the raising operator S, = S, + iS,, and the lowering operator S_ = S, — i§,, either
raising or lowering the magnetic quantum number by 1. The terms A to F are ordered in a
way reflecting their influence on the magnetic quantum number Mg = mg; + mg,. The A
and B terms correspond to zero-quantum transitions (AMg = 0), C and D to single-
quantum transitions (AMg = 1,—1 respectively) and E and F to double-quantum
transitions (AMg = 2,—2, respectively). E and F are forbidden transitions, i.e. for
quantization along the magnetic field (high-field approximation) only the A and B terms

are relevant, leading to:

H _ﬂ09192111231 (2.31)
dip =" 4mn 13

1
Haip = @aip [51,252,2 + 2 (S14S,- + 51,_52,+)] (2.32)

1
[51,252_2 + (81,48, + 51,_52,+)] (1 — 3cos?6)
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with wg;;, the dipolar splitting between the two spins:

2
Kog192u5 1 2

Waip = Wﬁ(l — 3cos 9) (233)

For randomly oriented (static) spins with respect to the field, integration of wg;;, over the

angle 6 gives a symmetric Pake pattern in which singularities (8 = 90°) are separated by

wgqip, Whereas for fast rotating molecules the dipolar interaction will average to zero.

In the weak coupling limit the coupling tensor D in its principal axes system (PAS) becomes:

—Wgip

D= —Wg; ,
aw (2.34)
deip
Like all anisotropic interactions, the dipolar coupling is averaged out in liquid solution.
However, in high viscosity liquids (and low temperatures) it cannot be neglected any more.
With eq. (2.33) it is possible to calculate the spin-spin distance from the dipolar splitting,
thus, EPR methods that measure the dipolar coupling are frequently used for the
determination of distance distributions of nitroxide spin probes in frozen solution [33] (e.g.

double electron-electron resonance, DEER).

2.6 The Complete Spin Hamiltonian

The energy terms introduced in the previous sections can be added to form the complete

spin Hamiltonian, which was given in the general form in eq. (2.2):

H = ’%Bngs +STDS + STAI — gy l%NITBO +I7QI + STDS, + J1,5TS,.  (2.35)
- J
'
2 ZFS HFI  NZI NQl el-el

Depending on the electron and nuclear spin quantum numbers of the interacting particles
and their relative magnitudes, some terms can be neglected (e.g. zero-field splitting for
S = 1/2 systems, or dipolar electron-electron interactions in highly diluted liquid solutions
at high T /n ratios). The most important terms are the EZ and the HF interaction with
typical values given in Table 2.1. For CW EPR of electron spins centered at not too heavy

elements, second-order terms can usually be neglected, e.g. the ZFS and the NQ terms.
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Table 2.1 Orders of magnitude of the energy for the Hamiltonian components.

Interaction E /Hz
EZ 10°
ZFS 10’-10"
HF 10%-10°
NZ 10°-10’
NQ 10°-10’

Knowledge of the complete spin Hamiltonian including the relative orientations of the PAS
of the interaction matrices allows for calculation of the CW and pulse EPR spectra. This is

illustrated in the next section for a nitroxide radical.

2.7 EPR of Nitroxide Radicals

In this section, the structure and stability of nitroxides is discussed and factors are
presented that influence CW EPR spectra at X- and W-band (9.5 and 94.5 GHz, respectively)
of nitroxides in liquid and frozen solution. In particular, the effects of molecular dynamics

on CW ER spectra will be discussed.

2.7.1 Structure and Stability of Nitroxides

Nitroxides are compounds containing the =N-0 group which has an unpaired electron.
The unpaired electron is located in a 2p, (n*) orbital of the nitrogen and the oxygen atom.
Since there is also an N-O c-bond and two electrons that fill a m-bonding orbital between
these atoms, the effective N-O bond order is 1.5 (two center- three electron- bonding, 2c-
3e). The structure of this group can be considered as a superposition of two mesomeric

structures [34]

+

N— e
il '*.‘/
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Scheme 2.1 Mesomeric formula of the nitroxide group.

The contributions of both structures to the ground state may be different, depending on
the polarity of the medium and conjugation within the molecule. In apolar solvents both
structures have the same weight while polar solvents will favor the charged mesomeric

structure, leading to a higher charge density on the nitrogen (which can be observed as
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increased nitrogen hyperfine splitting in EPR spectra). The electronic structure is influenced
in a similar way by m-complex formation with aromatic rings. Depending on the structure,
the spin density on oxygen is p,=0.58-0.72 and on nitrogen it is py=0.42-0.28 [35].The
dipole moment of the N-O bond is 2.7 D and the distance is 1.26-1.29 A. The 2c-3e N-O
bond has an energy of 419 kJ/mol, midway between the energy of an N-O single bond (230
kJ/mol) and N=0 double bond (600 kJ/mol) [36]. As a result of the electron delocalization,
nitroxides are relatively stable molecules. The energy gain from delocalization has been
calculated as 126 kJ/mol [37].

The stability of nitroxides may be attributed to three factors: electron delocalization within
the molecule, steric shielding of the paramagnetic center and stability towards dispro-
portionation. If H—atoms in a-position to the NO moiety are available, disproportionation
reactions will be favored, leading to diamagnetic substances. Thus, the majority of stable
nitroxides are secondary amine N—oxides without a—hydrogen atoms. Bulky substituents
on the a—carbon atoms do not only prevent disproportionation but also the tendency
towards dimerization, particularly in the solid state. Thus steric hindrance is mainly respon-
sible for kinetic stability. The more pronounced effect for stability is the electronic confi-
guration of the N-O group. General structures for stable nitroxides are shown in Figure 2.9
with the simplest representative di-tert-butylnitroxide DTBN (a). The most common
derivates stem from six-membered piperidine rings (b) and five-membered pyrrolidine (c),
oxazolidine (d) pyrroline (e) rings. Since chemical structures of nitroxides are relatively

complex, trivial names formed by abbreviations are usually employed.

0
2) by & o) R d) ¢) s—$—
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N N N N° R N
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Qe Qs O+ Qe O
DTBN TEMPO PROXYL DOXYL MTSSL

Figure 2.9 The main types of stable nitroxides contain no hydrogen atom at the a-carbon and are cyclic
analogs of a) di-tert-butyl nitroxide, derivates of b) piperidine, c) pyrrolidine d) oxazolidine and e) pyrroline.
Labeling reaction is possible with suitable functional group R. DTBN: di-tert-butyl nitroxide, TEMPO: 2,2,6,6-
tetramethylpiperidine-N-oxyl, PROXYL: 2,2,4,4-tetramethylpyrrolidine-N-oxyl, DOXYL: 4,4-dimethyloxazoli-
dine-N-oxyl, MTSSL: (N-oxyl-2,2,5,5 tetramethylpyrroline-3-methyl)methane thiolsulfonate.
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2.7.2 EPR of Nitroxides

Generally, four basic quantities can be derived from CW EPR spectra: (1) the g-factor or g-
tensor, (2) the hyperfine splitting parameter a;,, or the full A -tensor, (3) the line shape
and line width and (4) the signal intensity as a measure of the number of spins. Yet, the EPR
spectrum is determined by the resonator Q-factor, the field modulation amplitude, the
magnetic field inhomogenity and spin-spin interactions in the sample. An analysis of the
guantities (1)-(3) reveals information about the environment (polar, unpolar, H-bonding),
the nearest neighbours, the distribution of unpaired spin density over the neighbours and
the number of paramagentic centers per unit volume. In particular, nitroxides are very
sensitive towards their environment, that is the micropolarity (observed by the magnitude
of a;s,) and microviscosity (observed by the spectral shape and line width). For analysis of

the spectra numerical simulation are used as described in Section 2.8.

For a nitroxide it is custom in literature [1]

A Figure 2.10 Molecular co- to choose a right-handed Cartesian
: ordinate axis system of a
nitroxide with the x-axis

y along the NO bond and z- such a way, that the x-axis coincides with
R4 . .
\<Q ’ axis along the 2p, orbital. 4o yiraction of te NO-bond and the z-axis

molecular coordinate system (x, y, z) in

v The g-tensor principal axes
HH(/N\"\O_ system ar?d th.e molecular is directed along the 2p, orbital as shown
s X frame are identical. [1]. in Figure 2.10.

In this molecular coordinate system, the
axes coincide with the axes of the g-matrix and the A-tensor because of the symmetry of
the 2p, orbital. Higher-order effects cause small tilt between the principal axis of the g-
and A-tensor, that can usually be neglected (and with this all off-diagonal elements). Note,
that Euler rotations can be used to transform one frame into the another (see Section
2.2.2). When not stated otherwise explicitly, in the following the hyperfine tensor A is
assumed to be collinear with the g-tensor.

For a nitroxide at low concentration (in absence of spin-spin interactions) the electron
Zeeman and the hyperfine interaction with N (I = 1) reflect the most important
contributions to the spin Hamiltonian (the nuclear Zeeman term can also be neglected

unless the experiments are carried out at very high frequencies of >250 GHz [1]):

_ s

H
h

BTgS + STAL (2.36)

The two terms have different symmetry and different field dependences: The hyperfine

tensor A is almost axial with A, > A,,,, = Ay, while the g-matrix has a rhombic character



2 Principles of Electron Paramagnetic Resonance Spectroscopy 35

xx > Jyy > Gzz- Under the high-field approximation (quantization along Bo) eq. (2.36)

simplifies to:

Up
H= gzszoSz + A, LS, (2.37)

Solving the time-independent Schrodinger equation with this Hamiltonian under the high
field condition ugg,,B/h > A,, yield the energy eigenvalues in zero approximation (in

frequency units):

Up
w(ms,ml) =0zz fBOms + A,,mem,; (2.38)

with mg = +1/2 and m; = 0, £+1. Thus, the anisotropic EPR spectrum consists of three
equal lines that are split by A,, (measured in Hz) with the middle line positioned at
By = hw/ugg,, - The same results are obtained for the y- and the x-orientations of the B-
field in the molecular coordinate system. Before considering this anisotropic case, we have

a closer look at the (much simpler) isotropic case.

In liquid solution the principal values in eq.(2.38) can be replaced by their isotropic
analogues and from the resonance condition (eq. (2.5)) it follows for the frequency of

transition:

Up
w(m;) = Giso WBO + aisomy (2.39)

Together with the selection rules for EPR (Amg = £1, Am; = 0), eq.(2.39) explains the

three line pattern of a nitroxide CW EPR spectrum.

For technical reasons the frequency is not varied until the resonance condition is fulfilled,
but the magnetic field B,. The allowed transitions and the observed absorption and
derivative CW EPR spectra for a nitroxide are shown in Figure 2.11. It consist of three lines
centered at g, that are split by a;;,. CW EPR spectra are recorded in the first derivative
mode due to the field-modulation technique. In the following, the recorded CW EPR

spectra are always shown in the derivative mode.
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(a) (b) EPR Spectrum
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Figure 2.11 Energy level diagram (a) and EPR spectrum (b) for a spin system consisting of one electron
$ =1/2 and a nuclear spin I = 1 (e.g. **N) with isotropic electron Zeeman (g;s,) and hyperfine (a;s,) in-
teraction. b) The left EPR spectrum is shown in the absorption, the right in the first derivative mode. The
center of the spectrum is determined by the g;, -value, the splitting between the lines is given by the
isotropic hf coupling constant a;,,. As a second order effect, the NZ interaction has no influence on the CW
EPR spectrum. The spectrum is representative for nitroxide radicals in liquid solution, where fast tumbling
leads to an averaging of g- and A- anisotropies. Note, that in Figure 2.5 (b) the order of the upper m;-levels
is inverse since it was specified by the combination EZ and NZ interaction, whereas in the present figure it is
the EZ and HF interaction.

tBa

From the magnitude of the hf splitting constant a;,, one gets direct information about the
spin label’s environment, with more polar surroundings leading to higher a;¢,-values. This
can be explained by stabilization of the charged mesomeric resonance formula of the
nitroxide group, where more spin density is located at the nitrogen nucleus (see Scheme
2.1).

In frozen solution (polycrystalline) or glassy matrices, each paramagnetic center exhibits its
own resonance position depending on its orientation. Thus, the powder spectrum is a
weighted distribution of all possible resonance fields and as a result the spectrum becomes
broad and splits into distinct regions arising from anisotropies in the g- and hf-tensor.

Single-cystal EPR spectra are obtained for measuring the EPR spectra along the molecular
coordinate axis of a nitroxide as described in Section 2.2.2. Such theoretical spectra are
illustrated in the middle of Figure 2.12. The spectra were calculated for 9.4 GHz (a) and
94.4 GHz (b) with g=[2.0093, 2.0063, 2.0023], i.e. orthorhombic symmetry and A=[0.42,
0.47, 3.26] mT, i.e. nearly axial hyperfine symmetry. At 9.4 GHz, the small differences
between g, , g,y and g,, cause only a very small shift between the center lines of the

single-crystal EPR spectra at the three principal axes orientations x (in black), y (in red) and
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z (in green). Thus, the spectra overlap, specifically making the x-and y-orientations in-
distinguishable.

The advantages of going to high magnetic fields can be seen from eq. (2.38): The EZ-term is
field-dependent, while the HF-term is field-independent. Thus, at tenfold higher field (W-
band), the field positions are shifted proportionally to B,. This leads to a complete sepa-
ration of the g-tensor elements (Figure 2.12 b).

The total width of a typical X-band spectrum is 8.5 mT, while it is 20 mT at W-band.

Now, the isotropic solution EPR spectrum (Figure 2.11 b) and the frozen, rigid-limit EPR
spectrum (Figure 2.12 a) were shown. Between these two cases, the whole dynamic range

of the nitroxide can be probed by CW EPR spectroscopy.
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Figure 2.12 CW-EPR powder spectra (first derivative mode) of a nitroxide at X-band, 9.4 GHz (a) and W-band,
94.4 GHz (b). The middle section of the figure shows theoretical single-crystal EPR spectra with the magnetic
field directed along the nitroxide principal axes x, y and z, as depicted schematically on the left side. The
approximate positions of the principal axis orientation of the -tensor are indicated by filled circles and those of
the “N hyperfine A-tensor by bars. The magnitudes of the A; - components are given by arrows. Since the hf
coupling is field independent, the single-crystal spectra are identical for X- and W-band and are only shown

once. For the simulation parameters see text.
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2.7.3 Linewidths

EPR resonance lines can be broadenend due to homogeneous or inhomogeneous mecha-
nisms. The type of line broadening determines the response of the spin system to an ex-
ternal pertubation (e.g. pulses) [25].

Homogeneous broadening is due to the uncerteinty principle and usually neglibible in solid-
state EPR. If the excited state has a decay constant T, the width of the associated
resonance line is 1/2rnT,. T, is the spin-spin (or transversal) relaxation time and is a
measure of the amplitude of stochastic variations of local magnetic fields for individual
spins, for example due to electron or nuclear spin flips. Its magnitude is in the order of 4 ms
and shorter [25]. The measured EPR spectrum is the sum of a number of spectra, all having
the same shift and linewidth.

Inhomogeneous broadening occurs since the total number of spins in a sample are
(chemically and/or magnetically) not identical, i.e. there are random static variations of the
molecular structure around the electron spin. These slightly different environments are
often found in frozen solutions induce distributions of the principal values of the
interaction tensors, so called strains (g- and A-strain). An inhomogeneous external
magnetic field also accounts for variable local magnetic fields actoss the sample. This
spatial variation in Zeeman frequencies is relevant for radicals in solution. Further,
unresolved hyperfine splittings inhomogeneously broaden the EPR line exponentially with
the number of coupled nuclei. All these effects cause individual Gaussian resonances (that
have slightly different shifts) to overlap to one broad signal (that is usually Gaussian, too).
Per definition such individual spin packets can be excited independently of each other [25].
Thus, if a homogeneous broadened line is irradiated at any position within the line, the
overall intensity of the line will be reduced, while for an inhomogeneous broadened line a

transient spectral hole will be burnt into the EPR line.

In polycrystalline materials, the most important contribution to the linewidth is due to the
statistical distribution of orientations of the paramagnets, an effect that is usually more

pronounced than broadening due to unresolved hyperfine splittings [25].

The Gaussian and Lorentzian line shape functions are given by [38]:

21
Gaussian fv) = g e~2(v=vo)*/o* (2.40)

Lorentzian f(v) = —- >
/i

V37 (o
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Where o is the distance between the inflection points and v, is the center of the line. Such

line shape functions are shown in Figure 2.13 a.

(a) (b)

FWHM

— B, AB,

Figure 2.13 EPR line shapes in absorption (a) and first derivative mode (b), normalized by their maximum.
Gaussian lines are shown in black and Lorentzian lines in red. In (a) the full width at half height (FWHM) is

shown, in (b) the peak-to-peak linewidth of the Lorentzian line is shown, that is correlated to the FWHM by
(2.41).

The Iw parameter AB;, that can be read out from the experimental CW EPR spectra,
describes the full width at half heigth (maximum slope, FWHM) of the shape function and is
related to the Gaussian and Lorentzian absorption line by:

o A5, _ FWHM
daussian =
¢ V2In2 (2.41)
i A5, _ FWHM
orentzian =
V3

The Voigtian line shape is a convolution of a Lorentzian and a Gaussian line shape and
cannot be expressed analytically. Its shape lies in between Gaussian and Lorentzian. In
practice, lineshape analysis is used to gain insights into dynamic processes (flexibility,

rotational barriers, counterion migration) as described in Section 2.8.1.

For inhomogeneously broadened EPR spectra caused by unresolved hf structure, ENDOR

spectroscopy yields a resolution enhancement.
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2.7.4 Rapid Anisotropic Motion about a Molecular Axis

The motional characteristics of a nitroxide spin label in solution predominantly influences
the shape of the CW EPR spectra. For small spin probes in homogeneous solution the
rotational motion can be easily described in terms of Brownian diffusion and discussed in
connection with the calculation (simulation) of CW EPR spectra in Section 2.8. However, for
most spin-label studies on biological systems, isotropic reorientation of the label about the
three molecular axes is not possible due to the sample geometry or microscopic ordered
domains within the sample. The DOXYL spin label (Figure 2.14 a), that is used in this work
for the study of miniemulsions, is a prominent example to explain anisotropic motional

effects on the CW EPR spectrum.

S
SEESESS

a) b)
Figure 2.14 a) Axial symmetry of DOXYL stearic acid spin probes and their orientation in a bilayer (N is the
normal to the bilayers interface). The molecular z-axis along the 2p,-orbital is identical with the direction of
the extended alkyl chain, the x-axis is along the NO bond (y-axis not shown). The elongated shape of this
molecule gives rise to anisotropic motion: The motion around the alkyl chain, denoted as Z;, is much faster
(~one order of magnitude) than the motion around the perpendicular axes x and y. These motions are
characterized by the rotational diffusion rates D |y and D ;. b) Precessing label model with tilt angle y in an
oriented bilayer. The nitroxide precesses within a cone around the director axis Zp (symmetry axis of the
anisotropic rotation). The angle B is the half cone angle. A high value for (3 is equivalent to less ordered
chains due to increased mobility. For the limiting case that no motion in present, =0 and the director axis Z,
coincides with the molecular z-axis This in return is the case illustrated in (a) where further the normal axis N
is parallel to the director axis Zp. The tilt angle y can only be observed in oriented samples (e.g. on a glass
substrate), otherwise this angle is averaged out.

For DSA in oriented samples (e.g. lipid bilayers, liquid crystals) two different motions for
the nitroxide group can be distinguished: The flexing mobility of each carbon-carbon
segment (rotational isomerization) and the rapid rotation along the molecular long axis
[39]. The alkyl chain flexibility is known to be high in saturated hydrocarbons. Alkyl chains
near the polar interface are well-ordered (rigid-like), but motion becomes increasingly

more random towards the center of the bilayer. Such flexibility gradients have been found
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in phospholipid bilayers [40], biological membranes and liquid crystals [41] with the help of
spin labeled fatty acids that are known to diffuse into the bilayer and orient themselves
with their long axes preferentially perpendicular to the interface [40, 42]. The rapid
rotational motion is likely to occur for elongated spin label in an anisotropic sample. In this
type of molecular motion the alkyl chain precesses rapidly on a cone about the normal to
the interface. The 2p, orbital of the nitroxide moiety is at an angle 3 with the normal and
this angle denotes the angle from normal. This is the axis of motional averaging and is
called director axis Zp. The rapid anisotropic motion about the long chain axis gives rise to
axial symmetry and this leads to two modes of interaction between the electron spin and
the outer magnetic field. The observed shape of the spectrum is characteristic for axial
symmetry, where the parallel A and axial A;components of the hf tensor A are resolved
(the corresponding g-matrix lacks axial symmetry for DSA, but the approximation of axial
symmetry is adequate to interpret 9.5 GHz EPR spectra [43]). Such a simulated spectrum is
shown in Figure 2.15. The quantity A, — A; = AA is an indirect measure of the order of the
system. The order parameter S, which depicts the average position of the molecule with

respect to the director axis Zp is given by [44]:

Ay —A,
Azz - 1/2(Axx + Ayy)

S = (2.42)

Where A, Ay, and A,, are the principal values of the hyperfine tensor A of the spin
probe. For purely axial systems A, = 4,,, and the term %2(A,, + A,,) can be reduced to
A,,. The hyperfine tensor elements have to be determined from (x-,y- and z-) oriented
samples, e.g. in host crystals [45] or from high-field EPR. The value A,, can also be
obtained from EPR measurements in absence of motion (at cryogenic temperatures) (see
Figure 2.12b). For some frequently used spin probes the values can be found in literature
[46]. The values of A, and A, can simply be read out from the experimental spectrum as
the apparent splittings (see Figure 2.15). The order parameter S is related to the angle of
deviation [ by the expression:
S =1/2(3cos?p —1) (2.43)

Generally, order parameters represent time averages over molecular motion. The longer
the time involved in averaging, the lower the order parameter. The time that is involved in
the averaging depends on the magnitude of all anisotropies present in the spin
Hamiltonian. In this case, the hyperfine anisotropy is the dominant contribution. A
decrease in the order parameter S denotes an increase in deviation of the rotational axis
from the normal. An increased angle £ is an indication of enhanced mobility of the chains.
If the amplitude of motion of the spin label is increased, coupled with a decrease in the

rate of rotation, the anisotropy disappears and the usual isotropic three line pattern is
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obtained.

Up to now it was assumed, that the director axis Zp is parallel to the layer normal, but there
may also be a tilt angle y between the layer normal and the director axis Z of the nitroxide
(see Figure 2.14 b).The tilt angle y can only be observed in oriented samples (e.g. planar or

cylindrical) but is averaged out in random distribution.

27,

<4+—> 2A||

332 334 336 338
magnetic field /mT

Figure 2.15 EPR spectrum for rapid anisotropic motion of an elongated spin probe (model: 5-DSA). The
spectrum was calculated with axial symmetry of the A- tensor. The rotation around the z-axis
(1/Dy~ 0.2 ns) was assumed to be 20 times higher than around the perpendicular axes x and y
(1/D, ~ 4 ns).

Such nitroxide spectra were first observed in sonicated phospholipid dispersions and
oriented erythrocytes [42] and the method has become very famous in membrane re-
search (lipid bilayers), since a variety of information can be obtained. This includes the
flexibility gradient of the alkyl chain at different positions [40-41], local viscosity measure-
ments, rates of lateral diffusion and rates of transmembrane motion. For a review see ref.
[47]. For a theoretical treatment of rapid anisotropic motion see ref. [46], where general
equations for the tensor elements are given for different models of motion. Besides (uni)-
axial rotational diffusion, these models include rotation about an arbitrary axis that is

present in other elongated spin labels like cholestane.

2.8 Numerical Simulation of EPR and ENDOR Spectra

For detailed interpretation of EPR and ENDOR measurements, computer simulations are
necessary. In order to calculate the exact eigenvalues of the general spin Hamiltonian, a
numerical solution of the secular equations has to be derived. As mentioned, the
appearance of the spectrum does not only depend on static interactions but also on
dynamic processes on the timescale of the respective EPR experiment. Thus, for many

spectra simulations are necessary for their reproduction and recovering of underlying
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structural and dynamic parameters. These tasks are taken into account by the software
package EasySpin [48]. Full details about the sofware can be found in [49-51]. Here, the
concept is presented in the depth necessary for interpretation of the spectra obtained in

this work.

2.8.1 Dynamic Regimes in CW EPR

In CW-EPR the EPR timescale is determined by the spectral anisotropy Aw, which is the
maximum difference between the line positions, when the orientation of the paramagnet
is varied. Typically, for nitroxides Aw/2m~ 130 MHz at X-band [51]. All dynamic processes
that are not frozen on this timescale have an influence on the lineshape. The most
important dynamic process is molecular tumbling, that is a random rotational motion that
modulates the resonance frequencies and gives rise to fluctuating local magnetic fields,
which induce transitions. This diffusional process is characterized by the rotational
correlation time T, the characteristic time after which molecules with initially identical
orientations loose their alignment. Comparing Aw with the rotational diffusion Tcory = four
dynamic regimes can be distinguished (illustrated in Table 2.2): (1) isotropic limit, (2) fast
motion, (3) slow motion and (4) rigid limit. Note, that the boarders between the regimes
are not sharp and that the terms ‘slow’ and ‘fast’ do not refer to the absolut velocity of
reorientation but are understood relative to the spectral broadening. For each regime, line
positions (resonance fields), intensities and widths are computed with a different

algorithm.

e Isotropic limit (tcorr!/Aw > 1000, Teorr<~1 ps)

In the isotropic limit the paramagnetic molecules are tumbling fast which averages out
anisotropic interactions. The observed parameters are the isotropic g-value, g;s, and the
isotropic hf coupling constant, a;s, and the spectrum consists of symmetric (Gaussian) lines
with equal width. Such spectra are obtained for organic radicals in low-viscosity solutions
at room temperature. Spectra with one electron coupled to one nucleus can be computed
by analytical diagonalization of the isotropic spin Hamiltonian with the EasySpin function
‘garlic’. The resulting energy levels as a function of the magnetic field are given by the
Breit-Rabi formulae [52] and the resonance field is calculated numerically. The transition
probabilities are assumed to be equal.

Input parameters for the simulation are the g;,, and a;s,-values, the nuclear isotope (**N)
and the lineshape and -width, which can be Gaussian, Lorentzian or Voigtian. The mw

frequency and sweep width are needed as experimental parameters.
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e Fast motion regime (1000< Tcorr!/Aw > 1, Tcorr~0.1 ns)

In this regime the rotational motion is fast and the spectrum appears like in the isotropic
case, but the line width now varies with m;. For simulation of fast-motion spectra also the
EasySpin function ‘garlic’ is used, but the linewidth for each line is calculated separately.
Based on the Redfield-theory, the apparent line width of the m;th line is given by the
Kivelson formula [53]:

T;1(m;) = Ay + A+ Bm; + Cm? (2.44)

The terms with coefficients A, B and C describe the broadening contribution from
rotational motion and A, from all other broadening effect. With known g- and A-tensors
(principal values), the isotropic rotational correlation time T, can be calculated exactly.
The A and B terms depend on both tensors (g and A) and are thus field-dependent, e.g. at
higher magnetic field an increased broadening is found.

As input for the simulation (‘garlic’) the g -and A -tensor (in their PAS) and additionally the
isotropic rotational correlation time 1., are needed. Each tensor may have an arbitrary
orientation with respect to the molecular frame, specified by three Euler angles (see
Appendix).

e Slow motion regime (1< tcorr'!/Aw > 0.001, Tcorr~1 nS)

The rotational motion of the nitroxide is slower and the spectrum looses the similarity to
the isotropic case. The lines are substantially broadened, become asymmetric and
distorted. The theory for slow-motional CW EPR spectra was developed by Schneider and

Freed [54] and is based on the stochastic Liouville equation (SLE):

Sx@.0 = ~i[H(0).0@.0] - Tlo@ ) (@] (249

The SLE describes the time dependence of the density matrix o in terms of the spin
Hamiltonian H and the diffusion superoperator I,. 0, is the density matrix in thermal
equilibrium and all quantities depend on the orientation Q. With an out-of-equilibrium

density y = 0 — g, equ.(2.45) can be rewritten:

%a(ﬂ, t) = —[iH*(Q(8)) + o] x(Q,¢) = —L(Q, ) x(Q, 1) (2.46)

Where H* is the Hamiltonian commutation superoperator and L the sochastic Liouville
superoperator (L = [iHX(ﬂ(t)) + FQ]).
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Table 2.2 Timescale of rotational dynamics accessible by continuous wave (CW) EPR spectroscopy and
representative spectra at 9.4 GHz (X-band). The spectra were simulated using the EasySpin functions as

denoted in the right arrow. t.,,: rotational correlation time, Aw: spectral anisotropy (for nitroxides at X-band
Aw/21~130 MHz) [51].

Dynamic X-band CW Theoretical EasySpin
Regime EPR spectra basis function
imr
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The absorption signal that can be measured by CW EPR is:
I(Aw) o< Re(viu) (2.47)
(L+iAdw)u=v (2.48)

v is the supervector that describes the x magnetization and Aw is the frequency offset
from the center of the spectrum. In numerical simulations, superoperators are represented

by matrices and supervectors by column vectors.

The diffusion matrix I\, depends on the model for the roational motion. Most commonly
this is Brownian diffusion. Other models are jump diffusion and free diffusion. In the
former, the resting molecule jumps instantaneously into another orientation, while in the
latter it rotates directly and unimpeded to another orientation. For isotropic Brownian

motion, the motional operator [ is given by:
Ih=-D,V§ (2.49)

where D, is the Stokes-Einstein coefficient of rotational diffusion and Vﬁ, is the angular

Laplacian operator. The rotational correlation time t.,., is related to the rotational
diffusion D,. by:

(2.50)

Within the Stokes-Einstein hydrodynamic framework, ... can be correlated to the solvent

viscosity  and tmeperature T (only valid for spherical molecules):

4mnr3

Teorr = kT (2.51)

In contrast to the isotropic and fast-motion regime, the quantities v, I; and H* are
orientation dependent. Thus, three Euler angles might be used to desribe the rotation as
explained in Section 2.2.2. However, Wigner rotation functions D%,, () (with L > 0 and
—L < K, M < L) are more convenient, since they are eigenfunctions of the rotational
diffusion operator. Each of this functions Dg, (Q) describe a continous orientational
distribution and by performing linear combinations any distribution can be modeled. The
higher the values for the parameters L, K, M, the stronger the oscillation of the function as

illustrated in Figure 2.16.
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Figure 2.16 Rotational basis functions Dk, (Q), all with M = 0. Black and white corresponds to negative and
positive values. Since M = 0, the functions depend only on two Euler angles that describe the orientation.
The figures are taken from [51].

The orientational distribution is represented by a linear combination of infinite rotational
basis functions DE,, (). For practical reasons the basis size is truncated to a number N by
specifying maximum values for L, K, M so that the error produced is minimum. If too few
orientational basis functions are used, the spectrum will show oscillating noise. For each
Dk, (Q), the number P of EPR transitions and dynamic processes are included in the
computation. Thus, the total number of basis functions for the representation of the
Hamiltonian and the diffusion operators is PN. Then, the simulation of the spectra involves
three steps: (1) construction of the matrices H*,I;; and vector v in the basis, (2) tri-

diagonalization of L = iH> + I, (3) use of L for computation of the spectrum.

The function ‘chili’ is used for computing slow-motion spectra. For microscopically oriented
samples, like lipid bilayers or liquid crystals, an ordering potential can be included. As input
for dynamic simulation parameters an isotropic or axial diffusion tensor can be defined.
Further, Heisenberg spin exchange can be included for computation, which is specified by

the exchange frequency wg,.

L ngld llmlt (Tcorr_l/AOJ< 0001, Tcorr>1 MS)

In the rigid limit the paramagnetic molecules are immobilized and show no translational or
rotational motion. The spectrum reveals full anisotropy of all interactions. Such spectra are
obtained for powders, frozen solutions and glasses at low temperatures (depending on the
solvent this temperature may be reached between -10°C to -80°C). Powder spectra can be
calculated with the function ‘pepper’. It calls the function ‘resfields’ to calculate spectra
over a triangular orientation grid. The grid is chosen to coincide with the symmetry of the
Hamiltonian. The spectra are then calculated for every point of the grid and are
interpolated with cubic polynomials- splines, in order to get data for a much finer grid. This
procedure quickly yields many more resonant position, intensity and linewidth data than a
calculation for every single orientation [51]. Such subspectra are computed with the
assumption that within the given triangle the resonance positions vary linearly. The line

intensities are calculated proportional to the population difference of the two levels
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involved in the transition. The anisotropic line width is assumed to be Gaussian due to
inhomogeneous broadening by unresolved hf-splittings (see Section 2.7.3) or random
variations of the molecular structure around the unpaired electron spin, which leads to
small distributions of the principal values of the g- and A-interaction tensors (so called
strain). Both types of broadening give orientation-dependent line widths and frequency
units, and as a consequence of the A-strain the high-field EPR line exhibit m;- dependent
broadening, but unlike in the fast-motion regime, this asymmetric broadening is due to
static distributions and not dynamic processes.

The EPR spectrum is then constructed from the positions, intensities and widths of all
transitions and summed over all contributing orientations (the number orientations is
automatically chosen from ‘pepper’). The resulting computed spectrum eventually can be
fitted to the experimental spectrum.

The simulation of oriented phases such as liquid crystals can be included by a weighting

factor during the summation of the subspectra.

e Simulation of ENDOR spectra

The function ‘salt’ is used for the simualtion of ENDOR spectra, the algorithm is similar to
the used in ‘pepper’, both provide an identical powder averaging, but the computation of
line positions, intensities and widths is different in ‘salt’. The computation of line positions
is dependent on the Larmor frequency of the nucleus in the paramagnetic molecule
coupled to the electron spin. The presence of further (strongly) coupled nuclei result in
second-order line shifts. For nuclei with I > 1 the nuclear quadrupole interaction affects
the line position. The function salt accounts all of these effects and is based on numerical
computation of the energy levels by diagonalizing the spin Hamiltonian. The involved
energy levels only need to be computed once for each orientation, since the magnetic field
position is kept constant during an ENDOR experiment.

The line intensity for each ENDOR transition is a product of three terms: (i) the ENDOR
transition rate (includes hf enhancement), (ii)a polarization term and (iii) a selectivity factor
(accounting for those ENDOR transitions whose one level is also involved in the EPR

transition that is saturated).
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2.9 Pulsed EPR Spectroscopy

Pulsed EPR is an approach to measure the response of the electron spins that are excited
(usually tens of nanoseconds) with microwave pulses. CW EPR spectroscoy is usally the
most efficient way to record an EPR spectrum. However, this method observes the
complete spin Hamiltonian and provides spectra that contain a lot of information that
cannot be separated into the different contributions. The power of pulsed EPR is the
targeted manipulation of the spin system by pulses to produce a signal that contains only

the desired information, like hf or electron dipolar interaction.

Most EPR pulse sequences are based on the free induction decay (FID) and Hahn echo (see
Section 2.9.1). Typically, a pulse sequence can be divided into time periods: (1) the
preparation, (2) free evolution, (3) mixing and (4) the detection period.

The preparation period (1) consists of a series of of pulses and delays that remains constant
for the measurement. Its function is to convert the initial equilibrium magnetization M into
into some nonequilibrium magnetization at the start of the evolution period. During the
evolution time (2) different processes make the system to evolve, then modifying its non-
equilibrium state. In some experiments a mixing period (3) can be present at this stage. The
detection period (4) starts with one or more mw pulses during which the spectrometer
collects the FID of the excited spins. The detection process involves sampling (digitising) the
oscillating FID at regular time intervals dictated by the Nyquist condition for an appropiate
aqucisition period. The collected data is Fourier transformed to produce the required
frequency domain spectrum.

The quantum mechanical description of the spin evolution under the influence of the
applied pulses is quite complex and beyond the scope of this introduction. It can be found

in textbooks [55]. In the follwing only a short summary of the used experiments is given.



2 Principles of Electron Paramagnetic Resonance Spectroscopy 51

2.9.1 Primary Electron Spin Echo (ESE) Experiment

In the primary (two-pulse) echo experiment the sequence is ©/2-1-n-t-echo (see Figure
2.17 a) and the echo amplitude is recorded as a function of the field position B,. It is the

pulsed analogue to a CW EPR experiment.
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Figure 2.17 Electron spin echo experiment (a) pulse sequence, (b) recorded nitroxide signal.

The first pulse excites spin transitions and cause the appearance of a free induction decay
(FID) signal, i.e. an oscillating macroscopic transverse magnetization. Here, the flip of the
magnetization vector from the z-orientation is achieved by applying a pulse that causes a
90° flip (w/2) into the -y-direction. The signal decay is caused by a scattering of precession
frequencies of spin packets due to field inhomogeneities or spin-spin interactions. Due to
technical reasons, the observation of the FID is hard to achieve (spectrometer dead-time of
~ 100 ns after the first pulse). If a second w-pulse after a time delay 1 is applied, the phase
of spin precesion in the xy-plane is changed (which coresponds in the vector model a 180°
flip in the xy-plane) and the precessing spin packets will refocus after the time t in +y-
direction. This is the spin echo.

The phase memory time T,,, governs the decay of transverse magnetization created by the
first m/2-pulse, while the spin-lattice relaxation time T; (that is of the order of 10° s)
governs the decay of the longitudinal magnetization created by the w-pulse. Thus, the
dependence of the echo signal amplitude on the time delay t is a factor of (1) the
relaxation processes T,, and T; and (2) hf interactions with nearby magnetic nuclei causing
oscillations in the echo signal decay or “electron spin echo envelope modulation”. Since
processes (1) and (2) are mutually independent, it is possible to obtain information about
the nuclear environment around the unpaired electron. However, the hf interaction can be

obtained more precisely from hyperfine spectra, as will be discussed in Section 2.9.4.
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2.9.2 Relaxation Measurements

There are several methods to measure longitudinal T; and transversal T, relaxation times.
Here the inversion recovery experiment is described for T; and the 2-pulse ESEEM
experiment for T, measurement. For the processes that contribute to relaxation as well as
for basic relaxation theory the reader is referred to standard textbooks [25, 33], this

section is focused on the pulse experiments and the data processing.

intensity /a.u.

0 500 1000 1500 2000
Recovery Time /us

a) b)

Figure 2.18 Inversion recovery pulse sequence (a) for the measurement of the longitudinal relaxation time T;
and obtained experimental signal (b).

The experiment is based on the inversion of the magnetization with a © pulse in -z
followed by signal detection via the Hahn echo. The time T between the inversion pulse
and the detection sequence is incremented, thus, it is possible to observe the recovery of
the spin system. To minimize contribution from spectral diffusion to the signal the first
pulse is hard, whereas the detection sequence uses soft pulses. Nevertheless, spectral

diffusion cannot be neglected.

The obtained signal can be fitted by:

I(T) =1, [a — 2exp (Tll)]' (2.52)

with [, the echo intensity extrapolated to zero time. In the ideal case (inversion of all spins
by the initial m pulse) a = 1, however, due to the limited excitation bandwidth and

spectrometer dead-times a is usually much smaller than 1.

For the measurement of the transverse relaxtion time T, the Hahn echo sequence as
depicted in Figure 2.19 (a) can be used, where the echo intensity is recorded as a function

of the time 1. The echo is observed at the the time 2t after the first pulse. Incrementation
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of the time 7 yields the echo envelope modulation due to the coupling to nearby nuclear

spins. This ESEEM modulation on the echo decay can be seen in Figure 2.19 b.
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Figure 2.19 2-pulse ESEEM sequence (a) for the measurement of the transversal relaxation time T, and
obtained experimental signal (b). The difference to the standard Hahn echo experiment is that the position
of the refocusing 7 pulse is increased in steps of AT, i.e. the echo position is increased by 2AT.

Again, in ideal case the signal can be fitted by a single exponential decay with characteristic
time constant T,, which is rather rarely obtained since the transverse relaxation time is a
product of different independent processes (spectral diffusion, instantaneous diffusion,
dipolar relaxation, cross relaxation). In this case the decay can be analyzed as a biexpo-
nential or a stretched exponential decay.

In the present work, a home-written program was employed that assumes that transverse
relaxation time can be described by a stretched exponential decay [56]. Thus, the time-

domain signal I(T) is given by:

2T\*
I(T) = I exp l— (T_z) l, (2.53)

where the parameters x (stretch factor) and T, describe the shape of the echo decay. ESE
data are fitted to eq. (2.53) using a Levenberg-Marquardt algorithm. The interpretation of
realxation data based on stretched exponentials is less straight forward as with single
exponentials, nontheless valueable insights into the radical’s environment, that strongly

effects ESE decay can be obtained.
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2.9.3 Double Electron-Electron Resonance (DEER) Spectroscopy

Double electron-electron resonance (DEER) is a pulse EPR method to determine interspin
distances between electron spins in the range of 1.5-8 nm [10]. It is the analog of spin echo
double resonance (SEDOR) techniques in solid state NMR. The physical basis for distance
measurements is the dipolar interaction between the electron spins is a function of the
distance between them and their mutual orientation as developed in Section 2.5.2. Thus
the distance can be calculated without calibration.

The original DEER pulse sequence is based on a primary echo and was developed by Milov
(3-pulse DEER) [57-58] and further improved to the dead-time free 4-pulse DEER [17], that
made it possible to obtain the distance distribution and, since it is a constant-time
experiment, it keeps relaxation contributions (T;,,T,) to the echo amplitude constant.
Besides the distance and distance distribution the modulation depth of the dipolar
spectrum can be used to calculate the number of coupled spins [58-59]. These advantages
allow to gain valuable structural information from samples in which other techniques like

X-ray crystallography or solution NMR prove difficult.

The pulse sequence (Figure 2.20 a) involves two microwave frequencies that excite
separately different spin packets. The sensitivity of the DEER measurement depends on the
total amplitude of the observed echo and on the fraction of pumped spins that determines

the modulation depth, thus the pump pulse at the frequency v is applied at the

pump
maximum of the EPR spectrum (see Figure 2.20 b) and with a maximum excitation
bandwidth of the observer pulses. For nitroxides at X-band the global and local maximum
are separated by roughly 65 MHz, thus, a pump pulse of 12 ns and observer pulses with 32
ns can be applied without causing overlap.

On an observer spin packet in the powder spectrum with resonance frequency w,s (black
arrow in Figure 2.20 b) a refocused echo is performed. The evolution period of fixed length
T, + T, starts at the end of the second preparation pulse and ends with the & pulse in the
observer channel that initiates the detection period. During the evolution the spin packets
diphase, undergo a phase conjunction at the © pulse and rephase to form a refocused echo

at the time 2(7; + 75) that is detected.
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Figure 2.20 a) The 4-pulse DEER sequence and b) positions of the observer (w,s, black arrow) and pump
(Wpump, grey arrow) frequency in the nitroxide EPR spectrum. For nitroxides at X-Band the frequency
difference is Aw~65 MHz.

During the evolution period a pump pulse at the frequency wyym, (grey arrow in Figure
2.20b) is irradiated that will only cause electron spin flips in the spectrum near wyymp.- If
one of those spins is dipolar coupled to an observed electron spin, the observed one
undergoes a frequency shift equal to the dipolar coupling wg;,. The dipolar interaction
causes an oscillation in the echo intensity with a period that is characteristic of the
interspin distance.

Using the point-dipole approximation the DEER echo amplitude I;,:4(t) is given in the
high-field limit by:

Lintra(t) = cOS (weet) (2.54)
_ _ MOgng.u% 1 2 (2 55)
Wee = Wyip +] = T anh T'_3(3COS 6—-1)+] .

In eq. (2.55) w,, is the electron-electron coupling frequency, and J the exchange coupling
constant, that can be neglected for interspin distances >1.5 nm for non-conjugated
systems.

For randomly distributed spin pairs and in absence of orientation selection the Fourier
transform of I, (t) yields after the performance of a proper background correction the
Pake pattern (see Figure 2.8 b). The background correction separates homogeneous intra-
from intermolecular dipolar interactions. The homogenous contribution is dependent on

the volume spin concentration c and the fraction of pumped spins:
Linter (t) = eXp(_KCFpumpt) (2.56)

Whit the constant parameter k:

= 2”#0#1%9192

2.
9v3h (237)
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One difficult aspect of DEER measurements is the extraction of the distance distribution
function from the experimental data. This is an ill-posed mathematical problem in which
the calculation of the DEER time domain spectrum from a distance distribution is easy, but
the recovery of the distance distribution from a DEER spectrum is not possible since many
distance distributions can reproduce the experimental data within a given noise level. The
common approach is to assume a particular distribution function, e.g. Gaussian distribution
and fit a small number of parameters, like the mean distance and standard deviation until
the best fit of the DEER signal is obtained. Different distribution models are included in the
software DeerAnalysis2008 [60].

2.9.4 ENDOR Spectroscopy

Electron-nuclear double resonance (ENDOR) spectroscopy detects NMR transitions as
induced by an incident radio-frequency (rf) fields that are applied in conjunction with a mw
field. The NMR transitions are not detected directly, but through the change in the EPR
signal intensity. Thus, it is often called “EPR-detected NMR”. It is used to determine the
geometric and electronic structure of paramagnetic entities from hyperfine interactions
that are too small to be resolved in the EPR spectrum and measures the NMR frequencies
of those nuclei that are hf coupled to the unpaired electron spin. Thus, it is possible to
identify the coupled nuclei and gain structural information regarding the close
environment.

The ENDOR experiment can be carried out in CW or pulsed modes. CW ENDOR is only used
for liquids and provides the isotropic hf coupling constant, while in solids both, isotropic
and anisotropic hf interactions are observed. In EPR spectroscopy, the number of
transitions increases multiplicatively (I1) with the number N of non-equivalent coupling

nuclei:
N

NEPR = n(Zlk + 1), (258)

k=1

but in ENDOR only additive (X) behavior is obtained:

N
Newbor = 4 ) i, (2:59)
k=1

which leads to a strongly reduced number of lines compared to CW EPR spectra in
particular for complicated spin systems.
Pulsed methods have become very popular in recent years, since a variety of pulse

sequences are available [61-63], which yield undistorted line shapes. Finally, The ENDOR
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intensity does not depend on the delicate balances between electron and nuclear spin

relaxation rates and the power applied This simplifies signal analysis even further.

e Orientation selection

EPR spectra of nitroxides in frozen solutions result from the superposition of EPR signals
from all molecular orientations with respect to the outer magnetic field. Depending on the
magnitude of the magnetic field By, the g-anisotropy and the inhomogeneous line width
due to unresolved hf couplings, each field position in the EPR spectrum represents a
specific manifold of relative molecular orientations from the entire orientation distribution.
Going from conventional X- (~9.4 GHz) to W-band (94.5 GHz) frequencies, the increase of
the Zeeman energy will lead to a higher spectral resolution in the EPR spectrum (see
eq.(2.36)). Especially for nitroxides, which have only small g-anisotropies (in the range of
103 to 10™), the respective increase of By to 3.4 T is necessary to resolve the g-tensor
principal values [1]. This is not yet possible at X-band and only partially achieved at
intermediate frequencies (e.g. Q-band, 35 GHz). If the g-anisotropy is larger than the
hyperfine interaction (as it is the case for nitroxides at W-band), specific turning points in
the spectrum can be used to select molecules with specific orientations to the magnetic
field. From these magnetic field positions (see Figure 2.21) “single-crystal-like” ENDOR
spectra can be obtained equivalent to those from oriented single crystals, and hf tensors
can be elucidated with respect to the g-tensor principal axes system. This is commonly
known as “orientation-selection” or “angle-selection” [64] and was first introduced 1970 by
Rist and Hyde [65].
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Figure 2.21 a) ESE-detected EPR spectrum of a nitroxide at 94.14 GHz. The field positions that correspond to the
canonical values of the g-tensor g,,, gy, and g,, are marked with an arrow. The unit spheres show the
representation of orientation selections for the field positions as determined from the simulation, and that were
used for simulation of ENDOR spectra. b) Nitroxide molecular frame.

e ENDOR of a system S=1/2,1=1/2

The resonance condition for an ENDOR transition is calculated using the spin Hamiltonian
given in eq. (2.36), with the EZ and HF terms. At high field, the ENDOR frequencies for an
axial system can be described in first order approximation:

A
VO('B = 1|V i E| (260)

Where A is the hf coupling, that contains both, isotropic and anisotropic contributions as
given in (2.16). This yields a doublet of symmetrically situated lines about the nuclear
Larmor frequency v;(see Figure 2.22 b,c). For weak coupling, |v,| > |A/2| (see Figure
2.22b), e.g. for protons (*H) at 94.5 GHz the first order approximation is valid because of
the large vy, ~140 MHz at this frequency.
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Figure 2.22 Energy level diagrams (a) and line spectra (b,c) of ENDOR transitions for a spin system S = 1/2,
I = 1/2 with isotropic g-factor. For a;5, > 0 the resulting ENDOR frequencies are shown for weak (b) and
strong (c) coupling. The EPR transitions are colored in blue and the ENDOR transitions in red. During an
ENDOR experiment, an EPR transition (2->4) is driven at resonance and partially saturated. If the varying
radiofrequency is resonant with a nuclear transition, the respective NMR transition (2->1) is induced. The

selection rules for ENDOR are Amg = 0 and Am; = +1.

For I > 1/2 (e.g. deuterons, ’H) the nuclear quadrupole interaction also becomes simpler

at high field and can be treated in frist order [25].



2 Principles of Electron Paramagnetic Resonance Spectroscopy 60

e ENDOR pulse sequences

The Davies [62] and Mims [61] ENDOR sequence are illustrated in Figure 2.23 (a) and (b),
respectively. The ENDOR spectrum is obtained by recording the echo intensity as a function

of the radiofrequnecy.
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Figure 2.23 Pulse sequence for the Davies- (a) and Mims- ENDOR (b) experiment.

The Davies-ENDOR sequence is based on a selective excitation of one of the EPR
transitions, thus, this sequence is suitable for systems with medium to large hf couplings
(A > 2 MHz). For the second method, Mims-ENDOR, the pulse length is chosen very short
in order to excite the whole bandwidth of the electron polarization. After the first two
pulses, the spins are not inverted over the entire inhomogeneous EPR line since a spin
packet with a dephasing frequency of nmr/t (with n=1,3,5...) in the rotating frame wil be
turned back into positive polarization by the second m/2 pulse. Rather a sinusoidal
magnetization pattern (Figure 2.24) is created by the preparation pulse sequence with the
encoding frequency w = 2m/t [66-67]. This function is shown for different 7/t, ratios,
where the mw field strength is chosen in such a way that the flip angle for spins with
Aw = 0 fulfills the condition 2mwt, =m/2. For 7 =0 (a) the function of a m-pulse is
obtained. The other two ones are calculated with 7 = 4t,, (b) and 7 = 8t,, (c) and show in
principal the periodic pattern with a mean periode of 7 + t,,, where small distortions at
small t-values are indicated. This relative simple pattern in the frequency domain
corresponds to a very complicated population pattern in the level scheme, and therefore

impedes the discussion of the ENDOR effect in the level scheme.



2 Principles of Electron Paramagnetic Resonance Spectroscopy 61

I =
or (@)
t=0

- 1 1 1 1 1 1 1

-2 -1
1 7
M,
ol (b)
r:4tp

-1 I I I I

-4 3 2 1 0 1 2 3 4
l \/\/ T

o \/ MC) 4

T= 8tp

.l L L L L L |

-4 -3 2 1 0 1 2 3 4

Aw
w

Figure 2.24 Calculated EPR spectrum after the preparation period (after the second n/2 pulse) in a Mims-
ENDOR experiment (with Aw the offset frequency in the rotating frame). For different interpulse delays t the
magnetization pattern M, /M, gets finer. t, is the length of the mw pulse. The spacing is given by the hyper-
fine coupling A by 27t/.

The following rf pulse is capable of moving spin packets within the polarization pattern by
driving nuclear spin transitions. The drawback of the Mims sequence is the existence of
blind spots, where no magnetization is transferred from one maximum (minimum) to
another maximum (minimum) in the polarization pattern. Thus, hyperfine couplings of the
strength A = n/t (with n=1, 2, 3...) cannot be detected. In Figure 2.24 the polarization
pattern for different interpulse spacings t is shown.
Mims-ENDOR is particular suitable for detecting weakly coupled nuclei, whose hf coupling
constants are small as compared with 1/7.
The intensity of the ENDOR response depends on the strength of the hf coupling according
to [25]:

[~1 — cos (2mAT) (2.61)

In pulse ENDOR, two common artifacts are present in the spectra: baseline distortion and
asymmetric ENDOR intensities [68]. Baseline distortions are due to heating of sample and
resonator by the RF pulses which changes the resonator coupling and match-
ing. Asymmetric intensities are a phenomenon arising from the interplay of numerous
relaxation processes in the system. These two artifacts can be eliminated via the stochastic
excitation mode. Therefore in each scan, a random excitation, not a continuous sweep, of

RF frequencies is applied resulting in truly stochastic excitation of the sample. The heating
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profile of each scan is different and baseline problems are eliminated through averaging.
This leads to sensitivity enhancement for slowly relaxing species, for which a very long

repetition time had to be used in order to avoid saturation of the NMR transitions.

For the pulsed ENDOR experiments in this work the couplings detected are smaller than
6 MHz for *H and smaller 4 MHz for 2H. Thus, for *H only Mims-ENDOR was applied. For 'H

nuclei both methods were used and their information were combined (see Chapter 3.3.2).
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3 The Solvation of Fremy’s Salt Studied with
High-Field Pulse ENDOR Spectroscopy

In this chapter the experimental work on the solvation of a small probe molecule in binary
solvent mixtures is summarized and interpretation of the experimental results is given. The
chapter starts with the motivation of using Fremy’s salt as spin probe to investigate the
solvation around this ion and presents the investigated samples. In the next section,
performed experiments are described, followed by explanation of the accompanying
molecular dynamics simulations. In the last section the solvation characteristics of the

molecule in methanol/water mixtures is discussed.

3.1 Introduction

3.1.1 Motivation

Solvation in aqueous solutions has been a most intensive studied problem in chemical
physics. The understanding of ion solvation in multicomponent systems is crucial for nearly
every chemical reaction [69], for electrochemistry [70] and is fundamental for under-
standing the role of ions in biological systems. lons in solutions interact with one another
and with solvent molecules. In mixed solvents the solute may interact much more with one
solvent species, thus, changing the composition of solvation shell from that of the bulk.
This phenomenon of “preferential solvation” [5] makes the solute-solvent and solvent-
solvent interactions more complex in mixed solvents than in pure ones. If the preference
proceeds to the extremity that one solvent is practically excluded from the vicinity of the
solute, it is called “selective solvation” [5]. The comprehension of these phenomena may
help the elucidation of kinetic [71-72], spectroscopic [73-74] and equilibrium [75-76] data
in binary mixtures. Thus, preferential solvation has been studied extensively during the last

years by applying experimental [73, 77-85] and theroretical [86-94] methods.

The study of solvation of paramagnetic ions with methods of electron paramagnetic
resonance (EPR) spectroscopy was established more than 20 years ago, in particular for
transition metal ions [95-100]. The solvation of shell of the VO* ion was one of the first
examined with continous wave (CW) electron nuclear double resonance (ENDOR)
spectroscopy [96, 98], a method that was already introduced in 1956 [101]. These

measurements were restricted to paramagnetic ions that exhibit large g-anisotropy even
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at low magnetic field. Today, modern spectrometers operating at higher magnetic field

offer the possibility to study systems with very small g-anisotropies like nitroxides.

EPR spectra are very sensitive to environmental changes like polarity of the solvents, and
especially the A,, principal value of the nitrogen hyperfine tensor and the g,, principal
value of the g-tensor were found to depend on the local dielectric medium and hydrogen
bonding to the N-O group. This allows their use in biochemical research of diamagnetic
proteins in combination with site-directed spin labeling [102-104]. Although in such EPR
measurements binary solvent mixtures are usually employed because of the need for an
cryoprotectant (pulsed measurements are usually performed at cryogenic temperatures)
the effect of the nitroxide solvation is only rarely discussed. In this study, we chose Fremy’s
salt as a simple model ion to investigate its solvation in binary water-organic solvent

mixtures.

In magnetic resonance spectroscopy Fremy’s salt is used as an EPR standard for g-value
determination and radical quantitation [105]. The CW EPR spectrum of Fremy’s salt in
solution [106-110], single crystal [111-112], trapped crystal matrix [113-116] and frozen
solution [117] is well known and was one of the first investigated. Like all nitroxides,
Fremy’s salt exhibits a characteristic three line pattern with a spacing between adjacent
lines of 13 G [106]. The unavailability of intermolecular protons that usually cause line
broadening due to unresolved hyperfine splitting leads to very narrow lines and line shapes
that are almost purely Lorentzian-like [109]. It was proposed as internal thermometer in
solution EPR due to the sensitivity of its **N hyperfine splitting towards temperature [118].
The radical is widely used as model for reactive oxygen species (ROS) [119] (e.g. peroxyl or
superoxyl Oy, both important oxidizing agents in cells): it reacts with antioxidants (e.g.
ascorbic acid) similarly to ROS [120-122], allowing the investigation of the induced
reduction of Fremy’s salt by different natural compounds. Combined with stopped-flow
EPR spectroscopy, insights into kinetics and mechanisms were obtained for aqueous
solution [122] and micellar systems, which mimic living cells [120]. Recently, the narrow
lineshape of FS - resulting from the lack of unresolved *H hyperfine splittings - has been
utilized in new applications. It could e.g. be used to study the distribution of counterions in
polyelectrolyte systems in solution [123-125] and for NMR signal enhancement by dynamic
nuclear polarization (DNP)[126].

Thus, from the magnetic resonance point of view the nitrosodisulfonate ion is a versatile
spin probe. However, ENDOR measurements on Fremy’s salt are rarely found in the
literature [127].

Further, there is an active research field devoted to mechanistic studies of Fremy’s salt
oxidation reactions in organic and inorganic chemistry [121-122, 128-130]. As one of the

simplest odd electron species, its reactions with metal-centered reducing agents in
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aqueous media have also been investigated [129, 131-132]. Particularly, these redox
reactions give insights into electron-transfer mechanisms in solution.

Beside electronic effects the solvation plays a crucial role for reactivity and regioselectivity
of nearly every agens in chemical reactions. Thus, different regioselectivities can usually be
observed in different solvents [69]. The understanding of solvation is a prerequisite for

understanding the effects of solvents and their mixtures on reaction rates and equilibria.

Methanol-water mixtures were chosen as binary solvent systems for Fremy’s salt due to
their widespread use e.g. as custom reaction media in organic synthesis [69]. It was found
that a higher methanol content is responsible for enhanced kinetics in some oxidation
reactions [133]. The size of polymer particles synthesized by dispersion polymerization in
methanol-water mixtures also depends on the methanol content [134]. Even the shape of
polymer-silica nanoparticles can be adjusted by the amount of methanol [135]. In
microemulsion systems primary alcohols are used as cosurfactants to reduce surface
tension of the interface [136]. In analytical chemistry methanol-water mixtures are most
frequently used to tune retention in reversed-phase liquid chromatography (RPLC) [137-
138]. Eluation characteristics of some solutes do not vary linearly with the total amount of
methanol and water, and it was first proposed by Katz in 1989 that the methanol-water
system is at least a ternary system with free water (water-clusters), free methanol
(methanol-clusters) and methanol-water clusters [139]. This has stimulated a lot of
research to investigate the properties of water-methanol mixtures over the whole
composition range by experimental and theoretical methods. Among others, this includes
density/refractive index measurements [139], heat capacity [140], IR [141], NIR [142],
Rayleigh scattering [143], X-Ray emission [144], neutron diffraction [145-146] experiments,
as well as MD simulations [147-148].

3.1.2 The Solvents Water, Methanol and their Mixtures

Pure water and methanol are rather small molecules that are in the liquid phase at room
temperature due to strong intermolecular hydrogen bonds. Their permanent dipole
moments are 1.85 D and 1.70 D [36], respectively, thus, water is only marginally more polar
than methanol. Water has two H-bond acceptor and two H-bond donor sites, leading to a
highly ordered, tetrahedrally structured network. This is a highly simplified view, though, as
research on the structure of bulk water has evolved different models, e.g. the clustering
model [149], the clathrate cage model [150], the broken down ice lattice model and the
significant structure theory [151]. A purely theoretical treatment of water structure and
properties is given in the books of Eisenberg/Kautzmann [152] and Ben-Naim [153] and will

not be discussed in this work.
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Among the alcohols, methanol is the closest analogue to water and therefore one of the
simplest organic solvents. Like water it is also a highly structured, associated liquid but due
to its single hydroxyl H-atom, methanol is only a single H-bond donor while the methyl
group does not participate in H-bonds. The H-bonds dominate the structural and dynamic
behavior of the liquid. Pure methanol forms clusters (CHsOH), of two (n=2) and more
molecules in cyclic or linear chains as visualized in Scheme 3.1. Winding chains with more
than three (n>3) methanol molecules are preferred. However, the results obtained by
experiment and simulation differ significantly depending on the method that was used. X-
ray and neutron diffraction data yield cyclic hexamers (n=6) [154] or chains up to ten
molecules with an average of three molecules [155]; from thermodynamic measurements
cyclic tetramers (n=4) [156] and penta -or hexamers [157] were concluded. MD simulations
predict mainly open chains from 2-6 molecules [158-159]. The scientific discussion in
literature about the structure of these two pure liquids has been an active field of research
for decades and computer simulations now show new insights on a molecular scale that so
far cannot be provided experimentally by measuring macroscopic properties. Especially
density functional theory (DFT) calculations combined with the recently developed
guantum cluster equilibrium (QCE) model [160] seem to be promising for the simulation of

liquid structures.

Scheme 3.1 Molecular structures in pure liquid methanol are
hydrogen-bonded chains and rings. The hexamers with n=6
molecules of methanol were chosen. The bulky methyl groups are
ordered in such a way to adopt most possible space, leading to
winded structures. In these structures each methanol molecule acts

6 as an one H-bond donor and one H-bond acceptor. The pictures are
adapted from Ref. [2].

Water and methanol are miscible over the whole composition range without phase
separation. There is an associated decrease in volume upon mixing indicating strong
interactions between the molecules. The mixing entropy increases less strongly than
expected for an ideal solution [161-163], in which all molecules are distributed randomly
and dielectric properties of the mixtures vary not linearly upon composition [164]. The
anomalous thermodynamic behavior of methanol-water (or generally alcohol-water)
systems is well-known and was traditionally explained by the “iceberg” model of
hydrophobic hydration. This model describes the hydration of non-polar molecules or sites
of molecules as enhancement of the water structure in the vicinity of the solute [163]
(ordering of water molecules around the hydrophobic part). This more than 50 year old
theory has been shown to be wrong. In 2002 new neutron diffraction data showed, that
incomplete mixing on the molecular level is the key for explaining the negative excess

entropy upon mixing [145] rather than restructuring of water (the number of H-bond in
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mixtures was found to be not significantly different from that in pure liquids). This was also

confirmed by X-Ray emission [165].

In this work isotope substituted methanol-water mixtures were used, where the chemically
different protons were marked (methyl protons from —CHs groups or exchangeable protons
from the hydroxyl-group —OH and water). An exchange of H,O by D,O will alter the
properties of water slightly. In D,O, the bond length is slighty longer (D,O: 95.75 pm, vs.
H,0: 95.718 pm) and the bond angle is slightly smaller (D,0: 104.474°, H,0: 104.523°),
thus, equilibrium length and angles of the isotopic molecules are nearly equal [152].
Classical mechanics predict the structures of liquids to be independent of isotope
substitution, but newer studies based on computer simulation and diffraction experiments
show that there actually is an isotope effect. DO seems to be more ordered than H,0O
[166] and for isotopically substituted methanol a maximum deviation of 10% from the
structure of non-substituted methanol was observed [167]. No data is available for
isotopically modified water-methanol mixtures but based on the known studies for the
pure liquids it should also show slight deviations. However, for the studied systems the
perturbation by the dissolved ion obviously the solvent structure to a much larger extent
than isotope modification, as will be seen in Chapter 3.3. Furthermore, with EPR we get
only exact information about the immediate surroundings, the first salvation shells of the
ensemble of paramagnetic centers. Structural information about the bulk solvent regions in
the system is not available with our methods and hence beyond the scope of this study.
The CHs group of methanol is quite bulky, which not only prevents strong electrostatic
interaction of the methyl group with other species, but also makes the methanol molecule
considerably more bulky as a whole. This, combined with methanol’s slightly lower dipole
moment, should result in water being the preferred solvent for charged solutes, like
Fremy’s salt.

Mims [61] and Davies [62] pulse ENDOR experiments are applied to study the solvation of
Fremy’s salt in methanol-water mixtures at 94.5 GHz. The main tool to achieve selectivity
concerning the solvation of the small probe molecule is the selective isotope modification
of either methyl protons (-CH3) of methanol or exchangeable protons from the alcohol-

hydroxy! (-OH) group and water (H,0).

3.2 Studied Systems

This section describes the main features of sample preparation (details are given in Section
7.1) with notice about Fremy’s salt decomposition and presents the investigated

methanol/water samples (Table 3.1).
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Fremy’s salt is soluble in water in large quantities. In aqueous solution, the orange
diamagnetic dimer dissociates into nitrosodisulfonate radical ions that appears as violet-
blue solution [168] according to Scheme 3.2. In this work the term ‘Fremy’s salt’ is used for
both forms, although strictly speaking Fremy’s salt (peroxylamine disulfonate) is the solid
form and the nitrosodisulfonate anion the monomeric form. The radical ion bears two
charges that favor the solubility in solvents with high dielectric constant, whereas it is
insoluble in dry organic (especially unpolar) solvents.
SO4K

K038\ 0O—N 038
N—-O/ \SoaK —_— 2 N—O +4K*

/ ;
KO5S 038
Fremy's salt

Scheme 3.2 Dissociation of Fremy’s salt dimer (orange) in aqueous solution into the paramagnetic
nitrosodisulfonate ion (violet).

The solutions undergo fast decomposition, making the handling of this spin probe rather
difficult. The rate of decomposition depends upon concentration, possible impurities, pH
and temperature. The optimum pH for stability was found to be around 8 [169]. KOH
solutions were explicitely used to adjust the pH in order to exclude the introduction of a
new ion species (carbonate ions by pH adjusting with K,CO3) into the system.

Fremy’s salt concentrations of 2.5 mM were used for all EPR and ENDOR measurements. To
reduce the inaccuracy due to weighing of small (milligram and sub-milligram) amounts of
substance, stock solutions with a higher concentration were prepared and successively
diluted. To this end, 10 mM Fremy’s salt stock solutions in water or deuterium oxide were
prepared. To reduce decomposition, a stock solution of 2 M potassium hydroxide was
added. Obtained solutions were diluted to 5 mM and stored at -18°C. This aqueous stock
solutions were mixed with methanol in volume ratios 70:30, 50:50 and 30:70 (molar ratio
xv= 0.51, 0.31 and 0.16 respectively) as listed in Table 3.1. They were prepared under
ambient conditions without the use of inert gases. Solutions with higher methanol ratios
(xm>0.5) were not prepared due to lower solubility of Fremy’s salt in these mixtures. Lower
concentrations could not be tested because even at the lowest tested methanol ratio the
signal intensity in echo detected spectra was already decreased. Lower methanol
concentrations (xv<0.16) do not form glassy solutions upon freezing within our
experimental set-up and therefore mark the lower limit for the methanol content. In purely
aqueous frozen solutions local crystallization will, first, change the solvation characteristics
and, second, complicate data analysis and is therefore not desired. All experiments are
analyzed under the assumption that the shock frozen solutions with methanol as
cryoprotectant, represent the solvation characteristics at room temperature (or more

precisely at the glass transition temperature). This is essential for data treatment.
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Some properties of pure methanol-water mixtures are plotted in Figure 3.1. Due to the
non-ideal behavior of alcohol-water mixtures empirical values were used for the viscosity
1, the density p and the molar volume Vy,. All shown properties are highly temperature
dependent and are only shown for ambient conditions, under which the samples were also
prepared (T~298 K). The temperature-dependent values for the dielectric constants were
taken from experimental data [170]. Isotopic effects were not taken into account, meaning
the data are strictly valid only for CH30H-H,0 mixtures. The studied compositions xy, are
marked with the dotted lines.
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Figure 3.1 a) Absolute viscosity n, density p and molar Volume V,,, for methanol-water mixtures as a function
of the methanol content in mol %. All data are given for T=295.13 K. Values are calculated from an empirical
power law series equation y = )7 a;x' where y denotes 1, p or V,, and x the alcohol mol percentage.
Constants a; for each quantity y were found by least square fittings to measured data at different
temperatures (adapted from Ref. [3]). b) Dielectric constant of methanol-water mixtures as function of
methanol content in mol% for different temperatures. At room temperature (T = 298.15 K blue line) pure
water shows ¢ = 79.5 and pure methanol ¢ = 33.7. The dotted lines indicate the studied compositions.

Table 3.1 Investigated samples of 2.5 mM Fremy’s salt in methanol-water mixtures. The properties of the
solvent-mixtures are listed for pure binary solvent mixtures at T=298.15K. Vy,,Vy: Volume ratio for methanol
and water, xy;, wy mole and weight percent methanol, &: static dielectric constant, n): absolute viscosity.

Solvent Vm:Vy Xm Wy € n
[mol%] [weight%] [mPas]
CD;0D : D,0 50:50 30.8 44.2 65.3 1.57
CHsOH : H,0 50:50 30.8 44.2 65.3 1.57
CHs;0OD : D,0 50:50 30.8 42.3 65.3 1.57
CD;0H : H,0 50:50 30.8 46.4 65.3 1.57
CDH,0H : H,0 50:50 30.7 44.9 65.3 1.57
CH;0D : D,0 30:70 15.0 23.9 76.5 1.47

CH;0D : D,0 70:30 49.1 63.1 52.9 1.34
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The main tool to achieve selectivity concerning the solvation of the small probe molecule
FS in this investigation is the selective isotope modification of either methyl protons (-CHs)
of methanol or exchangeable protons from the alcohol-hydroxyl group and water.

In the sample mixture CD3sOH-H,0 the non-exchangeable methyl protons are isotopically
substituted. In the solvent mixture CH30D-D,0 the exchangeable protons of the polar O-H
groups of water and methanol that can undergo fast exchange (at room temperature) are
exchanged by deuterons. This case is illustrated in Scheme 3.3. The advantage of this
approach is the selective ”switching off” of one chemical proton species (exchangeable or
methyl protons) in one measurement. In a 'H-ENDOR spectrum of the CH;0D-D,0 mixture,
only methyl protons will contribute to the ENDOR signal and in a *H-ENDOR measurement
of the same sample only exchangeable protons that are hyperfine-coupled to Fremy’s salt
will be monitored. This allows a simplified data interpretation.

Working at high magnetic field (W-Band, microwave frequency of 94.5 GHz) has two
advantages: (i) the g- and A-tensors of the nitroxide EPR spectrum are fully resolved, thus
allowing orientation-resolved EPR and ENDOR, and (ii) the Larmor frequency of *H is about
149 MHz and of °H at 23 MHz, hence they are well separated from each other.

"b

Scheme 3.3 Sketch of solvated a Fremy’s salt anion ON(SOs),” in a

‘. CH50D-D,0 mixture. Carbon atoms are shown in grey, oxygen atoms in

red, hydrogen atoms (*H) in white and deuteron (*H) in purple. In a ‘H-

ENDOR experiment only the methyl protons that are hyperfine-coupled

4 to Fremy’s salt contribute to the ENDOR signal. In a "H-ENDOR experi-

ment hyperfine interactions between exchangeable deuterons and the
nitroxide are monitored. It is not possible to differentiate between

J &‘\ hydroxyl-OH and water-OH protons.

3.3 High-Field Pulsed Experiments

Standard Mims and Davies ENDOR-experiments (Section 2.9.4) were applied to study the
solvation of Fremy’s salt in methanol-water mixtures at 94.5 GHz. Mims ENDOR was
recorded for both proton species (methyl and exchangeable protons) and both isotopes (*H
and 2H). Davies ENDOR was recorded only for the *H isotope for both proton species, since
the small deuterium couplings (~2 MHz) and weak signal intensities cannot be properly be
detected by the Davies ENDOR sequence. Measurements at W-band were performed at
20K. First, field swept echo detected EPR spectra were recorded to determine the field
position for ENDOR experiments. The characteristic turning points were assigned by visual
judgment and typical positions chosen are shown as red circles in Figure 3.2. It is obvious
from the figure that the high field position will have a worse signal-to-noise ratio. Even for

long measurements (~16-20h) the z-position could not give comparable S/N ratios to other
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positions. For the other field positions an adequate S/N ratio is usually obtained by signal

accumulation over two to five hours.
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Figure 3.2 a) The nitroxide group and its molecular coordinate axis system with the x-axes along the NO bond
and z-axes along the 2p, orbital. The g-tensor principal axes system coincides with the molecular axes and the
hyperfine tensor coordinate system [1] b) upper: Field-swept echo-detected EPR spectrum of 2.5 mM Fremy’s
salt in CH;0D/D,0 with a volume ratio of v/v= 70:30, recorded at 94.18 GHz and 20 K. The pulse sequence was
1/2-t-n-t-echo, with t;,= 48 ns, t,= 96 ns and t= 300 ns, lower: The pseudomodulated spectrum calculated
with a modulation amplitude of 0.25 mT from the absorption spectrum. The dotted lines indicate the position
of nitroxide principal axis components as shown in the left scheme. Circles indicate observer field positions
Benpor Used for ENDOR measurements to obtain orientation selective hf spectra as described in Section 2.9.4.

3.3.1 Echo- Detected Measurements

The field-swept, echo-detected EPR spectra for methanol:water=1:1 mixtures (volume
ratio) are shown in Figure 3.3. They exhibit the typical nitroxide powder pattern line shape
expected for a dilute distribution of nitroxide radicals. The spectra were background-
corrected using a home-written MATLAB program, by subtracting a first-order polynomial
fit to the first and last 15% of the data points and normalized to their maxima. Differences
between the spectra are better visualized in the pseudomodulated form of the absorption
signal. Pseudomodulation simulates the effect of an applied field modulation on an ESE
absorption signal (but relaxation processes may cause shape deviation of the
pseudomodulated spectrum compared to the CW spectrum) [171]. A modulation
amplitude of 0.35-0.4 mT was used to calculate the pseudomodulated spectra. In particular
the A,, hyperfine splitting is much better observable when compared to the respective ESE-
detected spectra. The A,, splitting is clearly visible in the sample mixture CH;0D-D,0
(Figure 3.3 c¢) and is indicated in all other spectra. Deuterium has a nuclear spin of / = 1 and
hence quadrupole interactions have to be taken into account. However, as it follows from

Figure 2.5, the quadrupole interaction acts in the same way on both m, manifolds.
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Therefore, if second order effects are not taken into account, the quadrupole interaction

has no effect on the EPR spectrum (see Section 2.4.3).
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Figure 3.3 Amplitude-normalized echo-detected EPR spectra (a,c,e) of 2.5 mM Fremy’s salt in water-methanol
mixtures measured at 20 K and 94.5 GHz and their corresponding pseudomodulated spectra (b,d,f) calculated with
a modulation amplitude of 0.35 mT. a)-d) Methanol/water mixtures of equal volume ratio v/v=50:50 and different
isotope substitution. a,b) The completely deuterated sample CD;0D-D,0 (black) vs. completely protonated sample
CH30H-H,0 (red); c,d) black: CH;0D-D,0, red: CD;0H-H,0, green: CDH,0H-H,0. e,f) Fremy’s salt samples in the
solvent mixture CD3;0H-H,0. Solvent ratios were varied from low methanol content (black) to high methanol
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The rigid-limit EPR spectra were simulated with the function pepper in EasySpin (see
section 2.8). Best simulations were obtained by introducing an anisotropic line width (H-
Strain) that can model small effects such as unresolved hyperfine splitting or g- or A -strain.
Typical parameters found from simulating the experimental EPR spectra are g=[2.00844,
2.00625, 2.00285] + 2:10°, A =[0.41, 0.40, 2.86] mT + 0.02 mT for the principal values of
the g- and A -tensor, respectively. A Voigtian-type line width is found with a FWHM of 0.3
mT (Gaussian part) and 0.09 mT (Lorentzian part). In solid state EPR spectra homogeneous
line broadening (T, -broadening) is usually negligible. Thus, the slight mismatch between
simulation with a purely Gaussian line and experiment might be due to nuclear relaxation
effects. An orientation-dependent phenomenological broadening of 15-25 MHz is found
along x, 8-17 MHz along y and 8-19 MHz along z, in which the magnitude follows the order

x>z>y for all samples.
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Figure 3.4 Experimental (a) and simulated (b) (pepper) powder EPR spectra in absorption and first-derivative
(pseudomodulated) mode. The simulation was performed with a rhombic g-tensor, nearly axial A-tensor and
an additional orientation-dependent broadening (“H-Strain”) as described in the text.

Due to this broadening the error for the x-component of the A-tensor is much higher than
for the other components. Even with this additional broadening the low field flank of the
simulated spectra never reaches the experimental spectrum. Better results are obtained by
simulation of two species with different g,, value (with the other parameters identical).
This could be indicative of the existence of Fremy’s salt NO-groups which participate in
hydrogen-bonded structures, as the g,, value is known to be sensitive to the formation of
hydrogen bonds. At this point | refrain from a more detailed analysis of this observation
and show the simulated spectrum in Figure 3.4 (red) that were calculated with a single
species.

Notably, the line width in completely deuterated solvent and in completely protonated
solvent (Figure 3.3 a) differ only slightly from each other, indicating that the broadening
due to unresolved (in particular *H) hyperfine couplings to solvent hydrogen atoms is

negligible in low-temperature ESE-detected EPR spectra. No difference in the A,, value was
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observed between the deuterated and nondeuterated sample mixture with a solvent ratio
of v/v=50:50 (¢ = 65). Comparing the solvent mixtures with higher (70 vol.%, €= 53) and
lower (30 vol.%, €= 77) amounts of methanol, no variation of A,, with solvent polarity is
observed either. The low field region of the ESE spectrum of the water rich solvent mixture
(70 vol.% H,0) is broadened and a slightly higher xx-value (5:10®) is found. The best
simulation for this sample is by introducing a second species with pronounced higher g,.,-
value (4-10™). No differences for the g,,-values of the 50 vol% and 70 vol.% methanol are

observed, which indicates that the hydrogen-bonding to NO is similar in the two latter.

3.3.2 ENDOR Measurements

In this Section, the obtained orientation-selective ENDOR spectra of Fremy’s salt frozen
solutions are presented. The following color code is used in all Figures and all spectra: black
marks the x-, red the y- and green for the z- direction of the molecular reference frame
(Figure 3.2 a). Figure 3.5 and Figure 3.6 display the Mims ENDOR spectra, while the
recorded Davies ENDOR spectra are shown in Figure 3.7. Mims ENDOR spectra were
recorded for volume mixtures of methanol/water=30:70, 50:50 and 70:30. Davies-ENDOR

spectra were recorded for the 50:50 mixtures only.

e Mims ENDOR

In Figure 3.5 the orientation dependent Mims-ENDOR spectra for isotope substituted
methanol/water mixtures with equal volume ratio are displayed. The left column (a,c,e)
shows the deuterium spectra, the right column the proton spectra of the according solvent
mixture. In the first row the completely deuterated CD;OD/D,0 (a) and protonated
CH30H/H,0 (b) solvent mixtures are shown. The second row contains the 2H (c) and *H (d)
spectra of the isotope substituted solvent mixture CH3;0D/D,0 and the third row the 2H (e)
and 'H (f) spectra of the solvent mixture CD3OH/H,0. This means, that each chemical
proton species is measured twice. For example methyl protons were monitored via the 'H-
ENDOR spectrum in the mixture CH;0D/D,0 (d) and via the ’H- ENDOR spectrum in the
mixture CD30H/H,0 (e). The same holds for the exchangeable protons in (c) and (f).

In all Mims ENDOR spectra an intense peak is observed in the center. Such matrix lines in
ENDOR spectra are due to very weak hyperfine interactions of the unpaired electron with
distant matrix nuclei and originate from simultaneous inversion of a large number of
nuclear spins by the rf pulse [172]. The analysis of weakly coupled protons in the solvation

shell is complicated as these resonances overlap with the matrix peak.



3 The Solvation of Fremy’s Salt Studied with High-Field Pulse ENDOR Spectroscopy 75

In Mims ENDOR, the intensity suffers from a periodic dependence of the interpulse spacing
T, given by lgnpor~1-cos(2mAT) [25], where A is the hyperfine coupling constant and t the

pulse spacing between the last two 7t/2 pulses.
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Figure 3.5 Orientation-selective Mims-ENDOR spectra of 2.5 mM Fremy’s salt in frozen solution. Volume
ratios of methanol/ water are always v/v=50:50. a) °H spectra of CD;0D/D,0, b) ‘H spectra of CH;OH/H,0.
c), d) °H and 'H spectra of the solvent mixture CH;0D/D,0. e), f) °’H and 'H spectra of the solvent mixture

CD;0H/H,0. Spectra were recorded from the low-field turning point 9, (black) to the high-field turning
point g (green) of the EPR spectrum. Experimental parameters: T: 20 K, MW /2 pulse: 48 ns, 1t for 'H: 172
ns (b), 200 ns (d), T for °H: 400 ns (a), 600 ns (c), RF & pulse: 20 s for 'H and 35 s for ’H.
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An increased value for t led to a symmetric narrowing of the spectra from both sides
affecting mostly the width of the broadest coupling. This was pronounced in ’H
measurements since large t-values have been used for their detection (600 ns). Attempts
to measure °H with shorter t values suffered from poor S/N ratio. Hence, analysis of ’H
spectra is only given in a qualitative way. Pronounced changes in the ENDOR spectra for
the different observer field positions x, y and z are obtained for methyl protons (d,e).

At the molecular z-position a larger coupling is visible that is for *H at ~+2.1 MHz and for °H
at ~+0.4 MHz. Comparison of the values of the hf couplings for methyl protons and methyl
deuterons shows the expected scaling with the ratio of the magnetogyric ratios for the two
isotopes.

Similar Mims ENDOR spectra showing identical magnitudes of hyperfine couplings and
relative intensities for the different positions x, y and z like the shown in Figure 3.5 d for
the solvent mixture CH30OD/D,0 are also obtained for the solvent mixture with higher
methanol (70 vol.%, € = 53, Figure 3.6 a) and lower methanol (30 vol.%, € = 77, Figure 3.6 b)
content. The mixture with low methanol content gave only poor S/N ratio in the ENDOR
experiments but shows also the same trend upon variation of the observer field position
(Figure 3.6 b). Since the spectra obtained for other than 50:50 mixtures showed the same

features and trends like the 50:50 mixtures they were not further analyzed.

intensity /a.u.
intensity /a.u.
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Figure 3.6 Orientation-selective '"H Mims-ENDOR spectra of 2.5 mM Fremy’s salt in frozen solution of
CH;0D/D,0 with a volume mixture of a) v/v=70:30 (high methanol content xy=0.49) and b) v/v=30:70 (low
methanol content xy,=0.15). Spectra were recorded from the low-field turning point g, (black) to the high-
field turning point g,, (green) of the EPR spectrum. Experimental parameters: MW Frequency: 94.2 GHz, T: 20
K, MW 7t/2 pulse: 48 ns, t: 172 ns, RF 7 pulse: 20 ps.

The largest hyperfine splitting observed in Mims-ENDOR spectra is ~4.2 MHz (at +2.1 MHz)
for 'H and ~0.84 MHz (at +0.42 MHz) for H, both of which are still quite small (in par-
ticular when compared to the Davies ENDOR results presented later). No further splittings

with larger hf couplings were observed in spectra recorded with wider rf sweep range.
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e Davies-ENDOR

Davies ENDOR spectra were only recorded for the 'H isotope and are shown in Figure 3.7
for the solvent mixtures with equal volume ratios v/v=50:50 of methanol and water. Due
to the weaker signal intensity (as compared to Mims ENDOR), it was impossible to record
’H Davies ENDOR spectra within reasonable measurement time.

In Figure 3.7 a) the orientation-dependent 'H-Davies ENDOR spectra for the solvent
mixture CDsOH/H,0 are shown, whereas Figure 3.7 b) displays the spectra for the mixture
CH30D/D,0. This means that exchangeable protons from the hydroxyl-group and water are
monitored in (a) and the alkyl protons in (b).
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Figure 3.7 W-Band orientation-selective ‘H Davies-ENDOR spectra of 2.5 mM Fremy’s salt in frozen solution of
a) CD;0H/H,0 and b) CH;0D/D,0. Both mixtures contain 50 vol.-% methanol. The spectra were recorded with
the Davies ENDOR pulse sequence at field positions corresponding to the canonical values of the g-tensor g,
(black), g,y (red) and g, (green) as shown in Figure 3.2 a. Experimental parameters: T: 20 K, MW inversion pulse
t,= 200 ns, RF t,= 20 us, MW detection pulse t,,= 200 ns, =548 ns. c) 'H ENDOR simulation of exchangeable
protons in the sample mixture CD;OH/H,0, d) Simulation of methyl protons in the mixture CH;0D/D,0. The
simulation in c) was performed without matrix protons, in d) they were included.

In Figure 3.7 a along the molecular x-axis (black spectrum) the coupling at ~+1.1 MHz
(splitting= 2.2 MHz) is the most prominent feature in the spectrum. When changing the

field position Benpor to the molecular y-axis (red spectrum), this coupling is still observed
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but a second one at ~+2.5 MHz (splitting= 5 MHz), and a very broad flank that extends out
to ~+6 MHz appear, too. When changing the field Begnpor to match the molecular z-
orientation, the broad flank disappears again and the peaks at ~+2.5 MHz grow in intensity
to now match the intensity of the peaks from the smallest splitting. In the ’H Mims- ENDOR
spectrum of the mixture CH;0D/D,0, that measures also exchangeable deuterons (Figure
3.5 c red line) these larger couplings found along the molecular y-position in Davies ENDOR
spectra are also indicated, but the poor S/N ratio does not allow as precise an assignment
as in the Davies- ENDOR case.

The situation is clearly different for the methyl protons. In this case (Figure 3.7 b), the
proton hyperfine couplings along the molecular x- and y- directions are almost identical (a
coupling of less than 2 MHz with peaks at + 1 MHz), while a larger, relatively broad hf
coupling grows in intensity when measuring along the molecular z-direction (splitting range
of 2.5-4 MHz, the broad peaks are centered at * 1.5 MHz). The spectra in Figure 3.7 b)
suffer from a blind spot around the Larmor frequency, which makes it impossible to
analyze small hf couplings. In fact, the 'H Davies- ENDOR spectra (Figure 3.7 b) of the
solvent mixture CHs0D/D,0 show the same features as the corresponding Mims- ENDOR
spectra (Figure 3.5 d), but Davies- ENDOR spectra suffer from a “central” blind spot and
Mims spectra from an “outer” blind spot, that scales down the largest hf coupling. This can
be seen best at the molecular z-direction (green lines): In the Mims- ENDOR spectrum the
outer flank reaches the baseline at ~+2.0 MHz, in the Davies at ~+2.4 MHz. This has direct
consequences for the chosen simulation parameters, which is explained in the next

Section.

e FENDOR Simulation

The chemically distinct methyl protons and exchangeable protons could be measured and
hence also simulated individually. Since the 'H Davies- ENDOR spectra for exchangeable
protons CD30H/H,0 (Figure 3.7 a) show more distinct features than the respective Mims-
ENDOR spectra (Figure 3.5 f) the former was chosen for the simulations. A set of couplings
with independent line widths were defined and the g-tensor principal values were taken
from the simulated EPR spectrum. For simulation of the 'H ENDOR spectra (Figure 3.7 d)
three proton couplings had to be assigned to fit the experimental results for the x- and z-
positions. The matrix peak was neglected but can also be included with an isotropic hfc of
10™ MHz. The pronounced feature in the experimental spectrum at the x-orientation is
assigned to a hf coupling of a;5,(1)=1.13 MHz. The hf couplings a;s,(2)=2.04 MHz and
Qis0(3)=3.04 MHz together describe the flank of the spectra. These couplings were found to
be present in all three orientations with different weighting factors. Only the y- position

could not be simulated successfully with these three hf couplings. As can be seen in the red
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spectrum in Figure 3.7 a, the very broad shoulder on the left wing requires an additional hf
coupling. This was found to be a;,(6)=6.20 MHz. This is by far the strongest coupling found
in our measurements and simulations and is only present in this sample mixture and at the
molecular y-position. The reason for not finding this coupling in the corresponding *H Mims
ENDOR spectra is as follows: Assuming the maximum detectable hf coupling in Mims
ENDOR to be Anax~1/(27) [25], with T1=172 ns one gets an approximate maximum
detectable hf coupling of Ay.x~2.9 MHz for this experiment. Hence, this spectrum suffers
from a blind spot at this value.

The blind spot in the Mims ENDOR spectra mostly affect the outer flank and the blind spot
in the Davies ENDOR spectra affect the central region around the Larmor frequency.
Therefore, the simulation of methyl protons CH;O0D/D,0 was performed by combining
both, spectral features from Davies- and Mims- ENDOR spectra that do not suffer from the
blind spot behavior. This means that the small hf couplings (along the x- and y- molecular
direction) were derived from the *H Mims ENDOR spectra (Figure 3.5 d black and red line)
and the large hfc that becomes apparent at the molecular z-position from the correspond-
ding *H Davies ENDOR spectrum (Figure 3.7 b green line). The parameters obtained from

ENDOR simulation are summarized in Table 3.2.

Table 3.2 ENDOR simulation parameters for exchangeable —OH and methyl —CH; protons. If one value for the

hyperfine coupling A is given, the simulation was performed with an isotropic hf coupling a,,. If three values

are given, the values represent the diagonal tensor elements 4,,, 4,,, and 4,, of the hf tensor. Each proton
(numbers 1-4) with the defined hf coupling A contributes the ENDOR spectrum at the position i (i=x,y,z) with
the weighting factor f,. Independent voigtian line widths were defined and ENDOR simulations were
performed with the function ‘salt’ as implemented in the Easyspin package. The error of the hf coupling is
+0.2 MHz.

Exchangeable Protons -OH Methyl Protons —CHj;
No. A /MHz fx fy fz No. A /MHz fx fy fz
1 1.13 0.25 0.24 0.04 matrix 107 0.06 0.03 0.05
2 2.04 0.27 0.13 0.07 1 0.33 0.25 0.25 0.28
3 3.04 0.48 0.45 0.89 2 1.22 0.56 0.64 0.34
4 6.02 - 0.17 - 3 -1.6,-1.6,3.2 0.13 0.08 0.33

For methyl protons, the small hf couplings were found to be nearly isotropic with
A;s0(1)=0.33 MHz and a;5,(2)=1.22 MHz. The larger hf coupling was simulated with a purely
anisotropic hfc A =T=[-T, -T, 2T]=[-1.6, -1.6, 3.2] MHz 0.2 MHz. From the component
T=1.6 MHz a distance of r=3.5 A + 0.1 A can be calculated within the point-dipole approxi-
mation.

In all ENDOR simulations it was found that convolution with a Gaussian and a Lorentzian
function (Voigtian) with a larger Gaussian FWHM gives the best fits to the experimental

spectra, indicating inhomogeneous broadening at all positions. Note that the asymmetry
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observed in the high-field ENDOR spectra may well stem from the cross- and/or nuclear-
relaxation times being longer than the repetition times used in the experiments [173],

which was not considered in the simulation.

3.3.3 HYSCORE Measurements

Hyperfine sublevel correlation (HYSCORE) experiments were recorded at X-Band (9.5 GHz,
20 K) at the maximum of the EPR spectrum for sample mixtures CH;0D/D,0 with a volume
ratio of v/v=50:50 and 70:30. Spectra were not analyzed quantitatively. HF couplings to *H
and 2H are very intense as expected. In the methanol rich solvent mixture (70:30) a signal
at the potassium (*°K) Larmor frequency (a matrix line, see) is observed, while at equal
volume ratio (50:50) no potassium signal appears (different t values have been tested). The
higher sensitivity of the HYSCORE experiment reveals this signal stemming from very
weakly coupled potassium nuclei. No attempts have been made to detect the ¥K hf signal
in an ENDOR measurement. These results suggest that in high methanol contents, the

dissociated FS molecules may form ion pairs again.
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Figure 3.8 X-Band HYSCORE spectra of 2.5 mM Fremy’s salt in CH;0D/D,0 mixtures of different volume ratios
taken at the center of the EPR spectrum at 20 K. a) CH;0D/D,0 v/v=50:50, b) CH;0D/D,0 v/v=70:30. The
dotted antidiagonal lines mark the Larmor frequency of 39K, ’H and 2x’H at the measured field positions.
Experimental parameters: 1= 448 ns, T, = tn = 16 ns, a) B;=331.54 mT, b) By=331.58 mT. The red circle marks
the **K coupling (0.66 MHz).
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3.4 Molecular Dynamics Simulation

The solvation of the nitrosodisulfonate anion by water and methanol was modeled
computationally by means of molecular dynamics simulations using classical force fields. A
trajectory of 10 ns duration was generated at a temperature of 300 K to extensively sample
the available phase space for this binary solvent mixture. The low-temperature solvation
configurations corresponding to the experimental situation were obtained by repeatedly
annealing snapshots (200 in total) which were extracted from the 300 K-trajectory at
regular intervals. More details about the simulation can be found in Section 2.8.

In the optimized geometry of Fremy’s salt dianion (Figure 3.10 a) a small deviation from a
planar hybridization geometry at the nitrogen atom is found with a N-O bond length of
1.283A. This is in excellent agreement with the 1.284 A found by X-Ray diffraction [174].
For ionic solutes, the question of ion pairing in a given solvent is often a matter of concern.
Thus, we have monitored the distances between the K'- ions and the dianion in our
simulations. In the initial configuration of the system, the dianionic salt was set up as a
tight ion pair with the two potassium cations. Within 400 ps, both cations diffused away to
a distance of 9 A from the salt. Only four times during the whole trajectory of 10 ns, a
potassium ion diffused back to the dianion. The lifetime of this ion pair never exceeded 100
ps. Thus, ion pairing is unlikely to be a significant issue in this system, especially when
considering that our simulated concentration of 25 mM is about 10-fold higher than in
experiment. Interestingly, this corresponds well with hyperfine sublevel correlation
(HYSCORE) spectroscopy (Figure 3.8) in which hyperfine interaction between the radical
and **K was only observed with larger volume ratios of methanol.

Three distinct types of protons can be analyzed with respect to their interactions with
Fremy's salt: The water protons, the methanol hydroxyl (or alcohol) protons, and the
hydrophobic protons of the methyl group. In principle, all sulfonate oxygens and the
nitroxide oxygen in Fremy's salt can interact as hydrogen bond acceptors with the solvent.
Table 3.3 lists the coordination numbers of the of the acceptor oxygens of the solvated
anion obtained by integrating the corresponding radial distribution functions (RDF) gon(r)
up to the first minimum. Each of the electron rich sulfonate oxygens is fully solvated with
two hydrogen bonds. In contrast to this, the nitroxide oxygen has a coordination number of
only 0.75. This reflects the fact that this oxygen is sterically almost inaccessible, being
flanked from both sides with sulfonate groups. This effect is also observable directly from
the RDFs (data not shown).
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Table 3.3 Calculated coordination numbers for the different oxygen species present in Fremy’s salt.

H,0 HO-CH;
Sulfonate-Oxygen 1.55 0.47
Nitroxide-Oxygen 0.62 0.13

The coordination of the nitroxide oxygen by water protons is almost five times larger than
that by methanol, which approximately equals the statistical proton ratio in our simulation
box (4.49). The slight preference for water solvation relative to the statistical ratio is
probably due to the smaller size of the water molecules, in combination with the previously
mentioned sterical hindrance by the sulfonate groups.

In order to gain further insight into the solvent structure, we have plotted the angular
distribution functions of the different proton species relative to the NO bond in Figure 3.9.
The angle 0 is measured between the NO bond axis and the vector pointing from the NO
bond center to the solvating proton. For the calculation of these angular distribution
functions, solvent protons up to a certain radial cutoff value were considered; the plots in
figure 5 show distribution functions for four different cutoff values.

Regarding the hydrophobic protons, there is a clear preference for 8=90° at short
distances (up to 3 A), which corresponds to the area above the molecular plane. There is
virtually no density in the direction of the NO-bond (6= 0°) because the size of the methyl
group results in a strong sterical hindrance. At 3.5 A, the angular distribution has reached
an almost uniform shape.

Regarding the water protons, we observe only little differences in the amplitudes of the
distribution functions at small angles 6< 50° between cutoff values of 2.5..3.0 A. This
indicates that most of the hydrogen-bonding protons are located at distances shorter than
2.5 A relative to the NO bond center. At a cutoff of 3.0 A, a strong peak at 6= 60° appears,
which can be attributed to the solvation of the sulfonate groups. Both these features are
also found for the alcoholic hydrogen, except that the distribution function vanishes for
very small angles 6< 15°. This illustrates again the sterical hindrance caused by the bulky

sulfonates and possibly also the methyl group of methanol.
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Figure 3.9 Angular distribution functions of the different proton species relative to the NO bond (water
proton: H,.;, alcoholic proton: H,., methyl proton: H,., exchangeable protons: H,.+H.c). The angle 6 is
measured between the NO bond axis and the vector pointing from the NO bond center to the solvating
proton. In each plot, protons up to a four different radial cutoff value were considered.

It should be noted that up to 3.5 A, an approach from 8= 180 is sterically impossible for all

solvent protons.

3.5 Discussion

The solvation shell around Fremy'’s salt dianions

When discussing the combined ENDOR and MD results one should always be aware that
the ENDOR measurements depict a complete ensemble of ~10™ Fremy’s salt ions and their
solvation shells in the solvent mixtures. Since it is highly unlikely that all FS molecules have
the exact same solvation shell, the observable splitting shown in Figure 3.5 and Figure 3.7
and their respective simulations only represent a part of the ensemble. Hence, one main
source of spectroscopic information is the interpretation of differences between the
ENDOR and MD data of exchangeable and methyl protons.

When a solute ion such as Fremy’s salt is added to a methanol/water mixture, it is
reasonable to assume distortion of the hydrogen-bonded network as a response to the
existence of the solute ion. Water is a two H-bond donor and two H-bond acceptor,
whereas methanol with its single hydroxyl H-atom is only a single H-bond donor and
(theoretically) a two H-bond acceptor. By dissolving Fremy’s salt, the two sulfonate groups
of Fremy’s salt will act mainly as hydrogen-bond acceptors, which force some molecules of

water into close contact also with the N-O. This can be seen in the *H Davies- ENDOR
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spectra for the y-orientation (Figure 3.7 a, red spectrum). Thus, the biggest proton hf
coupling with a;,(6)=6.20 MHz can be assigned to hydrogen-bonded water at the
sulfonate groups, which would approach the NO-group closest, when it is hydrogen-
bonded to one of the adjacent sulfonate groups. The ENDOR measurements are in
agreement with the MD simulation that found a coordination number of two for the
sulfonate oxygen atoms and the closest approach (down to 2.2 A) by water and methanol-
OH protons to the NO-group at small angles (Figure 3.9). Interestingly, results from Mims
and Davies ENDOR measurements along the x-position suggest that the N-O bond is not
involved in (too many) hydrogen bonds, although EPR simulations indicate that a g-strain
in the x-direction might be possible (Figure 3.4). Of course, statistically seen there will be
some molecules that are hydrogen-bonded along N-O-:-H-OH, but by summation over the
small amount of selected orientations this small number of H-bonded molecules is not
enough to notably contribute to an ENDOR signal. This result also manifests itself in the MD
simulations. The coordination number for the nitroxide group is much smaller than for the
sulfonate groups, showing less hydrogen bonds along the molecular x-axis. When
inspecting the low-field region of the ESE-detected EPR spectra of the different samples,
we only observed a shift of the g,,-value in the water rich solvent mixture with 70 vol. %
water. Due to the smaller size of water compared to methanol it may approach the NO-
group closer and the hydrogen-bond capability is much higher for water. The other two
solvent compositions (50- and 70 vol.% MeOH) show no shifts, which indicates that the
hydrogen bonding to the NO-group is similar for both.

The respective methyl proton splittings in the solvent mixtures show the same features for
Mims (Figure 3.5 d) and Davies (Figure 3.7 b) ENDOR measurements. Here, two smaller hfc
are found at each molecular orientation and are assigned to more distant methanol
molecules for which and we cannot get distance orientation information. From the largest
hfc, which arises along the molecular z-axis (parallel to the SOMO) and can be simulated
purely anisotropically, a distance of 3.5 A + 0.1 A can be extracted. Thus, methyl protons
approach closest from “bottom” and “top” of the Fremy’s salt molecule’s (approximate)
plane spanned by O-N-(S),.

Using a sum of the proton “densities” from an ensemble of snapshots from the MD
simulations one can not only visualize but also understand the results of the MD
simulations and the ENDOR experiments (Figure 3.5, Figure 3.7) and draw a molecular
picture of the solvation around FS. Figure 3.10 b shows the chemically different types of
protons around the probe molecule (hydrophobic methyl protons: green, exchangeable
protons from water and the hydroxyl-group: cyan). The shortest distance for methyl
protons is 2.8 A along the SOMO of the nitrogen atom. The ENDOR experiments were
performed at 20 K, where methyl group rotation is still active [175] and the three
equivalent protons contribute to an averaged ‘H signal. Taking a CH bond length of 1.093 A
and a HCH angle of 109.3° [176], one can calculate that the distance from the center of the
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NO group to the “averaged” proton is 1.03 A longer than the distance to the closest proton
(assuming that this closest proton is pointing towards the NO group). Since in pulse ENDOR
experiments one measures an averaged proton-electron distance and setting the closest
proton-electron distance to 2.8 A, as found by MD simulation, one gets an averaged
distance of 3.8 + 0.1 A for the experiments, which is - considering the broad ensemble of

solvation situations - in good agreement with the 3.5 A found in the ENDOR experiments.

a) b)

Figure 3.10 Solvated Fremy’s salt. Nitrogen atoms are shown in blue, sulfur atoms in yellow and oxygen
atoms in red. a) Simulation snapshot from the MD run showing a situation in which one methanol-OH-group
is hydrogen-bonded to the NO-group. b) Isosurface of the spatial distribution function of the exchangeable
protons (cyan), and hydrophobic methyl protons (green) in CH;0H/H,0 (v/v=50:50). Along the z-axis of the
molecular frame methyl protons are accumulated, whereas the charged sulfonate groups are strongly
hydrogen-bonded. A cut off of 3 A was used for this picture.

The preferential arrangement of the methyl groups above and below the NO-bond is due
to two forces: First, in this way the strong H-bonded network around the two sulfonate
groups (as seen in the MD simulations) is less disturbed. Methanol can act as one H-bond
donor, and if the methanol-OH group is H-bonded to one of the highly hydrophilic
sulfonate groups, having the methyl group at the sulfonate group (and hence reducing the
number of H-bonds) would be energetically unfavorable. The second argument is of steric
nature, the largest “free” space for the bulky methyl groups is then simply at these
positions of the molecule due to the sulfonate groups. Thus, this specific solvation situation
is found to be due to an interplay between electrostatic, hydrogen-bonding, and steric
effects.

The microheterogenity of the binary solvent structure without solute molecules can be
assumed to be highly similar in all our cases. As proposed by Zhao et al. [141] all our tested
methanol molar ratios are in a composition region, in which methanol-water associates of
one molecule methanol with two molecules of water have been observed by IR spectros-
copy for the pure binary mixture [141]. When considering our experimental findings this

indicates that also in the case with solute molecules, the same solvation characteristics are
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found for all volume ratios studied here. This, in turn, suggests that in a broad range of
compositions, the solute molecules FS (or many of them, at least) “forces” the water and
methanol molecules into a solvation shell that resembles the one found in our study and
depicted in Figure 3.10 b.

Comparing EPR spectroscopy with other methods to study solvation

In literature many experimental techniques have been applied to study the problem of ion
solvation in mixed solvents. Among them a well-established method is the use of
solvatochromic dyes [85, 177-180]. Such dyes are usually big molecules with an extended
n-electron system like pyrene. The longest-wavelength band of these compounds that is
due to a charge-transfer transition within the solvated species (cybotactic region) is very
sensitive towards a change in the immediate environment of the solute caused by a
variation of the solvent. Measurement of absorption spectra (UV/VIS and near-IR) allow
calculating the transition energy E;, which provides information about the composition of
this (micro-)region. Such measurements are easy to perform and do not need high
technical requirements. To assure pure solvent-solute interactions typically concentration
regions for the dye are between 107-10” M. At higher concentration the aromatic dyes
may have also stacking tendencies. This concentration range is also accessible with EPR
spectroscopy, but even higher concentration up to 103 M may be studied and potential
EPR probes are much smaller compared to aromatic dyes. In fact all spectroscopic
techniques (NMR, Raman, IR, UV/VIS) are sensitive to micro-environmental changes of a
probe molecule, e.g H-bond formation upon addition of water and yield dynamic and
structural aspects of the solvation sphere. ENDOR spectroscopy offers a big benefit to
study preferential solvation compared to other spectroscopic techniques: The possibility to
get spatial information around the probe molecule. Similar information can only be ob-
tained by computer simulation [86, 88, 92, 94], where the exact pair correlation functions
can be calculated for each nuclei of a solvent molecule. The only experimental methods
that yield pair correlation functions are diffraction techniques [181]. These methods (e.g.
neutron diffraction) are very powerful in terms of exact distance information between two
nuclei but the obtained data is not always straight forward to interpret and require proper
fitting and correct models to deduce structural information besides the drawback of the
high technical requirements [181]. Thus, the combination of isotope substitution with high-
field EPR/ ENDOR spectroscopy offers a versatile tool to study solvation of paramagnetic
ions even with low g-anisotropy (like it is usual for organic radicals). With EPR we get exact
information about the immediate surroundings, the first salvation shells of the ensemble of
paramagnetic centers. Structural information about the bulk solvent regions in the system
is not available with this method. Hydrogen bonds towards the nitroxide NO-group can be
monitored upon solvent composition in the high-field EPR spectra since the value of g,,

and A,, are affected by solvent polarity [102-104]. The spatial solvent distribution around
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the probe molecule along its molecular coordinates can be obtained by orientation-

selective ENDOR spectroscopy.

3.6 Conclusion and Outlook

The molecular picture of the solvation around Fremy’s salt in a 50:50 (v/v) mixture of
methanol and water, which is derived from the MD simulations is in full agreement with
the ENDOR results, as shown in Figure 3.10 b. Both exchangeable species (water and
hydroxyl protons) are able to establish hydrogen bonds to the dianion, with an angular
distribution that reflects the sterical hindrance of the nitroxide NO acceptor site by the
sulfonate groups. Hence, exchangeable protons come in closest contact with the NO
moiety along the molecular y-axis of the probe molecule. Thus, the preferential
arrangement of methyl groups along the molecular z-direction of the nitroxide can be
explained by the interplay of electrostatic forces and hydrogen-bonding (H-bonds around
sulfonate groups) as well as steric (bulky methyl group) effects: If the methanol-OH group
(instead of water) is hydrogen-bonded to the sulfonate groups, it is energetically favorable
to not place the methyl group at the sulfonate group, as this would disturb the existing H-
bond network and reduce the number of H-bonds. It is thus favorable to place the methyl
groups on the “top” and the “bottom” of the (approximate) plane spanned by O-N-(S),.
Also, the largest “free” space for the methyl groups is given at these positions of the
molecule due to the bulky sulfonate groups.

The elucidation of the microscopic solvation of a small probe molecule in binary solvent
mixtures represents the first step for understanding the interactions in more complex
biochemical systems. In particular this includes the potential perturbation of H-bond
network due to presence of a spin probe.

Further work on variable mixing time (VMT) ENDOR [63, 182] is of interest to get
information about the sign of the hyperfine coupling, which is important for the
unambiguous determination of the isotropic and anisotropic parts of the interaction. This
approach of high-field ENDOR together with isotope substituted protons can easily be

extended to other solvents and solute molecules and of course to other nuclei of interest.
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4 Polyelectrolyte Solutions with Multivalent
Salts

Polyelectrolytes (PEL) are water soluble macromolecules that carry ionic or ionizable
monomeric units and can either be of natural (e.g. nucleic acids, DNA) or synthetic origin.
Analogous to small electrolytes they can be divided into strong (complete dissociation) and
weak (pH dependent dissociation) polyelectrolytes. Nonetheless, they cannot be under-
stood as a simple superposition of electrolyte and polymer properties. The scaling
approaches which were successful in elucidating the properties of non-ionic polymers
have, so far, failed to provide full explanation of PELs behavior. While excluded volume
effects are important interactions for neutral polymers, the long-range Coulomb inter-
action in PEL give rise to critical exponents [16] (see Section 4.1.1). First, the gain in entropy
upon release of counterions leads to highly charged polymers, and electrostatic repulsion
among the charged repeating units leads to an extended conformation of the poly-
electrolyte. Second, PELs are usually dissolved in water, which are poor solvents for
polymer backbone, which leads to favored polymer-polymer interaction (attractive hydro-

phobic interaction) and thus to a more collapsed structure [16].

It is known that the screening of intramolecular electrostatic repulsion by oppositely
charged counterions can lead to dominance of hydrophobic attraction and thus to more
collapsed, or pearls-necklage [183] conformations. In contrast to monovalent counterions,

divalent ions may act as a inter- or intramolecular bridge.

In the first section a theoretical basis for the description of polymer conformations is given,
followed by an introduction to the theory of simple, strong electrolytes starting from the

Poisson-Boltzmann equation.

4.1 Polymers in Solution

The aim of this chapter is the review of the theoretical background used for interpretation
of experimental data. In the first paragraph the principle chain models in polymer physics
and important parameters that describe (neutral) polymers in solution are introduced
while in the second paragraph the fundamental electrostatic interactions are reviewed. For
a sophisticated treatment the reader is referred to basic text books in polymer physics

[183-185]. Here, only a short overview is given.
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4.1.1 Description of Polymer Shape in Solution

Flexible polymers in solution can adopt a number of different configurations. Thus, their
size and shape can be understood only statistically. The quantities used characterize the
size of chains are the mean square end-to-end distance (R?), the mean square radius of

gyration (Ré), and the contour length [, (see Figure 4.1).

The end-to-end distance {(R?) is the mean distance
between the two ends of the chain and its form is
dependent on the model used to describe the
average repeat unit distribution. Its advantage is the

simplified number one obtains even for complicated

polymer architectures like star shaped molecules.

Figure 4.1 Scheme of a linear polymer
chain with end-to-end distance R,, center
of mass S, spacing between two repeating the mean square distance of all segments r; from the
units [ and vector r; connecting S with the
i-th repeat unit.

The mean square radius of gyration (Ré) is defined as

center of the mass of the chain S:

N
1
(RZ) == (1) @)
i=1

This is a quantity, which can be obtained experimentally by light scattering. Finally, the
contour length [, is the largest possible end-to-end distance as defined by the product of
the number of bonds between the monomer units and the length that is projected onto

the contour of the macromolecule.

e Chain models

For the description of the shape of macromolecules in solution different models (‘chain
models’) have been developed. The simplest model is the Freely Jointed Chain (FIJC) model -
or Kuhn segment model - which is applicable on length scales above approximately 1 nm
[184]. It is a simple chain model in which the bond vectors connecting successive segments
are constrained to have a fixed length b, but the orientations of M bond vectors are
distributed randomly, i.e. any angles between two segments is acceptable. Note, that the
term ‘segments’ is not necessarily identical with the number N of chemical monomeric
units. On short length scales of ~1 nm this model oversimplifies the bonding and steric

constraints of real polymers since it incorporates only the local bonding rigidity over the
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distance b. However on larger length scales ~5-10 nm, real flexible polymers in the ideal
state exhibit a scaling behavior consistent with the freely jointed chain [184].

The mean square end-to-end distance for the FJC with the constant segment length [ is:
(R*) = Ma? 4.2)
With the statistical segment length a;:

(R
-4

@ (4.3)

In solution, the mobility of the different segments makes it necessary to average over all

conformations.

We can extend the FJC model and consider fixed valence (torsion) angles. In this case free
rotation around the connection axes prevails and the end-to-end distance becomes larger
due to fixed connection angles:

1+ cosf

R?) = MI?
(R%) ll—cos@

(4.4)

)

where 6@ is the valence angle and [ is the monomer length. This model is called Freely
Rotating Chain (FRC) model.

A further refinement of this model takes into account a hindered rotation around the
connection axis as it is caused by steric effects of substitutents (side chain effects), which
energetically favors certain rotation angles. An important quantity to describe the decay of

correlation of bond vectors along the polymer chain is the persistence segment s,:

1
Sp = —m. (45)

The Worm Like Chain (WLC or Kratky-Porod [18]) model is a special case of the FRC model
assuming small bond angles, i.e. 8 < 1. This model is applicable to stiff polymers e.g. in
liquid crystals, conjugated polymers and biological systems (DNA) where the
macromolecules resemble rigid rods and not random coils. The WLC model will be of
utmost importance for the description of PEL since the electrostatic repulsion in highly

charged PEL increases the stiffness along the polymer backbone.
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The persistence length [, is the fundamental parameter in the WLC model that determines
the stiffness of the chain. It is derived from the persistence segment in eq. (4.5) for small

bond angles 8 « 1. Expansion of the cosine in a power series leads to:

! 2 4.6
™ (cos®) ~ 62’ (4.6

And the intrinsic persistence length [, due to monomer structure and non-electrostatic

interactions of the polymer is:

It can be evaluated as the length scale at which the mean scalar product of the tangent
vectors of the bond angles has decayed to 1/e.

With the WLC model it is possible to describe the statistical mechanics of ideal polymers
with a range of backbone flexibilities within the two limiting cases of the Gaussian coil and
the rigid rod.

Going from ideal to real polymer chains one has to account for the intrinsic volume that
each monomeric unit needs in space and by allowing interactions between the monomers
if they come close to each other (short-range interaction). Such interactions lead to an
increased coil size than that of an ideal chain and the effect is called excluded volume
effect. In real polymers the nature of the excluded volume interference includes steric
effects, van der Waals attraction between polymer segments and polymer-solvent and

solvent-solvent interactions.

e Solvent quality

One of the most important concepts introduced by de Gennes [186] is the finding that the
dependence of many physical quantities on the chain length N can be represented in form

of an universal scaling law. The dependence for the average chain size is given by:
(RAY2,(R2)M* o« NV, (4.8)

with the critical indices
v=1/3 T<0O
v=1/2 T=06
v=0588 T>0
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In ®-solvents (or at the ©-temperature) the chain shows ideal behavior where monomer
attraction and hard-core repulsion cancel each other. Below the O-temperature (i.e. in
poor solvents) the monomer-monomer attraction is significantly stronger than monomer-
solvent interactions, which leads to a negative excluded volume and a more collapsed
chain conformation (coil-to-globule transition). Finally, in good solvents monomer-
monomer and monomer-solvent attraction are energetically almost similar and the
excluded volume is positive but reduced as compared to the hard-core potential, which

leads to a swollen chain conformation.

e (oncentration regimes

The concentration regimes for polymers can be divided into three parts: dilute, semidilute
and concentrated. In this work semidilute to dilute solutions were used in the experiments.
In dilute solutions the concentration is low enough that the polymer coils are well
separated from each other, which allows the characterization of a single polymer chain
(see Figure 4.2 a). Each polymer occupies a region with a Flory- radius of R o« (R?)Y/2. The
intermolecular interactions between the chains are weak and the solution can be described
as nonideal gas of polymer coils. As the concentration is increased the coils come closer to

each other and start to influence each other (see Figure 4.2 b).

(& (=

@ D2
@ | =

a)c<c* b) c=c¢" c) c>c*

Figure 4.2 Schematic presentation of a dilute solution (a), a solution at overlap concentration (b) and
semidilute solution (c).

The overlap concentration ¢* is this concentration at which the polymer coils come into

contact and is given by:
3M

¢t = m, 4.9)

with M the molecular weight and N, Avogadro’s constant.
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This classification is applicable to neutral polymers, but bears some problems for PELs,
where due to long-range correlations the molecules interact even at very low concen-
trations [16]. Hence, PELs solutions are usually classified as semi-dilute even when there

are no significant entanglements of the chains.

4.1.2 Polylelectrolytes in Solution

The electrostatic interaction of polyions in agueous monovalent salt solutions can be
described by classical mean-field theory of electrostatic interaction, the Poissson-Boltz-

mann (PB) equation which is discussed in the following section.

4.1.2.1 Poisson-Boltzmann Theory

The Poisson-Boltzmann (PB) equation can be derived from the Poisson equation that

connects the electrostatic potential 1 () with the charge density p(7) according to:

V) = p(), (4.10)

with € the dielectric constant of the solution. At any point within the potentialiyp(r) the
electrostatic energy of an ion is determined by eZi(r), with e the electrical charge and
Z the valence of the ion. The probability to find this ion within the potential is proportional
to the Boltzmann factor exp (—eZy(r)/kgT). Hence, the charge density p(r) in eq. (4.10)

can be written as:

p(r) = pp(r) + eZcye eZY/kBT — o7coe+e?¥M)/ksT (4.11)

eZp(r)
o)

= py(r) — ZeZcosinh<

Where p,, is the immobilized charge density of the macroion and ¢, the salt concentration
for vanishing potential. Combining eq. (4.10) and (4.11) yields the classical non-linear

Poisson-Boltzmann equation:

VAY(r) = Zefco sinh (ezkl/;;r)> - %pm (r) (4.12)

The mean field approximation assumes point-like ions in thermodynamic equilibrium.

Contributions from fluctuations as well as ion correlation effects are neglected. The PB
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equation (4.12) can only be solved exactly for a charged planar surface while for other

geometries the equation can be solved within the Debye-Hlckel approximation.

4.1.2.2 Debye-Hiickel Approximation

In the Debye-Huickel (DH) regime the electrostatic interaction is smaller than the thermal
energy. For this low potential eZy(r) < kgT, the charge density p(r) in eq. (4.11) can be

described by a Taylor expansion

p(r) = Z CojeZie 4 /KET 4 p (1) (4.13)
i
T
= z Co,i€Z; —Z CoiezziZM + pm (1)
. ' — kgT
0,m+,m_ '

such that the PB equation (4.12) can be linearized to the Debye-Hickel equation:

2 1
VEH) = S ) ol 2N — o) (@.14)

ck

1
= k() - < p(r)

where the Debye screening length k=1 = A, appears as a characteristical decay length of
the potential and quantifies the range of an electrostatic potential of an ion in an ensemble
of small ions (i.e. the distance at which the Coulomb interaction becomes screened by the

surrounding ions). The Debye length is thereby defined by

ekpT\Y?
2:2]) — (8mAyl)-1/2 (4.15)

AD:k_]':(

I is the ionic strength and Ag the Bjerrum length, where [ =1/2 Zico’iZiz = Z%c, and
Ap = e%/(4mekgT). The Bjerrum length is defined as the length at which the electrostatic
interaction between elementary charges e equals the thermal energy kgT. In water
Ag = 0.7 nm [184].

One has to solve the full non-linear PB equation (4.12) if the electrostatic potential
becomes larger than kzT. On the other hand it was shown, that the Debye-Hiickel

approximation is valid for a wide range of salt concentrations.
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4.1.2.3 Counterion Condensation

In the presence of monovalent salt ions in solution, the situation of a macroion containing
a charge Ze can be considered as follows: Let the number of ions that lie at a certain

distance from the macroion be Z’. In this region the DH approximation is still valid.

However, the remaining ions (Z -Z°) are condensed on the macroion having a local
concentration that is higher than in the surrounding salt concentration. Hence, the

effective charge of the macroion becomes screened to Z’e [187].

An important parameter for counterion condensation is the dimensionless charge density

(that is also known as Manning parameter &,,) which is defined as:

Apdy Ay

fu=tt= (4.16)

This parameter defines the ratio of electrostatic energy eZi to thermal energy kgT. For a
cylindrical geometry of a PEL with one charge per unit length d, = e/b (b is the spacing per
elementary charge along the chain), a certain amount of ions condense on the charged
cylinder. This will reduce d, to dy = fd, with 0 < < 1, the fraction of free counterions
and can be correlated to the Manning parameter [188]:

1

§M<Z :>’B—>1,dczd0
l

1 1 e (4.17)
> — —_ = = —
EM—ZlﬁﬁﬁfM'dC ﬂdo AB

Thus, counterion condensation is observed for ,;, > 1/Z; and the condensation threshold
decreases with the valence of the counterion, i.e. multivalent counterions are always
preferred to monovalent ions and may expel the latter from the condensed state. This
effect is entropy driven since the condensation of a z-valent ion releases z monovalent

jons.

As mentioned above, the electrostatic repulsion in PELs leads to an increased value of the
persistence length [, that can be described by the Odijk, Skolnick and Fixman (OSF) theory
[189-190]:

b =hotle (4.18)

with [, , the persistence length of a hypotethical neutral polymer (intrinsic persistence

length) and lp,e the electrostatic contribution, as illustrated in Figure 4.3.
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B
“charging”’

Figure 4.3 Scheme of the OSF model that describes the transition from a hypothetical neutral polymer to its
analog macroion with equally spaced charges. The spacing distance between the charges is b.

In this picture the PEL chain is described by the WLC model near the rigid-rod limit but with
significant bending at long length scales due to a screened exponential Coulomb potential.

The electrostatic persistence length [, , is given by:

l ——/1% 1- > ! Ap =D
p,e_4AB°C7' EM—Z_i(B— )
4.19
223 1 1 (419)
lp,ez 4b2 0(7, €M<Z(AB<b)

For high salt concentration the intrinsic persistence length [,, dominates, since [,,
decreases with increasing ionic strength. However, the linear dependence given in eq.
(4.19) is verified only for PELs that already have an intrinsic stiffness in their polymer
backbone. For flexible PELs most experiments [191-192] suggest a square-root relation of

the ionic strength 1, , oc I'/2.

At this point it should be mentioned that one has to be aware about the sensitive length
scales of the EPR methods employed. In the case of DEER under the experimental
conditions here, this length scale is up to ~5 nm. Hence, long-range interactions do not
directly influence accessible parameters and the assumptions made for PEL conformations
does only hold for the EPR length scale and can therefore be viewed as giving a local
conformation rather than the averaged conformation of a whole macromolecule in

solution as obtained by light scattering (where the hydrodynamic radius Ry is measured).

4.2 Studied Systems

In this work a statistically labeled strong PEL poly(diallyldimethylammonium chloride)
(PDADMAC, Figure 4.4) was studied, that plays an indispensable part in modern technology
of public water treatment [193]. The EPR measurements were carried out in five alcohol
solvents: methanol, ethanol, n-propanol, ethylene glycol and glycerol and their respective

mixtures with water. Note that the pulse EPR measurements in pure water were
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impossible, as water does not vitrify but crystallizes upon freezing. The dielectric constant

and density of the pure solvents are listed in

Table 4.1.
*’H %
]
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Figure 4.4 Spin labeled poly(diallyldimethylammonium chloride) (PDADMAC) a) chemical structure, b)
scheme. The molecular weight of PDADMAC is M,, of 490000 g/mol and a M, of 146000 g/mol. It is a
statistically labeled copolymer with >99% labeling degree (4mol.-%).

Table 4.1 Investigated solvent systems and their properties. All data are given for 293 K and for the pure
solvents. &: dielectric constant and &: density of the solvents. For DEER measurements their aqueous
mixtures were used (25 Vol.-% organic solvent).

formula £ 8 [gem™]
Methanol CH;OH 33.8 0.79
Ethanol C,HsOH 24.3 0.79
n-Propanol CsH,0H 20.3 0.80
Ethylene glycol (diol) (CH,0H), 37.0 1.10
Glycerol (triol) (CH,0H);3 42.5 1.26
Water H,0 78.5 1.00

Besides the five pure organic solvents their agueous mixtures in a volume ratio of 1:3
(organic solvent:water) were used. The solvents were chosen in order to compare effects
on the PEL conformation by the homologues of the alcohols. This includes the effect of
increasing hydrophobic alkyl parts from methanol, via ethanol, to n-propanol, as well as the
effect of the number of hydroxyl groups (mono-, di and triols). Besides this chemical aspect
these solvents show different viscosities. However, since DEER measurements were

performed at 50 K viscosity effects are not explicitly studied.

The polymer fully dissolves in all these solvent mixtures. To study the effect of divalent salt,
the ionic strength of sodium sulfate was varied between zero and 750 mM (O0mM, 10mM,
100mM, 750mM). The PDADMAC concentration was kept constant to 40 mM for all
investigated solutions in order to compare the different solvent effects and ionic strength
effects. Due to entropic reasons it is expected that the divalent sulfate ions expel

monovalent chloride ions from the condensed state and come into interaction with the
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oppositely charged PEL chains by electrostatic self-assembly. In a simple picture this can be
anticipated by noting that divalent ions reach the critical Manning parameter &,, for
counterion condensation already at lower values than monovalent ions: &, = Ag/b. The
method applied to probe the local PEL conformation was double electron electron

resonance (DEER, see section 2.9.3).

4.3 DEER Measurements: Influence of Solvent and Ionic Strength

The DEER results are shown in Figure 4.5. The analysis of the DEER data was performed as
described in Section 7.3 by using the wormlike chain model. The fitted parameters are the
mean distance r, width of the distribution s(7), the persistence length [, and the label-to-

label distance L. These values are summarized in Table 4.2.
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Figure 4.5 DEER measurements (50 K) of 40 mM SL-PDADMAC in organic solvent:water=1:3 (v/v) and ionic
strength of sodium sulfate 1I=10 mM. a) Background corrected DEER data b) Distance distribution using the
wormlike chain model. The color code in both pictures is the same: black: methanol, blue: n-propanol, green:
ethylene gylco, red: glycerol.

This table contains only one value for each solvent mixture, although four different
solutions with varying ionic strength of sodium sulfate with Is,;rq; = 0,10,100,750 mM
were measured. Remarkably, it was observed that the addition of sodium sulfate to organic
solvent-water solutions of PDADMAC only led to experimental errors of £0.1 nm in the
mean distance r. However, changes in the distances and the distance distribution are much
more pronounced going from one solvent mixture to another solvent mixture. Thus, the
parameters listed in Table 4.2 are the mean values obtained by averaging the three sulfate-
containing samples (Ig;;rq: = 10,100,750 mM). Although there was nearly no change
(0.1 nm) from 0 mM (pure organic solvent-water mixture) to 10 mM ionic strength, the

salt-free samples were not included into the averaging.
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Table 4.2 Results of the distance measurements of 40 mM PDADMAC in organic solvent:water mixtures (1:3)
at 50 K as obtained by using the WLC model. L: label-to-label distance, [,,: persistence length, r: mean
distance, s(r): width of the distribution. All data were recorded with equal 7; and t-values. Ethanol-water
data is set in brackets since it was not possible to record an equally long DEER time trace up to t=3.5 ps.

solvent L r s(r) L
[nm] [nm] [nm] [nm]

Methanol/water 2.8 4.7 1.3 7.7
(Ethanol/water 2.0 4.0 1.2 7.1)
n-Propanol/water 2.8 5.0 1.5 8.3
Ethylene glycol /water 3.7 5.0 1.3 7.7
Glycerol/water 3.6 5.3 1.3 7.9

The ethanol water mixtures showed relatively short T, relaxation times, which made it
impossible to obtain DEER data of the same quality and the same length as in the other
solvent mixtures. Therefore, the ethanol/water mixtures cannot be reliably used in a

discussion of trends in the samples and is left out in the following.

The values for the persistence length [, in the mono-alcohols methanol and n-propanol are
equal (I, = 2.8 nm). The [,-values in the multi-alcohols ethylene glycol and glycerol, are
similar as well, but are increased as compared to the mono-alcohol mixtures (I, = 3.6 nm)
The label-to-label distance L is nearly similar in methanol and ethylene glycol, while the
value is increased for glycerol and finally propanol has the highest value.

Surprisingly, variation of the ionic strength by addition of sulfate seems to have very small
influence on the persistence length and the label-to-label distance. This is directly
indicative of only little change in local conformation of the polyelectrolyte within the
lengthscale that is accessible for this experiment (up to ~5.8 nm for t=3.5 ps). Inspection of
the ESE spectra did not indicate changes upon increase of the ionic strength, either. It is
known that divalent ions expel monovalent ions from the condensed state on a PEL
backbone with increasing the ionic strength I in water [194]. Contact ion pairs of sulfonate
ions with PDADMAC were also confirmed in glycerol/water mixtures [124, 195]. Thus, these
results might suggest a simple replacement of the Cl-ion without significant local
conformational changes of the polyelectrolyte backbone in the organic-water mixtures.
Although there were slight changes upon sulfate addition, no clear trends were observed
within the three sulfate concentrations that were used in this investigation.

However, since only 20% of the sulfonate ions were found in the condensed (contact-ion
pair) state for different ratios of c(PEL):c(sulfonate)<0.25 [195] we might also argue that

the we lack the accessible length scale of a possible local conformational change due to
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sulfate ions, i.e. the small number of multivalent sulfate ions per chain is not sufficient to
modify the extended chain conformation. However, since the ionic strength was increased
up to 750 mM — where all electrostatic interactions along the PEL should be screened- we

should observe a decreased label-to label distances L, which was not the case.

All solvent mixtures are better solvents for the PDADMAC hydrocarbon chain than pure
water and consist of a polar part (OH-groups) and an unpolar part (hydrocarbon chain).
Their trends in permittivity (Table 4.1) do not resemble the trend in the label-to-label
distance L, which indicates that they should not be considered as dielectric continuum, but
rather that individual molecular features need to be taken into account. The alkyl chains
may solvate the hydrophobic groups of the polymer chains any may thus screen
hydrophobic interactions as it was also supposed in [195]. The hydrophobic screening of
the monomer-monomer interaction close to the polymer backbone impedes a counterion-
mediated collapse of the PEL, as it is predicted for PEL in water [Khok02] and should work
best for the longest alkyl chain alcohol that is in the present case n-propanol. Indeed in n-
propanol/water the longest label-to-label distance L was found (L=8.3 nm), followed by
glycerol (L=7.9 nm), methanol (L=7.7 nm) and ethylene glycol(L=7.6 nm). Interestingly, the
L-values for MeOH and ethylene glycol are nearly identical, but slightly higher for
methanol, that even supports this molecular picture of a hydrophobic selt assembly in a
cylindrical volume around the PEL chain, where water might be pocket-like embedded
towards the ammonium groups, building a H-bonding network with the alcohol-hydroxy
groups. For the charged ions it is energetically more favorable to stay in the solvation
sphere outside this cylinder in the water-enriched phase. This leads to a different solvent
composition around the polymer chain as compared to the bulk. In particular the effect of
nearby organic molecules to the PEL should lead to another hydrodynamic radius and

intrinsic viscosity of the polymer.

These data suggest a less serve impact on conformational changes due to salt than usually
predicted for PEL [194] and stress the importance of the delicate balance of hydrophobic
and electrostatic interactions, in particular in the presence of organic solvents, which are

preferentially solvating the PEL backbone.

For elucidating this aspect a detailed analysis on conformational changes in different
solvents rather than salt addition should be investigated, a trend that is currently also

observed in literature.
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5 Characterization of Structure and Dynamics of
Miniemulsions

This chapter starts with the motivation of performing EPR experiments on miniemulsions
followed by the introduction into micellar and colloidal solutions (Section 5.2) and the
presentation of the basic components of a miniemulsion (Section 5.3). In Section 5.3.3 the
model miniemulsion and the standard preparation is described. The EPR measurements for
characterization of miniemulsions and the interpretation of the experimental results are
given in Section 5.4 to 5.8. In Section 5.9 the implications of the EPR results for the
structural and dynamic aspects of miniemulsions are discussed.

The EPR parameters analyzed in this study were the rotational correlation time 1, for the
spin probe motion, which is related to the microviscosity of the probe environment, the
nitrogen hyperfine coupling a;s, that is related to the dielectric constant of the medium
(polarity) and finally, the EPR line shape. In the analysis, slow-motional CW EPR spectral
simulations were used as the main tool, providing rotational diffusion rates for the

individual spin probe components.

5.1 Motivation

In previous studies, it was shown that the addition of a lanthanide S-diketonate complex of
the type M(tmhd)s; (M=trivalent lanthanide ion, tmhd=anionic ligand, for more details see

Figure 5.9) to a miniemulsion that was polymerized, leads to lamellar-like structures on a
nanometer lengthscale [196]. X-Ray scattering of the freeze-dried polymer particles reveals
a peak that could be correlated to a lamellar repeat period of ~0.4-0.5 nm and the
structural features were visualized with a transmission electron microscope (TEM) (see
Figure 5.14, Figure 5.21)[197]. First experiments have shown that the repeating distance
depend on the chain length of the surfactant that was used to prepare the miniemulsion
[198]. The aim of this work was the better understanding of this structure formation, to
obtain insights when this structuring takes place and to characterize the structured region
with the help of spin-labeled fatty acids (SLFA). These SLFA are also amphiphiles and hence,
are known to mix with the used surfactant. Thus, they may report from the ordered region
by means of EPR spectroscopy. The spectral parameters of EPR spin probes are significantly
affected by the environment’s viscosity, polarity, pH and molecular ordering. Analysis of
CW EPR spectra gives insights into the dynamics of the spin probe (diffusion, tumbling), the
frequency of exchange processes or molecular collisions. EPR spectroscopy is a very useful
method for characterization of colloidal systems; in particular here it offers the possibility

to study miniemulsions before and after polymerization.
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5.2 Introduction

A miniemulsion is a rather complex system, containing a variety of components, therefore,
each component and its effect on the structure formation in the miniemulsions is briefly
presented. The scope of this introduction is the discussion of the relevant parameters

necessary for the interpretation of the obtained results.

5.2.1 Surfactants and Surfactant Aggregates

Surfactants are amphiphile molecules with a hydrophobic (e.g. alkyl-, flourocarbon, or
silioxane chain) and a polar part, which may be ionic (anionic, cationic or amphiphile) or
non-ionic. They are water soluble if their alkyl chain is not too long (usually not more than
20 C-atoms) and lower the surface tension between two phases (liquid-liquid or liquid-
vapor) due to monolayer formation at the interface. At concentrations above the critical
micelle concentration (cmc) and temperatures above the Krafft temperature Ty, they form
aggregates with the alkyl chains associating such that they point inwards the micelle and
the head groups are exposed to water. Such micelles contain 20-100 surfactant molecules
(typical diameter 5-10 nm) that are in equilibrium with free surfactants in bulk [199]. The
value of the cmc is dependent on the solvent, surfactant type and temperature. The

general phase diagram of an ionic surfactant is given in Figure 5.1.

|
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+hydrated solid ‘ +micelles

c(Surfactant)

y // cme
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Figure 5.1 Schematic phase diagram of an ionic surfactant. The two curves in the diagram represent the
critical concentrations of the surfactant: the cmc is the critical micelle concentration above which the
surfactant forms micelles while the solubility c, is the concentration above which the surfactant forms a
hydrated solid. The Krafft point Ty is the critical point in the phase diagram, above which the solubility of the
surfactant rises sharply. At this temperature the solubility and the cmc become equal. The cmc often shows a
minimum at a certain temperature (for SDS this is above Ty).

For ionic single alkyl chain surfactants the cmc is primarily determined by the size of the
hydrophobic part, and a higher number of carbon-atoms n. will lead to a decrease in the

value of the cmc according to following equation [200]:
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logcmec = A — Bng (5.1)

A and B are constants specific to the homologous series under constant conditions (T7,p).
The values of A and B have been determined for a variety of surfactants [200]. For non-
ionic surfactant, among which poly(oxyethylene) PEO is the most commonly used, an
empirical relationship between the EO units and the cmc exists, too [200]. The cmc for ionic
surfactants is ~1 mM while that of the non-ionic one with an identical alkyl chain is
~0.1 mM. The solubilization for non-ionic surfactants relies solely on hydrogen-bonding to
the EO and thus, their cmc and aggregation number strongly depends on the temperature
and they show an inverse temperature-solubility relationship. At concentrations below the
cmc surfactants are homogeneously distributed in the solvent. High above the cmc the
average aggregation number begins to increase significantly, which alters the shape of a
spherical micelle and they can self-assemble into lamellae, hexagonally packed, coil-like
micelles or cubic phases [199]. Their self-organization depends on their chemical structure
and the balance between hydrophilic and hydrophobic interactions, solvent and

temperature. In Figure 5.2 the most important surfactant aggregates are shown [201].
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Figure 5.2 Possible surfactant aggregates. Spherical micelles (a) are formed for a surfactant parameter of
Ng=0.33 (e.g. SDS). Inverted micelles (b) are usually found in non-polar solvents. Rod-shaped (or cylindrical)
micelles (c) are formed for increasing surfactant parameter Ng=0.5. The ends of the cylinders are not flat as
shown but capped by hemispheres of surfactant. At high surfactant concentrations cylinders pack into
hexagonal phases (e.g. SDS at high salt concentrations). Bilayers (d) are formed for N,>0.5. A prominent
example are lipids (e.g. phosphatidyl choline), that have two alkyl chains. Their headgroup is much too small
and their alkyl chains too bulky to form a micelle. At high lipid concentrations lamellar phases are built that
arise from stacks of parallel bilayers.

The packing can be estimated by the surfactant parameter [201]:

Ng = (5.2)

V. is the volume of the hydrophobic part, L, is the length of the hydrocarbon chain and a,
is the effective area per headgroup. The volume V. is can be easily estimated from the

density of pure hydrocarbons, with n, carbon-atoms:
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V. ~ (0.027 - n, + 0.029)nm?

c ( C ) (5.3)
The length can be obtained from the carbon-carbon bond length (0.127 nm) in an all-trans
configuration

N, = (0.127 - n, + 0.15)nm

c ( C ) (5.4)

where the number 0.15 is the van der Waals radius of the terminal methyl group minus
0.127 nm. The area per headgroup is more problematic in estimation and usually needs
experimental proof, since it is very sensitive to the surfactant and electrolyte
concentrations. The surfactant number varies from 0 to 1, which is related to the curvature
of the aggregate. Spherical micelles (that have a large a;, e.g. sodium dodecyl sulfate) are
formed for Ny~0.33, rod like micelles for Ny~0.5 and bilayers for N; = 0.5 ... 1.

In aqueous environment, the headgroups of the surfactants in the micelle are more or less
dissociated into their individual ions and the such formed charged interface largely
determines micellar stability and interfacial processes like adsorption and adhesion of
colloidal particles [136]. The distribution of the counterions in solution (and with this the
electric potential profile from the surface) was subject of many theories [136]. The simplest
charge double layer imaginable is the molecular condenser, where all counterions (point-
charges) are located at a distance & from a charged (flat) surface (e.g. a clay surface). This
double layer is determined by the radius of the ions (point-charges) and is characterized by
a linearly decreasing potential. If one accounts for the thermal motion of the ions
counteracting the attraction of the surface, the Boltzman equation gives the proper
description of the system. The Boltzmann equation gives rise to an exponential potential
with the characteristic Debye length k™1 (see eq.(4.15)), which is the distance over which
the electrical potential ¥ reduces from Y, to Y, /e, and which is usually referred to as the
thickness of the electrical double layer. This diffuse double layer model (also known as
Guoy-Chapman model) works well for systems with low electrolyte concentration (<10 M)
and low surface potential (< few tens of mV). At higher ionic strength and surface potential
the outer part of the double layer may still obey this model, but the inner part close to the
surface tends toward the molecular condenser. Therefore, these two pictures are
integrated into the Guoy-Chapman-Stern model which is illustrated in Figure 5.3. For the
inner Stern-Layer, a finite volume to the counter- and co-ions is added, which may even be
adsorbed specifically.! In the absence of specifically adsorbed ions there is a charge-free
layer (Stern-Layer), adjacent to the surface that extends to a distance 8, where 9§ is the

distance of closest approach of a hydrated ion to the surface. For specific adsorption, the

lons in solution of the same sign as the charged surface are referred to as co-ions. Specifically interactions
are partly non-electrical in nature so that co-ions can overcome the repelling electric potential at the surface.
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surface charge oy is partly compensated by the charge of dehydrated ions that are located

at a distance m, and partly by the diffusely distributed charge gy:

oy = — (o, + 05) (5.5)

As in the molecular condenser the potential 1(x) drops linearly in the region 0< x< m:

40
Yo=Yy =— m (5.6)

Eméo

The same holds for the regionm < x < 4.
For the diffuse part of the double layer x = § , Y (x) drops exponentially:

P(x) = P(8)exp [~k (x — )] (5.7)

Under most conditions 5 is much smaller than 1), and the potential decays for the largest
part within the Stern-Layer. For the stability of colloids 5 plays a more important role
[202]. Thus, Y (x) can be derived over the entire double layer if o, and o, are known. For
smooth, solid surfaces this is an easy task, as 6o can be obtained by titration and o; may be
approximated [202]. It is obvious that for micellar and colloidal systems, where an interface
region rather than a clear boundary and a curved rather than a flat interface is present, the
electrical potential will not exactly follow these ideal equations. In such systems a porous
electrical double layer exists, in which the charge may extend into the solid phase up to a
certain depth (e.g. biological membranes or polymer-like surfaces). Also, these ‘solids’ have

an open, more gel-like structure that is penetrable for water, counter- and co-ions.

As a consequence of the nature of amphiphilic molecules, the formed micelle represents
what might be considered as a ‘second liquid phase’ in solution. The solubilization of
organic oily materials (that are merely insoluble in water) is highly increased in presence of

aqueous surfactants as illustrated in Figure 5.4.
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Figure 5.3 a) The picture of the idealized micelle formed by anionic surfactant molecules in water. The
hydrophobic alkyl chains build the inner core with the radius R; and the charged headgroups are located at
the surface of a sphere. The simplified model of the electric double layer contains adsorbed counterions in
the immobile Stern layer and a diffuse Guoy-Chapman-Layer with counter- and coions (Gouy-Chapman-Stern
model) that fulfill charge neutrality. b) Guoy-Chapman-Stern electrical double layer at a charged surface with
specific ion adsorption in the Stern-Layer 0<x<d.

The loci of the solubilized additive molecule will mainly depend on its chemical structure,
thus, a hydrocarbon will be found in the core (a), while slightly more polar material will be
oriented towards the headgroups, in a transition region between the hydrophobic and core
and the surface head groups (b). In special cases for ionic surfactants the additive may
become directly associated with the electrical double layer (c). Each type of interaction will

increase the micelle’s diameter.

o 1 NN NN
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Figure 5.4 The presence of micellar aggregates in aquesous solutions enhances solubilization of organic
materials (e.g. monomers) that leads to swollen micelles. a) Unpolar molecules are found in the micellar
core. b) Polar molecules will be found in a region between the core and the surface. c) lonic micelles can
interact with their charged headgroups with an additive.

With this additive, the phase diagram of pure surfactant/water mixtures becomes that of a

ternary mixture showing a varity of phases that are highly temperature depended.
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5.2.2 Miniemulsions

Miniemulsions are dispersions of relatively stable oil droplets with a size range of 50-
500 nm [203]. They are formed by homogenization, through which the droplets of a coarse
emulsion are broken into much smaller and more numerous droplets by the application of
intensive shear forces and energy. The sheared system contains water, oil, surfactant and
an osmotic pressure agent that is insoluble in the continuous phase (a so called
hydrophobe, e.g. hexadecane) [203]. The process is illustrated in Figure 5.5. The energy
input is achieved by an ultrasound probe that is inserted into the liquid operating at a
frequency of 20 kHz. At the beginning of the homogenization, the droplet size distribution
is broad, however this polydispersity decreases with time and reaches a stable state [204].
The oil may be a monomer, thus polymerization in miniemulsions results in latex particles
that have the same size as the initial dispersed monomer droplets. The nucleation loci are
the monomer droplets that contain the oil-soluble initiator and the hydrophobe and hence,
this process differs substantially from emulsion polymerization. There, a water soluble
initiator is used and the polymerization kinetics are determined by diffusion of the

monomer from the monomer droplets to the micelles [205].

o——~ Surfactant * Initiator

@8 Hexadecane A Ln(tmhd),

Figure 5.5 The miniemulsion process: The water phase (blue) contains the surfactant, the monomer phase
(yellow) the initiator and hexadecane to prevent Ostwald ripening. Additionally, an oil soluble substances
may be added like a lanthanide B-diketonate complex. The phases are mixed and treated for 3 minutes with
ultrasound by inserting the ultrasonic probe directly into the mixture in an ice bath. This forms small droplets
that can be radically polymerized without changing their distribution.

The role of the hydrophobe is to prevent Ostwald ripening, which is driven by the
differences in the Laplace pressure between droplets having different radii: the dispersed

phase is transferred from the smaller to the larger droplets which results in the gradual
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disappearance of small droplets. The hydrophobic agent serves to build up an osmotic
pressure that counteracts the inherent Laplace pressure of the droplet, for this it is
important to choose an agent which can hardly diffuse from droplet to droplet. Hexa-
decane was found to stabilize miniemulsions very effectively [206]. A theoretical treatment
with derived kinetic expressions for this diffusion process can be found in [207-208].
Directly after miniemulsification the dispersions are only critically stabilized in terms of
collisions, and the droplets can increase in size by collision, which break up the interface
and leads to fusion into a bigger droplet (upper part of Figure 5.6).

The handling of this problem may be solved by addition of appropriate surfactants, which

provide the necessary colloidal stability against coalescence.

Figure 5.6 Mechanisms that account for instability of miniemulsions. In the upper part destabilization occurs
by collision (bimolecular process) and fusion of two droplets resulting in coalescence to one larger droplet.
Ostwald ripening (lower part) describes the process where smaller droplets decrease in size due to diffusive
mass transport to bigger droplets.

Thus, the surfactant provides stabilization against coalescence and the hydrophobe against
Ostwald ripening and an appropriate formulation of the miniemulsion recipe is necessary

to obtain particles upon polymerization that resemble the initially formed droplets.
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5.3 The Components of a Miniemulsion

5.3.1 Surfactants and Spin Probes

In these studies, different anionic surfactants with alkyl chain lengths of C;; and Cig and
with the anionic head groups sulfate and carboxylate were used and are shown in

Figure 5.7. These were the sodium salts of: dodecyl sulfate (SDS), octadecyl sulfate (SOS),
laurate (SL) and stearate (ST).

\/\/\/\/\/\/\/‘\/\n«O_Na+ V\AN\/YO-N6+
ST O SL o

Anionic surfactants

S
o ONa* g’ ~ONa*
SOS SDS

T~}

Figure 5.7 The anionic surfactants used in this work were sodium stearate (ST) C;,H3sCOONa, sodium laurate
(SL) Cy:1H,3COONa, sodium octadecyl sulfate (SOS) CisH3;0SO3Na and sodium dodecyl sulfate (SDS)
C;,H,50S05Na. These surfactants differ in their alkyl chain lengths (C12 or C18) and their headgroups (sulfate
or carboxylate). The non-ionic surfactant Lutensol AT 50 is a poly(ethyleneoxide) monoalkyl ether where the
hydrophilic part consists of 50 ethylene oxide (EO) units and the hydrophobic alkyl part is a mixture of
hexadecyl R=C;¢H,3 and octadecyl R=C;gH3; chains (C16/C13EOs). Lutensol has shown to effectively stabilize
polymerdispersions.

Non-ionic surfactant

Lutensol AT 50

Miniemulsions prepared with a single anionic surfactant had the tendency to gradually
coagulateduring the time needed to perform the EPR experiments. Thus, Lutensol AT 50°,
a poly(ethyleneoxide) monoalkyl ether was added as a second, non-ionic amphiphile. Such
water soluble polymers are expressed by the general formula C,EO, where x is the number
of carbon atoms and EO the number of ethylene oxide units. Lutensol AT 50® contains 50
ethylene oxide units and, compared to this, only a small hydrophobic alkyl rest consisting
of a mixture of 16 and 18 carbon atoms (Cy6 18Es0). Hence, it is a very effective emulsifier for
hydrophobic substances such as fatty acids or monomers and it is commonly used to
stabilize (mini-)emulsions or to disperse suspended solids in water [203, 209].

The surfactants were dissolved in water together with a spin probe x-DOXYL stearic acid
(Figure 5.8) with the nitroxide group in position x=5 and 16 along the stearic acid chain. The
probes x-DSA are very sparingly soluble in water and complete solubilization was obtained

after addition to the monomer solution.
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Figure 5.8 The fatty acid spin probes used in this work were x-DOXYL stearic acid (4,4-dimethyl-oxazolidine-
N-oxyl octadecanoic acid) with x= 5 (5-DSA) and x=16 (16-DSA). In 16-DSA the spin label is located at the end
of the alkyl chain, whereas in 5-DSA it is located near to the head group.

The spin labels at the different positions report about different regions within a micelle or a
lamellar layer. Assuming a micelle or a bilayer in aqueous solution made of an ionic
surfactant, the acid is anchored to the hydrophilic region near the Stern Layer and the C5-
position will sense a more hydrophilic environment than the C16-position, which is located

more towards the hydrophobic interior.

The cmc of the used surfactants and DSA are listed in Table 5.1 (literature values). The
value of the cmc usually depends on the method that was used and the purity of the
surfactant (see cited references). For 5-DSA very different cmc values were found. Note
that the cmc for 5-DSA was obtained from buffer solution, and it is known that with
increasing buffer concentration or ionic strength the value of the cmc for ionic surfactant is

decreased [210]. This may also influence the cmc of non-charged fatty acids.

Table 5.1 The critical micelle concentration of the used surfactants in water at 25°C as taken from literature.
The values for 5-DSA were obtained from phosphate buffer solutions.

C-atoms cmc T Ref.

headgroup /mM /°C
Sodium laurate (SL) C11 -COO’ 2.7 30 [211]
Sodium stearate (ST) C17 -COO° 1.8 30 [211]

Sodium dodecyl sulfate (SDS) C12 -0SOy3 8.1-8.7 25-30 [211-214]
Sodium octadecyl sulfate (SOS) C18 -0S03 - - -
5-DSA C17 -COOH 0.035 37 [215]
~1.5 n.a. [216]
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5.3.2 Lanthanide fdiketonates [M(tmhd)s]

Lanthanide f-diketonates are complexes of Sdiketones (1,3-diketones) with lanthanide
ions, which are the most popular and most investigated lanthanide coordination com-
pounds. The simplest 1,3-diketone is acetylacetone Hacac (Figure 5.9 with R=H). It bears
two carbonyl groups separated by a methylene group and capped by a methyl group on
each side. All other A-diketones can formally be derived from Hacac by substitution of the
rest R. The tmhd (2,2,6,6-tetramethyl-3,5-heptanedionate) ligand that was used in this
work contains bulky tert.-butyl groups (Figure 5.9 with R=CHz) and its lanthanide complexes
are more stable as compared to acac complexes [217]. In the conjugated base of a £

diketone, the f~diketonate ion, the negative charge is delocalized:

R R R R
H
W -H’ W
R R — R i R
R R R S R
o] o] o] o]
R=H Hacac R=H acac
R=CH, Htmhd R=CHj; tmhd

Figure 5.9 Deprotonation of a f-diketone removes the acidic proton from the a-carbon atom. The negative
charge of the f-diketonate ligand is delocalized. The general structure for a f-diketone is acetylacetone
Hacac with a methyl group (R=H) on both carbonyl functions. Substitution of the methyl groups by tert-butyl
groups vyield the ligand Htmhd that was used in this work. The abbreviation Htmd stands for 2,2,6,6-
tetramethyl-3,5-heptanedione and tmhd for the conjugated base, which is the ligand that was used in this
work.

Three f-diketonate ligands are necessary to form neutral complexes with trivalent rare
earth ions represented by the formula [M(f-diketonate)s]. In such tris-complexes the two
oxygen atoms of each f-diketonate form a six-membered chelate ring (Figure 5.10 a) with
the lanthanide ion leading to a trigonal prismatic coordination polyhedron around the ion
(Figure 5.10 b). Since the coordination sphere of the metal ion is unsaturated in these six-
coordinate complexes, adducts with Lewis-bases (e.g. water and other O- and N-donors
present in a solution) are formed easily. Depending on the adduct-ligand, complexes of the
formula [M(tmhd)s-x(adduct)] were isolated in the past [218-220]. Saturation of the
coordination sphere is also obtained in tetrakis-complexes with four f-diketonate
[M(tmhd),]” where a coordination number of eight is obtained. Usually, lanthanide A
diketonates are eight-coordinate complexes [221] but sixfold coordinated tris-complexes of
very bulky diketones are also stable. They are stable toward moisture and air and soluble

in common organic solvents and monomers.
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a) b)

Figure 5.10 a) Chemical structure of the Ilanthanide(lll)-tris(2,2,6,6-tetramethyl-3,5-heptanedionate)
compound [M(tmhd)s]. The metal ion M is colored in cyan and oxygen atoms in red. In tris-f-diketonates, the
metal ion is coordinated by six oxygen atoms from three ligands. b) The six oxygen atoms constitute a
trigonal prismatic coordination polyhedron, the average M-O distance is 2.3-2.4 A [218]. This holds for many
trivalent lanthanide ions in the unsolvated state. Some ions, however, show the tendency to saturate the
coordination sphere by dimerization [M,(tmhd)¢] or adduct formation [M(tmhd);-x(adduct)] and thus may
reach coordination number up to nine [221].

Originally, these complexes were used as NMR shift agents [222], but have now been
established as volatile precursors for chemical vapor deposition (CVD). They owe their
popularity to their excellent luminescent properties. An extensive review that covers all
aspects on lanthanide f-diketonates (synthesis, structure, properties, applications) has
been written by Binnemans [221].

For this work the complexes of Ln(tmhd); are considered to be an important building part
of the nanostructures formed in polymer particles that were prepared in presence of this
complex with different surfactants. As central metal ions we used the diamagnetic (EPR-
inactive ground state J=0) Eu®- and the paramagnetic Gd**-ion. Their electronic properties
are summarized in Table 5.2. We used gadolinium(lll) to study the distance between the

nitroxide and the metal ion via the relaxation enhancement of the nitroxide by Gd(lll).

Table 5.2 Electronic configuration of the trivalent lanthanide ions Ln>* used in this work. Eu®" is diamagnetic
while Gd>* is paramagnetic [36].

Symbol Atomic Electronic Configuration Ground

number Ln* s L J state

Ln3+

Eu®* 63 [Xe]af® 3 3 0 "Fo
Gd* 64 [Xe]af’ 772 0 7/2 %,

The trivalent gadolinium ion is in S ground state having 7 electrons (S = 7/2) in the half-
filled 4f shell. With its spherical electron distribution it is an exception from other f-block
ions that typically represent a complicated situation for EPR due to their high contributions

from orbital angular momentum (L > 0), but for Gd(lll) the standard spin Hamiltonian (that
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includes the zero-field-splitting term) is applicable. The CW EPR solution spectrum of Gd*'
complexes (with water or organic ligands) is very broad, which requires a high
concentration of the complex to observe the signal (typically ~5-80 mM [223]). The peak-
to-peak line width depends on the ligands, solvent, temperature and especially on the field
strength and is in the range of 200-700 G [224]. The line shape is determined by the
coupling of the ZFS tensor with a random motion (for the basic theory for 85-ion’s electron
spin relaxation see [225] and a recent refinement [226]) and usually only the main
transition mg = +1/2 is observed at the resonance field corresponding to the isotropic g-
value of approximately g;s,~1.99. Depending on the interaction of the nitroxide’s electron
spin with a metal ion, two cases can be distinguished: either the spins do not interact, then
the metal ion signal appears at g,,etqr @and the nitroxide triplet at gy,itroxize iN the EPR
spectrum and both are undistorted. If there is an interaction between the nitroxide and the
metal ion the resulting spectra depend on the strength of the interaction and the electron
relaxation rate of the metal ion. Signals from interacting nitroxides are much broader than
from non-interacting nitroxides and the broadening can be due to either spin exchange or
dipolar interaction [227]. In frozen solution the nitroxide spin-metal interaction is static, in
solution it can be either static or dynamic. In solutions of low viscosity electron spin-
electron spin dipolar interactions are averaged out by fast tumbling of the molecules and
the exchange interaction between the metal and the nitroxide becomes important as the
main broadening mechanism. In such a case the rate constant of dynamic exchange can be
obtained from the line broadening of room temperature CW EPR spectra and the distance
of closest approach between the two colliding centers can be calculated [33]. Spectral
broadening in CW EPR spectra due to dipolar interaction between the metal ion and the
nitroxide can also be used to obtain distance information according to the Leigh method
[228]. A basic feature of this theory is that the relaxed nitroxide spin spectra are broadened
to an extent that they do no longer significantly contribute to the observed spectral
amplitude [229]. The key assumption for this method is that the interaction is dipolar and
not exchange, which is valid if the metal is in an immobilized position relative to the
nitroxide, and the interaction takes place between one nitroxide and one metal in a rigid
lattice (e.g. frozen solution). If the nitroxide is not rigidly immobilized the obtained distance
from the quenching of the EPR signal, which is proportional to Tl,metal'r_s can only be seen
as an upper limit. These are methods to obtain the distance between the metal and the
nitroxide in liquid solution. In frozen solution the relaxation enhancement of the nitroxide
in presence of the metal can be used determine the distance between the two centers
[230].
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5.3.3 The Model Miniemulsion: Basic Recipe

The basic recipe for constitution of the investigated miniemulsions is displayed in Table 5.3.
The used composition is frequently used in miniemulsion polymerization [198, 231]. It
contains water as dispersion medium, the monomer methyl methacrylate (MMA) as
dispersed phase, an anionic surfactant, the EPR spin probe x-DOXYL stearic acid (x=5,16;
DOXYL=4,4-dimethyl-3-oxazidine-N-oxyl), the non-ionic surfactant Lutensol AT 50 (a
polyethylene glycol ether RO(CH,CH,0)s0H) and hexadecane. Hexadecane was added to
prevent Ostwald ripening [203]. Additionally, an oil soluble initiator and/or a rare earth £
diketonate of the type [M(tmhd)s] were added in some cases (M: a trivalent lanthanide ion,
tmhd: the conjugate base of 2,2,6,6-tetramethyl-3,5-heptanedione see Figure 5.10). From
these components a miniemulsion is prepared as described in Chapter 7.1 and divided into
two parts. The first, which | call ‘miniemulsion’ in this chapter, is the sample, which was
immediately obtained from this procedure. The second part was polymerized and is called

‘plolymerdispersion’.

Table 5.3 The ingredients for the miniemulsion. The typical recipe contains water as dispersion medium, the
monomer as dispersed phase (MMA: methyl methacrylate), the hydrophobe hexadecane CigHs4, an anionic
surfactant, the spin probe x-DOXYL-stearic acid (DSA) and a nonionic surfactant C;¢/C13EOsq (Lutensol AT 50, a
poly(ethyleneoxid)ether). Variably a lanthanide complex M(tmhd); (M=Eu3+,Gd3+) and an oil soluble initiator
(V59 or V70) were added to selected miniemulsions to monitor structural and dynamic changes upon
complexation and polymerization. In this recipe the amount of spin probe is 5 mol.-% with respect to the
surfactant and the molar ratio n(complex):n(MMA)=1:50. Other spin probes ratios were 2.5 and 0.5 mol.-%.

Molar mass Mass n c

[g mol™] [g] [mmol] [mM]

Water 18.0 2.7 150
MMA 100.1 0.3 3 985.7
Surfactant (Stearate) 306.5 0.035 0.114 37.6

DSA 384.6 2.3.10° 6.1-10° 2.1

Hexadecane 226.4 0.016 0.071 23.2
Lutensol AT 50 ~2460 0.052 0.021 ~7.2
M(tmhd); 701.8 0.042 0.060 19.7

Initiator (V70) 308.4 0.024 0.078 25.6
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5.4 DSA Spin Probes in Micellar Solutions

e DSA spin probes in aqueous solutions
The dynamics of different spin probes in micelles is well understood (see Review [232]) and
chemically different spin probes have been used to characterize ionic [233-234], nonionic
[235] and mixed micelles [236-237]. Hence, this section has the aim to recapitulate the
basic principles of EPR spectroscopy on micelles and, what is much more important, to
obtain reference values for the EPR parameters of the used DSA spin probes in micellar
systems formed by different surfactants. The main parameters are the rotational
correlation time 7z and isotropic hyperfine coupling a;s, (the isotropic g-value g;s, in
these samples was found to be not as sensitive as the a;,, value at X-Band frequencies).
For a given concentration of 16-DSA the dependence of the spectra on surfactant
concentration was measured. The obtained spectra for 16-DSA in aqueous 5 mM and
25 mM SDS solution are shown in Figure 5.11 (all measured concentrations of SDS are not
shown in this plot but included in Table 5.4).
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Figure 5.11 X-Band CW EPR spectra of 0.16 mM 16-DSA in water at different concentrations of sodium
dodecyl sulfate (SDS). The black spectrum contains 5 mM SDS, which is below the cmc of pure SDS. The red
spectrum contains 25 mM SDS, which is above the cmc of pure SDS. This spectrum shows insertion of the
DSA into SDS micelles by a decreased rotational correlation time by a factor two and decreased isotropic
hyperfine coupling.

The spectrum shown in black contains 5 mM aqueous SDS, a value still below the cmc of
SDS (which is 8.1-8.7 mM at 25°C [213-214]). The nitroxide three-line spectrum is
characteristic for fast rotation and stems from individual, non-aggregated spin probe in
aqueous solution. The shoulders discernable on all three lines are due to hyperfine
coupling with 3C in natural abundance and these satellites are spaced by 0.6 mT, each
having an intensity of 0.04 relative to the main lines. When the SDS concentration is
increased above the cmc (up to 25 mM, red spectrum), the isotropic hyperfine coupling
Q;s, IS shifted towards smaller values (from 1.58 mT for 5 mM, below the cmc to 1.54 mT at

25 mM, above the cmc) and the rotational correlation time 7, is decreased. The spin label
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is located in a more unpolar region and is hindered in rotation. This is a clear indication that
DSA is solubilized into SDS micelles. Table 5.4 lists the EPR parameters for a series of
measurements with increasing SDS concentration up to 100 mM (spectra not shown). The
spectral parameters were obtained by using isotropic, fast motion CW EPR simulations
combined with least-square fitting (see Chapter 2.8). The hf values obtained by simulation
correspond very well with those obtained by graphical evaluation, where the zero crossing
points between the low -and high field lines (divided by two) were used (see Figure 2.11 b)

and are plotted in Figure 5.12 against the SDS concentration.

Table 5.4 Isotropic hyperfine coupling a;5, and rotational correlation time T, for 0.16 mM 16-DSA in
sodium dodecyl sulfate (SDS) solutions, measured at X-Band (9.4 GHz). The EPR parameters were obtained
by spectral simulation in the motional narrowing regime using a Voigtian linewidth (0.1 mT Gaussian, 0.04
mT Lorentzian component) and g=[2.0088, 2.0061, 2.0030]. The error for a;s, is £0.05 G, for T, 20 ps. For
the simulation an axial hyperfine tensor A was used and a;g,=trace(A) was calculated.

Solvent [SDS] /mM T/°C a;s, /mT Teorr /PS

Water 5 30 1.580 90
25 28 1.547 160
50 25 1.545 180
100 25 1.542 185

From Table 5.4 on can see that above the cmc of the surfactant, the value for a;g, is
decreased as compared to a;,, for the free nitroxide in solution, which is further
accompanied with a slower rotation (the trend is observable). As the surfactant
concentration is increased, it is well known that the aggregation number of surfactant
molecules is increased, too [232, 238]. This leads to packing of more surfactant molecules
and the spin probes sense a more viscous environment, and is thus more restricted in
motion as can be seen by the increase in the rotational correlation time in the spectrum.
When increasing the SDS concentration further up to 100 mM there is only a slight further
decrease of the value of a;,. Similar results were obtained with sodium laurate (data not
shown), that contains also 12 C-atoms. Generally, the solubility of the DSA was increased in
micellar systems compared to that in water, which already indicates the co-mizellation of

DSA (see Discussion, Section 5.9).
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Figure 5.12 Isotropic hyperfine coupling a;s, for 0.16 mM 16-DSA in aqueous sodium dodecyl sulfate
solutions, obtained from X-band measurements at 25°C. The value for the cmc of SDS (8.3 mM) is indicated
with a dotted line.

CW EPR measurements with sodium stearate were unsuccessful, since the low solubility of
stearate in water prevents the observation of the cmc and only the isotropic ‘water’
spectrum of free DSA was obtained. No attempts have been made with sodium
octadecylsulfate (SOS). The observation of no micelle formation might be due to the high
Krafft point for higher alkyl chain surfactants. For example, the Krafft point for SDS (C12) is
Tk(SDS)=16°C [239] whereas that of SOS (C18) is T¢(SOS)=56°C [240]. For the carboxylate
surfactants a similar temperature regime for sodium laurate and stearate was found
(Tk(laurate)=25°C and Tg(stearate)=65°C [241]). Below the Krafft point no micelles are
formed. Thus, only the monomer solution of sodium stearate was obtained at ambient
conditions, for which at low DSA concentrations the CW EPR spectrum has nearly the same

shape as in pure water.

These first studies in water involved only 16-DSA as spin probe and the values for the hf
coupling constant a;,, correlate well with reported values in literature for the same system
[242]. For 5-DSA no analogue measurements were performed, the values reported in
literature are a;5,=1.56-1.59 mT [235, 238] (obtained from pure 5-DSA in water).

It should be stressed that the micelle still is a dynamic entity, with exchange of surfactant
and DSA molecules with the bulk and other micelles and the lifetime of a surfactant
molecule in the micelle is normally 107-10°® s. The half-life of the micelle is 10°-1s [238].
Further, the whole micelle moves freely in space. Thus, the fast, segmental motion of the
nitroxide in the micelle is overlaid with a slow motion, which has different contributions:
The rotation of the micelle and the diffusion of the probe over the curved surface of the
micelle (lateral diffusion) [243-244]. The rotational dynamic of the whole micelle T is

determined by its outward size, including the Stern-Layer in the pure solvent water and the
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rotational correlation time of the DSA moiety T, is governed by the size and viscosity of
the hydrocarbon core (see Figure 5.3) and the location of the nitroxide within the micelle.
The values for the rotational correlation times T listed in Table 5.4 are only the observed
‘effective’ rotational correlation times of the probe but the spectrum is a superposition of
the above mentioned dynamic processes. Under the assumption that the nitroxide probe is
fixed in its position in the micelle (no lateral diffusion) the nitroxide and the micelle

reorientation can be treated as independent [244]:

1 11
=— 4+ (5.8)

Te ff Trel Tmic

Tmic Can be estimated by the Stokes-Einstein eq. (2.51) with n the viscosity of pure water
(n= 1.1016 mPas [36]) at T=295K and an estimated radius of a SDS micelle Rpyic=2.56 nm
(calculated value from Ref. [245] for an SDS micelle) to Tmic=20 ns. This is only a rough
estimation under the assumption of an ideal spherical rotating body but it shows that T is
slower than the reorientation of the nitroxide moiety 7. that is in the range of 0.1 ns
(Table 5.4), so that eq.(2.22) can be approximated as Tetf =T - However, lateral diffusion
may have a stronger impact on the spectrum, especially at higher temperatures, where the
aggregation number of an ionic micelle is known to decrease [246]. This leads to a less
confined surfactant packing combined with the shorter lifetimes of micelle formation
kinetics and overall increased mobility due to decreasing viscosity. Further, due to the R3-
dependence in eq. (2.51) it is obvious that the measured effective Teorr and also Tmic will

increase with the number n of C-atoms of the used surfactant.

This shows that CW EPR spectroscopy is almost insensitive to collective properties arising
from intermicellar interaction but reflects single-particle properties, therefore it is possible

to separate those contributions in the analysis of the experimental data.

The results from reference measurements on aqueous micellar aggregates using fatty acid
spin probes:

e Below the cmc of the pure surfactant, the spin probe shows characteristics of non-
aggregated monomers in dilute aqueous solution, which manifests itself in constant
values of hyperfine coupling a;s, and rotational correlation time 1, independent
of the used surfactant (at a given temperature).

e At the cmc of the pure surfactant, DSA is co-micelliced and does not form micelles
on its own. Such micellization would be indicated by spin-spin interactions that are
not observed in the spectra for the used surfactants (SDS, sodium laurate) in the

tested concentration range.
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e At higher surfactant concentrations (and with this higher aggregation numbers that
will alter the size and the shape of a micelle) the probe 16-DSA is effectively located
at the same position (no shift toward the core or the interface).

e The rotation of the whole micelle can be neglected for analysis of the EPR spectra at

this temperature.

This shows that CW EPR experiments, the simplest EPR experiments, can be used to obtain
cmc values of surfactants: by increasing the surfactant concentration in small steps while
keeping the spin label concentration constant. A simple plot of the isotropic hyperfine
coupling constant a;, vs. the temperature shows a clear kink at the cmc. For obtaining
Qs it is not necessary to perform spectral simulation, it can be read out from the spectra
as the separation of the zero-crossing points of the low and high-field line divided by two
(see Figure 2.11 b). For examples see Review [232], and how to correlate this data further
to the viscosity within the micelle Ref. [247]. This method for cmc determination is not
restricted to DSA, but hydrophobic or at least non-ionic spin probes should be preferred, as
ionic probes may interact strongly with the headgroups of the tested surfactant. This would
lead to other ionization degrees and changes in the area per headgroup by the
replacement of water (the molecular order of the interface would change). In the systems
under investigation here one should keep in mind that the system contains an additive that

may change the value of the cmc compared to the pure surfactant.

e DSA spin probes in non-aqueous solutions
The last section has treated the behavior in aqueous micellar systems, but miniemulsions
contain a second, oily phase, and the observed nanostructures are formed within a
monomer droplet. Hence, reference measurements of DSA in MMA are important to
obtain information about the solubility of the spin probe and reference values for its EPR
parameters in MMA. Intuitively, one would envisage that DSA will preferably be solubilized
in this less polar monomer phase, as it is only slightly soluble in water. In the next sections,
though, some of the spectra presented show strong exchange broadening and it was not
clear if this could be assigned to insoluble DSA (due to poor solubility in MMA or too high
chosen concentrations). Due to lack of miscibility of water and MMA, the reference
measurements were performed in pure MMA. Since none of the used anionic surfactants
could be dissolved in MMA (dielectric constant of =6 [36]), only the CW EPR spectra of the
pure spin probes 5- and 16-DSA in MMA were recorded. They are shown in Figure 5.13 (a)
for a concentration of 4.4 mM, which is above those used in the measurements with

miniemulsions.
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Figure 5.13 a) X-Band CW EPR spectra of the pure spin labels 5-DSA (black) and 16-DSA (red) in methyl
methacrylate (MMA) at 25°C. The concentration of both fatty acids is 4.4 mM. 5-DSA gave an inherently
worse signal as compared to 16-DSA. The line shapes are indicative of spin-spin interactions among the
probes. b) Spectral simulation in the slow motion regime (easyspin function chili) (red) of the 16-DSA CW EPR
spectrum (black) with an exchange frequency of 3.4 MHz as found by least-square fitting. Simulation
parameters: T,,= 20 ps, a;50= 1.436 MT, g;s,= 2.0058, lorentzian linewidth= 0.25 mT.

At a given concentration the signal to noise (S/N) ratio of 5-DSA is lower than that of 16-
DSA in all experiments. Since in a freshly delivered charge the S/N ratio of two samples 5-
and 16-DSA was nearly identical this is indicative of simple chemical decomposition in one
batch of 5-DSA, which needs to be taken into account during data analysis. This batch of 5-
DSA, which was further used in this work, has shown to have an effective spin
concentration of 79 %. Hence, the differences for the recorded spectra in Figure 5.13 (a)
are mainly due to concentration effects. Nonetheless, the broad line shapes in the CW EPR
spectra are clear indications for spin-spin interactions even in the lower concentrated 5-
DSA sample (black spectrum). Since the system is still in the fast tumbling regime, the
broadening can be assigned to be due to Heisenberg spin exchange and not dipolar
interactions, which could be further substantiated and quantified in spectral simulations.
Spin exchange interaction between two paramagnetic molecules depends on the radical
concentration (see chapter 2.5.1), and higher concentrations increase the probability of a
molecular collision. Further, the ratio T/n is important (with 1 denoting the shear viscosity
of the solvent). High temperatures and low viscosities enhance spin exchange. In particular
for nitroxides, the viscosity limit where spin exchange dominates the line width was found
[32]:
°C

Poise

T
o> 15 10 (5.9)

which is 1.5-10° °CPa™s™ in the conventional viscosity unit. For pure MMA at 25°C and
N=0.584-10" Pa™'s™ [248], the ratio is T/n =4.3-10" °CPa's™ and is not above but at the
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borderline of the limiting value. Overall, the exchange frequency is an excellent measure of
the local spin probe concentration.

The spectrum for 16-DSA was simulated using slow-motion theory with an exchange
frequency of 1.4 MHz and is shown in Figure 5.13 (b). A Voigtian line shape, i.e. a Gaussian -
Lorentzian convolution, with 0.085 mT for the Gaussian and 0.33 mT for the Lorentzian part
was found. The apparent hf coupling, that was read off the spectrum can be given as a;,=
1.41(9) £0.008 mT, and is smaller than that found by simulation a;,= 1.43(6) £0.005 mT.
The latter is listed with the other simulation parameters in Table 5.5. From the lower
viscosity of MMA (0.6 mPas compared to 1.0 mPas for water at 25°C [36]) a smaller value
for T.or Was expected (eq. Stokes). In MMA the value 1.=20 ps was found, and indeed
smaller than for the aqueous samples in SDS (T¢=90 ps in 5 mM SDS, Table 5.4). It is
obvious that DSA is solubilized by MMA since the solubility limit would become noticeable
in the EPR spectrum as one broad line (exchange narrowing), as was observed for high DSA
concentrations [249]. Furthermore, other studied concentrations in MMA above 4.5 mM
DSA show the same lineshapes but with higher exchange frequency: the exchange
frequency for 7 mM 16-DSA rose up to 4.3 MHz, and increased further with increasing
temperature (data not shown), which is a clear indication for exchange interaction. Hence,
for the studied DSA concentrations in the miniemulsion, which were around 2 mM (see
basic recipe Table 5.3), we can be sure that the DSA probe is solubilized in the MMA
droplets and does not form an insoluble precipitate. From these data one cannot directly
tell unambiguously how DSA is solubilized, e.g. if it is homogeneously distributed or forms
aggregates. To achieve this, smaller concentrations have to be measured since exchange

interactions are a significant effect in the concentration regime of mM and above [27].

Table 5.5 Isotropic hyperfine coupling a5, rotational correlation time 1, and exchange frequency wg, for
16-DSA in MMA? and in 5 mM stearic acid solution® (in MMA) at X-Band frequency (9.4 GHz). The EPR
parameters were obtained by spectral simulation and least-square fitting in the slow motion regime with
isotropic rotational diffusion tensor and a Lorentzian line width of 0.23 mT and g=[2.0086, 2.0057, 2.0030].
The error for a;g, is £0.005 mT, for T, 220 ps and for wg, +0.3 MHz.

Solvent [16-DSA] T Qiso Teorr WEy
/mM /°C /mT /ps /MHz
MMA 4 25 1.428 50 1.4
0.1° 25 1.444 60 0.7

In order to obtain an undistorted a;;, value and to mimic the surfactant environment
present in miniemulsions, samples of low [DSA] in MMA/ stearic acid solutions were
prepared. The spin label concentration was kept constant at 0.1 mM (1/30 part of the

above reported concentration in pure MMA) and different stearic acid concentrations were
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used (5, 50, 100 mM). The spectra (data not shown) were very similar to the ones in pure
MMA (Figure 5.13 a). The S/N ratio was worse as compared to higher [DSA], but the line
shape again was reproduced best by simulation with a small value of exchange broadening
wWgyx (~0.7 MHz). This value is smaller than wg, for pure DSA in MMA, but exchange
broadening is still present even at this low concentration. The a;, values only differ in the

second decimal as compared to those of 3mM DSA in MMA, which can be neglected.

Form these CW EPR experiments in water and MMA one can see that the a;,, (and also
Jiso) value of DSA is very sensitive to the environment. Therefore, the values can be used
to characterize the location of a spin probe in a micelle. A higher value indicates an
effective position towards the (more polar) interface, a lower value can be assigned to a
location towards the (more hydrophobic/apolar) core. The same holds true for more
complicated systems like colloidal emulsions or dispersions, where a third phase is present.
For a system composed of water, MMA and DSA one can now immediately predict the
spectra for a partitioning of DSA between the water and MMA phase by combination of the
spectral parameters of DSA in the two pure phases (Table 5.4, Table 5.5). In the Appendix a
simple program is given built on the program package EasySpin for MATLAB [48].
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5.5 Miniemulsions Containing Sulfate Surfactants

This chapter summarizes the performed X-Band CW EPR
measurements and results for sulfate-containing
surfactants, SDS and SOS (C12 and C18). Polymer particles,
prepared via miniemulsion with sulfate surfactant in
presence of Ln(tmhd)s, are known to form multilamellar
(onion-like) nanostructures [196, 231]. A TEM picture of
such a particle is shown in Figure 5.14. The spin probes 5- -
DSA (head label) and 16-DSA (chain end label) were used

and each sample was prepared twice, once without a Figure 5.14 TEM picture of an onion
structured nanoparticle, prepared

via miniemulsion polymerization of

complex Eu(tmhd)s. In the following figures spectra without MMA with SDS in presence of
Eu(tmhd); (made by C. Hauser).

lanthanide-f#diketonate complex and once with the

complex are colored in black, and spectra with complex in

red.

5.5.1 Miniemulsions Prepared with 16-DSA

Figure 5.15 compares the CW EPR spectra of SDS (a) with SOS (b) for the spin probe 16-
DSA.
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Figure 5.15 16-DSA CW EPR spectra of miniemulsions prepared with a) sodium dodecyl sulfate (SDS) and b)
sodium octadecyl sulfate (SOS). The spectra in black are miniemulsions prepared without lanthanide-f#
diketonate whereas the red ones contain Eu(tmhd);. Measurements were performed at 25°C at X-Band
frequencies (9.5 GHz). The concentration of 16-DSA was 5 mol.-% with respect to the according surfactant
(Table 5.3). The numbers mark the two components of the EPR spectrum. Species 1 is attributed to fast
rotating DSA molecules at the MMA/water interface, species 2 is located in the MMA droplet (see text).
Spectra are normalized to their maxima.
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The CW EPR spectrum of 16-DSA in a miniemulsion prepared with SDS (black spectrum in
Figure 5.15 a) shows remarkably line broadening. The presence of two DSA species is
indicated at the minimum of the low field line and the maximum of the high-field line as an
asymmetric distortion of the extrema. With addition of Eu(tmhd); complex to the
miniemulsion, these two species are clearly separated in the spectrum (red), as indicated
by the numbers ‘1’ and ‘2’. The signal marked with ‘1’ is formed from faster rotating 16-
DSA molecules that exhibit a usual nitroxide three line spectrum with relatively narrow line
widths. It is overlaid with a second spectrum of a broadened component ‘2’ (marked by an
asterisk). The origin of this experimental finding of a bimodal EPR spectrum is the existence
of two spin probe species with different mobilities. These species do not exchange with
each other on the EPR time scale. The line broadening is due to Heisenberg spin exchange,
again as found from spectral simulation. Attempts were made to simulate the spectrum of
the miniemulsion without complex (black) with only one single component with an
exchange frequency wg,, Which accounts for collisions between two nitroxide moieties.
The simulation could be acceptable with respect to line broadening. But the relative
heights of the three lines and the remarkable distortion of the two extrema could not be
reproduced. A much better simulation result (Figure 5.16 a) was obtained with introduction
of a second species. Each spectrum was computed separately and subsequently they were
added. The fraction (i.e. weighted contribution) of each species was allowed to vary to
reproduce the experimental spectrum. One spin probe was defined as faster rotating
species (blue) and a second one that is slower and has a defined exchange broadening
(green). This procedure could reproduce the observed line shape very well and the sum
spectrum of the two species is plotted in Figure 5.16 b. The best simulation was obtained
with 90 % of the broad species 2 with an exchange frequency wg,=9 + 1 MHz, an isotropic
hf coupling a;s,= 1.43 £ 0.008 mT (calculated from hf tensor elements A=[0.5,0.5,3.3] mT)
and a rotational correlation time of 1.,,=560 £ 250 ps. Due to the broad lines the error of
the latter with £250 ps is relatively high. The faster species 1, which is faster than the
broadened component, is characterized by a;;,=1.46+ 0.01 mT (calculated from
A=[0.51,0.51,3.37] mT), and a rotational correlation time of 1.,,=170 * 70 ps (fast motion
regime). In the previous chapter it was shown that even diluted, fast rotating DSA
molecules in MMA show exchange broadening. Therefore, it was assumed that this fast
species intrinsically has roughly 1/4 of the exchange broadening (wg,=0.37 MHz) that was
obtained from pure DSA in MMA solution (wg, (MMA)=1.4 MHz, Chapter 4.4).

The hf coupling of 16-DSA in MMA was a;;,=1.43 mT, and in water/SDS micelles a;;,=1.54-
1.58 mT (see Chapter 4.4). Thus, the faster species 1 can be attributed to DSA molecules on
the surface of MMA droplets, in the MMA-water interface. The value a;5,= 1.46 mT for this
DSA fraction is slightly higher than for those found in pure MMA, and too low to be
attributed to DSA molecules that may be free in aqueous solution (but of course there is an

equilibrium exchange between inerfacial bound DSA and non-bound, aqueous DSA). The
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different environments for the DSA labels cannot be seen clearly in the simulated spectra
of each component (Figure 5.16 a), since g;5, was only slightly higher for the monomer
phase (green spectrum). From this analysis we may assume that there are no free, un-
swollen surfactant micelles with DSA molecules, since such a fraction would be visible in
the spectrum due to their small line width and large hf value. Note that the amount of the
fast fraction is only 10 + 4 %. Due to the sharp lines such a fast fraction is visible in the

spectrum even if its relative amount is low.
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Figure 5.16 a) Fast motion simulation of the two components that contribute to the observed EPR spectrum
(black) of the miniemulsion without complex in SDS from Figure 5.15 a (16-DSA). The broadened species 2
(green) was simulated with an exchange frequency wg,=9 MHz. b) The sum spectrum (red) of the two
components, where the broadened species 2 contributes to 90 %.

By visual comparison of the spectra without vs. with complex in Figure 5.15 a (black vs. red
spectrum) one can see the much broader line width of species “2”, which is most
pronounced at the central line but also clearly visible at the outer flanks of the low- and

high-field line. This behavior may either

‘exp arise from an increase in the fraction of
speciel the broadened species 2 or from an
specie2 increased exchange broadening. By

inspection of the pure spectrum of the
broadened species 2 (green spectrum in
Figure 5.16 a, which is 100 % of this

species 2), it is obvious that even 100 %

intensity /a.u.

of this broad component cannot lead to

332 334 336 338 o
magnetic field /mT the observed spectrum in Figure 5.15 a.

Figure 5.17 Simulation of the two components of the Indeed, spectral simulations show a

miniemulsion with complex from Figure 5.15 a (SDS, 16- strong increase in the exchange
DSA, Eu(tmhd);), with a Heisenberg exchange frequency

Wg,x=44 MHz for the broad component (specie 2, green). frequency wg, of this species up to 44

+2 MHz for the sample with complex.
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This is such a high frequency, that the pure spectrum of species 2 is already in the exchange
narrowed region (fast exchange) and only shows one broad peak (green spectrum in Figure
5.17). This means that the effective local concentration of electron spins has become very
high in this sample only for this component. For such a broad component the value of
observed rotational correlation time may be wrong. For the sake of completeness, the
values for T.or and the hf tensor A for the simulation of the broad component are given in
Table 5.6 but have a rather large margin of error. As a good approximation the fast
component of this spectrum has the same simulation parameters as in the simulation
without complex, hence, the fast component does not change its motional characteristics
upon complex addition.

Table 5.6 The two spin system as defined for spectral simulation with the easyspin function ‘chili’ (slow
motion) to fit the experimental spectra of 16-DSA in SDS miniemulsion with and without the complex
Eu(tmhd); from Figure 5.15 (at 25°C). The g-value was g;s,= 2.0057 for both components. The rotational
correlation time was calculated from the isotropic rotational diffusion tensor D by t.,,=1/6D (eq. (2.51))
Numbers in brackets have an error of more than 25%. The remarkable change upon complex addition is the
Heisenberg exchange frequency. The simulated EPR spectra of both components are illustrated in Figure
5.17 (90% slow component).

Component EPR Without With
parameter Complex Complex
Broad A/mT 0.5,0.5,3.3 (0.5,0.5,3.3)

Species 2 Iw /mT 0.2 0.3

Teorr /NS 0.56 (0.66)
Wgy/MHz 9 44

.......................... st Ajm 051051337 051051337

Species 1 Iw /mT 0.2 0.2
Teorr /NS 0.21 0.21

Wgy/MHz 0.37 0.37

16-DSA is non-symmetric and it is assumed that the rotational diffusion about the long axis
(the C18 alkyl chain) is slower compared to that about the x-or y-axis (see Figure 2.14). The
introduction of anisotropic motion did not improve the simulation results, though, as the
broad lines allow simulations within a range of correlation times and orientations of the
diffusion tensor leading to an identical quality of the sum spectrum of both components.

To clarify the question whether the appearance of this strongly exchange-broadened
component is an intrinsic property of the sample or due to a concentration effect of too
much spin probe or precipitated DSA (although we know from Section 5.4 that in this
concentration regime DSA is solubilized), the concentration was reduced by a factor 2
(corresponding to 2.5 mol % with respect to the surfactant). To check that the spin probes

leading to the broadened signal are actually located in the miniemulsion and do not
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participate in clusters of undissociated carboxylic acid DSA molecules. Hence, this sample
was prepared in 0.1 m NaOH, in which 16-DSA is soluble and completely dissociated (COO’).
The EPR spectrum of this sample fully reproduces the previous spectra obtained for
5 mol.% DSA. The broad feature was still observable besides the faster rotating species.
The relative amounts of the two components were slightly different but still within the
experimental error. We can conclude from the spectra that neither insoluble DSA nor a
change of the effective location of both DSA components due to incomplete dissociation
are existent in the samples. The spectra for this sample (including its temperature-

dependence up to 55°C) are shown in the Appendix.

Going from C12 (SDS) to the C18 (SOS) surfactant (comparing Figure 5.15 (a) with b), one
can notice two things. First, the observed line shapes for both miniemulsions (without
complex in black and with complex in red) are very close to those found in the C12
surfactant. Again, two species are observable in the miniemulsion without complex, and
the exchange frequency of the broadened component (species 2) increases upon complex
addition. Second, the exchange broadening of this component seems to be less severe as
compared to the case in C12 surfactant for both types of miniemulsions (with and without
complex). The flanks of the nitroxide spectrum with complex are not as broad, and the
central line is not as high as for the similar C12 surfactant. The exchange frequency for C18
sulfate surfactant is wg,=33 £3 MHz and is ~10 MHz less than for C12 surfactant (obtained
from simulations). The relative fractions of each component are similar to those in C12

surfactant miniemulsions (10 + 5% “fast” species 1, 90 + 5% “slow” species 2).

To summarize the results found for 16-DSA in miniemulsions that were prepared with
sulfate surfactants: Two dynamic (and spatially) different DSA species are present in
miniemulsions in presence and absence of Eu(tmhd); that do not site-exchange on the EPR
time scale, otherwise an averaged signal would be observed. Upon complex addition we
see extreme changes in the EPR spectrum that can be attributed to an increase of the
Heisenberg spin exchange frequency wg, of one component. wg, of the broadened
component (species 2), which is also present in the complex-free miniemulsion, increases
by a factor of ~5 for C12 surfactant and ~4 for C18 surfactant. Hence, with increasing chain
length of the surfactant, the exchange frequency drops down. The fraction of both
components in both surfactant systems is virtually identical. Species 1 with sharp lines
(faster rotation) has slightly higher isotropic hf coupling values, which indicates a location
more exposed to water, but not fully solvated by water. Species 2 (broad EPR spectrum)
has an isotropic hf coupling value that is typical for DSA in pure MMA and hence can be
assumed to be located within the monomer droplet. One should be aware, though, that

this value of a;, could also be (partially) due to the increased exchange frequency [29].
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We can assign this exchange-narrowed component in the presence of Eu(tmhd)s; to 16-DSA,
distributed within layered structures (as observed after polymerization in TEM), where the
flexible alkyl chains can interact very strongly with each other even for low DSA
concentrations. The spectra were measured at 25°C, and in liquid solution such high
exchange interaction was not assumed. This can only be explained with a quite high rigidity
of these structures in the head group region, that lead to a very confined region in the
interior for the alkyl chain ends of 16-DSA. With increasing surfactant chain length from
C12 to C18 the exchange interaction becomes less pronounced, which could be explained
by a widened thickness of the bilayers as illustrated in Figure 5.18 that leads to less

interaction possibilities between the spin probe parts on the chain ends.
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Figure 5.18 The interacting volume for 16- DSA incorporated in a C12 bilayer is higher than in a C18 bilayer.
The interacting volume represents the effective volume for spin exchange and is determined by the bilayers
width d (e.g. the surfactant chain length) and the flexibility of the doxyl- label hydrocarbon chain. In this
picture the chains are fully extended, which will never be the case but illustrates the maximum height of the
interacting volume. In a C12 bilayer, the flexible 16-DSA chain end can bend back and, hence, the nitroxide
has more degrees of freedom which will also increase the possibility for spin exchange.

In a C12 bilayer the thickness between the head groups d is smaller than in the C18 bilayer.
For simplicity we assume fully extended alkyl chains. 16- DSA possesses a C18 alkyl chain
and engages a higher volume in the center of a C12 bilayer as compared to a C18 bilayer.
This is shown as a grey box in Figure 5.18, where the height h of the volume is given by the
label position of two (extended) DSA molecules from opposite monolayers. Due to alkyl
chain flexibility spin exchange may happen within this volume. But alkyl chains are never
fully extended in bilayers and 16-DSA can adopt several conformations (a decrease of h)
that increase the spin concentration in the center of the bilayers. Due to the effectively
higher interacting volume we find a higher exchange frequency for 16-DSA in C12 bilayers
than in C18 bilayers.

The samples without and with Eu(tmhd)s (Figure 5.15 a) were prepared with same DSA
concentrations and under the same conditions. In the complex-free miniemulsion we have
noticed the presence of a similar exchange broadened component to that within the layer-
structures in presence of Eu(tmhd)s. In pure water and pure MMA we observe only one
DSA species. It is not clear if more fluid counterparts of such structures exist even in

complex-free miniemulsions. This cannot be excluded from these measurements.



5 Characterization of Structure and Dynamics of Miniemulsions 129

5.5.2 Miniemulsions Prepared with 5-DSA

In Figure 5.19 the CW EPR spectra of 5-DSA in miniemulsion prepared with sodium dodecyl
sulfate SDS are shown for the complex-free miniemulsion (black) and with complex
Eu(tmhd)s (red).
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Figure 5.19 5-DSA CW EPR spectra of miniemulsions prepared with sodium dodecyl sulfate (SDS) in the
presence (red) and absence (black) of Eu(tmhd);. Measurements were performed at 25°C at X-Band
frequencies (9.5 GHz). The concentration of 5-DSA was 5 mol.-% with respect to SDS (Table 5.3). The
composition of both miniemulsions is the same as in Figure 5.15 a, where 16-DSA was used. The asterisks
mark the slow component of the spectrum. Spectra are normalized by their maximum.

The spectrum in black was prepared without complex. It seems to exhibit a typical nitroxide
three line pattern but spectral simulations again reveal that the best reproduction of the
experimental spectra is achieved by defining two species. The two components do not
differ much from each other, hence, their spectral features are not resolved. The values for
the hf tensor elements were adapted from the former simulation and are listed in Table
5.7. The parameters obtained for the fast component are similar to those of the fast
component in 16-DSA, but the spin label now is attached at the 5t position, which leads to
a remarkable decrease in spin label mobility.

For the 5-DSA spectrum in miniemulsion with complex (red spectrum), a decreased
nitroxide intensity is observed. Such a decreased intensity upon complex addition was also
observed for 16-DSA miniemulsions, but the effect for 5-DSA is much more pronounced.
Furthermore, the spectrum now reveals two components of significantly different
rotational mobility; a faster rotating one (marked with number 1) with three relatively
sharp lines and one very slowly rotating component (number 2). The distance between the
left maximum and right minimum is ~6.0 mT. It is a powder like spectrum and this splitting
is characteristic for a nitroxide in a nearly frozen state (see Table 2.2). In this sample a
fraction of 5-DSA exists, in which the nitroxide moiety is strongly immobilized. This is not
seen in the corresponding spectrum of the miniemulsion without the complex (shown in

black). The simulated EPR spectrum of each component is shown in Figure 5.20 a) and the
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sum spectrum of both in (b). The same sum spectrum could be obtained by two different
methods: either the broad component 2 was defined with very slow rotation t¢,=10 £ 5 ns
combined with exchange broadening wg,=5 1 MHz in the slow motion limit (‘chili’), or
the simulation of this component was performed in the in the rigid limit with additional H-
Strain® (rcorr>10'ss). Since this miniemulsion is a liquid, measured at 25°C together with the
fact that the latter results in a slightly larger rms deviation from the experimental
spectrum, the first set of simulations can be identified as describing the system properly.
The parameters obtained for the best simulation of both components are listed in Table
5.7. The listed value for T of the broad component is 12 ns, which is in the slow motion
regime; this was the value with the best fit to the experimental spectrum, although a much
broader range of correlation times could be used (10 £ 5 ns). This is immediately obvious
from the experimental spectrum (shown in red in Figure 5.19): The flanks of the broad
component extend over a range of more than 1 mT (between -2 to -3 mT field offset). This
is too high to be attributed to the intrinsic line width of this component. It seems more to
be due to a distribution of correlation times between ~10-20 ns (distribution between slow
motion to rigid DSA spectra). The presence of one defined correlation time would be visible
as a much sharper peak. The implementation of anisotropic motion (assumption of axially
symmetric rotational diffusion tensor) did not improve the outcome, unless Euler angles
were defined (that describe the orientation of the rotational diffusion tensor in the
molecular frame). For simulations with Euler angles the outer flank could also be
reproduced as a distribution over motional orientations, while keeping the diffusion rate
constant. This method seems also applicable since DSA is expected to show anisotropic
motion. However, the resulting spectra were similar in their shape to the isotropic ones,

and the listed values in Table 5.7 were adapted from the isotropic simulation.

It can be seen that the fast component only slightly slows down upon complex addition.
The mobility of this fast 5-DSA component (T¢=0.55 ns) is slightly decreased compared to
the fast component in 16-DSA from the previous section (t¢=0.21 ns, Table 5.6), but of
the same order of magnitude. 16-DSA is expected to have higher degrees of motional
freedom than 5-DSA due to the flexibility near the alkyl chain end. The slow component, on
the other hand, is significantly slowed down upon complex addition in the case of 5-DSA
but less so for 16-DSA. If one assumes that the surfactant headgroups bind to the complex
and form an interface layer (as indicated by other experiments) the 5-DSA slowdown can
be viewed as a straightforward consequence, as the 5-position must be affected much

more severely by complexation than the 16-position.

? H-Strain is a line broadening model that accounts for unresolved hyperfine splitting in EPR simulations [49].
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Table 5.7 The two species system as defined for spectral simulations of the experimental spectra of 5-DSA in
SDS miniemulsion with and without the complex Eu(tmhd); from Figure 5.19 (at 25°C). Slow motion theory
was used. The g-value for both components was g;¢,= 2.0057. The rotational correlation time was calculated
from the rotational diffusion tensor D by 1.,,=1/6D with isotropic D eq.(2.50). The remarkable change upon
complex addition is the decrease in rotational correlation time of the slow component. The simulated EPR
spectra with these parameters are illustrated in Figure 5.20 a (with 80% slow component).

Component EPR Without With
parameter Complex Complex
Slow A/G 5.0,5.0,33.0 5.0,5.0,33.0
Species 2 Iw /mT 0.18 0.3
Teorr /NS 0.55 12
Wgy/MHz 4 4
.......................... S /G 5151337 5151337
Species 1 Iw /mT 0.18 0.18
Teorr /NS 0.33 0.55
Wgy/MHz 0.37 0.37

‘exp exp
species 1 sim
5 species 2 5
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Figure 5.20 a) Simulation (slow motion regime) of the two components that contribute to the observed EPR
spectrum (black) of the miniemulsion with complex in SDS from Figure 5.19 (5-DSA). The slow species (green)
was simulated with an exchange frequency wg,=4 MHz and a rotational correlation time 7= 12 ns and the
fast component (blue) with 1= 0.6 ns. b) The sum spectrum (red) of the two components, where the slow
component contributes to 80 %.

Hence (see Table 5.7) the factor, that most strongly influences the spectrum of 5-DSA (and
in particular the slow DSA-component) upon lanthanide complex addition is the rotational
correlation time T, While for 16-DSA it was the Heisenberg exchange frequency wg,.
Comparing the rotational correlation times for slow component of those two DSA types
shows for 5-DSA: Tcorr= 12 ns (Table 5.7) and for 16-DSA: T~ 0.5-0.7 ns (Table 5.6). Thus,
by changing the spin label position from the head to the tail the motional reorientation of
the nitroxide is increased more than 17-fold. The fraction of this component found by
simulation in 16-DSA (with 90 %) is higher than that for 5-DSA (80 %).
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The data obtained for 5-DSA in SDS in complex-free and complex-containing miniemulsion
confirm the picture of a very rigid structure in presence of the complex for the structured
region. This rigidity has dramatic effects for the 5" position of DSA that exhibits a nearly

rigid limit EPR spectrum and indicates an ordered head-group region of the surfactant.

5.6 Miniemulsions Containing Carboxylate Surfactants

In Chapter 4.5 the CW EPR spectra of miniemulsions prepared
with sulfate surfactant were discussed. This chapter summarizes
the performed EPR measurements on miniemulsions, which were
prepared with sodium stearate as surfactant (C18 alkyl chain).
PMMA particles, prepared via radical miniemulsion poly-

merization with this surfactant in presence of Ln(tmhd)s;, are

known to from lamellar nanostructures [231]. A TEM picture of a

PMMA particle that contains these nanostructures is shown in  Figure 5.21 TEM picture of
lamellar tructures of PMMA
particles, polymerized via
same miniemulsion was prepared twice, once without and once miniemulsion with sodium
stearate in presence of
Eu(tmhd); (C. Hauser).

Figure 5.21. The spin probes 5- and 16-DSA were used. Again, the
with the complex Eu(tmhd)s. The surfactant sodium laurate (C12)

is not shown explicitely in this chapter but is compared to

sodium stearate in the discussion (Section 5.9).

5.6.1 Comparison of 5- and 16-DSA

Figure 5.22 displays the CW EPR spectra of 16-DSA (a) and 5-DSA (b) in miniemulsions that

were prepared with sodium stearate.

standard standard
with Eu*" u with Eu®*

intensity /a.u
intensity /a.u.

by

Jcnrnnnnd o

4 2 0 2 &y 4 2 0 2 4
magnetic field offset /mT ) magnetic field offset /mT

a)

Figure 5.22 CW EPR spectra of miniemulsions prepared with sodium stearate in the presence (red) and
absence (black) of Eu(tmhd); with a) 16-DSA, b) 5-DSA. Measurements were performed at 25°C at X-Band
frequencies (9.5 GHz). The concentration of DSA in both cases was 5 mol.-% with respect to stearate (Table
5.3). Spectra are normalized by their maximum.
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The visual inspection of the 16-DSA spectra (a) in absence (black) of Eu(tmhd); leads to the
assumption that the local environment for 16-DSA in sodium stearate is similar to 16-DSA
in SDS or SOS complex-free miniemulsions (Figure 5.15 a and b, respectively): Two
components contribute to the observed spectrum. In particular, this can be seen by careful
inspection of the line widths and relative heights, and was again confirmed by simulation.
Thus, a sharp line (faster component) is overlaid with an exchange broadened one (slower
component). The comparison of the spectrum of the miniemulsion with complex (red)
shows a slight increase in the line width of the broad component, which can be attributed
to an increase of the exchange interaction. However, the difference to the spectrum
without complex is very small. Nearly the same spectra were obtained for miniemulsions
with sodium laurate (C12, COO’) and 16-DSA. Simulation parameters are close to those
reported in Table 5.6 for 16-DSA in SDS (only the left column without complex) and are not
presented.

The EPR spectrum with complex, however, differs obviously from the previously shown
spectra in SDS or SOS. Here, there is only a slight increase in the exchange frequency of the
slower component that causes increased line widths, which can be seen at the outer flanks
in the red spectrum. The increased wg, (~9 MHzx 5%) is also responsible for the decrease
of the low-field line minimum and high-field line maximum.

The EPR spectrum of 5-DSA in a stearate containing miniemulsion is shown in Figure 5.22 b.
In the absence of lanthanide-/~diketonate complex (black) more or less well defined
extrema are found in the spectrum. These spectral features are characteristic for highly
anisotropic motion [44] of the DSA molecule and the observed shape arises from axial
symmetry of the nitroxide group motional characteristics: The rotation about the x- and y
axes is much slower as compared to the motion along the z-axis that is co-linear with the
long axis of the alkyl chain of the fatty acid (see Figure 2.14). Although the spectrum is
highly anisotropic, the line width is relatively sharp, which indicates fast motion. This
situation may arise due to a strong anchoring of the carboxylate head group at an interface
or an ordered structure of surfactant molecules like a lamellar phase, where chains are
more or less regularly packed, which would lead to anisotropic motion.

In the presence of the lanthanide complex Eu(tmhd)s, the obtained EPR spectrum (red in
Figure 5.22 b) is still anisotropic in nature, but a further feature that is marked with an
asterisk can be seen. This is a small fraction of immobilized DSA, similar to that found in the
5-DSA/SDS miniemulsion (Figure 5.19). Further, the signal intensity has decreased
compared to the complex-free miniemulsion by a factor of 4.5. This was also observed for
5-DSA spectra in SDS with Eu(tmhd)s; and it seems, that it is a special property of 5-DSA in
addition with the lanthanide complex. Indeed the intensity is also reduced for 16-DSA but
not as much as for 5-DSA. This effect is discussed in Section 5.6.2. Thus, the similarities of
the EPR spectra from one spin probe in different surfactant systems are highly visible.

Remarkably, the line width of the central line is decreased in presence of the complex.
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For simulation of 5-DSA spectra, different models were assumed. The previously used two-
species model with isotropic reorientation well reproduces the 5- and 16-DSA CW EPR
spectra in SDS and SOS and also 16-DSA in sodium stearate. This model assumes two DSA
species, which differ in their mobility, which in return reflect their environment. This is also
what we assume from the system, where one component is located at the monomer/water
interface and one within the structured region in the bilayers and thus give rise to different
mobilities of the spin probes. But it is clearly not applicable to 5-DSA in stearate-based
miniemulsion: The apparent splittings present at the extrema of the low- and high-field line
(indicated with arrows Figure 5.22 b) cannot be achieved by changing only Tt of the
components, since the splitting at the low field line is very small compared to the
difference between the two minima at the high-field line, and the line widths within the
used rotational model (that has to assume a slow motion to account for the relative heights
of the lines) is always much too broad. In this case the introduction of anisotropic motion
improves the results and two different anisotropic diffusion tensors that differ in their
magnitude were defined. Both components are in the slow-motion regime (te~1-10 ns).
In this regime, the heights and position of the outer peaks are very sensitive towards small
changes in the motion. The components can be characterized by diffusion rates with a
lower limit of ~30 MHz for the slower and ~80 MHz 20 MHz for the faster component,
which corresponds to averaged values for 1.+ of ~5 and 2 ns respectively. The simulation
was not satisfactory with respect to relative heights of the lines. The implementation of
Euler angles were defined for motional reorientation, with £=30° for both components
which improved the results. A single-species model was tested and did not deliver
satisfactory results.

However, quite good results were obtained by applying the MOMD model (microscopic
order macroscopic disorder), that was originally introduced for explaining EPR spectra of
protein-containing lipid dispersions [250]. Such spectra showed very similar line shapes to
the one found in the discussed miniemulsions. The model can be generally used for
samples where regions with high microscopic order exist, like for example the multilamellar
fragments in the present miniemulsion, and where these (highly ordered) fragments are
distributed randomly over the whole sample (e.g. a dispersion). Thus, the spectrum is a
superposition of all bilayers orientations. The MOMD model is a single-species model
where slow motion-spectra over the possible ‘director’ orientations are summed. Here, the
director axis is the normal to each bilayer’s fragment surface Figure 2.14. The molecules in
the ordered bilayers experience an ordering potential, which restrict the amplitude of
rotational motion and the larger the ordering potential, the smaller will be the range of

orientations sampled by the motion [250].
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5.6.2 Comparison of Eu(tmhd)3z and Gd(tmhd)3

In this Section, CW EPR spectra of 5-and 16-DSA in miniemulsions with either Eu** or Gd**
as metal ion in the f-diketonate complex are compared. The change of the metal ion was
only done in sodium stearate containing miniemulsions and the spectra for 5-DSA are
shown in Figure 5.23, and for 16-DSA in Figure 5.24. The figures show the integral
normalized spectra of DSA in absence of complex (black), with Eu(tmhd)s; (red) and
Gd(tmhd)s; (blue). In all measurements, the composition was held fixed and the DSA
content was 5 mol.-% with respect to sodium stearate, thus all spectra contain the same

concentration of DSA and are normalized to the complex-free spectrum.
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Figure 5.23 a) Integral normalized CW EPR spectra of 5 mol% 5-DSA in sodium stearate miniemulsion without
complex (black), with diamagnetic Eu(tmhd); (red) and paramagnetic Gd(tmhd); (blue). The spectra without
complex and in presence of Eu®* were measured at 25°C, the spectrum with Gd* at 0°C. b) For comparison of
the DSA-spectra with Eu*" and Gd*" these spectra are normalized by their maximum. Spectra in presence of a
lanthanide complex show reduced signal amplitudes.
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Figure 5.24 a) Integral normalized CW EPR spectra of 5 mol% 16-DSA in sodium stearate miniemulsion
without complex (black), with diamagnetic Eu(tmhd); (red) and paramagnetic Gd(tmhd); (blue). All spectra
were measured at 25°C. b) For comparison of the DSA-spectra with Eu®*" and Gd** these spectra are
normalized by their maximum.
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The CW EPR spectrum of Gd*' complexes is very broad (20.0-70.0 mT [224]) in aqueous
solution at room temperature and was not observed in the present samples. In presence of
a second spin (the paramagnetic metal ion) the effect of the metal on the nitroxide EPR
signal is a function of the strength of the interaction and the electron spin relaxation rate
of the metal. The rapid electron spin relaxation of the Gd**-ion decouples the two spins,
and in this limit the nitroxide signal appears as a normal triplet in fluid solution (for other
metals with slow T1 the interaction between the two spins may also be decoupled, but may
lead to complex spectra due to splitting of the EPR lines [227]). As mentioned above, the
CW EPR signal intensity upon addition of Eu(tmhd)s; (red) is reduced as compared to
complex-free (black) miniemulsions and the relative loss is higher for 5-DSA (Figure 5.23 a)
than for 16-DSA (Figure 5.24 a). The change of the metal ion in the lanthanide complex
from diamagnetic Eu** to paramagnetic Gd** results in a further decrease in the signal
intensity. For 5-DSA, the signal is reduced in presence of Eu* by a factor of 4.5, with Gd*" it
is even reduced 12.5-fold as compared to the complex-free miniemulsion (thus, the relative
signal reduction due to the change of the ion is 2.8). For 16-DSA the signal is quenched by a
factor of 1.5 for Eu** and 2.8 for Gd>* (factor 1.8 for metal ion change). Although the
intensity changes are substantial, the relative heights and shape of the nitroxide lines in
presence of Eu** and Gd*" are very similar and no shifts in a;s, are observed (indeed, a;q, is
slightly higher in presence of Gd** but the smaller value in presence of Eu** can be assigned
to the larger exchange broadening present for this component). This means that the
environment for the DSA label is nearly identical for both complex-containing
miniemulsions. In general, the loss of an EPR signal can be due to chemical processes or
magnetic interactions. Magnetic metal spin-nitroxide spin interaction (that can be either
dipolar or Heisenberg spin exchange interactions) can explain the nitroxide signal reduction
in presence of Gd*" as compared to Eu®": the paramagnetic metal with a short electron
relaxation time broadens the nitroxide spectrum due to enhanced relaxation effects of the
nitroxide (both, T, and T, of the nitroxide are enhanced) [33]. An ‘obvious’ broadening of
the nitroxide signal is not observed for 5-DSA (Figure 5.23 b) but for 16-DSA (Figure 5.24 b).
Actually, for 5-DSA the spectra with Eu>* and Gd** are nearly identical, and the line width of
the central line is even slightly smaller in presence of Gd**. In the 16-DSA CW EPR
spectrum, a clear broadening in the outer wings is observed that is characteristic for
dipolar interaction. The fast component (sharp lines) shows a reduced line width as
compared to the spectrum with Eu*". In the present case it is not clear if the signal loss is
due to dipolar interactions between the metal ion spin and the nitroxide spin or exchange
interactions. For the 5% position no obvious broadening is seen, which indicates a high
relaxation enhancement of the nitroxide. The residual, strongly reduced signal is the
residual signal from spin probes that are not affected by interaction with Gd*". As proposed
by Leigh [228] broadening of the nitroxide spectrum is not observed if the two interacting

spins can be treated in a rigid lattice in the Redfield limit, so that the dipolar interaction
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between the two spins is dependent on the orientation of the interspin vector with respect
to the magnetic field By, the distance r between the two spins and the relaxation time Ti,
of the metal. Then, the relaxed spins are broadened to such an extent, that they do not
longer contribute to the observed spectral amplitude. The dipolar broadening coefficient is
given by:

co UM T,
~ hrs (5.10)

With the nitroxide g-value g, the Bohr magneton ug, the magnetic moment u of the metal
and 1., the correlation time of the process modulating the dipolar interaction is assumed to
be equal to Ty, the electron relaxation rate of the metal ion. Thus, from comparison of the
spectral amplitude in absence and presence of the paramagnet, it is possible to calculate
the distance between the nitroxide and the metal if a proper calibration plot is available
and the T4 value of the metal is known [251].

The mechanism that leads to spectral broadening may also be Heisenberg exchange that
results from direct collisions of the metal with the nitroxide. The collision frequencies of
the nitroxide with the paramagnetic compound are dependent on the nitroxide position in
the bilayer and the collision between the unlike spins effectively shortens the spin-lattice
relaxation time T; of the nitroxide [252]. The mechanism that is present for enhanced
relaxation is not available from the simple CW EPR measurement. However, for the
investigated miniemulsion the obtained signal reduction, especially for the 5t position of
DSA, confirms the proposed model [231] of surfactant binding to the complex. The Gd**
induced broadening decreases progressively as the label is moved from the head to the
center of the bilayer. The measurements indicate a mean location of the Gd**-complex
(and hence, also for the Eu3+—complex) in the head group region of the bilayer and a
hindered immersion depth of the complex into the hydrophobic core region. Diffusion of
the complex into the bilayers region cannot be excluded since the ligands are highly
hydrophobic, but this would lead to relaxation enhancement for the 16™ position in a
similar way like the 5t position, which is not observed. Since the observed line width for
the 5% position (Figure 5.23 b) is even smaller in presence of Gd*", we may conclude that
this residual spectral feature may arise only from remaining DSA molecules on the
MMA/water interface and those within the structured region can be regarded as being

completely suppressed due to a very short distance to the Gd*"-ion.
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5.6.3 Comparison of Miniemulsion and Polymerdispersion

This Section treats the CW EPR spectra obtained after polymerization of miniemulsions that
were prepared with sodium stearate and contained a lanthanide f-diketonate complex.
The general problem that arose during these measurements was the loss of signal intensity
due to the radical polymerization technique that chemically consumes a large part of the
radicals. This leads to very poor S/N ratios of the obtained nitroxide spectra. The CW EPR
spectra for 5- and 16-DSA before and after polymerization are shown in Figure 5.25 the
spectra for the miniemulsion were already discussed in the previous chapter, and thus only
the spectra for the polymerdispersion are described. Upon polymerization a slow-motion
EPR spectrum is obtained for 5-DSA that shows only one spectral component with a
rotational correlation time of ~20 ns. In contrast, the 16-DSA spectrum shows a faster
correlation time with ~2 ns. The hyperfine coupling a;, is 1.42 mT and is slightly decreased
as compared to the miniemulsion (a;;,=1.43 mT ). For both DSA types the line width is

increased after polymerization, and for 5-DSA more than for 16-DSA.
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Figure 5.25 CW EPR spectra of a) 5-DSA and b) 16-DSA in miniemulsion prepared with sodium stearate as
surfactant and in presence of Eu(tmhd)s. Black spectra are miniemulsions, corresponding polymerdispersion
are colored in blue. Radically polymerization was performed at 30°C with an oil soluble initiator within two
hours.
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5.7 Temperature Dependence of Miniemulsions that contain Lantha-
nide S-diketonate Complexes

In the previous chapters the difference between 5-DSA and 16-DSA spectra in
miniemulsions with added Eu(tmhd)s was characterized. It was shown that while 5-DSA
spectra show a highly immobilized fraction, 16-DSA exhibit an exchange broadened fraction
of DSA that can be attributed to DSA molecules in a structured, probably layered region. To
obtain better insights into the dynamic nature of the two DSA components and the
behavior of miniemulsions upon temperature increase itself, temperature-dependent CW
EPR measurements have been performed. In this Section, the EPR spectra for
miniemulsions in presenceheut of Eu(tmhd)s; for 5-DSA in SDS (C12) and 16-DSA in SOS
(C18) are shown. Spectra for miniemulsions without complex and other surfactants are
listed in the Appendix. The motivation for these measurements was the fact that the
radical polymerization is usually carried out at 50-60°C. Thus, the studied temperatures
were in the range of 5°C to 65°C. The question we address is: Has the temperature an

influence on the structure formation and/or on the stability of the miniemulsion?

5.7.1 Temperature Dependence of 5-DSA Spectra

The temperature dependence of the low field line of 5-DSA in a SDS miniemulsion is

displayed in Figure 5.26. The complete CW EPR spectra are given in Appendix.

intensity /a.u.

-4 35 -3 25 -2 -15
magnetic field offset /mT
Figure 5.26 Temperature dependence of CW EPR spectra of a 5-DSA/SDS miniemulsion with Eu(tmhd); and 5
mol.-% DSA with respect to SDS. Only the maximum of the low-field line is illustrated. With increasing
temperature the maximum of the slow component (left peak) shift towards the maximum of the fast
component (right peak). Each spectrum was measured with exactly the same parameters, so they are
directly comparable. At 65°C the miniemulsion shows phase separation.

When increasing the temperature from 15°C to 45°C the spectral feature of the broad
component (between -2 mT and -3.5 mT field offset) remains nearly constant. The peak

maximum is shifted from ~-2.8 mT at 15°C to ~-2.5 mT at 45°C, indicating an increased
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mobility of this component, which is expected due to increased thermal energy.
Accordingly, the motional reorientation of the faster (sharp) component (between -1.5 mT
and -2.5 mT field offset) gets also faster. Between 55°C and 65°C some broad component is
still visible but its intensity relative to the fast component has decreased sizeably. This
means, that the relative amount of the immobilized component is reduced at this
temperature. Despite the fact that the margin of error from spectral simulation is very high
due to the broad lines and the weak signal intensity, a trend towards a higher fraction of
fast rotating species was obtained from ~20% (15°C) to ~25% (65°C). This is a small yet
noticeable rise. In the anisotropic rotational model, the axial diffusion rate determines the
shape of the spectra and the temperature dependence could be reproduced very well by
increasing this rate. The fast component was simulated with an isotropic diffusion tensor.
The extracted axial diffusion rates D, for both components are plotted versus the
temperature in Figure 5.27 a. For the isotropic hf coupling a;s, (extracted from the
experimental spectra) an analogous plot is obtained, which includes the data from the

miniemulsion without complex (Figure 5.27 b).
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Figure 5.27 Temperature dependence of CW EPR spectra of a 5-DSA/SDS miniemulsion with Eu(tmhd); (from
Figure 5.26) a) the rotational diffusion tensor D, of the immobilized and fast component extracted from
slow motion simulation of two components. b) The apparent isotropic hf coupling a;s, for miniemulsions
without (black) and with complex (red) obtained from experimental spectra.

The inspection of the rotational diffusion rates reveals a difference of two orders of
magnitude between the two components. With increasing temperature the rates of both
components increase nearly linearly up to 35°C. Between 55°C and 65°C an abrupt increase
is visible. At 65°C, macroscopic phase separation was observable. In contrast, the isotropic
hf values, as obtained from the experimental spectrum (Figure 5.27 b) increase nearly
linear in the range between T=15-55°C and no severe change is found. The a;,, values for
the miniemulsion with complex are always smaller than the ones without complex which

indicates a less polar environment for DSA in presence of complex. From 55°C to 65°C
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apparently no change in the a;, value is found. This holds for both miniemulsions (with
and without complex). A small departure from linearity may be assumed in both plots for
the lowest temperature under investigation in the region between 5-15°C. From
temperature dependent measurements of the anisotropic spectra it is possible to

determine the activation energy E, in an Arrhenius plot according to

InD, =InA — ﬂ
RT (5.11)

where In D, is plotted vs. 1/T. A is the pre-exponential factor, R the universal gas constant
(8.3145 J mol™ K?), T the temperature and D, the axial rotational diffusion rate. In this
plot D, was used (not the overall rotational reorientation time), as it was found that this
component is more sensitive towards temperature than the axial tensor element Dy. In
simulations it was possible to fit experimental spectra with defining D, as nearly constant
and just increasing the slower perpendicular diffusion rate D,. Thus, the choice of this
element provides more precise values. The Arrhenius plot reveals allows the calculation of
the activation energy for this type of dynamic process from the slope -Ex/R of the straight

line.
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Figure 5.28 Arrhenius plot of axial rotational diffusion tensor D, of 5-DSA in SDS miniemulsion in presence of
Eu(tmhd)s(from Figure 5.26). Blue and green represent the fast/narrow and slow/broad components,
respectively. The values were obtained from simulation within a two-specie model in the slow motion
regime. The fit includes all data points.

In the Arrhenius plot in Figure 5.28 all data points within the measured temperature
regime (5-65°C) were used for linear fit. This yield the activation energy of + 29.7 kJ/mol for
the fast component and + 15.8 kJ/mol for the broad component. Linear fits in which the
last temperature point (65°C) was neglected give 26.1 kJ/mol and 14.8 kJ/mol, respectively.
The higher value for the fast component implies that this component is more sensitive to

temperature than the broadened component.
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A decrease in an outer peak separation can arise from an increase in the rotational
diffusion rates, from an decrease in the lamellar ordering or from a combination of both. In
2.7.4 it was figured out that for anisotropic DSA spectra the order parameter S can be
obtained from the spectral splitting of the CW EPR spectra (see Figure 2.15).

It is important to note, that the discussion of the order parameter S obtained from eq.
(2.42), depends on the model that is applied to explain anisotropic EPR spectra. For the
miniemulsion with SDS/5-DSA it was argued in section 5.5.2, that the spectrum constists of
an immobilized and a more mobile component and the diffusion rates of both components
were plotted against the temperature. The order parameter can be used to get information
about the local ordering of the spin probe within the structured region. Furthermore, the
splittings are directly accessible from the spectra and the assignment is easy to perform,
whereas spectral simulation are necessary for determing the diffusional rates. This method
is only applicable to 5-DSA spectra since we did not observe spectral splitting for 16-DSA,
the chain flexibility at the 16-position has randomized all order. The dependence of the
order parameter for 5-DSA as a function of temperature is plotted in Figure 5.29 (a) for SDS
(+ Eu*") and b) for sodium stearate without complex in black and with Eu**-complex in red.
Further, the apparent hyperfine splitting 24,, that were obtained from the experimental
spectra and were used to calculate the order parameter are included in the plot (green).
This shows, that the shape of the oder parameter curve is mainly influence by the outer

splitting 24, and only minor by 24, .
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Figure 5.29 Temperature dependence of anisotropic 5-DSA spectra in miniemulsions. The order parameter
was obtained using eq. (2.42), with the principal values for the hf tensor A=[0.5,0.5,3.27] mT were used. The
values for 24, and 24, were read out from the spectra. a) Order parameter S and the 24, value of the slow
component for SDS-based miniemulsion in presence of Eu(tmhd)s;. b) Order parameter S for complex-free
(black) and Eu(tmhd);-containing (red) miniemulsions with sodium stearate.

For the miniemulsion with Eu(tmhd); in SDS in Figure 5.29 (a) one can see a decrease in the

order parameter with increasing temperature. Particularly, there is a sharper decrease
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between 45-55°C. We have evaluated the T-dependence of the 5-DSA spectra with two
methods: directly from the experimental spectra (24, vs. T or S vs. T) and by simulation
(diffusion rates D,vs. T). Both methods indicate a temperature range between 45-55°C
where the motional characteristics of the spin probe are altered in a jump-like manner. The
temperature dependence of S in complex-free miniemulsion of sodium stearate is shown in
Figure 5.29 (b) (black), that can be further compared with the order parameter in presence
of Eu(lll)-complex (red) (spectra are given in the Appendix. With increasing T, the value of S
drops down from 0.48 at 5°C and at 60°C reaches a value of 0.14. The order parameter is
higher in complex-containing (5=0.71) than in complex-free miniemulsion and nearly equal

for SDS or stearate miniemulsion.

5.7.2 Temperature Dependence of 16-DSA Spectra

The temperature dependent CW EPR spectra of 16-DSA in sodium octadecyl sulfate (C18)
are shown in Figure 5.30. Only the center line is shown, the full spectra are given in the

Appendix.
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Figure 5.30 Temperature dependence of CW EPR spectra of a 16-DSA miniemulsion with Eu(tmhd); prepared
with sodium octadecyl sulfate (SOS). The DSA concentration is 5 mol.-% with respect to SOS. The spectra
were recorded with identical parameters and are not further normalized. Only the center line is shown, the
complete EPR spectra are given in the Appendix.

With increasing temperature the height of the center line is reduced and a second peak is
growing on both sides of the line. In the former chapter this was explained by an increased
exchange frequency wg, of the broad component and the spectrum of this component
consists of one single line. Upon temperature increase, the viscosity of the solvent is
reduced, which enhances the spin exchange rate according to eq. (2.27). The difference to
the above-reported T-dependence of 5-DSA in SDS (Section 5.7.1) is the lack of an
increased fraction of the fast component that was apparent in SDS at T>45°C (see Figure
5.29). The miniemulsion presented here (16-DSA/SOS) up to 55°C only shows an increase in

the exchange frequency while the relative fraction of both components remains constant.
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It is of interest if this observation can be traced back to the used spin probes (5-DSA/16-
DSA) or to the used surfactant (SDS/SOS). It is not obvious per se, since increasing
temperature will change the dissociation equilibrium between COOH ¢> COO + H', which
may affect the head group region of DSA more than the tail end region. Thus, we have
performed T-dependent EPR measurements for 16-DSA/SDS up to 55°C (CW EPR spectra
are given in the Appendix. Up to 45°C the spectra behave like the shown ones, but already
at 55°C the fraction of the fast component has immensely increased. This process was not
reversible and was also found in complex-free miniemulsions (16-DSA/SDS see Appendix).
The increase of the fast fraction in the CW EPR spectra is accompanied by an increase in
the effective isotropic hyperfine value, which possibly mirrors that of some of the DSA spin
probes are more exposed to water. This might be due to enhanced release of surfactant
molecules from the MMA/water interface into water or due to a larger interface region
with a more ‘open’ structure for water molecules. The latter is assumed to be reversible
upon cooling. Hence the higher a;, value is indicative for an instability mechanism of the
miniemulsion, as the release of surfactant molecules into the water phase would imply
coagulation of monomer droplets due to increased collisions rates at higher temperatures.
The fusion of two monomer droplet to a larger droplet leads to a decrease of the surface-
to-volume ratio of the droplet. Hence, less surfactant molecules are needed at the
interface for effective stabilization of the oil in water emulsion. We can conclude that for
each surfactant a defined temperature or temperature region exists, where dynamic
changes take place that alter the previously established phase behavior of the
miniemulsion. Note that this happens before the macroscopic phase separation is
observed. For SOS we found a stable miniemulsion up to 55°C, for SDS only up to 45°C (the
temperature is between 45° and 55°C and was not determined exactly). This point can be
determined very precisely by monitoring line shape changes in CW EPR spectra (that reflect
dynamic changes of EPR spin probes). The critical temperature for initiation of this process
is dependent on the viscosity of the used monomer, the type of surfactant (ionic or non-
jonic) and the ratio water-monomer-surfactant.

One can furthermore analyze the temperature-dependence of the broad component in the
CW EPR spectra. The increase in the exchange frequency can be explained with the
previous assignment that the broadened component denotes the fraction of DSA that is
distributed within the layers. The increase in the exchange frequency is correlated with the
lateral diffusion of DSA molecules (diffusion perpendicular to the bilayer normal). This two-
dimensional process can be assumed to occur via an exchange of position of two

neighboring molecules A and B (Figure 5.31 b) [27].
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Figure 5.31 Schematic structure of a spin labeled bilayer in the side view (a) and in top view (b), where the
surfactant molecules are approximated as hexagonal packed cylinders. Lateral diffusion within a layer occurs
perpendicular to the bilayers normal N. b) Molecule A acquires three new neighbors (grey) as a result of the
position exchange with B (‘diffusion jump’).

After the position change each surfactant has three new neighbors (grey spheres for
molecule A). Thus, the probability to get into contact with other DSA molecules increases
with lateral diffusion, and with this also the exchange frequency between DSA molecules.
Hence, the value of the exchange frequency is due to the combined effects: in the static
case (which is only theoretical possible) the exchange frequency is represented by the
interaction volume present for the flexible 16" position in the layer (see Figure 5.18) and

with allowing lateral diffusion the position jump increases the absolute value.

Spectral simulation reveals the value of the exchange frequency at each temperature and
the T/n-dependence of wg, is shown in Figure 5.32. The viscosity values for MMA were

linearly interpolated from two points given in the literature [253].
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Figure 5.32 Exchange frequency of the broad component in 16-DSA CW EPR spectra of a miniemulsion with
SOS in presence of Eu(tmhd)s. The values were obtained by simulation in the slow motion regime (function
‘chili’) with two components.

The increase is nearly linear with T/n as it is characteristic for fast exchange [27] (for weak
exchange the trend should be opposite in character and the exchange rate is supposed to

increase with viscosity (see eq.(2.26)). The deviation from linearity for higher T/n values



5 Characterization of Structure and Dynamics of Miniemulsions 146

are too small to be interpreted, and could be well within the margin of error of e.g.
interpolation of n from only two data points. For fast exchange we can calculate the rate

-1

exchange constant according to eq. (2.27) at 25°C to K,~1.8-10"° Lmols™, which is a

typical magnitude for a diffusion controlled process as we assume it here.

These temperature dependent CW EPR measurements for miniemulsions in presence of

Eu**-complex yield valuable insights into dynamic processes in miniemulsions.

5.8 Pulse EPR Measurements

Electron spin echo experiments on frozen solutions of miniemulsions have been performed
at 50 K. The spin probes 5- and 16-DSA are compared for miniemulsions that were

prepared with sodium stearate in presence of either Eu(tmhd); or Gd(tmhd)s.
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Figure 5.33 Echo detected (a,b) and pseudomodulated (c,d) EPR spectra of DSA in miniemulsions prepared
with sodium stearate in presence of either Eu(tmhd); (black) or Gd(tmhd); (red). Measurements were
perfomed at X-band (9.3 GHz) in frozen solution at 50 K. Experimental parameters: t;/,=16 ns, t=200 ns. The
pseudomodulated spectra were calculated from the ESE spectra with a modulation amplitude of 0.3 mT.
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The comparison of the ESE spectra of 16-DSA (Figure 5.3.3 a) in presence of Eu(tmhd)sz or
Gd(tmhd)s; shows two remarkable points. First, the overall intensity of the nitroxide signal
and SNR is decreased for Gd*"-containing samples (for comparison: the spectrum with Eu®*
was recorded with 30 scans, Gd*" with 83 scans) and second, the hyperfine splitting 24A,,
seems to be larger. The increase of 2A4,, is more obvious in the pseudomodulated
spectrum (c), where the two peaks are marked with arrows. The A,, values are listed in
Table 5.8. The apparent additional splittings in the ESE-spectrum of 5-DSA in presence of
Gd*" stem from proton hyperfine couplings of some decomposed initiator, that was
confirmed by a reference measurement of an incompletely polymerized miniemulsion in
presence of Eu*". The shift in A,, for 5-DSA (16-DSA) in Gd**-containing miniemulsion is

0.1 mT (0.06 mT) higher as compared to Eu®* -containing samples.

Table 5.8 Hyperfine splitting A,,and relaxation times T, and T, for 5- and 16-DSA in miniemulsions containing
Ln(tmhd); obtained from electron spin echo spectra, inversion recovery and two pulse ESEEM in frozen
solution (T=50K, Ln=Eu3+, Gd3+, tmhd= 2,2,6,6-teramethylheptane- 3,5 dione). The error is +0.07 G.

Metallon A,,/mT Ty /us T;/ns

5-DSA Eu® 3.34(6) 795 1000
Gd*' 3.44(5) - 310

16-DSA Eu® 3.36(8) 420 690
Gd> 3.42(7) 340 300

The dependence of A,, on the central ion of the lanthanide complex indicates that the
magnetic environment is altered at the 5t position but not at the 16" position. The
interpretation of the change in the hyperfine splitting should be done with some caution
since we cannot completely rule out effects from the present carbon-based radicals.

Pulsed relaxation measurements have been performed at 50 K (experimental details are
given in Chapter 7). An enhancement in the nitroxide T; and T, relaxation times in the
presence of Gd** were observed, the 5% position is more affected than the 16™ position. At
this temperature it was not possible to obtain an inversion recovery signal for 5-DSA in
presence of Gd>*. The longer relaxation times for 5-DSA indicate a higher degree of order

for this position than for the 16™ position.
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5.9 Discussion

e The location of the spin probe DSA in micellar solutions and miniemulsions

From the isotropic hyperfine coupling a;s, that is accessible via CW EPR spectroscopy, one
can obtain information about the location of the probe in micelles [238] and colloidal
systems such as miniemulsions. Numerous reference values for 5-and 16-DSA in aqueous
environment are given in the literature, since these probes are frequently used inbiological
systems [39, 216, 254-255], but EPR parameters in other solvents are rare and depend on
the system under investigation [256]. Hence, it turned out that reference measurements in
the respective phases of the miniemulsion are very helpful for the assignment of the
location of the spin probe in a miniemulsion. The hf coupling value for 4 mM 16-DSA in
MMA (a;s,=1.44 mT) is much lower than in water/SDS solutions (a;5,=1.54-1.58 mT), which
is also expected due to the lower permittivity of MMA (see Chapter 0). The EPR spectra of
16-DSA and 5-DSA in MMA showed line broadening due to Heisenberg spin exchange, even
in low concentration DSA-samples (in 0.1 mM DSA and

R unlabeled stearic acid). The value of a;;, in SDS/water
O\’\ were depended on the surfactant concentration. In
0/\', hﬁmfm%} higher concentration solutions lower a;s, values were
I' /%\?O found, which is due to the higher aggregation numbers of
O@i\ surfactants in which the alkyl chains act as a better
solvent for the unpolar DSA. This was also confirmed by

light scattering, where aggregation numbers were

Figure 5.34 Location of DSA in a calculated from the diameter of the micelles [257]. Such
micelle. it is possible to distinguish between free DSA molecules in
solution below and above the cmc. As pointed out in Section 0, the spin probe is solubilized
by the surfactant micelles [258] as the cmc of the surfactant is reached and higher
aggregation numbers (far above the cmc of the pure surfactant) lead to more densely
packed micelles; the hindered rotation of the nitroxide group can be seen in the CW EPR
spectra as changes in the relative heights of the lines and the increased line widths [243]. In
this picture it is assumed that the DSA probe remains at a fixed position in the micelle with
no motion across the curved surface of the micelle (lateral diffusion) possible. The rotation
of the whole micelle is much slower than the segmental motion of the nitroxide moiety and
the separation of internal nitroxide motion and overall motion is possible according to the
hydrodynamic Stokes-Einstein model [259]. We found no evidence for unsolubilized DSA
precipitate in these reference spectra obtained in MMA (up to 6 mM DSA) and micellar SDS
solutions (up to 100 mM, see Chapter 0). Previous studies have shown that the location of

a nitroxide spin probe in micellar systems is dependent on the interactions that the probe
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experiences with the micelle [233, 260]: ionic nitroxides prefer an adsorbed state near the
micelle/water interface, non-polar ones favor the hydrocarbon core and surfactant-like
nitroxides are ‘comicellised’ [258]. The anchoring of the carboxylate group at the interface
is dependent on the dissociation degree, which is a function of pH and temperature. At pH
values > 9, DSA is assumed to be fully deprotonated (—COO’), whereas at acidic conditions,
the neutral acid form (-COOH) is present (and DSA is less soluble in aqueous solutions). The
charged headgroup is more strongly anchored in the Stern-Layer than the neutral form,
which can be shifted towards the core or even outside of the Stern-Layer in the diffuse
region (this possible shift is indicated by an arrow in Figure 5.34). If a strong anchoring is
present, the nitroxide group at the 5t position has less conformational degrees of freedom
compared to the 16™ position, and the reduced mobility, which is usually anisotropic in
nature due to the extended shape of the DSA molecule, can be observed in CW EPR
spectra. The anchoring behavior of the head group and its exact position in micellar
systems was studied in detail elsewhere [232, 242, 260-261] In the here performed
reference measurements, only one DSA component was present in the CW EPR spectrum,
which indicates a fast exchange between molecules in micelles and free surfactant in water

or MMA. This was expected for a homogeneous phase.

The studied model miniemulsion contains surfactant far above the cmc (~ 20 mM see Table
5.3) and an additional third phase, MMA. The application of shear stress results in small
MMA droplets and the surfactant is assumed to be located at the MMA/water interface.
The surfactant thus has a stabilizing effect on the small droplets that have a high surface-
to-volume ratio and are thermodynamically instable. In complex-free miniemulsions the
spin probe 16-DSA was found in two different environments that differ in their polarity and
mobility as observed by CW EPR spectroscopy (see section 5.5.1). The two components
were separated by computer simulation. The slightly faster component has a higher
isotropic hf coupling (a;5,=1.46 mT). The second component shows exchange broadening
(4 MHz) and a lower a;g, value (a;s,=1.44 mT). It is known, that exchange broadening
becomes visible in CW EPR spectra as an apparent decrease in the hf coupling a;s, [27].
Thus, the value may be slightly underestimated [262]. From the a;q,-values it seems
reasonable to assign the faster component to DSA molecules at the MMA/water interface
that are in exchange with free DSA molecules in the water phase. The diffusive region of
the interface can explain the higher a;, value than found for DSA in pure MMA. A higher
a;sp-value for this component may also be due to the mean location of the carboxylate
group in the diffuse Layer, slightly farther away from the Stern Layer (where the charged
surfactant head groups are located), where the nitroxide group may be more exposed to
water. From the EPR measurements it is not possible to distinguish between these two
cases, both are possible and both imply the same picture of a more or less disordered

interface region without a clear boundary. The second, less mobile component exhibits a
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lower a;s,-value that is comparable to the a;,,-value of 16-DSA in MMA and a line shape
characteristic for Heisenberg spin exchange interaction. This suggests a location of the
probe within the MMA droplets. The two components do not exchange on the EPR time
scale (otherwise the lines would emerge into one single nitroxide spectrum). At a first sight
it seems not reasonable why a DSA spin probe in the MMA phase is not in fast exchange
with DSA at the MMA/water interphase. Note that the meaning of ‘exchange’ is not the
spin-spin exchange interaction between two DSA molecules but the spatial change of the
position of the probe to the other sides of interaction present in the sample. One might
assign the two components to different dynamic processes that are present in
miniemulsion. This is the segmental motion of the nitroxide moiety and the rotation of the
monomer droplet. From an estimation according to the Stokes eq.(2.51) with a droplet-
diameter of 180 nm and the viscosity of water the correlation time for the monomer
reorientation is ~7 ms which is too slow to be detectable by EPR spectroscopy. The size
distribution of the droplets that is frequently discussed for miniemulsion polymerization
[263], has less impact on the CW EPR spectra as long as the DSA molecules are distributed
statistically over all droplets. A small size distribution <1.04 [263] cannot influence the CW
EPR spectra since the droplets are large enough that the movement of the droplet can be
neglected and only the much faster internal processes are visible. Thus, the two DSA
components are due to a heterogeneous distribution of DSA molecules that was also
obtained from simulation where a higher amount (80%) of the broadened component was
found (for the case of complex-free and complex-containing miniemulsion). As mentioned,
the partitioning between water and the hydrophobic phase can be related to the polarity
of the molecule. In solution DSA can either exist in neutral (COOH) or ionized form (COO)
and each form shows significantly different water solubility (and with this different affinity
to be located at the MMA/water interface). Stearic acid (C18) has a rather high partition
coefficient? log P=8.23 (for comparison dodecaonoic acid: log P=4.6 [36]), thus the non-
polar DSA preferentially resides in the MMA phase where additional hexadecane is also
present. This in turn would go along with most DSA molecules not being dissociated, since
otherwise a higher amount of the interface active form (-COO’) would have been observed.
If nonetheless charged DSA were present in the sample, it would preferentially be located
at the MMA/water interface.

Further, we might assume that no free (unswollen) surfactant micelles are present, since
the sharp lines and higher a;q,-value (~1.54 mT) of DSA solubilized by aqueous micelles
would be directly visible in the EPR spectrum (see section 0). Such a fraction was not

observed from which we can conclude that all surfactant is distributed within the monomer

* The partition coefficient P is a measure for the distribution of a substance between a non-polar phase
(usually n-octanol) and water and is defined as the ratio of the equilibrium concentration of the solute in the
non-polar phase to that in the water phase [36]. Usually this ratio is given in the logarithmic scale, thus, a
small value stands for a high partition in water and a large value for high partition in the non-polar phase.
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droplets or which may be the case if all micelles are swollen with monomer (and are only in
exchange with free surfactant molecules from the water phase). This is not a direct
discrepancy with theory, which claims free (unswollen) surfactant micelles in the water
phase. It seems probable that only a few percent of the DSA are located in the water phase
and the exchange with DSA at the interface happens probably very fast. The second
possibility is simple the case that no micelles exist, since the cmc hasn’t been reached,
which seem improbable in the studied concentration range.

Since the used DSA concentrations of 5 mol.-% with respect to surfactant are rather high
(~2mM overall concentration), other concentrations were also tested in presence of Eu?-
complex: 2.5 mol% (see Appendix Figure 3) and 0.5 mol%, which is about one tenth of the
previous concentration. The exchange broadening was indeed decreased according to the
reduced concentration upon diluting, and the fraction of the exchange-broadened
component was smaller than for the higher DSA concentration. The latter observation,
though, could be traced back to the fact that the line width was also much sharper, giving a
significantly reduced margin of error in the simulations. The general problem due to broad
lines in determination of the a;q,, Tcorr Values and also relative fractions was discussed in
Section 5.5. The study of these lower DSA concentrations proves that it is not precipitated
DSA that causes this broadening effect in 16-DSA CW EPR spectra. This broadening is an
intrinsic property of the sample and was found for all 16-DSA miniemulsions, regardless of
the used surfactant and the presence or absence of complex. Upon complex addition, the
DSA component at the MMA/water interface does not change its motional characteristics,
but the broader component becomes more broadened (Figure 5.15 for SDS and Figure 5.22
for stearate).

We can estimate the concentration of unswollen micelles from the used surfactant
concentration according to [264]:

[surfactant] — cmc

Nagg

Where cmc is the critical micelle concentration and N4, the aggregation number of

[micelle] = (5.12)

surfactant molecules at the cmc. For SDS the aggregation number at the cmc (8.3 mM) is
~60 [265]. We used ~40 mM surfactant concentration and can calculate a micelle
concentration before MMA addition of ~0.5 mM. Assuming Poisson statistics, we obtain
the following distribution for 2.1 mM DSA: 13% of the micelles contain 2 DSA molecules,
three, four, and five DSA molecules are each found in 20% of the micelles, and 11% contain
6 DSA molecules. Only 6% of the micelles contain one DSA molecule. Hence, at our used
DSA concentration we probe each particle (micelle) with on average more than one DSA
molecule. Typical radical concentrations are roughly 1:100 with respect to the surfactant
concentration [243, 264]: Increasing the DSA concentration was advantageous for several
reasons. On the one hand the addition of monomer and the applied shear stress results in

a much higher concentration of monomer droplets so that to probe each of these particles
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we need the “reserve” in DSA molecules. On the other hand we wanted to observe CW EPR

spectra after radical polymerization that destroyed our spin label.

However, the high nitroxide concentration complicates data analysis of the CW EPR spectra
due to the presence of electron spin-electron spin interactions, which might be dipolar or
exchange interactions. The interactions were not separated into their individual
contributions, which is possible but requires high effort [31] and was not the scope of this
study. Besides spin-pin interactions the observed line shapes and line widths were
determined by several other factors: (a) the (anisotropic) rotational motion (correlation
time)) of a spin probe, (b) the ordering of the spin probes in the aggregates (c) unresolved
proton hyperfine splitting. The contributions of all these effects to the line shape were not
analyzed in detail. Since the investigated system is highly complicated we applied a simple
two-species model for computer simulation (a MatLab program is given in the Appendix).
This model is reasonable for the present system. The two components were analyzed with
respect to their spectral weights, rotational correlation times and Heisenberg exchange
frequencies. The fraction that could be attributed to the MMA/water interface was always
between 10-20%.

The exchange broadened component of x-DSA spectra that is due to partitioning of DSA
between the MMA and the MMA/water interphase. In presence of Eu3+—ﬂdiketonate
complex characteristic spectral features are observed: 16-DSA showed increased exchange
interaction and 5-DSA displays a highly immobilized component. The exchange frequency
for the 16-DSA component shows typically different values in carboxylate (~ 15 MHz) and
sulfate (>33 MHz) containing miniemulsions. The immobilized 5-DSA component showed a
typical rotational correlation time of ~ 10 ns.

For 16-DSA, the fast component shows identical motional characteristics and constant a;,,-
values in all miniemulsions, regardless of the used surfactant and if complex was added or
not. These are DSA molecules at the MMA/water interface where this behavior is
supposed. For 5-DSA the ‘fast’ component is - compared to the 16-DSA counterpart -
always much slower (but still faster than the immobilized component) due to its location
near the interface and (if applicable) also the complex. In the following spectra of x-DSA in

the different surfactant types are compared to each other.

e Comparison of x-DSA CW EPR spectra in different surfactant miniemulsions

The difference of the 16-DSA spectra in miniemulsions with different surfactant chain
lengths (C12 and C18) and anionic head groups (stearate, sulfate) is shown in Figure 5.35.
The spectrum in sodium laurate has not been shown previously, spectra in SDS and SOS

were given in Section 5.5.1 and this of sodium stearate in Section 5.6.1.
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Figure 5.35 CW EPR spectra of 16-DSA miniemulsions with Eu(tmhd);, measured at X-Band (9.4 GHz) at 25°C.
The DSA concentration was 5 mol.-% with respect to the used surfactant. Spectra are normalized by their
maximum. Sodium dodecylsulfate (C12, OSO3) is plotted in green, sodium octadecyl sulfate (C18, OSO3) in
red, sodium laurate (C12, COO) in black and sodium stearate (C18, COO') in blue. The exchange broadened
component is marked with an arrow.

The exchange interaction for the broad component that is marked with an arrow is the

central feature in 16-DSA CW EPR spectra and increases in the order:
sodium stearate = sodium laurate << SOS < SDS

The highest value of 44 MHz was found for SDS. The chain length has fewer effects on the
broadening than a change in the head group. For sodium stearate and laurate the
differences in the EPR spectra are marginal. However, by changing the head group from
carboxylate to sulfate, spin exchange (mainly at the broad central line) and dipolar
interactions (broadening in the outer wings of the low- and high-field line) between
nitroxide radicals are increased. The increase of exchange interaction from C18 surfactant
SOS to C12 surfactant SDS can be explained due to the higher interacting volume between
16™ positions in a C12 bilayer (see Figure 5.18). However, for bilayers made of either
sodium laurate (C12) or stearate (C18) no difference in exchange interaction for 16-DSA
was found. The overall higher exchange frequency in bilayers made of sulfate surfactant
might be due to higher translational diffusion of DSA in those layers (see Figure 5.31). Since
the layer thickness for the pair SDS + sodium laurate (both C12) and SOS + sodium stearate
(both C18) should be approximately the same, the differences in the exchange frequency
between one pair can be correlated with a different coordination of the carboxylate and
the sulfate head groups, respectively, with the metal ion. Thus, carboxylates is assumed to
be bound more strongly to the lanthanide so that it retards lateral diffusion, which would
explain a lower exchange frequency in carboxylate surfactant and the fact that for both
carboxylate surfactants (sodium laurate vs. stearate) nearly identical spectra were found.

Vice versa, sulfate head groups should be bound more loosely to the metal, leading to
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increased lateral diffusion and increased exchange interactions.
The exact coordination geometry of the head group to the metal ion lies beyond the scope

of this work for which UV-VIS spectroscopy will give complementary information.

The CW EPR spectra of 5-DSA in miniemulsion with two different surfactant types is shown
in Figure 5.36.

SDS
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Figure 5.36 CW EPR spectra of 5-DSA miniemulsions with Eu(tmhd);, measured at X-Band (9.4 GHz) at 25°C.

Spectra are normalized by their maximum. Sodium dodecylsulfate (C12, OSOy3) is plotted in green, sodium
stearate (C18, COO) in blue. The ‘immobilized’ DSA component is marked with arrows.

5-DSA spectra show a strongly immobilized fraction of DSA for both surfactant classes,
regardless of the chain length and head group present. In miniemulsion with stearate, this
immobile component shows slightly sharper spectral feature than for SDS. Moreover the
‘faster’ fraction in SDS is faster compared to that in stearate at least by a factor of 2.5-3.
Note that the line width of the central line is still very narrow and indicative of fast
rotation, although the separation of the outer splitting already indicates rather slow
rotation. This is a typical sign of anisotropic motion of DSA molecules potentially due to the
decreased mobility triggered by the head group coordination to the metal ion. The sharper
feature of the ‘slow’ component present in stearate might indicate a more homogeneous
binding of the surfactant to the metal ion than in SDS, where a broader distribution is
present that smears out these slow-motion spectral features. This might indicate different

coordination sites for sulfate head groups to the metal.

e Order parameter for 5-DSA CW EPR spectra

In Section 2.7.4 the order parameter S for anisotropic EPR spectra was introduced and the
method was applied to 5-DSA EPR spectra in miniemulsions with and without complex. The
order parameter S was originally introduced for lipid bilayers/membranes [40, 42, 44],

where elongated spin labels like DSA undergo rapid anisotropic motion about the long axis
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of the alkyl chain, superimposed on which is a wobbling motion that arises from (trans-
gauche) isomerizations. This leads to a confined, cone-shaped region for the nitroxide
moiety due to the bilayer environment (see Figure 2.14). In a miniemulsion with 5-DSA and
sodium stearate the order parameter S could be obtained for spectra in absence of a
complex (§=0.39) and in presence of Eu**(5=0.71) (Figure 5.29). For the same spin probe in
SDS, the order parameter in presence of Eu**was determined as S=0.64. A more ordered
(more rigid) bilayer imposes greater restrictions on the rotational mobility of the nitroxide,
resulting in an increase in the order parameter (an increase in the order parameter can be
described as a decrease in the spin probe mobility, hence, as a decrease in the bilayer
fluidity). Thus, a sodium stearate miniemulsion already in absence of the complex shows a
slight order at the 5t position of DSA, which becomes enhanced in the presence of Eud-
complex. 5-DSA experiences less order in the structures that are built by SDS and Eu®*-
complex than in those built from stearate (this was already discussed due to the broader
signal of the slow component in SDS). Despite the fact that DSA has a carboxylate head
group and one could assume that the EPR results are only reliable when used in
combination with stearate-based miniemulsions (which also has a carboxylate head group)
and not in combination with SDS, one can reliably use the information obtained here to
draw conclusions about the order in the layered structures. Since the head-group behavior
of DSA should be identical and only dependent on whether lanthanide complex was
employed or not, both types of DSA molecules (5-DSA and 16-DSA) are effective reporters
for the structuring and fluidity of the layers: the mobility of DSA in more rigidly ordered
layers (carboxylate-based surfactants) is reduced while in less rigid structures (sulfate-
based surfactants) it is increased.

In the layered structures made from sulfate-based surfactants, the presence of DSA
certainly induces distortions in the onion-like structure due to the carboxylate-complex
coordination but since the amount of DSA is low, the distortions can be seen as being
important only on the local scale. The impact on changing the structure mainly depends on
the binding capabilities of the head group to the metal-ion. Hence, the charged sulfate
headgroup of SDS that is supposed to have higher Lewis-basicity, is preferred by the metal-
ion as compared to the undissociated -COOH group of DSA. Keeping this in mind, we can
interpret the order parameter or fluidity of the structures from the DSA point of view in
SDS as being more fluid. This is immediately obvious from the CW EPR spectra: For 16-DSA
(Figure 5.35) in sulfate surfactant higher exchange interaction is present than in
carboxylate surfactant. For 5-DSA (Figure 5.36) in sulfate surfactant a higher mobility is
observed than in carboxylate surfactant. Possibly the coordination constant between
sulfate and complex is lower than between carboxylate and complex. This should be
checked by comparing experiments with spin-labeled SDS.

The comparison of 5-DSA spectra in complex-free and complex-containing miniemulsions

lead further to the assumption that the self assembly of the surfactant molecules into
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layered structures takes already place in “standard” miniemulsions (complex-free). In the
ternary phase diagram (water/MMA/surfactant) the used composition with the low
surfactant concentration (see basic miniemulsion recipe, Table 5.3) is near the water edge,
where basically no surfactant aggregates should be found. Since phase diagrams are highly
pressure and temperature dependent, it seems possible that the energy input due to

ultrasonification leads to a transition into a phase with surfactant aggregates.

e FEffect of temperature on the model miniemulsion

Monomer droplet stability during storage or particle nucleation is a basic requirement to
obtain a latex with narrow particle size distribution upon polymerization. Since the radical
polymerization is performed at higher temperatures (T~60°C) it was of particular interest
to investigate the influence of temperature on the structured regions.

In Chapter 5.7 the temperature dependence of CW EPR spectra of 5- and 16-DSA in
miniemulsions was presented. With both spin labels it was possible to monitor a defined
temperature range of enhanced mobility before macroscopic phase separation occurs. For
the given miniemulsion composition (see Table 5.3) the temperature was dependent on
the used surfactant: for SDS the temperature is between 45-55°C and for SOS above 55°C.
The values of the isotropic hyperfine coupling increased with temperature indicating a
more disordered interface with deeper water penetration into the droplet or an increased
release of DSA molecules into the water phase. Indeed this might be possible since the
dissociation degree of DSA increases at higher temperatures. Below the characteristic
temperature, the fraction of the fast component was found to increase only very slightly
with temperature, thus, the structured regions are very stable in this temperature regime.
Above this temperature the fraction of the fast DSA component was increased, which
indicates a breaking of the structures. It seems possible that at this temperature the
formation of larger monomer droplets takes place since this would release surfactant and

DSA into the water phase as a result of a decreased surface-to-volume ratio.

e Signal decrease in presence of diamagnetic and paramagnetic lanthanide complex

The signal decrease of the nitroxide signal due to enhanced relaxation in presence of
paramagnetic Gd**-ions was discussed in section 5.6.2. However, the proposed mechanism
cannot explain the signal decrease in presence of diamagnetic Eu(lll) that is observed in the
CW spectra in Figure 5.23 and Figure 5.24. Since diamagnetic Eu** has no magnetic
interactions with the nitroxide radical the decreased signal has to be due to the chemical
loss of radicals. Theoretically, the free radical could be decomposed in a recombination or

redox reaction. The recombination of two doxyl-moieties is sterically hindered and thus
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highly unfavorable. The metal ion Eu® is already in the oxidized form (the paramagnetic
Eu* ion is the reduced form), so that we can exclude a redox reaction between the metal
and the nitroxide, too. Dependent on the pH of the solution, two nitroxides are known to
undergo a disproportionation reaction into a nitrone (C=NRO) and a hydroxylamine
(C-NOH), which is an effective radical-destroying reaction at low pH values. The
miniemulsions were kept at a pH of 6.5-7 in all measurements, an interval were nitroxides
are usually stable. The presence of complex did not significantly alter the pH value. Of
course, there is still MMA in the solution and the nitroxide may start a polymerization
reaction. However, this should also happen in the complex-free miniemulsion, which was
not the case. Thus, the signal loss can only be traced back to the presence of the
lanthanide-complex. Again, this effect is more pronounced for 5- than for 16-DSA, thus it
may be due to a direct interaction between the metal-complex and the nitroxide in the
head group region. Indeed this is other evidence for interactions between the charged
headgroups and the metal ion.

Ln** ions are hard Lewis acids, therefore the tris [diketonate complexes preferentially
form complexes with oxygen-donor (or nitrogen-donor) Lewis bases. It was found that
various adducts occur with Lewis-basic oxygen and nitrogen donors, e.g. dimethylsulfoxide
and bipyridine [221]. Interestingly, one compound [M(tmhd)s-x(adduct)] containing x
molecules of adduct may form different coordination polyhedra that can be considered as
isomers. The lanthanide ions are large and can adopt different geometrical shapes for a
given coordination number. Thus, the different coordination polyhedra can be attributed to
packing effects [221].

The nitroxide N-O moiety is a Lewis-base (m-basic) and can coordinate to a metal ion
(Lewis-acid) via the nitroxide-oxygen N-O----M [266]. If the metal ion is paramagnetic, the
coordination results in a strong metal-nitroxide spin-spin interaction that can be
ferromagnetic (parallel alignment of the spins) or antiferromagnetic (antiparallel
alignment) in nature, depending on the orthogonality and overlap between the magnetic
metal orbitals and the radical SOMO n* orbital. Such complexes of paramagnetic metals
with nitroxides have become very popular in the recent years due to their easily adjustable
magnetic properties and extension in one, two or three directions (such materials are
called molecular based magnets) [266] and it was found that nitroxide-metal complexes
that are coordinated via the oxygen atom are coupled essentially antiferromagnetically.
However, this can still not explain the signal loss of the nitroxide in presence of the Eu**-ion
with a diamagnetic ground state: the coordination of one nitroxide group would preserve
the S=1/2 state. If we assume the coordination of two nitroxide groups to one metal
center, that are coupled antiferromagnetically to an S=0 state, the EPR signal could vanish
due to superexchange of the nitroxide spins (superexchange is defined as a spin coupling
between two metal ions via a diamagnetic ligand M-L-M [267], thus, a coupled radical pair

via a diamagnetic metal would be the ‘inverse’ case). This might be possible by polarization
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of the diamagnetic electron pairs of the metal without direct interaction of the two radical

centers, as shown in Figure 5.37.

0
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Figure 5.37 Symmetry relation between the dxz—y2 and pr orbitals of a nitroxide and possible scheme of an
antiferromagnetic exchange coupling of two nitroxide radicals, mediated through the metal orbital. The
pr orbital is not necessarily located at the nitrogen rather than extendend between the N- and the O-atom. It
might be possible that such a complex is formed for a short time that acts further as catalyst for the
disproportionation reaction.

Indeed this seems to be unlikely, since two DSA molecules have to adapt a T-shape, bent
conformation that results in a steric hindrance for the NO-coordination to the metal.
Further, due to the bulkiness of this T-shaped molecule, this is not imaginable for a Ln(L)3
complex without a ligand exchange. It might be more probable for a Ln(L), complex, that
has free coordination sites (in solution the LnLs complex is in equilibrium with LnL," and
Lnls), but with a ratio of 94% on the educt site LnlLs [268] the signal loss cannot be
explained properly.

Staying in a picture of highly coordinated lanthanide ions one could also speculate that the
lanthanide ions may as well act as catalytic centers for disproportionation of some of the
nitroxide radicals. Either by binding the NO-oxygen directly (as shown in Figure 5.37), which
is not very likely, or simply due to stronger immobilization (as compared to complex-free
solution) of two DSA molecules with their carboxylate headgroups on the same or on
neighboring lanthanide complexes. Such, due to local confinement, one could imagine that
in particular for 5-DSA, hydronium ions may come in close contact with two NO-groups.
This can be achieved by penetration of the (acidic) protons into the layered structures. In
such a case, it was shown in thermoresponsive hydrogels that even at moderate pH values,
a combination of strong local confinement of two or more spin probes and the presence of
acidic protons can lead to accelerated nitroxide disproportionation [269]. Since in 16-DSA
the nitroxide moiety is buried much deeper in the layered hydrophobic structures,

disproportionation in this case becomes are less likely than for 5-DSA.

e The extraction of distance information between paramagnetic metal and nitroxide

The Leigh effect [228], which is the proposed mechanism to account for the observed
signal amplitude loss in the CW EPR spectra in presence of paramagnetic Gd>*-complex (see
section 5.6.2) is strictly valid only for interacting spins in a rigid lattice, since otherwise the

dipolar interaction is averaged out. Further, it only accounts for the interaction between
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two unlike spins (and not for nitroxide-nitroxide interaction). Thus, the used concentration
of DSA should be reduced in order to extract reliable distance information (especially
exchange interactions should be eliminated). For the application of the Leigh method, the
electron relaxation rate T, of the metal ion has to be known and the rigid lattice condition
can be fulfilled by measurements at lower temperature (e.g.-20°C).

For short distances between Gd>* and the nitroxide, exchange effects between the two
spins must be considered as a possible contribution to the broadening. Such interactions
are assumed to be dependent on the concentration of Gd*" and the steric hindrance of the
ligands. The bulkier the ligands, the less effective the orbital overlap between the nitroxide
p- and the metal orbital becomes. Furthermore, the electron bearing orbital in Gd** are the
4f orbitals, that are shielded by higher lying 5d and 6s orbitals. Thus, Heisenberg spin
exchange interactions might not be the dominant spin interaction with a nitroxide,
especially not at low temperatures. This would make the Leigh method an easy experiment
to extract distance information in a quantitative way. This was not done in detail here but
from the amplitude-normalized spectra of 5-DSA (Figure 5.23) and 16-DSA (Figure 5.24) in
presence of Gd**-complex it is immediately noticed that the signal amplitude is more
severely reduced for 5-DSA than for 16-DSA (note, that in these figures the DSA spectra are
normalized to the double integral of the complex-free DSA counterpart, for application of
the Leigh method the Gd**-spectrum needs to be normalized to the double integral of the
Eu*"-spectrum). This proves a closer location of the 5™ position to the metal than the 16"
position. Pulsed relaxation measurements (Section 5.8) confirm this trend (as seen in the

smaller values in longitudinal and transversal relaxation times in the presence of Gd**).

5.10 Conclusion and Outlook

CW and pulse EPR measurements were performed on miniemulsions and polymer-
dispersion that were prepared with different surfactant types in presence and absence of a
lanthanide-f-diketonate complex M(tmhd); (M=Eu*", Gd*). It had previously been
established that surfactants with sulfate head groups (-OSO3’) form onion-like multilamellar
and those with carboxylate head groups (-COO’) form lamellar structures. In both cases, the
layer thickness could be adjusted via the surfactant chain length [231]. In the present
study, the layer thickness was varied between 12 and 18 carbon atoms. The spin probes 5-
and 16-DSA (generally 5 mol.-% with respect to the surfactant) were used to report about
different region within the layers and CW EPR spectra were analyzed with respect to the
observed spectral features of the used type of DSA. For 16-DSA, the Heisenberg spin
exchange frequency wg, was the key variable, while for 5-DSA the rotational correlation
times T under different conditions gave significant dynamic information. The CW EPR

spectra were composed of two DSA types that differ in their mobility and the chemical and
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magnetic environment. The slower and broader component with lower isotropic hyperfine
coupling values a;, could be assigned to DSA in the structured, layered regions. We found
characteristic exchange frequencies for DSA incorporated into layers that were formed by
carboxylate (wg,~ 15 MHz) and sulfate (wg,> 33 MHz). In layers of carboxylate surfactants,
the exchange frequency was independent on the surfactant chain length; in layers of
sulfate surfactant wg, decreased with increasing chain length. Layers made of carboxylate
surfactant are less fluid than sulfate-surfactant based layers.

These changes in T and wg, in the different surfactant based bilayers are indicative for
different binding strengths or binding geometries of the surfactant head groups to the
metal ion. Layers made of sulfate surfactant are more fluid and obey a lower order than
carboxylate based surfactant layers which indicates a lower coordination constant between
sulfate and the metal ion which in turn enhances lateral diffusion (see Figure 5.31) within

the layers.

The EPR measurements show that the self assembly of the surfactant into layered
structures in a miniemulsion is already established without addition of the complex, which
might be due to energetically favored phases. The addition of lanthanide Adiketonate
complex Eu(tmhd)s or Gd(tmhd); to a miniemulsion results in a remarkably higher ordering
of the bilayer structures, as proofed by the calculated order parameters for 5-DSA spectra
(S = 0.4 complex free, S = 0.7 with complex, see Section 5.7.1).

In presence of Gd3+—complex the signal amplitudes of the nitroxide spectra were decreased
without broadening of the signal, which points to the Leigh-effect [228] as a potential

method to extract distance information between the nitroxide and the metal.

Temperature dependent measurements suppose a polymerization temperature below 45-
55°C (dependent on the used surfactant, see Section 5.7) in order to obtain a maximum in
structured regions. We found a characteristic temperature for each type of surfactant
above which instability mechanisms (coagulation) of the miniemulsion occur. The
beginning of coagulation can be easily observed by signal decrease in CW EPR spectra

already before it is visible macroscopically.

For further investigation it is advisable to use DSA to surfactant ratios of 1:100 since the
present spin-spin interactions complicate data analysis. Further it should be clarified how
and if at all the carboxylate head group in DSA changes the onion-like structures present in
layers made by interactions between sulfate surfactant and complex. CW EPR experiments

on spin-labeled SDS could give this information.
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6 Summary

In this work, three nitroxide based ionic systems of increasing complexity were used to
investigate structure and dynamics of their respective agueous solutions by means of EPR
and ENDOR spectroscopy at X- and W-band (9.5 and 94.5 GHz, respectively). The results
obtained in this thesis are summarized below for each system.

e The solvation of Fremy'’s salt (Chapter 3)

The solvation of Fremy’s salt, the paramagnetic nitrosodisulfonate anion ON(SOs),, in
binary solvent mixtures was investigated by means of pulse (Mims- and Davies-type)
electron nuclear double resonance (ENDOR) spectroscopy and molecular dynamics
simulations. *H and H pulse ENDOR measurements were performed on small Fremy’s salt
radicals in isotope-substituted solvent mixtures of methanol and water in frozen solution.
We were able to obtain well-resolved, orientation-selective high-field/high-frequency pulse
ENDOR spectra of methyl protons from the alcohol moiety and exchangeable protons from
the alcohol-hydroxyl group and water. In the studied solvent systems (volume ratio v/v=
30:70, 50:50, 70:30) the solvation of 2.5 mM Fremy’s salt by methyl protons was found to
be almost identical. From the analysis of the dependence of pulse ENDOR spectra on the
observer field position and spectral simulations we obtained the principal components of
the hyperfine coupling (hfc) tensor for each class of protons. The combination of Mims-
and Davies-type pulse ENDOR measurements was necessary to obtain blind spot free
information on hfc that span a broad range of 0.25 - 6 MHz. Using the point-dipole
approximation, the dipolar hfc component yields a prominent electron-nuclear distance of
3.5 A between Fremy’s salt and methyl pro-
tons, which was found along the molecular
z-axis (perpendicular to the approximate
plane spanned by ON(S);) of the probe
molecule. Exchangeable protons were
found to be distributed nearly isotropically,
forming a hydrogen-bonded network
around the sulfonate groups. The distri-
bution of exchangeable and methyl protons

found in MD simulations is in very good

agreement with the pulse ENDOR results

Figure 6.1 The solvation of Fremy's salt in CH3OH/H20 and we flnd that Solvation |S dom|nated by
(v/v=50:50). Along the z-axis of the molecular frame . L
methyl protons (green) are accumulated, whereas the @n interplay of H-bond (electrostatic) inter-
charged sulfonate groups are strongly hydrogen-bonded

and surrounded by exchangeable- protons (cyan).
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actions and steric considerations. The elucidation of the microscopic solvation of a small
probe molecule in binary solvent mixtures represents the first step for understanding the
interactions in more complex biochemical systems. In particular this includes the potential

perturbation of H-bond networks due to presence of a spin probe or other polar molecules.

e Polyelectrolyte solutions with divalent salts (Chapter 4)

The conformation of spin labeled poly(diallyldimethylammonium chloride) (PDADMAC)
solutions in aqueous alcohol mixtures in dependence of added divalent sodium sulfate was
investigated with double electron-electron resonance (DEER) spectroscopy. The solvent:-
to-water ratio was 1:3 in all solutions (v/v) and the used solvents were methanol, ethanol,
n-propanpl, ethylene glycol and glycerol. The ionic strength was varied from 0 mM to 750
mM. The mean distance r, the distribution s(r) and the label-to-label distance L between

the spin labels were extracted from DEER data using the wormlike chain (WLC) model.

Figure 6.2 PDADMAC chain with hydrophobic (grey) and hydrophilic (blue) solvent domains in a binary
aqueous solvent mixture.

For the mixture n-propanol/water the longest label-to-label distance (L=8.3 nm) was
found, the smallest value L=7.7 nm was found in the short chain alcohol methanol/water
mixture. The difference between the two alcohols resemble their impact on the
hydrophobic solvation of the polymer backbone, where n-propanol is better suited than
methanol and may thus screen hydrophobic interactions among the monomer-monomer

units of the polymer as supposed in [194-195].

The obtained data suggest a less serve impact on conformational changes due to salt than

usually predicted in polyelectrolyte theory and stress the importance of a delicate balance
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of hydrophobic and electrostatic interactions, in particular in the presence of organic

solvents, that preferentially solvate the polymer backbone (grey in Figure 6.2).

e Structure and dynamics of miniemulsions (Chapter 5)

The structure and dynamics of miniemulsions and polymerdispersions prepared with
anionic C12 and C18 surfactants (sodium laurate, sodium stearate, sodium dodecyl sulfate,
sodium octadecyl sulfate) with MMA as oil phase in presence and absence of a lanthanide
[-diketonate complex M(tmhd)s (M=Eu(lll), Gd(Ill)) was characterized using CW and pulse
EPR spectroscopy. From CW EPR spectra the EPR parameters were extracted using spectral
simulations. The CW EPR spectra were composed of two DSA types that differ in their
mobility and their chemical and magnetic environment. The slower and broader com-
ponent with lower isotropic hyperfine coupling values a;g, was assigned to DSA molecules
in the structured, layered regions; the faster component was assigned to DSA at the
MMA/water interface. We found characteristic exchange frequencies wg, for DSA
incorporated into layers in the order:

sodium stearate = sodium laurate << SOS < SDS

For carboxylate based surfactants the typical value is wg,~ 15 MHz and for sulfate based
Wgy> 33 MHz.
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Figure 6.3 Structured region of a polymer particle prepared via miniemulsion polymerization. A) TEM
picture (without contrastation) b) scheme of the surfactant bilayers where the headgroup is coordinated to
the free binding site of the lanthanide complex. The value of the exchange frequency is correlated with the
ease of lateral diffusion, which is a function of the binding strength of the head group to the metal ion. The
black regions of the TEM picture (a) correspond to the orange triangles in (b).

In layers of carboxylate surfactants, the exchange frequency was independent on the
surfactant chain length; in layers of sulfate surfactant wg, decreased with increasing chain
length (Section 5.5).
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Furthermore we found a higher mobility for 5-DSA in sulfate based (tcn~12 ns, Section
5.5.2) than in carboxylate (tcor~2-5 ns, Section 5.6.1) based surfactant bilayers.

These changes in T and wg, in the different surfactant based bilayers are indicative for
different binding strengths or binding geometries of the surfactant head groups to the
metal ion. Layers made of carboxylate surfactant are less fluid and obey a higher order
than sulfate surfactant based layers which indicates a higher coordination constant
between carboxylate and the metal ion which in turn restricts lateral diffusion (diffusion
perpendicular to the bilayers normal as indicated with an arrow in Figure 6.3 b) within the

layers.

The EPR measurements show that the self assembly of the surfactant into layered
structures in @ miniemulsion is already established without addition of the complex. The
addition of lanthanide f-diketonate complex Eu(tmhd)s; or Gd(tmhd); to a miniemulsion
results in a remarkably higher ordering of the bilayer structures, as proofed by the
calculated order parameters for 5-DSA spectra (S = 0.4 complex free, S = 0.7 with
complex, see Section 5.7.1).

In presence of Gd**-complex the signal amplitudes of the nitroxide spectra were decreased
without broadening of the signal (Section 5.6.2), which points to the Leigh-effect [228] as a

potential method to extract distance information between the nitroxide and the metal.

For temperatures >45°C (see Section 5.7) the structures break down. Thus, temperature
dependent CW EPR measurements suppose a polymerization temperature below 45-55°C
(dependent on the used surfactant) in order to obtain a maximum in structured regions.
We found a characteristic temperature for each type of surfactant above which instability
mechanisms (coagulation) of the miniemulsion occur. The beginning of coagulation can be
easily observed as a signal decrease in the CW EPR spectra already before it is visible

macroscopically.
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7 Experimental Part

7.1 Materials and Sample Preparation

e Fremy’s salt

Fremy’s salt, FS, (K;[ON(SOs),] potassium nitrosodisulfonate, ICN Biomedicals Inc.) was
used without purification. D,0 (99.9%), Methanol-d1 (CAS 1455-13-6, CHs0D, 99.5%),
Methanol-d3 (CAS 1849-29-2, CD30H, 99.8%) and Methanol-d4 (CAS 811-98-3, CD40, 99%)
were obtained from Aldrich. All solutions were prepared at ambient conditions without the
use of inert gas. KOH solutions were used to adjust the pH in order to exclude the
introduction of a new ion species (carbonate ions) into the system. In all samples we used a
KOH concentration of cyon= 9.8 -10“ M and FS concentrations of 2.5 mM.

Stock solutions of 10 mM FS in MilliQ water (Millipore) and D,0 were prepared and a
solution of 2 M KOH solution was added. The obtained solutions were diluted to 5 mM FS
concentration and stored at -18°C. From the aqueous solutions the alcohol/water mixtures

were prepared by adding the according volume of methanol.

e PDADMAC

Cationic poly(dimethyldiallylammonium chloride) was a gift from Dr. J. Storsberg
(Fraunhofer Institute for Applied Polymer Research, Golm). It was prepared by radicalic
polymerization of diallydimethylammoniumchloride and diallylamine (96:4 molar ratio) in
aqueous solution. In a second step the amine was esterificated with 4-Carboxy-Tempo (CAS
37149-18-1) to vyield the statistically labeled polycation. Purification from unreacted
monomer and nitroxide was achieved by dialysis against water. The white, hygroscopic
polymer was obtained by freeze drying. Its molecular weight was determined by gel
permeations chromatography to M,, of 490000 g/mol and a M, of 146000 g/mol.

Stock solutions of PDADMAC (100 mM) in MilliQ water, ethanol, ethylene glycol and
glycerol were prepared and stored at -18°C. These stock solutions were further diluted to
yield the wished end concentration of polymer. Sodium sulfate containing solutions were

prepared by adding the salt as fine powder.

e Miniemulsions
5- and 16-DSA were obtained from Aldrich and used as received. Hexadecane, sodium
dodecyl sulfate, sodium lauryl sulfate, sodium octadecy sulfate, sodium stearate and the
lanthanide complexes Eu(tmhd); and Gd(tmhd)s; were obtained from Aldrich and used as
received. Methyl methacrylate (Aldrich) was purified from stabilisator by column

chromatography (silica gel) and stored at -18°C. The non-ionic surfactant Lutensol AT 50 (a
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polyethylene glycol ether RO(CH,CH,0)s0H) was purchased from BASF. The water soluble
initiator V59 (WAKOQO) was used as obtained.

All samples were prepared under ambient conditions, only the ultrasonification was
performed in an ice bath. The surfactant and spin probe were dissolved in water. The
complex, initiator and hexadecane were dissolved in the monomer. After homogenization
of both solutions for one hour they were mixed, stirred again for one hour and than
ultrasonified for 3 minutes in an ice bath (BRANSON digital sonifier model 450 D with 1/8
inch tip). The samples were divided in two fractions. The first fraction was used as obtained
from this procedure (‘miniemulsion’). The second part was polymerized (‘polymer-
dispersion’). Problems in the sample preparation arose with C18 surfactants since these are
only little water soluble and did not dissolve within one hour. However, upon addition of
the monomer solution, no unsolubilized surfactant was visible. Some samples had the
tendency to coagulate with time. In the worst case this happened 30 minutes after sample
preparation, but only for sodium stearate as surfactant. The most stable miniemulsions
were achieved with C12 surfactants and didn’t coagulate within 3 weeks. Notably,
miniemulsions with added complex showed fewer tendencies to coagulate than their
complex-free counterparts. Again, the C12 systems were more stable than the C18
systems. To avoid any ageing effects in the EPR measurements, parts of each sample were
filled in the 3 mm EPR tubes and shock frozen immediately after preparation. These
samples were stored under liquid nitrogen and were used for pulse measurements. Room
temperature CW EPR measurements were all performed within 5 hours after sample

preparation.

7.2 EPR Measurements

e X-band measurements
The CW EPR spectra were measured on a Miniscope 200 spectrometer (Magnettech
GmbH) with a TE102 rectangular resonator. Temperature was controlled with a TC HO2
temperature controller (Magnettech). Samples were loaded into 50ul capillaries (1.5 mm
diameter, ringcap H®, Hirschmann Larborgerate).
The typical microwave power of 10 uW was applied during these measurements and did
not lead to saturation broadening. The modulation amplitude was set to 0.02 mT with a
width of the central line of the nitroxide spectrum around 1 mT.
The sweep width was 1 mT. Depending on the S/N ratio ten to 99 scans were averaged,
with 4096 data points and a scan time of 60 s each.
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X-band ESE and DEER measurements were performed on a Bruker ELEXSYS E580
spectrometer using a Bruker Flexline split-ring resonator (ER 4118X MS3). The resonator
was overcoupled to Q=100. The temperature was set to 50 K by cooling with liquid helium
using an Oxford cryostat and cooling system or a closed cycle cryostat (ARS Inc.). 80 pl
sample were loaded with a syringe into homemade quartz tubes of 3 mm outer diameter
(Wilmad Corp. USA). Samples were shock frozen in nitrogen cooled iso-pentane and

inserted into the probe head.

EPR spectra were measured with field-swept echo detected EPR using a Hahn echo
sequence 1/2- T - m- T -echo and a 20 mT field sweep. The interpulse delay time 7 was
200 ns and the pulse lengths were 16 ns for /2 and 32 ns for m pulses. The integration

gate length was 200 ns.

The transversal relaxation data (T:) was acquired with a Hahn echo sequence m/2-t-1-T-
echo and applying a [(+x) — (—x)] phase cycle to the /2 pulse. An initial interpulse delay
7 of 200 ns was incremented by 8 ns. The integrated echo intensity was measured as a
function of this increment with an integration gate of 32 ns length centered at the echo

maximum. The pulse lengths were 16 ns for the /2 pulse and 32 ns for the m pulse.

The longitudinal relaxation data (T:) were acquired with an inversion recovery pulse
sequence - T-m/2- 7- m- 1-echo with a [(+x) — (—x)] phase cycle applied to the m/2
pulse. The delay time T with an initial value of 2000 ns was incremented in steps of 5800 ns
and the interpulse delay 7= 400 ns was kept constant. The pulse lengths were 52 ns for the
/2 pulse and 104 ns for the m pulse for the detection subsequence and 24 ns for the
inversion 1 pulse.

The integration gate length of 104 ns matched the longest pulse in the detection
subsequence to maximize the signal-to-noise ratio. The inversion pulse was tuned by

maximizing the negative echo at a delay time T=1000 ns.

The field position for relaxation measurements corresponded to the maximum of the

nitroxide spectrum and was determined by the ESE experiment.

DEER experiments were performed with a 1/2(V,ps)-T1-(Vops)-t'- T(Vpymp)-( T1 + 72 — t)-
(V,ps)-t2-echo pulse sequence with a [(+x) — (—x)] phase cycle applied to the /2 pulse.
The time t* was incremented in steps of 8 ns. The time 7;=200 ns was kept constant. The
T,was varying between 0.8 ms and 2.5 ms depending on the T2 relaxation properties of the
sample and distance that needed to be measured. The dipolar evolution time is defined as
t=t'-7,. The data analysis was performed for t>0 ns. The pump frequency vy, ,,Was set to

the center of the resonator dip that is also coincident with the maximum of the nitroxide
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EPR spectrum, whereas the observer frequency v, was approximately 65 MHz higher and
coincided with the low field local maximum of the EPR spectrum. The observer pulse
lengths were 32 ns for both /2 and m pulses. The m pump pulse length was 12 ns. The
width of the integrator gate was 32 ns. Proton modulation was averaged by adding traces
at eight different tyvalues, starting at 7;= 200 ns and incrementing it by 8 ns. The
repetition time between every pulse experiment was 2 ms and the measurement time was

typically around 8 to 12 hours.

e W-band measurements
W-band measurements were performed on a BRUKER Elexsys E680 spectrometer using a
Bruker EN 660-1021 H TeraFlex ENDOR-resonator. The resonator was not overcoupled. All
measurements were performed at 20 K with liquid helium cooling by an Oxford CF935
cryostat with an Oxford ITC4 temperature controller. Samples were loaded with a Hamilton
syringe into 0.7 mm inner diameter home-made CFQ-quartz capillaries to a height of about

3 mm and inserted into the resonator at 50 K and then cooled down to 20 K.

The field-swept, electron spin echo (ESE) detected EPR spectra were recorded by
integrating over the echoes created with the pulse sequence m/2-7-1t- T-echo, with the
pulse lengths tr,= 48 ns, t,= 96 ns and an interpulse delay of 7= 300 ns. From echo
detected spectra, the characteristic points for ENDOR measurements were assigned as
shown in Figure 3.2(b). 'H and H ENDOR spectra were recorded using the Mims three-
pulse scheme (rt/2- T- m/2-T- w/2) [61], with the radiofrequency (RF) pulse applied during
time T. A w/2 pulse length of 48 ns was used. Since Mims-type ENDOR spectra are
hampered by blind spots depending on the pulse interval T, measurements for different
values of T were performed. For 'H measurements typical values for T were 172 or 200 ns,
for 2H 400 to 600 ns. The rf pulse length varied for *H and ?H nuclei and was optimized for
the studied nucleus. A typical value for 'H was 20 ps. The rf frequency was swept from 20
to 24 MHz for detection of deuteron hf couplings and from 139 to 147 MHz for proton hf
couplings. The Davies ENDOR sequence [62] m-T- m/2- T-m-echo was used to record 'H
spectra. The inversion 1 pulse was 200 ns. A radio frequency pulse length of 20 us was
applied during the time T. In the detection sequence (m/2-t-m T-€cho), a pulse length of
tz/2=200 ns and t,=400 ns were used with an interpulse delay of t=548 ns. The signal was
accumulated over two to five hours for the x- and y-position and at least 14 hours for the z-

position.
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7.3 Data Analysis

e (Wdata
The shown CW spectra were background corrected using a home written MATLAB
program, by subtracting the first order polynomial fitted on the first and last 15 % of the
spectral data points. The values for the isotropic hf splitting and exchange frequency were
obtained from CW data by using a home written MatLab fitting routine that is able to
account for anisotropic motion and broadening due to spin-spin interactions (exchange and

dipolar) as described in Section 2.5.

e Relaxation
The T, data was fitted by the second order exponential decay curve given in eq. (7.1) with

A, Ty4, B, T, and C being the fitting parameters.

3! 12
I(t) = Aexp —T + B exp T +C (7.1)
24 2B

The 1, parameter is computed from the parameters of the fit as the time where the
biexponential function has decayed to 1/e of its initial value. As the expression I(t) for a
biexponential decay cannot be solved analytically for the 1/e time, T, was determined by
numerically minimizing |1(t) — 1/e| with a home-written Matlab program. The transversal
relaxation parameters relate to twice the interpulse delay 7 so that the determined

relaxation times or relaxation parameters should be multiplied with two.

Longitudinal relaxation data were fitted by the biexponential decay function given by:

1(t) = I, (1 -2 [A exp (— ;—1> + B exp (— ;—2>]> (7.2)

2A 2B

with Iy, A4, T; 4, B and T 15 the fitting parameters. The relaxation parameter 7 is defined as
the time where a fraction of 1 — 1/e of the echo signal has recovered and is computed
from the parameters of the fit as the time where the biexponential function has decayed to
1/e of its initial value. For the 1/e time, t; was determined by numerically minimizing

|I(T) — 1/e| with a home-written MATLAB program also used for 7, determination.

e X- Band DEER
Commonly, the DEER data are analyzed under the assumption that the isotropic exchange
coupling is negligible versus the anisotropic dipolar coupling. The DEER measurements
were analyzed using the “DeerAnalysis2008” program (Gunnar Jeschke). Basically, it divides

out the homogeneous part of the signal and FT the modulation, which gives the Pake
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pattern in Figure 2.8 b. After loading the experimental data into the program and
performing a phase correction, the starting (‘cero time’) and the final point (‘cut off’) of the
data analysis are defined. The latter is chosen in such a way that no modulation coming
from interpulse crossing is analyzed. Furthermore the starting point for the background fit
has to be defined (‘background’). All these points can be defined manually or auto-
matically. Since all data should be evaluated using the same parameters for cero time and
background both were set manually. The starting point for data analysis is at 105 ns and
the start for the background fit at 1500 ns. The background subtraction step is very im-
portant, since the obtained distance distribution is sensitive to the starting point of the
background decay subtraction and to the type of the function assumed for the background,
herein a three-dimensional homogeneous spin-distribution is assumed (exponential decay
function). After the background subtraction, which originates from intermolecular
interactions, the data contains only intramolecular contributions and is fitted by a distance
distribution. The transformation of the dipolar evolution function to a distance distribution
is an ill-posed problem, meaning that similar dipolar evolution functions may produce
highly different distance distributions [270] and is thus highly sensitive to the initial para-
meters. Therefore only good S/N DEER spectra are used for further evaluation. In the
present work the wormlike chain model is applied (note that for biradicals the Tikhonov
regularization is commonly applied). This fitting model is included in the software package
and considers the distance distribution in the range between 1.5 nm to 10 nm. The
extraction of the valuable parameters L, Ip, r and s(r) (lable-to-label distance, persistence
length, mean distance and width of the distribution, respectively) is explained in ref. [271]
for semiflexible polymers. Figure 7.1 summarizes the procedure of dipolar spectra analysis.
From the fit of the WLC model the persistence length is obtained. From the singularities of
the Pake pattern the dipolar coupling frequency wg;,, can be read off to calculate the spin-

spin distance 7y, according to:

_ 35216 MHz 73
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Figure 7.1 DEER spectrum analysis procedure. a) original data, green cursor for cero time, cyan line for
background correction time, orange line for cut off, b) background corrected dipolar spectrum in time
domain, c) Fourier transform of background corrected data (frequency domain), d) distance distribution.
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9 Appendix

9.1 MatLab based program for simulation of a nitroxide spin label
partitioning between two phases

For the latest EasySpin version see [48].

% Program for simulation of CW EPR spectra for a spin label partitioning
% between an aqueous and lipid phase
clear all; close all;

T w=0.2; % arbitrary set fraction of DSA in water

% define spin system
% DSA iIn water

g_w = [2.0057 2.0037 2.0021]; % g tensor elements [gxx gyy gzz]

A w = mt2mhz([5.6 5.6 35.1]/710, g w); % A tensor elements [Axx Ayy Azz] /G
Iw_w =[0.12, 0]; % Gaussian line width(FWHM) /mT
tcorr_w=1_.5E-10; % isotropic rotational correl. time /s
% DSA in MMA

g_m = [2.0064 2.0039 2.0021];
A_m = mt2mhz([5.-0 5.0 33.25]/10, g_m);% axial A tensor /G

Ilw.m = [0.0, 0.2]; % Lorentzian line width(FWHM) /mT
Diff_m=[1e9, 2e9]; % rotational diffusion rates [Dxy Dzz]
/Hz

Diffpa_m=[0 O 0]*pi/180; % Euler angles[apy] /degree

Ex _m=4_.7e6; % Heisenberg exchange frequency /Hz

% experimental settings
exp=struct("Range”,[330 339], "mwFreq”,9.377, "nPoints”,4096, "Harmonic",1);

Y%simulate

% DSA in water using isotropic, fast motion EPR simulation (garlic)
Sys_w=struct("S",1/2,79g",g_w, "Nucs™, "14N", "A" ,A_w, "Iw", Iw_w, "tcorr” ,tcorr_w);
[bs,sim_w]= garlic(Sys_w,exp);

sim_w=sim_w/sum(cumsum(sim_w)); % normalize to double integral

% DSA in MMA using slow motion EPR simulation (chili)
Sys_m=struct("S",1/2,°g",g_m, "Nucs", "14N","A" ,A m, " Iw" ,0lw_m, "Diff" ,Diff_m, "Dif
fpa® ,Diffpa_m, "Exchange” ,Ex_m);

[bs,sim_m]= chili(Sys_m,exp);

sim_m=sim_m/sum(cumsum(sim_m)); % normalize to double integral

% combine both simulations
sim=F_w*sim_w+(1-F_w)*sim_m;

% plot

figure(l), clf;

plot(bs,sim_w/max(sim_w), "k--", bs,sim_m/max(sim_m), "b--7,
bs,sim/max(sim),"r", “Linewidth",2);

legend("pure water”,“"pure MMA®,"partitioning between water and MMA phase®);
title("DSA partitioning between water and MMA®);

xlabel ("magnetic field /7 mT");

ylabel("intensity / a.u.");

axis tight;
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9.2 Temperature dependent CW EPR measurements of mini-
emulsions

Temperature dependent X-Band (9.37 GHz) CW EPR-spectra of x-DSA in miniemulsions
prepared in absence and presence of the lanthanide f-diketonate complex Eu(tmhd)s. The
water to MMA + hexadecane ratio was kept constant, if lanthanide complex was added,
the ratio MMA to complex was also fixed, thus only the types of DSA (5-DSA and 16-DSA)
and surfactant (SDS, SOS, ST, SL) were varied. The composition of the miniemulsion is listed
in Table 5.3, molar ratios of DSA are given with respect to the surfactant. In all plots the
color code for a certain temperature remains constant. Spectra within one series of
measurements were measured with the same modulation amplitude, microwave
attenuation, receiver gain and number of scans. Therefore the spectra do not have to be
normalized and are just given baseline corrected. If not other noted, the microwave
attenuation was 200 mG (0.02 mT).

intensity /a.u.

-2 -1 0 1
magnetic field offset/ mT

9.1

Figure 9.1 Miniemulsion with 5 mol.-% 16-DSA in sodium dodecyl sulfate (SDS).
Experimental: 20 scans, 22 dB microwave attenuation.
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Note that in the plot below the minimum of the center line at 55°C is cutted; this was

necessary in order to achieve this series of measurements with the same parameters.

15°C
— 25°C
35°C
——45°C
55°C

pai g PP p—

intensity /a.u.

-2 -1 0 1 2

magnetic field offset/ mT

Figure 9.2 Miniemulsion with 2.5 mol.-% 16-DSA in sodium dodecyl sulfate (SDS)
in presence of Eu(tmhd);, prepared in 0.1 M NaOH. Experimental: 20 scans, 300
MG modulation amplitude, 18 dB microwave attenuation.
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intensity /a.u.

—— 5°C

— 15°C
- 25°C

-2

-1 0 1
magnetic field offset /mT

intensity /a.u.

-2

-1 0 1

magnetic field offset /mT

Figure 9.3 Miniemulsion with 5 mol.-% 5-DSA in sodium dodecyl sulfate (SDS). a) complex-

free, b) Eu(tmhd)s, c,d,) zoom of the low-field line (m=1).
Experimental: 20 scans, 22 dB microwave attenuation.
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—F 5°C
15°C
—25°C
—35°C
—45°C
55°C
— 65°C

intensity /a.u.

-2 -1 0 1 2
magnetic field offset /mT

intensity /a.u.

-2 -1 0 1 2

magnetic field offset /mT

Figure 9.4 Miniemulsion with 5 mol.-% 16-DSA in sodium octadecyl sulfate (SOS). a) complex-
free, b) Eu(tmhd)s, c,d,) zoom of the central line (m,=0). In b) the spectrum at 65°C was not
recorded. Experimental: 20 scans, 20 dB microwave attenuation.
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—F— 5°C

—15°C

—— 25°C
35°C
60°C

intensity /a.u.

-2 -1 0 1 2
magnetic field offset /mT

Figure 9.5 Miniemulsion of 5 mol.-% 5-DSA in sodium stearate, complex-free.
Exsperimental: 20 scans, 20 dB microwave attenuation.
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