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Abstract

Strongly correlatedmaterials are systems for which the complex interplay among
the electrons, spin and lattice lead to the formation of different phase transitions
and new orders with dramatically different electrical, optical, mechanical and
thermal properties. Emergence of complex phases like- Charge Density Wave
(CDW), Spin Density Wave (SDW), Superconductivity just to name a few, with
remarkable properties offer great deal (such as an order of magnitude change
in electrical conductivity) from fundamental research perspective and thought
to shape our future technologies. Non-equilibrium spectroscopic techniques are
ideal tools to investigate such correlated systems as the techniques offer simulta-
neous spectroscopic and temporal information. In addition, driving the system
out of equilibrium and tracking the relaxation dynamics and their couplings,
one can disentangle the different degrees of freedom because of the different
timescales that characterize the recovery of the initial ground state.

The work described in this thesis utilizes the ultrafast spectroscopic tech-
nique as a tool to investigate the solid state materials exhibiting Charge Density
Wave (CDW) order, Kondo Insulating (KI) behavior and Mott Insulating (MI)
ground state. All of these materials fall into the category of strongly correlated
systems where multiple phases emerges due to correlation effects. In the Kondo
Insulator YbB12 we track the photo-induced reflectivity dynamics at various tem-
peratures and excitation densities and discuss the corresponding changes in the
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low energy electronic structure. In CDW system BaNi2As2 we study the collec-
tive amplitude modes of the CDW order and their temperature and excitation
density dependence. These results provide valuable information on the nature
of the CDW order and its relation to the observed structural phase transitions. In
particular, the smooth evolution of several amplitude modes through the struc-
tural phase transitions suggest that CDW may be responsible for the triclinic
phase transition. Moreover, robustness of the CDW order against perturbation
suggest an unconventional, non-Peierls nature of the CDW order. Last, but not
least, we present the time-resolved study on photo-doping the Mott insulator
La2CuO4. By tracking the time evolution of the complex dielectric function over
the broad spectral range, we study the dynamics of the charge transfer gap and
the appearance of the mid-infrared excitations. By varying the excitation densi-
ties over three order of magnitude we demonstrate the extreme resilience of the
Mott insulating ground state against perturbation.



Kurzfassung

Stark korrelierte Materialien sind Systeme, bei denen das komplexe Zusammen-
spiel zwischen Elektronen, Spin undGitter zur Bildung verschiedener Phasenübergänge
und neuer Ordnungenmit dramatisch unterschiedlichen elektrischen, optischen,
mechanischen sowie thermischen Eigenschaften führen. Das Entstehen kom-
plexer Phasen, wie Ladungsdichtewellen (Charge Density Wave, CDW), Spin-
Dichtewellen (Spin Density Wave, SDW) und Supraleitung, um nur einige zu
nennen, mit bemerkenswerten Eigenschaften (bspw. eine Veränderung der elek-
trischen Leitfähigkeit um eine Größenordnung), ist nicht nur in der Grundlagen-
forschung interessant sind sondern auch um neue Technologien zu realisieren.
Spektroskopische Nicht-Gleichgewichts-Techniken sind ideale Instrumente zur
Untersuchung solcher korrelierten Systeme, da sie gleichzeitig spektroskopische
und zeitliche Informationen liefern. Zudem ermöglicht das Beobachten der Re-
laxationsdynamiken eines aus dem Gleichgewicht gestoßenen Systems unter an-
derem die Bestimmung der relevanten Kopplungen, sowie die Charakterisierung
verschiedener Zeitskalen, welche bei der Rückkehr zum Gleichgewichtszustand
auftreten.

Die in dieser Thesis beschriebenen Techniken nutzen ultraschnelle Spektroskopie
alsWerkzeug zur Untersuchung von Festkörpermaterialien, in welchen Ladungsdichtewellen-
Ordnung (Charge DensityWave, CDW), Kondo-Isolation (KI) oderMott-Isolation
auftritt. Alle diese Materialien fallen in die Kategorie der stark korrelierten Sys-
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teme, in denen aufgrund von Korrelationseffekten mehrere Phasen existieren.
Im Kondo-Isolator YbB12 werden die Dynamiken der Veränderungen in der elek-
tronischen Struktur bei niedrigen Energien durch die Verfolgung der photoin-
duzierten Reflektivität bei verschiedenen Temperaturen und Anregungsdichten
diskutiert. Im CDW-System BaNi2As2 untersuchen wir die kollektiven Amplitu-
denmoden der CDW-Ordnung sowie deren Abhängigkeit von Temperatur und
Anregungsdichte. Hervorzuheben ist die gleichmäßige Veränderung mehrerer
Amplitudenmoden beimDurchlaufen des strukturellen Phasenübergangs, welche
darauf hindeutet, dass die CDW-Ordnung für den Übergang in eine trikline Phase
verantwortlich ist. DesWeiteren deutet die Robustheit der CDW-Ordnung gegenüber
Störungen auf eine unkonventionelle, nicht Peierls konforme, Natur der CDW-
Ordnung. Zu guter Letzt präsentierenwir unsere Ergebnisse zum photoinduzierten
Dopen des Mott-Isolators La2CuO4., bei welchem wir die zeitliche Entwicklung
der komplexen dielektrischen Funktion über einen breiten Spektralbereich ver-
folgen und somit die Dynamik der Ladungstransferlücke, sowie Anregungen im
mittleren Infrarotbereich untersuchen. Durch Variation der Anregungsdichten
über drei Größenordnungen demonstrieren wir eine bemerkenswerte Resilienz
des Mott-Grundzustands gegenüber Störungen.
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Introduction

Microscopic understanding of the origin of emergent collective phenomena in
strongly correlated materials represent perhaps one of the greatest unsolved
problem in condensed matter physics. On one hand, fundamental properties
like electrical, mechanical and thermal properties of simple metals, some semi-
conductors and insulators are understood reasonably well both in terms of the-
ory and experiment within the view of non-interacting electrons approximation
in solids. On the other hand, complex materials with partially filled d and f

electron shells, have properties complicated to explain [1]. In contrast to com-
monly used materials like silicon and aluminium where the kinetic energy of
the electrons dominates, the strongly correlated materials are fundamentally
affected by the strong electron-electron interaction (Coulomb repulsion) [2]. In
case of materials with strong electron-electron interaction, one cannot treat the
single electron independently as embedded in a static mean field generated by
the other electrons, simply because the influence of an electron on other elec-
trons is too pronounced to be neglected [1]. The prime example of such is the
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2 CHAPTER 1. INTRODUCTION

Mott insulating ground state in some materials. The complex internal interplay
between multiple degree of freedom - spin, charge, lattice - can exhibit remark-
able properties and transitions between distinct, competing symmetry-broken
ground states with dramatically different electronic, and magnetic ordering at
low temperature (see Fig. 1.1 as an example). These rich and fascinating phe-
nomenon arising from complex correlation offer great deal from fundamental
research perspective and also offer the possibilities of technological relevant fea-
tures such as an order of magnitude change in electrical resistivity in metal-
insulator transition or colossal magnetoresistance in manganites [2] . However,
emergence of different properties comes with a greatest challenges in under-
standing, controlling and predicting the complexity in the strongly correlated
materials and still remains the topic of intense debate.

One of the best known example of interaction of lattices and electrons in solids
is the discovery of Superconductivity in the early 1900s [3], which was then
gradually understood when the first theory (BCS-theory) of superconductivity
emerges [4]. The theory explains the interaction of the electrons and phonons
leads to the formation of the so-called Cooper pairs. The condensation of cooper
pairs generate quantum phenomena called superconductivity when temperature
decreases to transition temperature Tc.

Soon, another type of ordering called Charge Density Wave (CDW) order has
been theoretically conceptualized by Peierls in 1955 [5], where he pointed out
that one-dimensional electron system is unstable when electron-phonon cou-
pling is taken into account. Such a coupling leads to the redistribution of the
conduction electron density forming a periodic charge density modulation ac-
companied by the periodic lattice distortion. In fact CDW order can be realized
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Figure 1.1: Generic phase diagram of hole doped cuprates with various doping
level indicating the emergence of different phases. Antiferromagnetic order and
the superconducting dome is represented by the blue and green region respec-
tively. The red outlined area is the charge density wave order setting in at TC DW .
Emergence of several other phases are marked accordingly.

also in 2D and 3D system [6–8]. In some materials, CDW phase is found in the
proximity of superconducting phase and the two often compete with each other.
Furthermore, another type of materials called heavy fermion systems further
gain on scientific interest where the mobile carriers at low temperature were
found to have mass thousand times larger than the free electron mass. Here,
the existence of localized magnetic moments and a large on-site Coulomb repul-
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sion leads to an antiferromagnetic exchange interaction with the surrounding
conduction sea of electrons. Heavy fermions are systems with strong correlation
effects where different phases were realized ranging from superconductivity to
Kondo insulating quantum critical phenomena to fermi liquid behaviours. Here,
magnetic correlations are believed to drive the superconductivity [9]. The era
of high temperature superconductivity emerged in mid-1980s, when the super-
conductivity was realized in layered structure La-Ba-Cu-O ceramics [10]. Ever
since many materials are synthesized and the critical temperature was raised
rapidly. Here, correlation between charge, spin and lattice play an important
role, however the topic is still under intense debate and a common understand-
ing of emergence of superconductivity in this class of materials is still missing.
Finally, discovery of superconductivity in iron-based compounds [11–15], in the
proximity to the magnetically ordered state, come as a new paradigm in the field
of strongly correlated materials. The magnetic order in these systems is believed
to play an important role in the emergence of superconductivity, however, wide
consensus is yet to come. Figure 1.1 presents one of the generic phase diagram of
hole doped cuprates, where multiple phase seem to exist ranging from Antifer-
romagnetic (AFM) order, CDW order, to Superconductivity. Figure 1.1 provides
an example with different phases that could arise in the correlated electron sys-
tems.

Therefore, understanding such different quantum phases of matter that often
compete with each other pose one of the main challenge in modern condensed
matter physics. Due to multiple degree of freedom, strongly correlated materi-
als are very sensitive to small changes in the external parameters like - pressure,
doping, temperature, etc. By applying external perturbation and controlling the
external parameters one can induce changes in the low energy electronic struc-
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ture in materials and study the competition between different phases. Further-
more, by applying external stimuli and bringing the system out of equilibrium
one can study the interplay among electrons, lattice and spin dynamics and can
be disentangled because of the different timescales that characterize the recov-
ery of the initial ground state. This concept became apparent when the ultrafast
lasers with pulse duration ranging from few to several hundred femtosecond
has been realized. To this end, we apply femtosecond laser pulses as an external
knob to control the transient electronic state on a femtosecond timescale. By
driving the system out of equilibrium with ultrafast laser pulses, we study the
dynamical evolution of different phases in real time.

In this thesis, we utilize the time-resolved techniques to study the photo-
induced dynamics in three different correlated materials. This thesis is divided
into four main chapters.

The chapter 2 introduces the experimental technique used for studying the
carrier relaxation dynamics in different materials in this thesis. The chapter
discusses advancement of the technique for extraction of data with high signal
to noise ratio from the pump-probe experiment.

Chapter 3 present the time resolved pump-probe study in Kondo Insulator
(KI). Here, we start with basic concept of Heavy Fermion Systems (HFs) and
KI. Detail analysis of the experimental data demonstrate the emergence of hy-
bridization gap upto the temperature nearing room temperature and the robust
nature of the hybridization gap against electronic excitation.

Chapter 4 present an approach to use pump-probe to study the collective
modes in BaNi2As2, demonstrating the CDW nature of it’s ground state. Here,
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we start by introducing the basic concept of CDW. By studying the collective dy-
namics in BaNi2As2, we demonstrate the existence of multiple CDW amplitude
modes and discuss their unconventional origin.

Chapter 5 discusses the photo-doping phenomena in charge transfer insulator,
La2CuO4. Utilizing broadband spectroscopic technique and analysing the exper-
imental data, we discuss the changes in the low energy electronic structure. By
studying the changes in the complex dielectric function over three order of mag-
nitude in excitation density, we discuss the absence of metallicity, where in the
case of comparable chemical doping a metallic state is realized.
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Experimental Techniques

The field of ultrafast time resolved spectroscopy and its implications have grown
as one of the most prominent tools to investigate the dynamics in condensed
matter systems. The progress in this field has culminated in the generation and
detection of attosecond (≈ 10−18s) pulses [16], making it possible to study the
elementary excitations and fundamental processes on a timescale with unprece-
dented resolution. This chapter starts with the introduction to the laser labora-
tory and the commercial laser system which has been extensively used in the
course of this thesis. The conceptual design and implementation of pump probe
technique and the steps towards improvement in the detection scheme for high
signal to noise ratio is discussed.

This chapter facilitates the reader with insight into the fundamental concept
of time resolved technique and its application in strongly correlated material
systems.

7



8 CHAPTER 2. EXPERIMENTAL TECHNIQUES

Figure 2.1: Schematic of the laser laboratory. Micra oscillator with MHz rep-
etition rate with fundamental wavelength (λ) of 800 nm is used as a seeding
beam for the RegA amplifier. The temperature stabilized "Verdi V-18" pumped
amplifier outputs the power ≈ 2 W with 250 kHz repetition rate and with pulse
energy in the µJ range.

2.1 Femtosecond Laser Source

For performing the time resolved measurements, ultrashort laser pulses are gen-
erated by commercial temperature stabilized mode-locked Titanium-Sapphire
(Ti:Sa) laser system, manufactured and supplied by Coherent Inc, were used.
Two laser system namely Coherent: Micra oscillator and Coherent: RegA ampli-
fier is used to perform experiments in our laser laboratory. The basic layout of
the laser system is shown in figure 2.1.

Coherent: Micra oscillator is a compact Ti:Sa femtosecond oscillator operat-
ing at a repetition rate of 80 MHz (12.5 ns pulse-to-pulse). The Ti:Sa oscilla-
tor is pumped with temperature tuned frequency doubled Nd:YVO4 continuous
wave (cw) solid state laser with average output power of 5 W. Using princi-
ple of Kerr lens modelocking, the oscillator is designed to passively stabilize the
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mode-locked operation with short pulse with high energy exiting the cavity with
average power of ≈ 500 mW. The emitted laser pulse wavelength (λ) offers tun-
ability ranging from 710 - 980 nm, with the spectral bandwidth (full width at
half maximum - FWHM) of < 30 nm to > 100 nm making the temporal pulse
width of 30 fs down to sub-10 fs. The output of the laser pulse is adjusted to 800
nm (1.55 eV) with the prism compressor and provide the operation with approx-
imately 20 fs resolution. The highest emitted pulse energy is then estimated by
Epulse ≈ 500 mW/80 MHz = 6.25 nJ

The femtosecond oscillator operating at 80 MHz produces the pulse energy
in the sub 10 nJ regime and is optimal for weak perturbation regime when per-
forming pump-probe experiment. On the other hand, one of the major drawback
of the 80 MHz oscillator is the accumulation of steady-state heating on the sam-
ple of interest because of the high repetition rate in the MHz range. As a result,
the effective temperature of the sample can increase substantially, hindering the
study of the photo-induced dynamics with the fast recovery timescale. In this
case, steady state heating needs to be considered while studying photo-excited
dynamics even at low excitation densities.

To overcome the limitations of an oscillator and to study the non-linear dy-
namics of the solids, regenerative amplifier (Coherent: RegA) is applied where
theMicra Ti:Sa oscillator is being used as a seeding laser and RegA is amplifying
the pulse energy from nJ to µJ range. The output of the Micra oscillator pulses
are first temporally stretched to about 10 ps using an external grating before
entering the amplifier, to prevent the non linear effects inside the cavity, which
could damage the sensitive optics. The stretched pulsed enters the cavity of the
Nd:YVO4 continuous wave (cw) laser pumped regenerative amplifier via an op-
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tical switch in a double pass configuration. At each round trip of the pulse in the
cavity, the pulse get amplified in the Ti:Sa crystal. After approximately 25 round
trips the cavity dumper ejects the amplified pulse which is then compressed by
a grating compressor to a pulse of 50-70 fs. At a repetition rate of 250-300 kHz,
the RegA output power is P≈ 2 W with a pulse energy ≈ 6 µJ, the central wave-
length is 800 nm and the spectral width of 30 nm. Detail principle of operation
of the amplifier system is found in the original paper. [17]

2.2 Time resolved pump probe Spectroscopy

Time resolved pump-probe spectroscopy represents an ideal tool to investigate
the ultrafast response of the strongly correlated electron systems such as Heavy
Fermion Systems (HFs), Charge Density Waves (CDW), high temperature super-
conductors, just to name a few. In its simplest form, the output of the laser is split
into two : the pump beam and the probe beam. First, the strong pump pulse
drives the system out of equilibrium. The initial excited state exhibits a relax-
ation processes on the femtosecond to picosecond timescales. A second (weaker)
probe beam measures the pump-induced changes as a function of time delay ei-
ther in transmission (∆T) or in reflection (∆R). The technique harness the evo-
lution of the pump induced excited state as a function of time delay of the probe
pulse with respect to the pump pulse and hence the term pump-probe spec-
troscopy. In a standard all-optical pump-probe setup, the sample is excited with
pump pulse (operating at certain wavelength) and the pump-induced changes
are monitored with probe beam operating at the same wavelength. However,
probing of the pump-induces changes can be obtained by using other non-linear
optical methods. One example is broadband White light supercontinumm that
allows to measure the pump-induced changes of the sample over the broad spec-
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tral range. Similarly, probing can be extended in the THz region.

Figure 2.2: Schematic of the pump probe setup in the reflection geometry. The
laser output is split into two portions, pump and the probe with the help of λ/2
and the polarizing beam splitter (PBSC). The pump and the probe transverse in
the different optical path finally meeting again in space and time at the sample
position. The probe beam is further split into two - the probe and the reference
for the balance detection. The reference beam arrives at the sample position
before the pump beam andmeasures the reflectivity of the sample without pump
excitation. Different optical components (labeled in the figure) common for all
optical setups are used to guide the beam for spatial and temporal overlap at the
sample position. Beam blocker (BB) blocks the rejected beam.

Figure 2.2 presents the schematic of the pump-probe setup in the reflection ge-
ometry designed for studying different materials presented in this thesis. All the
optical components used in the setup are common for all-optical experiments.
The output beam of the regenerative amplifier is splits into stronger pump beam
with vertical polarization (p-polarized) and the weaker probe beam with hori-
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zontal polarization (s-polarized). The intensity of the beam and it’s polarization
is controlled with the help of the half-wave plate (λ/2) and the polarizing beam
splitter cube (PBSC). Both the pump and the probe beams travel through dif-
ferent optical components along different paths yet travelling the same distance
and finally meeting again (both in space and in time) at the sample position.
In the probe arm, a mechanical stage is used to control the time delay between
the pump and the probe beam in the double pass configuration. The mechanical
delay stage is mainly used to find the time overlap of the pump and probe at the
sample position. After determining the zero time-delay, the mechanical stage
position is fixed during the measurement. A periodically driven shaker mounted
with a retroreflector modulates the time delay between the pump and the probe
beam during the measurement. Depending on the shaker oscillating frequency
and the amplitude of oscillation, time delays up to 100 ps (200 ps in double pass)
corresponding to the shaker travelling distance of 15 mm (measurement time
window) can be obtained. This so called fast-scan technique is advantageous
over conventional (slow) scan with mechanical delay stage during data acquisi-
tion and helps in enhancement of signal to noise ratio and will be discussed later
in this chapter. The probe beam is then guided with additional optical compo-
nents and focused at the sample position with an achromatic lens resulting in
a beam diameter of ≈ 50 µm on the sample (standard configuration). On the
other hand, the pump beam traverse through various optical components and
makes a detour to have a similar path length as of the probe beam. The pump
beam is focused down to ≈ 100 µm at the sample position 1. The pump beam is
modulated with electro-optical modulator (EOM) (discussed in 2.3) for enhanc-

1The spot size of the pump beam is larger than the probe beam to ensure a better spatial
overlap of the pump and probe beam and to ensure a homogeneous probing of the pump volume
after excitation.
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ing signal to noise ratio during data acquisition. The end mirrors in the pump
beam path are used to obtain the spatial overlap of the pump beam with the
probe beam at the sample position. This completes the optical path length and
design of the single color pump-probe setup.

2.3 Signal to noise enhancement and

detection scheme

The state of the art pump probe spectroscopy allows to study the excitation
and decay processes in materials and to extract the physics governing such phe-
nomena. Using excitation densities as low as 1 µJ/cm2, recording differential
changes on the order of 10−6 can be achieved either in transmission or reflection.
However, measuring small changes comes with a great challenge in the detection
because of various source of noise that could add up in the pump-probe signal.
First and foremost, the photo-diode used for photo detection can react to other
source of light in the laser laboratory. Second, the laser system have the pulse
to pulse stability in the order of 10−3. If the measurement time is long enough -
several minutes to several hours- the pump-probe signal could be affected even
by the external factors like changes in humidity and temperature and vibrations
in the laser laboratory.

In order to reduce possible sources of noise and enhance the detected signal
to noise ratio, the detection technique has to be designed carefully. Here, we
discuss the data acquisition and detection schemes that are commonly in practice
and also discuss the techniques that we harness in our optical pump probe setup.
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2.3.1 Lock-in Detection Technique

Lock-in detection technique is one of the conventional detection scheme where
the signal to noise ratio is substantially enhanced. Here, the pump beam is
modulated at certain frequency and the pump-induced changes are recorded at
this particular frequency. In principle, modulation at certain frequency acts as a
band pass filter, by suppressing noise components with other different frequen-
cies. Possible pump modulation units include, mechanical chopping upto a few
kHz or electro-optical and acousto-optical modulation with possible modulation
frequency even on the order of half the frequency of the laser repetition rate
(250 KHz in our case). The measured periodic signal is then multiplied with the
modulation function and thereafter integrated. To enhance the sensitivity, the
measured signal is integrated with adjustable time constant. The recording of
the signal in a lock-in detection can be achieved using commercially available
lock-in amplifiers.

Even though the signal to noise is greatly enhanced with this technique, one
should keep in mind that the highest signal at the pump modulation frequency
is the pump itself. Therefore it is of utmost importance to prevent any scattered
pump light from reaching the photo-diode. In addition, electronic components
used in the lock-in detection can further contribute to noise. On the other hand,
the number of data points and the integration time constant has to be consid-
ered carefully to keep the measurement time reasonable. The longer the mea-
surement time larger will be the impact of laser drift on the pump-probe signal.
Here, small intrinsic features that could appear in the pump-probe signal can
easily be obscured by the noise level because such features can have amplitude
in the range of excitation pulse to pulse noise or much smaller.
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2.3.2 Fast Scan Technique

In contrast to conventional lock-in detection scheme where the measurement is
done in combination with slow scanning speed (with mechanical stage) and low
modulation frequency (e.g. mechanical chopping), more advanced and faster
measurement technique is adapted for data acquisition in this thesis. This so-
called "fast scan" technique has a major advantage in recording a complete
photo-induced transient within fractions of a second. Here, we discuss the de-
tails of the fast scan technique used for the data acquisition.

Figure 2.3: Demonstrating the advantage of using fast scan technique. Figure
presents the typical traces of photo-induced change in reflectivity recorded us-
ing fast-scan pump-probe technique. One complete transient consist of a few
thousand data points recorded within few tens of millisecond. By increasing the
number of averages (from bottom to top) signal to noise ratio is substantially
enhanced resolving the small intrinsic response of the sample (here, oscillatory
component) in the pump-probe signal.

Figure 2.4 presents the idea behind the fast scan technique. The fast scan tech-
nique incorporates the retroreflector mounted to the drive arm of a translator
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powered by periodically (Sinusoidal) driven signal. The shaker/translator can
also be made out of a retroreflector mounted on a loudspeaker or can be bought
commercially (from e.g. APE 2). The driving signal of the shaker is generated
by a signal generator. Depending on the frequency and amplitude of the shaker,
corresponding to the shaker traveling distance, time window can be easily ad-
justed. Shaker is incorporated in one the beam (the pump or the probe) paths
(probe in our case) and the time delay between the pump and the probe (hence
the time window) is adjusted. The periodically (sinusoidal) oscillating shaker
scans the photo-induced signal twice within one cycle, once on the leading edge
and again on the falling edge. Finally, the recorded single transient corresponds
to the half the period of the shaker oscillation. In our experimental setup, we
incorporate the shaker in the probe arm, so that any misalignment resulting
in the sinusoidal background can easily be subtracted using pump modulation
unit/reference measurement.

Typical shaker oscillating frequencies are in the range 1-50 Hz. In our experi-
ment, the shaker oscillating frequency, ν is 10 Hz corresponding to period, T =
100ms. A complete transient of 100 ps ( depends on the amplitude of the shaker
oscillation) is traversed within 50 ms. In addition, to have a better time resolu-
tion, the build up of the photo-induced signal (right after time zero- that ensures
temporal overlap of the pump-probe beams) is usually kept at the reversal point
(either on the leading edge or on the falling edge) of the shaker oscillation. At
the turning point of the oscillation shaker moves slower due to the declining ve-
locity of the mirror therefore reducing the time interval between the data points.
The build up of the photo-induced signal (time zero) can be moved relative to
the phase of the shaker with the help of external mechanical translation stage.

2Angewandte Physik & Elektronik GmbH (APE)
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Depending on the desired time resolution and the time window, one can easily
tune the frequency and amplitude of the shaker. For example, for a time win-
dow of 100 ps with a time resolution of approximately 100 fs, photo-induced
changes up to the level of 10−4 can be achieved in a single shot. Using fast scan
technique, few thousands averages of the photo-induced transient can easily be
acquired. Indeed, such a technique substantially enhance the signal to noise ra-
tio, where the signal to noise scales with number of averages (Navg) taken, as
1/
p

Navg . In addition, this method is not susceptible to long term laser drift. As
Laser amplitude fluctuations scale with inverse of the frequency, utilizing fast
scan for photo-induced signal minimizes such laser fluctuations.

However, one of the disadvantage of using only a fast scan technique can be
seen in the noise spectrum of the measured signal. The shaker has a oscillating
frequency of 10 Hz (in our case), in this case the measured noise spectrum is
mainly determined by 1/ f noise that obscure the signal containing small fea-
tures like coherent oscillations (see Fig.2.3). Now, to overcome such a scenario,
one can implement the fast scan in combination with lock-in detection. How-
ever, the modulation frequency in this case must be higher than the detection
bandwidth in order to achieve a better time resolution. The optimal modulation
frequency can be achieved by looking at noise spectrum (1/ f noise) at differ-
ent modulation frequencies. The optimal modulation frequency is found to be
half the frequency of the laser repetition rate and is the fastest modulation pos-
sible. Due to the high frequency, the modulation can only be achieved using
an acousto-optical or electro-optical modulators. Modulation with such a high
frequency reduces the noise level and ensures a significant improvement in the
signal quality.
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Figure 2.4: Illustration of fast scan technique. Top panel depicts the photo-
induced transient recorded one period of the shaker. Lower panel on the other
hand shows the shaker oscillation plotted in real time with a shaker frequency
of ν = 10 Hz corresponding to the shaker period T = 100 ms. The amplitude
change ∆a1 for a given time interval ∆t is smaller than the amplitude change
∆a2 due to the declining velocity of the mirror at the reversal point of the shaker
phase. The time zero t0 is usually placed at the reversal point of the shaker
oscillation due to the declining velocity, therefore more data points withing the
smaller time interval and hence the better time resolution. The actual time of
the of the experimental time window (time axis) are defined by ∆ax/c, where c
is the speed of light.

2.3.3 Differential Detection

In addition to lock-in detection and fast-scan technique, on of the things that
comes into practice is the interferometer type of design and implementation of
the difference detection scheme. Here, as shown in Fig.2.2, the probe beam is
further split into two - reference and probe beam. The reference arm is slightly
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shorter than the probe arm. The optical delay between the probe and the ref-
erence is made such that the reference pulse arrives at the sample position
substantially before the pump pulse and the probe pulse arrives after/slightly
before pump. Recording the response of the sample before pump excitation
allows one to have reference measurement. After hitting the sample, the re-
flected/transmitted probe and reference beam traverse through the same opti-
cal components before being split and fed to two coupled photo-diodes. The
photo-detector we incorporate is the differential detector, where the response is
kept at zero (balancing of the probe and the reference) before pump excitation.
After photo excitation with the pump pulse, the measured signal from the photo-
detector is proportional to the absolute change in reflection or transmission. In
addition, normalizing the change in the photo-induced signal with the unper-
turbed reference (DC value) beam provides the relative change of the reflection
or transmission

Isi g − Ire f

Ire f
=
∆R
R

,
∆T
T

(2.1)

Since the laser system have pulse-to-pulse noise on the order of 10−3, even
the perfectly aligned setup will have noise in the photo-induced signal. Thus,
incorporating differential detection scheme, substantially reduces such noise in
the pump-probe signal. However, implementing differential detection only is not
enough to get rid of the noise, as the photo-diode itself is sensitive to other light
source that could be present in the laser laboratory. In addition, mechanical
vibration of the sensitive optics could induce further fluctuations. To eliminate
such noise, one can incorporate modulation techniques, such as lock-in detection
or fast scan detection technique or a combination of both. In our experiment,
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we incorporate both.

Time Calibration

Final step in the pump-probe setup is the time calibration i.e. converting the
real time into the experimental (time delay between the pump and the probe)
time. Here, the procedure during time calibration of our pump-probe setup is
explained. Time calibration is performed right after finding the spatial and time
overlap in the pump-probe setup. This can be easily achieved using e.g. a non-
linear crystal in case of degenerate pump-probe. Here, we use Barium-borate,
BaB2O4 (BBO) which is widely used in time-resolved setups. The idea is, two
beams - the pump and the probe- are spatially overlapped in a BBO, and if both
beam arrive at the BBO at the same time (delay between two beam is controlled
by shaker/delay stage), the sum frequency generation (SHG) occurs and a sec-
ond harmonic beam with shorter wavelength (400 nm) appears in between two
fundamental beams (800 nm). The SHG beam is used to check the pulse dura-
tion of our femtosecond laser - known as Autocorrelation.

Now, to perform the time calibration, the autocorrelation pulse can be moved
in the measurement time window (measurement time window can be adjusted
with the known amplitude of the shaker). The autocorrelation (cross-correlation)
pulse can be moved in the measurement window with the help of a computer
controlled translation stage with known distance. Figure 2.6a presents the au-
tocorrelation traces at different positions with respect to the shaker phase. Con-
version of the translation stage travel distance to time delay is known given the
step-to-micrometer conversion provided by the translation stage. Fitting the au-
tocorrelation pulse with Lorentzian function allows to extract the centre and
FWHM (full width at half maximum) (see Fig. 2.6 b). The same fitting proce-
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Figure 2.5: Time calibration procedure. a autocorrelation pulse at different po-
sition with respect to the shaker phase achieved by moving the mechanical trans-
lation stage with known distance. b fit of the single autocorrelation pulse using
a Lorentzian function.

dure is then repeated for all the cross-correlations recorded at different position
of the mechanical delay stage. The extracted parameter (central position) from
the fit is then plotted against the voltage readout of the shaker instantaneous po-
sition. By using a linear fit and extracting the slope of the linear curve one can
determine the conversion factor between the shaker voltage readout and thus
the time delay between the pump and the probe pulses. The value of the slope
extracted from the fit is then used in the data-acquisition software (Femtoscan)
as a shaker calibration factor.

2.4 Example of a pump-probe study

As described above, pump-probe is a type of a modulation technique, where
a pump pulse causes some sort of perturbation of the optical properties of the
sample and the decay of this perturbation is mapped out in time by tracking the
changes either in transmission or reflection. The pump-probe data allows one to
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Figure 2.6: Shaker calibration factor.The voltage readout of the instantaneous
position of the shaker as a function of central position extracted from the
Lorentzian fit (see Fig2.6 b). Dotted line is the linear fit with fit parameter
(slope and intercept) is given in the inset. The value of the slope is incorporated
in the fast-scan software as a shaker calibration factor.

study the physics of excitation and relaxation processes in a material. However,
ultrafast phenomena in correlated materials with complicated electronic struc-
ture are difficult to understand. Most of the correlated materials are metallic in
their normal state but posses various ordering at low temperatures like super-
conductivity, charge and spin density wave order, and heavy electron behavior.
Therefore, understanding the relaxation processes in metal serves as a basis for
understanding the relaxation phenomena in correlated materials investigated
later in this thesis. Here, we present one of the example of the pump-probe
data and present an approach to understand such data. Figure 2.7 presents
the photo-induce reflectivity traces extracted with pump-probe technique at dif-
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ferent temperatures for LuAgCu4. Following photo-excitation, the reflectivity
traces show relaxation on a sub-picosecond timescale. However, the relaxation
dynamics display a very weak temperature dependence with change in reflec-
tivity recovering on a sub-ps timescale at all temperatures. The question that
arises is how one can understand such relaxation process in materials. Consid-
ering only the electron-electron (e-e) and electron-phonon (e-ph) scattering, this
can be understood by thermalization of two sub-system (electron and phonon).
The intense laser pulse heats up the electronic sub-system, which then termal-
izes with the lattice sub-system on certain timescale. Indeed, this is observed in
regular metals such as Au and Ag [18].

In case of a metallic system, the photo-induced change in reflectivity depends
on the occupancy of the states near the Fermi level and thus on the electronic
temperature. The optical pump may induce interband transition, exciting the
electrons into higher energy states or the pump energy may be absorbed by free
carriers. In both cases, the electron gas will have non-thermal distribution im-
mediately after excitation. After photo-excitation, the non-equilibrium electrons
scatter via electron-electron scattering. This leads to the rapid thermalization of
electron system and the distribution of electrons is characterized by a tempera-
ture Te. The fast scattering process (less than the period of a phonon vibration)
in the electronic system leads to a situation where Te >> Tl , where Tl is the lat-
tice temperature. In addition, the heat capacity of the electron system is smaller
than that of the lattice, as a result, Te can rise to very high temperature on the
order of several hundred degrees kelvin (K) above the lattice temperature, Tl .
This entire process takes place in a time scale of ≈ 20 fs, much shorter than
the pump pulse width (≈ 50 fs). After optical excitation with pump pulse, we
have non-equilibrium situation in the system (Te >> Tl) characterized by two



24 CHAPTER 2. EXPERIMENTAL TECHNIQUES

Figure 2.7: Normalized photo-induce change in reflectivity traces on LuAgCu4.
The experimental data are presented by the open circles, while the solid lines
are fit to the data with single exponential function. Figure adapted from [19].
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temperatures, Te and Tl [20].

Experimentally, the relaxation time(s) of the photo-excited electronic system
can be determined by measuring the time dependence of the reflectivity change
on a fs to ps timescales [21]. As mentioned above, in a simple approximation one
can consider the relaxation process to be governed by the thermalization due to
e-e scattering and the relaxation via e-ph scattering. Such a scenario is theo-
retically explained by the two temperature model (TTM) [22–24]. The model
describes the time evolution of the electron (Te) and lattice (Tl) temperatures.
For detail theoretical description of the model reader can refer to the references
[18, 19, 22, 24]. The TTM model has been extensively adapted in understand-
ing the relaxation processes in femtosecond thermomodulation experiments [18,
19].

Figure 2.8 presents the results of the TTM simulation of the e-ph thermaliza-
tion time as a function of temperature compared to the experimental data on
metallic LuAgCu4 compound. The model captures the overall trend of the data
well down to 50 K and shows divergence at low temperature [19]. The model
suggest the decay time should increase as T−3 at low temperature, however data
do not show this trend. Such absence of divergence at low temperatures was
also observed in metals such as Au and Ag [18]. This indicates general failure
of the TTM at low temperatures. The disagreement between the experimental
observation and the TTM simulation is due to the fact that TTM neglects the
e-e thermalization time (model assumes the Fermi-Dirac distribution created in-
stantly after photo-excitation) at low temperatures. At low temperatures the
e-e and e-ph thermalization time is comparable, this was indeed shown by sim-
ulation of couples Boltzmann equations [25]. Overall agreement between the
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Figure 2.8: Comparison of temperature dependence of the electron-phonon re-
laxation time of metallic LuAgCu4 compound and the simulation of the TTM
model. The solid dots are the experimental data and the dashed line is the TTM
simulation. Open circle are the result of the simulation using coupled Boltzmann
equations [25]. Insert: electronic and lattice specific heat of LuAgCu4. Figure
adapted from [19].

experimental data and the TTM simulation seems to be valid for high temper-
ature (qualitatively), however, the TTM seems to fail at low temperature even
in case of simple metals [18, 19, 25]. Furthermore, several observations made
in correlated materials (discussed in this thesis) cannot be accounted for by the
simple thermomodulation scenario and is discussed in the later chapters.
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Carrier relaxation dynamics in

Kondo Insulator YbB12

3.1 Introduction to heavy fermion systems

The history of HFs dates back to 1930’s when de Haas et al. [26] first found a
minimum in electrical resistivity at low temperatures in disordered gold. When
decreasing the temperature, after reaching resistivity minimum, the resistivity
increased dramatically. Later, dilute magnetic alloys showed similar behavior
indicating a connection to the presence of magnetic impurities [27]. Theoret-
ical model for a microscopic understanding of such an anomaly in resistivity
was proposed by Kondo in 1960’s [28]. The model is based on the microscopic
model proposed by Anderson [29] few years earlier. The model explains the
observation by the existence of localized magnetic moments and a large on-site
Coulomb repulsion leading to an antiferromagnetic exchange interaction with
the surrounding conduction sea. Ever since, HFs are widely studied materials in

27
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condensed matter physics as they host different exotic phases ranging from su-
perconductivity to Kondo insulating quantum critical phenomena to Fermi liquid
behaviours when crossing different phases. Despite the fact that HFs are widely
studied, a complete microscopic understanding of the low temperature behavior
in these class of materials is still highly debatable. In this chapter, we will discuss
the basic concept behind the HFs and KI and the more recent scientific interest
in this material class. We will further present our time resolved spectroscopic
measurement on YbB12, one of the prototypical KI. By performing the tempera-
ture and fleunce dependence measurement, we study temperature dependence
changes in low energy electronic structure and discuss the possible underlying
mechanisms. We will introduce the phenomenological model adapted for the
data analysis and discuss the temperature dependence in the electronic struc-
ture. Most of the results and the discussion work presented in this chapter have
been published and are adapted from the Ref. [30].

3.2 Properties and concept of Heavy Fermion

and Kondo Insulator

Primarily, Heavy Fermions (HFs) are intermetallic compounds in which one of
the constituents is a rare earth or actinide ion with partially filled 4f- or 5f -
electron shells. HFs fall in the category of strongly correlated materials where
the correlations result from the strong local interaction of the partially filled f

shells [31]. They present one of the most challenging classes of materials as
they host different electronic, magnetic and thermodynamic phases at low tem-
peratures [32–34], giving rise to the new ground state in the electronic sys-
tem. Some of the best known examples include - Ce based compounds CeAl3,
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CeCu2Si2, CeRu2Si2, CeCu6 and the U-based systems UBe13 and UPt3. At high
temperature, HFs behave like ordinary metals with magnetic rare-earth or ac-
tinide systems having non-interacting itinerant conduction electrons and well
localized f moments and the magnetic susceptibility is characterized by a Curie-
Weiss dependence χ = M2/3T with M being the magnetic moment of an f state
[35]. As the temperature is lowered below the material specific Kondo tempera-
ture (TK), the localized magnetic moments residing in the sea of conduction (c)
electrons hybridized with them. In other words, at low temperature, the f elec-
trons couple strongly with conduction electrons forming a narrow resonance in
the density of states near the Fermi level. As a result, HFs behave like a system
of heavy itinerant electrons with large effective mass m∗ [36]. The effective mass
(m∗), typically 1000- times larger than the bare electron mass. Such a c − f hy-
bridization results in the formation of indirect hybridization gap in the Density
of States (DOS) (see fig3.1). Other remarkable properties of the HFs include the
linear dependence of specific heat with temperature i.e.C = γT , with (γ being of
the order of J/MolK2, several order of magnitude larger than those of ordinary
metal, large T 2 term in electrical resistivity at low temperature, the magnetic
susceptibility, χ, approaching the Pauli like form and becoming temperature in-
dependent [31].

Kondo Insulators (KI), on the other hand, are the class of heavy fermion sys-
tem, whose properties are governed by the presence of an energy gap below TK .
While in metallic heavy fermion systems the Fermi level (or chemical potential)
lies in one of the flat c − f hybridized bands, in KI the Fermi level lies within
the indirect hybridization gap. One of the measure consequence of the c − f

hybridization, in simple approximation, is the formation of the renormalized
band with upper E1(K) and lower E2(K) band, which have both f and conduc-
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Figure 3.1: (a) Schematic band picture of the hybridized bands of the Kondo lat-
tice system. ϵ f and ϵ(k) represent the unhybridized f and the conduction band
respectively. c− f hybridization leads to the formation of upper, E1(k) and lower,
E2(k) bands giving rise to the direct and indirect gap. (b) Renormalized density
of states demonstrating the presence of indirect hybridization gap close to the
Fermi level. In case of HFs, the Fermi level lies in one of the flat c− f hybridized
band, while in KI, the Fermi level lies within the indirect hybridization gap. The
figure is redrawn with the idea from [37] and adapted from [35] .

tion band character (see Fig. 3.1). They exhibit an indirect hybridization gap of
width ∆ = TK [37]. On cooling below TK , inter-site correlations of localized f

magnetic moments arranged in a dense periodic array of Kondo lattice, mediated
by the conduction electrons can give rise to a magnetic long range order. This
impurity-impurity correlation mediated by RKKY interaction [38–40] favors the
indirect exchange coupling between neighbouring local moments and play an
important role in understanding the ground state of the material. For a broad
spectrum on the concepts of HFs and KI, the readers can refer to the references
[29, 31, 35–37, 41].
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3.3 Kondo Insulator YbB12

YbB12 is one of the best-known Kondo insulators with an indirect hybridization
gap, Eg , on the order of 10 meV. Optical conductivity measurements [42] reveal
a crossover frommetallic behaviour at high temperatures to insulating behaviour
at low temperatures with suppression of the free carrier response below 80 K.
The data suggest the hybridization gap to fully open below ∼ 20 K, with Eg ∼ 20
meV [42]. Similar values for the low temperature gap were extracted also from
high resolution photoemission spectroscopy data (PES) [43, 44], while transport
measurements suggest a low temperature gap of ∼ 13 meV [45]. Interestingly,
a combined PES and time-resolved-PES study [46] suggests the gap closing only
at temperatures above 100 K. The presence of a gap at low temperatures has
been unambiguously confirmed by many thermodynamic experiments and are
interpreted with single impurity model or Kondo-lattice model. The temperature
dependence of the gap, or more explicitly, is the gap always present even at
T >∆, is still an open question.

Recently, YbB12 has further gained on scientific interest as a candidate for hosting
a non-trivial topological surface state, driven by strong electron correlations and
strong spin-orbit coupling. Indeed, recent experimental observation of quantum
oscillation in electrical transport and magnetic-torque measurements [47] seem
to support the idea of a non-trivial topological surface state. Despite tremen-
dous theoretical efforts, suggesting the existence of fermionic charge neutral
excitations [48], Majorana fermions [49] and strong correlation effects [50],
the physics governing such unusual behaviour remains unclear.

The low energy electronic structure of heavy electron systems were studied ear-
lier using femtosecond real-time spectroscopic methods. Here, femtosecond



32
CHAPTER 3. CARRIER RELAXATION DYNAMICS IN KONDO INSULATOR

YBB12

Figure 3.2: (a) Temperature dependence of the photo-induced reflectivity dy-
namics of KI SmB6. (b) The temperature dependence of the relaxation time
(τe f f

d ). The figure is adapted from [19]

time-resolved studies on a series of heavy fermion systems [19, 51–55] as well as
on the Kondo insulator SmB6 [19, 52, 56] were performed. These studies have
shown the lifetimes of photo-excited carriers to be highly sensitive to the pres-
ence of the hybridization gap. Figure 3.2 presents the earlier study on one of the
Kondo insulating material SmB6. Here, the photo-induced reflectivity change is
found to be non-exponential. The carrier relaxation dynamics is found to be gov-
erned by the presence of hybridization gap and increases by nearly two order of
magnitude upon lowering the temperature. The similar observation was made
also in other HFs [19, 51–55] Time-resolved measurement on KI and HFs, par-
ticularly, the relaxation dynamics of quasiparticles, coupled to phonons with fre-
quency larger than the energy of the indirect hybridization gap, were accounted
for by the phenomenological Rothwarf-Taylor bottleneck model (elaborated in
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Section 3.5) [57–61]. Themodel, originally developed to describe the relaxation
dynamics in photo-excited superconductors, was surprisingly able to account for
the dynamics in both, metallic heavy fermions and Kondo insulators [19, 52]. In
addition to transient reflectivity studies, the dynamics of Kondo insulators was
recently probed also by tr-PES [46] and transient THz spectroscopy [56]. Here,
tr-PES study on YbB12 [46] demonstrated that the recombination of carriers at
low temperatures proceeds on a 100 ps timescale, consistent with observations
on SmB6[52]. The temperature dependence of the dynamics suggested the gap
to have a weak temperature dependence and to affect the relaxation dynamics
up to at least about 100 K. Studies of THz dynamics in SmB6 revealed similar
nearly temperature-independent gap at temperature above 20 K [56]. However,
the analysis of the temperature dependence of the thermally excited density
of quasiparticles (QPs), extracted from the quantitative data analysis using the
bottleneck model [58], suggested additional changes in the electronic structure
below ∼ 20 K. Together with the observation of a rapid changes in the free car-
rier response it was argued that another relaxation channel was opening up at
low temperatures, which was attributed to the onset of the surface state [56].

3.4 Time resolved study on YbB12

Following up the recent tr-PES study [46] demonstrating the recombination of
carriers at low temperature proceeding on a 100 ps timescale being governed
by the indirect hybridization gap, we study the carrier relaxation dynamics in
the Kondo system YbB12 using femtosecond time-resolved optical spectroscopy
(technique described in chapter 2). Because of the higher dynamic range of an
all-optical approach [62], we can track the carrier relaxation dynamics in KI
and by analysing the experimental data within the model, we can obtain the
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information on the nature of the hybridization gap, its temperature dependence
and gain on complementary knowledge on the low energy electronic structure.

To this end, we explore in detail the temperature and excitation density de-
pendence of carrier relaxation dynamics in YbB12. In order to account for the ex-
perimental observations, phenomenological model has been proposed (see Sec-
tion 3.5).

3.4.1 T-dependence of carrier relaxation dynamics on

YbB12

Temperature dependence photo-induced reflectivitymeasurements are performed
to study the carrier relaxation dynamics. The sample under study is a single
crystals of YbB12 grown by the travelling solvent floating zone methods [45].
A disk-shaped sample 4.5 mm in diameter was cut from the crystal, and me-
chanically polished for optical measurements [42]. Transient reflectivity traces
are recorded using 60 femtosecond (fs) NIR optical pulses, utilizing an ampli-
fied Ti:sapphire laser amplifier operating at 250 kHz. Figure 3.3 presents the
photo-induced reflectivity traces recorded at several temperatures between 5
and 290 K at a constant fluence (F) of 8 µJ/cm2. The excitation fluence can be
obtained with: F = P/( f .π/4.σ2

FW HM), here, P denotes the averaged power, f is
the repetition rate of the laser and σ2

FW HM is the full width at half maximum of
the Gaussian beam profile inside the sample. The choice of the low excitation
fluence is based on the goal to study the temperature dependence dynamics in
the low perturbation limit where the dependence on fluence is still linear.

From Fig. 3.3(a) one can clearly see a strong temperature dependence of the
recovery time, which varies between several tens of ps at 5 K to about 1 ps at



3.4. TIME RESOLVED STUDY ON YBB12 35

Figure 3.3: (color online): Dynamics of photo-induced change in reflectivity
of YbB12 single crystal at 800 nm. (a) Temperature dependence of reflectivity
traces recorded at a constant fluence of 8 µJ/cm2. Dashed lines are fits to the
data (see text). (b) Photo-induced change in amplitude (A) of the reflectivity
traces recorded at several temperatures between 5 and 300 K. The values are
normalized to maximum change in amplitude (Amax). (c) Recovery dynamics at
selected temperatures extracted from fitting the reflectivity data at panel (a).

80 K. Moreover, the data at T ≤ 40 K display a slow picosecond rise-time, which
was not observed before in any Kondo insulators (for example see another pro-
totypical kondo system, SmB6 [52] and Fig. 3.2) but is commonly observed in
superconductors with a small energy gap [59–61]. As elaborated later, when ad-
dressing the excitation density dependence, the long risetime can be attributed
to electron-hole pair creation by absorption of high-frequency phonons, created
during the initial relaxation of hot carriers towards the hybridization gap edge.
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To address the temperature dependence of the amplitude and the recovery time
we first fit the photo-induced reflectivity traces with the following fit function:

∆R
R
(t) = H (t)
�

A
�

1− e−
t

tr ise

�

. e−γt + B
�

(3.1)

Here, H(t) is the Heaviside step function with resolution limited rise time of
∼ 100 fs. A, t rise and γ are the amplitude, rise time and the decay rate of the
transient reflectivity, respectively. B corresponds to a remaining signal at long
time-delays, attributed to a bolometric signal (decay of which is governed by
heat diffusion). This simple model fits the data well for T< 60 K, while at higher
temperatures the recovery is better accounted for by a double exponential decay.
One should note that, this is the simplest model that accounts the data quite well
to study the carrier relaxation dynamics in all-optical experiments. As discussed
in 2, TTM model used to understand the dynamics in simple metals fails to
account for the observations made at low temperatures.

Figure 3.3 (b) and (c) presents the amplitude (A) and the recovery time of
the reflectivity traces extracted from the fit using equation 3.1. Figure 3.3(b)
presents the temperature dependence of A, taking simply maximum values of
reflectivity transients presented in Figure 3.3 (a). Upon lowering the temper-
ature, the amplitude displays a continuous growth down to ≈ 20 K. Below 20
K, however, A does not saturate, but displays a slight decrease - similarly as in
SmB6 [56] indicating additional modification in low energy electronic structure.
Figure 3.3 (c) shows the overall decrease of the relaxation time of the photo-
excited carriers with decrease in temperature. The relaxation persist tens of pi-
cosecond at low temperature to few picosecond at high temperature. The overall
slowing down of the relaxation upon lowering the temperature was previously
interpreted as an indication of the presence of an energy gap in the excitation
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spectrum. Such behavior was observed both in superconductors [58–61] as well
as in heavy electron systems[19, 51, 52, 54, 56], and was attributed to a boson
(phonon) bottleneck[19, 58]. Here, after photo-excitation, hot electrons relax
via e-e and e-ph collision processes leading to the formation of excess densities of
QPs (or electron-hole pairs) and high frequency (h̄ω > Eg) phonons (HFP). The
presence of gap hinders the relaxation of the photo-excited carriers due to the
competing creation of QPs by HFP absorption, resulting in a so-called phonon
bottleneck. Here, the slow decay of the HFP population (via anharmonic decay
or via diffusion out of the excitation volume) determines the relaxation of the
coupled EHP-HFP system back to equilibrium (see Fig. 3.5).

3.4.2 Excitation fluence dependence study

The temperature dependence study shows an indication of presence of energy
gap as the temperature is lowered below characteristic temperature of ≈ 100 K.
Next thing would be to check, if there is an energy gap, how robust is it against
external optical perturbation. To this end, we performed excitation fluence de-
pendence study on YbB12 at low temperature (5 K). Indeed, our measurement
shows the dramatic dependence of the reflectivity change and the relaxation rate
on the excitation fluence (see subsection 3.5.2 ).

Figure 3.4 presents the fluence dependence reflectivity transients recorded at
5 K. The excitation fluence is varied over three orders of magnitude from 0.5
µJ/cm2 to 820 µJ/cm2. The reflectivity traces are normalized to fluence (F)
to emphasise the non-linearity of the response at higher F . For low excitation
fluences, up to F∼ 20 µJ/cm2, the excitation density dependence data do display
slightly sub-linear dependence of amplitude on fluence, yet the characteristic
timescales remain constant. For higher fluences, however, both the amplitudes
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Figure 3.4: (color online): Dynamics of photo-induced change in reflectivity of
YbB12 single crystal recorded for excitation fluences spanning over three orders
of magnitude. Note that the data are normalized to the corresponding excitation
fluence to emphasize the observed nonlinearity.

as well as the characteristic timescales show a quite dramatic dependence on F .
The relaxation rate changes on a multi-ps timescale becomes slower with the
decrease in fluence. The relaxation rate changes over two order of magnitude
over the fluence range used. In addition to the relaxation rate, we observed
long build-up times of photo-excited carriers. The instantaneous build-up of
photo-excited carrier (≈ 100 fs) followed by delayed rise on a ps timescale. This
slow rise time gradually decreases with increased excitation density and finally
becomes resolution limited above F = 102 µJ/cm2.
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Figure 3.5: Schematic of the carrier relaxation processes in a narrow band gap
semiconductor considering the phonon bottleneck. (a) Presents the bare re-
combination of the electron-hole pair through the creation of a high frequency
phonon. Following photo-excitation, the EHPs recombine with releasing energy
to the HFPs (2∆ phonons where Del ta being the energy gap). The bare recom-
bination of the EHPs is given by the microscopic parameter R, (b) creation of an
electron-hole pair by re-absorption of a high frequency phonon. When the HFPs
start to decay, EHPs are created due to re-absorption process of the HFPs. The
probability of EHPs creation by HFPs absorption is defined by the microscopic
parameter β . Figure is adapted and redrawn from [19].

3.5 Data Analysis

In the following we make use of the phonon bottleneck model [52, 58] for a
quantitative analysis of the experimental data to gain information on the tem-
perature dependence of the low energy gap in YbB12. Before discussing the
analysis of the data, we first review the RT model and it’s solution (necessary
for interpreting our experimental data) using the language appropriate for nar-
row gap semiconductor. The model has been extensively used to understand the
temperature and fleunce dependence studies on several HFs [19, 51–55] and KI
[19, 52, 56].
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Figure 3.5 presents the scenario for relaxation of photo-excited narrow band
semiconductor. Similar to superconductors, immediately after the photo-excitation,
highly energetic electrons initially release their energy by e-e and e-ph collision
process (Fig. 3.5 a). Following the process, the system is characterised by ex-
cess densities of EHPs and HFPs. When EHPs with energy greater than the 2∆
recombines, a high frequency phonon is created with an energy (E) > Eg (see
figure 3.5 (a)). Since the HFPs can further excite EHPs (figure 3.5 (b)), the
recovery dynamics of the EHPs is actually governed by the decay of the HFPs
population. Following photo-excitation, the model assumes that the absorbed
energy is initially (on the 100 fs timescale) distributed between EHPs and HFPs
while the dynamics of the EHPs and HFPs densities governed by a set of two
coupled differential equations [58]:

dn
d t
= βN − Rn2 + n0δ(t) (3.2)

dN
d t
= −

1
2

�

βN − Rn2
�

−
(N − N0)
τγ

+ N0δ(t) (3.3)

Here, n and N are the electrons/holes and HFPs densities, respectively, β is the
probability of electron-hole pair creation by HFPs absorption, and R the bare
EHPs recombination rate with creation of HFPs. n0 and N0 are the initial den-
sities of EHPs and HFPs created after photo-excitation and the initial avalanche
process (on a 100-fs timescale). Considering a phonon bottleneck scenario, the
initial (before HFPs decay) thermalization between EHPs and HFPs will result
in a quasi-equilibrium state, given by the detailed balance equation, Rn2

s = βNs,
where, ns and Ns are the quasi-thermal concentrations of EHPs and HFPs at some
new effective temperature T+[63].

Assuming that no energy is yet transferred to phonons with energy smaller
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than the gap energy this quasi-stationary case is given by

Rn2
s = βNs ; ns =

β

4R

�√

√

1+
8R (2n0 + N0)

β
− 1

�

. (3.4)

As noted above, once this quasi-equilibrium state has been reached, the coupled
systems relaxes through the decay of HFPs (e.g. via diffusion out of the probed
volume or anharmonic decay).

3.5.1 T-dependence analysis

We now focus on the temperature dependence of the amplitude of the reflectivity
transient and its relaxation rate. In the weak perturbation case, the amplitude or
reflectivity change, A, is assumed to be proportional to the photo-excited EHPs
density. In other words, A ∝(ns − nT ), where nT is the density of thermally
excited EHPs before photo-excitation. With this, and taking into the account
the detailed balance equation, Eq.(3.4), it has been shown [52, 58], that the
magnitude and the temperature dependence of the gap (or pseudogap) can be
extracted from the temperature dependence of A in the weak perturbation limit.
In particular, it follows that the temperature dependence of the reflectivity am-
plitude, A is governed by the temperature dependence of nT [19, 58]:

nT (T )∝
A(0)
A(T )

− 1, (3.5)

where A(T ) is the amplitude of the transient at the base temperature T and A(0)

is the amplitude in the limit when T→ 0 K. Since, nT (T )∝
�

Eg T
�p

e−Eg/2kB T [19],
where power p depends on the exact shape of the density of states, the extracted
nT allows us to estimate the gap magnitude and its temperature dependence.
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Moreover, the initial recovery rate γ has also been shown to depend on nT in
the low excitation density limit and is given by [19]

γ∝ [D(EnT + 1)−1 + 2nT ] (3.6)

with D and E being temperature independent proportionality constants.

Figure 3.6a presents nT (T ), extracted through Eq.(3.5), where the maximum
amplitude recorded at 20 K was used as A(0). Above 20 K, we fit the extracted
nT (T ) with nT (T ) ∝

�

Eg T
�p

e−Eg/2kB T . We use p = 1/2, which corresponds to
the variation in the density of states near the gap edge, similar to a supercon-
ductor (the fit is rather insensitive to small variations in p). The continuous
increase of nT with increasing temperature suggest that the hybridization gap
(or pseudogap) is present up to room temperature. We further consider Eg to be
temperature independent in the temperature range in question (T< 200 K). Our
observation is in-line with earlier tr-ARPES study [46], where the hybridization
gap is argued to be present up to 110 K. We did consider different temperature
dependence of Eg , similar to those observed in Ce3Bi4Pt3 [33, 64], yet no ma-
jor improvement in the fit quality has been achieved. The extracted values for
Eg (see Figure 3.6a) are around 15 meV, consistent with earlier spectroscopic
studies [19, 51–55].

Note that, a decrease in amplitude below 20 K (see Figure 3.3b), which is re-
produced by several measurements on different days, could be interpreted by
an increase in nT (see Figure 3.6a) as a result of lowering of the characteristic
gap energy scale (for example due to in-gap states). On the other hand, at these
low temperatures the density of thermally excited EHPs becomes low compared
to the density of photo-excited EHPs. Therefore, in the limit of ns >> nT , a
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Figure 3.6: (color online): Temperature dependence of (a) thermally excited
EHPs density extracted from the temperature dependence of amplitude pre-
sented in the figure 3.3a, and (b) the initial relaxation rate. The data were
recorded at constant fluence of 8 µJ/cm2. The solid spheres are the experimen-
tal data and the dotted lines are the fit to the data (see text)

decrease in the signal is more likely caused by a (slight) increase in the char-
acteristic gap energy scale, or sharpening of peaks in the density of states, as
suggested by recent tunneling studies of SmB6 [65].

The temperature dependence of the decay rate, γ, further supports the later sce-
nario. As shown in Figure 3.6b, γ continuous to increase up to highest tempera-
tures used in this study. Fitting the data with Eq.(3.6), using the same functional
form for nT , we obtain somewhat higher value for Eg =23meV (Eg/kB =280 K).
Note, that also in this case, at low temperatures there seems to be a departure
from the high temperature behavior, consistent with changes in the low energy
structure below 20 K. Given the simple approximations for the shape of the den-
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sity of states and assuming the gap to be simply temperature independent, the
overall agreement of the model to our experimental data is very good.

Our observation of departure from constant gap behavior below 20 K implies
changes in the low energy excitation spectrum near 20 K. We note that in SmB6

similar departure from the high temperature behavior was observed at low tem-
peratures [56]. Together with the observed large residual THz conductivity, such
observation was in SmB6 attributed to a (topological) surface state. In YbB12,
however, the residual THz optical conductivity is (below 20 K) at least two or-
ders of magnitude lower than in SmB6 [42, 66]. Thus we exclude this possibility.
We argue that correlations arising from the lattice effect of the local moments
give rise to changes in the low energy excitation spectra, resulting in a departure
from the single-ion Kondo behavior.

3.5.2 Analysis of the F-dependence data

As pointed above, the temperature dependent study suggests the hybridization
to be present nearly up to room temperature. At room temperature the relax-
ation dynamics becomes as fast as the e-ph thermalization in a metallic state,
thus it is hard to distinguish between the dynamics as a result of a relaxation
bottleneck or dynamics in a gapless metal. The question is, how robust is the gap
with respect to electronic excitation, triggered by an optical pulse. Moreover, the
peculiar behavior with a finite temperature and excitation density dependent,
rise-time, needs to be addressed (see Figure 3.3a and 3.4). As shown in Fig.
3.4 at low enough temperatures, the instantaneous build-up of photo-excited
carrier density on a ∼ 100 fs timescale is followed by a further increase on a
ps timescale. The rise-time of this delayed response gradually decreases with
increasing excitation density and finally becomes resolution limited for F > 100
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µJ/cm2.

Such an observation of the delayed rise has not been made on Kondo insulators
so far. However, similar behavior has been reported in superconductors [59,
60, 67], where the delayed rise has been attributed to additional Cooper pair-
breaking by absorption of high frequency bosons (phonons in case of conven-
tional superconductors). These HFPs, created during the initial e-ph relaxation
of hot carriers towards the gap edge, further break Cooper pairs until the quasi-
equilibrium (quasi-thermal state) between the condensate, quasiparticles and
HFPs is reached (see Eq.3.4). This, so-called, pre-bottleneck dynamics [57, 58]
has been used to determine the e-ph coupling constant in a conventional super-
conductor NbN [60]. In analogy to superconductors, the dynamics in a Kondo
insulator, where the Fermi level (EF) lies within the well-established (indirect)
hybridization gap, can be treated using the same approach (see Fig.3.5). Impor-
tantly, the nonlinear dynamics in superconductors is limited to excitation den-
sities, for which the gap is not dramatically suppressed after photo-excitation.
Thus, such study provides means to quantitatively analyze the robustness of
the hybridization gap against photo-excitation and to obtain information on the
electron-phonon coupling.

Simulation of pre-bottlencek dynamics

To address the delayed rise time dynamics, we first focus on the simulation of
the dynamics of the effective carrier density considering various limiting cases
to compare with our experimental results. Detailed discussion of the analytical
solution of the pre-bottleneck dynamics is already presented in earlier work [58,
60]. Following up with pre-bottleneck effect, at low enough temperatures, the
density of thermally excited EHPs and HFPs can be neglected. Moreover, for
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excitation densities, where the gap remains largely unperturbed, the coupled
differential equations, (3.2),(3.3), have analytical solutions for n(t) and N(t),
with the initial conditions n(t∼0) = n0 and N(t∼0) = N0 [58]. Here, the delayed
rise time dynamics of n(t), which is well separated from recovery dynamics (>
10 ps), can be directly fit with the following analytical expression [58–61]

n (t) =
β

R



−
1
4
−

1
2τ
+

1

τ
�

1− Ke−
tβ
τ

�



 . (3.7)

In Eq. 3.7, τ−1 and K are the dimensionless parameters determined by the
initial conditions, n0, N0 and R and β [58–61].
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Figure 3.7 presents various limiting cases for n(t) in the pre-bottleneck regime,
which depend on microscopic parameters R and β , as well as on the initial condi-
tions (n0andN0) determined by the e-e and e-ph relaxation rates of hot electrons
[58, 61]. Here, n(t) is obtained by convoluting Eq. (3.7) with the Heaviside
step-function, where rise time is 100 fs, corresponding to the time resolution of
the experiment.

In this simulation, we consider Eg = 15 meV. To determine the absorbed energy
density (A), we use the penetration depth of 50 nm and reflectivity of 0.3 ex-
tracted from the optical data [42] (e.g. F = 1 muJ/cm2 corresponds to A= 0.364
meV/ucv or 0.091 meV/Yb). We assume the absorbed energy is distributed be-
tween EHPs, with energy per EHPs Eg/2, and HFPs with energy Eg such that
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Figure 3.7: (color online): Simulation of the pre-bottleneck dynamics using Eq.
(3.7) considering the hybridization gap Eg = 15meV. Panel (a) presents the evo-
lution for constant F = 1 mJ/cm2 and different values of r from 1 (all the energy
initially in the QP channel) to 0 (all the energy initially in the HFP channel).
(b) Fluence dependence of dynamics for constant R, β , r (the values are given
in the plot). Here n(t) is normalized to excitation fluence, F, to emphasize the
nonlinearity of dynamics.

N0=
A(1−r)

Eg
and n0=

2Ar
Eg
, where r is the fraction of absorbed energy density, A, in

the EHPs channel (0 ≤ r ≤ 1).

Figure 3.7a presents the evolution of the carrier density for different values of r.
While for all value of r the same quasi-equilibrium is reached (determined simply
by the detailed balance equation, Rn2

s = βNs), over large range of r the excitation
is followed by generation of additional EHPs via HFP absorption (delayed build-
up of the signal).

Figure 3.7b presents the excitation density dependence of EHP dynamics us-
ing constant values of R, β and r. The absorbed energy density (or F) is varied
over four orders of magnitude. At the lowest fluences, the dependence is linear
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(normalized traces are identical to the experimental data - see Fig. 3.4), gov-
erned solely by the electron-hole pair generation rate β . For higher excitation
densities the dynamics becomes nonlinear, reflecting the bi-molecular nature of
the electron-hole recombination. At around 10 µJ/cm2 (for the given choice of
parameters) one observes a change in character of the initial dynamics from be-
ing governed by pair-generation (delayed build-up) to being governed by the
bi-molecular recombination (decay of the signal). In conventional superconduc-
tors such a change in dynamics has never been observed at high excitation den-
sities, likely due to the quenching of the superconducting gap before this regime
is reached. Comparison of Fig. 3.7b to the experimental data on YbB12 (Figure
3.4), however, suggests such a change in dynamics to take place near F = 100
µJ/cm2 in YbB12.

Following up with the simulation described above, we compare the model with
our experimental data to extract the microscopic parameters of YbB12. Here, we
perform a global fit to our experimental data. To fit time-traces over the entire
time-window, we first determine the (excitation density dependent) values of the
recovery rate γ, by fitting the slow recovery dynamics, t > 10 ps by Be−γt + C .
The resulting function is then multiplied to Eq. (3.7). With the known value of
the gap, Eg = 15 meV, the known absorbed energy density, and the extracted
γ(F), we perform a global fit of all the datasets, with only three F -independent
fitting parameters: R, β and r. As shown in Figure 3.8a, an excellent agreement
is obtained, especially considering that the excitation density here spans over
three orders of magnitude. The extracted (global) fit parameters are: r = 0.47
+/- 0.01, β = 0.61 +/- 0.01 ps−1 and R = 0.14 +/- 0.01 ps−1ucv.

Figure 3.8b presents the intensity dependence of reflectivity change at the 15
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Figure 3.8: (color online): The analysis of the excitation density dependence of
transient reflectivity at 5 K using the Rothwarf-Taylor phonon-bottleneck model.
Panel (a) presents the data recorded for excitation densities spanning three or-
ders of magnitude (solid lines) fit by the global fit (dashed lines), providing
access to parameters R, β and r. (b) The intensity dependence of reflectivity
change at 15 ps time delay (open black squares), together with the fit (dashed
line) with ns(F), given by Eq.(3.4). (c) The F-dependence of the relaxation rate g
(open blue circles), fit by γ∝ (ns+C) (dashed line). For all fits the same values
of microscopic parameters were used: r = 0.47 +/- 0.01, β = 0.61 +/- 0.01
ps−1 and R = 0.14 +/- 0.01 ps−1ucv.

ps time delay. Here, we assume that a quasi-equilibrium state, with Rn2
s = βNs,

has been established and we can fit the data with ns(F), given by Eq.(3.4). An
excellent agreement between the experimental data and the fit further supports
our analysis with the simple phenomenological bottleneck model. Figure 3.8c
presents the F -dependence of the relaxation rate γ, again displaying the behav-
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ior constituent with the proposed bottleneck model. Indeed, for low tempera-
tures, γ was shown [58] to follow γ∝(ns+nT). Strictly speaking, this relation
implies a divergence of relaxation time, where γ−1 →∞ in the limit of T,F→ 0.
However, the model does not take extrinsic effects into account, as for example
the diffusion of photo-excited carriers out of the probed volume [54]. Indeed,
both temperature and fluence dependent data show a saturation of the initial
relaxation time at around 60 ps for T,F → 0, which is likely limited by carrier
transport into the bulk of the crystal.

Let us now turn to the extracted values of the microscopic fit parameters. The
ratio r ≈ 0.5 implies a high e-ph relaxation rate of hot carriers, which is con-
sistent with an extremely fast relaxation dynamics at room temperature, where
the hybridization gap may already have been closed (e-ph thermalization as in
the case of simple metals ). Moreover, the rate of creation of electron-hole pairs
via HFP absorption, β , is similar to the value obtained in conventional super-
conductors like NbN [60], whose superconducting gap is of the same order as
the hybridization gap of YbB12. What is however dramatically different between
the two systems is the extracted value of the bi-particle (electron-hole) recom-
bination rate R, which is in YbB12 found to be about three orders of magnitude
lower than in NbN[60]. To address this, we consider the detailed balance equa-
tion n2

T /NT = β/R. It follows that the ratio β/R is governed by the densities of
states of electrons and phonons (at high temperature, the DOS, n2

T ≈ NT , thus
one would expect similar β/R if it is only the gap that is opening at low-T). Es-
timating NT and nT from [58], it is evident that only a small variation in carrier
densities can result in the 1000-fold increase of β/R in YbB12 compared to NbN,
even though the density of states of conduction band electrons are comparable
for both systems [68, 69]. This suggest that the hybridization not only result in
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the formation of gap in the density of states (which is also the case in supercon-
ductors) but is also accompanied by a strong charge transfer from the localized
4 f states into the hybridized band.

Importantly, the hybridization gap is quite robust against electronic excitation.
As shown in Figure 3.8, the model with a constant hybridization gap is able to
reproduce the experimental data up to absorbed energy densities of the order of
140 meV per unit cell (i.e. ∼ 35 meV per Yb), which exceeds values in super-
conductors with comparable gap sizes by two to three orders of magnitude.

3.6 Conclusion

In conclusion, in this chapter we started with providing the basic concept of
the HFs and KI and discussed the recent interest in these material class. We
performed temperature and fluence dependence all-optical measurements on a
prototypical material YbB12 and provide the detail analysis of our experimen-
tal data. We demonstrate that in YbB12 the (indirect) hybridization gap persists
to temperatures nearing the room temperature and is quite robust against elec-
tronic excitation. Furthermore, we showed that the analysis of excitation density
dependent carrier dynamics provides access to microscopic parameters, such
as the electron-hole recombination rate. The extracted values of the electron-
hole recombination rate suggest the rate is governed by a small number of zone
boundary acoustic phonons. Finally, we demonstrate that, below 20 K both the
density of photo-excited quasiparticles and their relaxation show a departure
from the high temperature behavior, further suggesting the appearance of sub-
gap structure in the density of states, with possible origin being the correlation
effects between localized moments.
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Collective modes in an

unconventional CDW BaNi2As2

More than 60 years have past since the basic concept of the CDW was first dis-
cussed by Peierls in 1955 [5]. He pointed out that a one-dimensional metallic
state coupled to the lattice is unstable at low temperature and the system could
minimize its free energy [5, 70, 71]. Such a coupling of electron and phonon
result in the metal-insulator transition into a new ground state leading to the
redistribution of the electron density forming a periodic charge density modu-
lation accompanied by the periodic lattice distortion, while both period being
described by the Fermi wavevector kF . This periodic modulation of the electron
density is called a CDW. Ever since the basic concept of the CDW has been de-
rived, CDW phase is being realized in many correlated systems, ranging from
Transition-metal dichalcogenide (TMD), organic, in-organic solids to unconven-
tional superconductors. In this chapter, we focus on the time-resolved study of

53
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BaNi2As2. In BaNi2As2 periodic lattice distortion is observed with two different
periodicity above and below structural phase transition temperature. Is this the
CDW order? Can we observe collective amplitude modes of the CDW? What
is the nature of collective modes in this material? These are the questions we
try to address in this chapter. We first start with the introduction to the CDW
physics and proceed with the ultrafast pump-probe technique to study the photo-
induced change in reflectivity to simultaneously track the ultrafast evolution of
lattice and electronic orders. Real time analysis of the experimental data enables
decomposition of the response to track the temperature and excitation density
dependence of collective modes and thus provides the insight into the nature of
these modes. Major part of the result and analysis presented in this chapter are
published and adapted from [72]

4.1 Brief introduction to CDWs

CDW order with broken translation symmetry was first proposed by Peierls in
1950s [5], where he described the instability in the one-dimensional (1D) linear
chains of atoms against formation of a modulated ground state. In a 1D metal at
T = 0 K, without electron-electron and electron-phonon interaction, the linear
chains of atoms are arranged in a periodic fashion with the lattice constant a. In
this case, the electron states are filled up to the Fermi level, similar to the situa-
tion illustrated in figure 4.1(a) (occupancy of the states upto EF is marked with
thick blue line). On the other hand, the Peierls instability occurs in the presence
of electron-phonon interaction. As a consequence, the periodic lattice distortion
(PLD) occurs (change in atomic periodicity) with period λ = 2a. Figure 4.1(b),
presents the situation of such a reconstructed atomic chain. As a result an energy
gap opens up at the Fermi surface, thereby lowering the energy of the occupied
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Figure 4.1: Illustration of the Peierls description of the CDW ground state in
a one-dimensional metal. (a) Undistorted metal with linear chain of atoms ar-
ranged in a periodic fashion with period of lattice constant a. In this case the
electron states are filled up to the Fermi level EF . (b) Illustration of the periodic
lattice distortion due to the presence of electron-phonon interaction with new
period of 2a (a being the lattice constant. The electron band after Peierls distor-
tion with period λ= π/kF = π/2a that opens up a gap near the fermi level EF is
shown in the bottom panel. Figure adapted from [70].

states and raising the energy of the empty states [73]. The corresponding elec-
tronic band structure is presented in figure 4.1(b), with a gap energy of 2∆C DW

at k = π/2a.

The Peierls transition is best understood by considering a response of the 1D
electron gas to an external perturbation. The Lindhard response function χ(q)
defines the system response against external perturbation as a function of q [71,
74]. In 1D for T = 0, the Lindhard response function χ(q) exhibit a divergence
at q = 2kF . The calculated response function as a function of q for all q is shown
in figure 4.2. For completeness, the response functions in 2D and 3D system are
also presented assuming circular of spherical Fermi surface for 2D and 3D case,
respectively. The divergence of χ(q) at q = 2kF implies that an external pertur-
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Figure 4.2: Wavevector dependent Lindhard response function for 1D, 2D and
3D system at T = 0. Figure adapted from [71].

bation leads to a charge redistribution, meaning, that at T = 0 the electron gas
itself is unstable with respect to the formation of a periodically varying electron
charge (or electron spin) density with period given by π/kF [71]. Importantly,
the divergence of the response function is caused by the topology of the Fermi
surface, in 1D case we have a perfect "nesting" since the Fermi surface in 1D is
made of just two fixed points at kF = ±π/2a, leading to various instabilities at
low temperatures. In case of 2D and 3D system, one could have nesting driven
CDW if large areas of Fermi surface are connected by the same wavevector.

Furthermore, Kohn pointed out in 1954 [75] that there is an ’Image of the
Fermi surface in the vibration spectrum’, because the zero energy electronic ex-
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Figure 4.3: Acoustic phonon dispersion relation of the 1D free electron system
at various temperature above and at the temperature equal to transition tem-
perature. Figure adapted from [71].

citations at 2kF will effectively screen any lattice motion with this wavevector
[76]. The divergence of the Lindhard response function χ(q) at q = 2kF leads to
the renormalization of the phonon mode with a wavenumber close to 2kF . This
renormalization of the phonon at 2kF due to the interaction with the electronic
system is called the Kohn anomaly [77]. Due to the electron-phonon interac-
tion, the renomalized phonon mode lowers the energy, generally referred to as
phonon softening. The phonon renormalization is strongly temperature depen-
dent and the phonon energy decreases as the temperature approaches critical
temperature (TC DW) and becomes zero at TC DW . This zero energy phonons are
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called frozen phonon modes. The phonon dispersion relation for 1D system is
presented in Figure 4.3 at various temperatures. Figure 4.3, illustrate the situa-
tion appropriate for the renormalization of an acoustic phonon branch at various
temperatures above the phase transition temperature (TC DW). To this end, phase
transition is defined by the temperature when the phonon energy goes to zero
due to strongly divergent response function of the 1D electron gas.

Indeed, first evidence of the CDW was revealed in 1D systems, including the
transition metal chalcogenides MX3 (M = Nb and Ta, X = S, Se or Te) [71, 78],
halogen transition metal tetrachalcogens (MX y)nh such as TaSe4I [79] and blue
bronzes A0.3MoO3 (A = K and Rb) [80]. Although the divergence of the Lindhard
response function is strictly seen in 1D case, slight divergence of the response
function in 2D (see Figure4.2, blue curve) is already an indication of possibility of
Fermi surface nesting driven CDW transition in materials with highly anisotropic
band structures both in 1D and 2D [8]. Indeed, occurrence of CDW was con-
firmed in layered TMDs, cuprates and the rear earth tellurides R2Te5 (R repre-
sents rare earth) [81–83]. In addition, CDW has also been reported in various
3D compounds, including rare earth and alkaline earth intermetallics such as
R5Ir4Si10 [6, 7], RTe3 [84] (R represents rare earth) and A3T4Sn13 (A = Ca, Sr;
T = Ir, Rh) system [85, 86].

Even though CDW has been reported in multiple quasi-2D and 3D materials,
the charge ordering phase transition is not truly analogous with the Peierls’ pic-
ture. To this end, various observations, models, and interpretations have been
put forward such as occurrence of CDW due to q⃗-dependent electron-phonon
coupling (EPC), strong electron correlation effect, orbital degree of freedom
playing an important role and so on. While some of the observations and in-
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Figure 4.4: Crystal structure of BaNi2As2. Crystal structure showing the tri-
clinic unit cell, with unit cell defined with blue dashed lines. Black arrows indi-
cate the basis vector. Figure adapted and redrawn from [87]

terpretations are well understood and accepted by now, other still remain topics
of intense discussion. The complexity in higher dimensions make the mecha-
nism of CDW much more complicated and highly material dependent. Covering
all the details of the formation of CDW in different materials is clearly out of
the scope of this thesis. Here, we tried to present some fundamental concepts
of CDW. For details on the topic of CDW, readers may refer to various articles
and review papers [8, 70, 71, 73, 76]. Here, we study the BaNi2As2 compound,
which is a nickel homologue of Fe-based system. The field is at the forefront of
research after the discovery of superconductivity in Fe-based compounds [11–
15] in the proximity to the magnetically ordered state.
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4.2 BaNi2As2

BaNi2As2 (Ni-122) is a non-magnetic analogue of Fe-122. It shares the same
tetragonal I4/mmm high-temperature structure and upon cooling, undergoes a
phase transition below TS = 138 K where the structure is triclinic P1̄. Figure
4.4 presents the crystal structure in the triclinic phase. Ni-122 displays super-
conductivity already in the undoped case (Tc ≈ 0.6 K) with no magnetic order
reported down to the lowest temperatures [88]. Instead, recent X-ray diffrac-
tion studies suggest an unidirectional incommensurate charge density wave (I-
CDW) slightly above TS which transforms into a commensurate charge density
wave (C-CDW)1 order on cooling into the triclinic phase [87]. When doping Ni-
122 with phosphorus a six-fold enhancement in the superconducting Tc and a
giant phonon softening is observed at the doping level where the structural tran-
sition is completely suppressed [89]. Similar Tc enhancement at the quantum
critical point between the triclinic and tetragonal phases was recently observed
also in strontium substituted Ni-122 [90]. Here, the electronic nematic fluctua-
tions were demonstrated in the non-magnetic analogue of Fe-122, exhibiting a
dramatic increase in the fluctuation range near the quantum critical point [90].
The observed correlation between the enhancement of superconductivity and
the increase in nematic fluctuations, and the same B1g symmetry breaking for
both the nematic fluctuations and the CDW order, provide an indication of a
charge-order-driven electronic nematicity in Ni-122 [90]. The interplay between
electronic nematicity, CDW order and superconductivity in Ni-122 system thus
presents one of the most important and interesting topics in the current pnictide
research, especially given the parallels to cuprate superconductors [91] that can
be drawn.

1A charge density wave is termed as commensurate if the new periodicity is a rational frac-
tion of the lattice constant and considered incommensurate if it is not.
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The existence of the PLD in Ni-122 system has been demonstrated by X-ray
diffraction studies [87, 90, 92, 93]. In undoped Ni-122 diffuse incommensu-
rate superstructure reflections at (h ± 0.28, k, l) are observed already at room
temperature [93] (the indexing throughout of this chapter refers to the high-T
tetragonal phase). Upon cooling, the correlation length of modulation strongly
increases around 150K, yet the system remains tetragonal [92, 93]. Thermal
expansion studies [93] reveal a second order phase transition at TS′ ≈ 142 K,
where orthorhombic distortion implies an unidirectional incommensurate CDW,
I-CDW1, at (h ± 0.28, k, l). At TS ≈ 138 K [87] a first order structural phase
transition to a triclinic structure takes place (both TS and TS′ are transition tem-
peratures upon warming). In the triclinic phase, a new periodicity of PLD is
observed, attributed to I-CDW2 with (h ± 1/3 + δ, k, l ∓ 1/3 + δ) superstruc-
ture reflections. The discommensuration vanishes, i.e. δ → 0, slightly below
TS, resulting in a commensurate C-CDW [87, 92, 93] with a wave-vector (1/3,
0, 1/3). There are, however, no abrupt changes in the displacement amplitude
at the lock-in transition [87]. Given the fact that the triclinic transition is of
the first order, with hysteresis of about 5 K, one can argue that the structural
transition is concomitant with the I-CDW1 to C-CDW transition.

On the other hand, optical studies, however, show no signatures of the CDW-
induced optical gap [94, 95]. To get further support for the CDW origin of the
observed PLD [87, 90, 93] and to gain insights into the relation between CDWs
and structure, the information on CDW collective modes is required. To this
end, we apply time-resolved optical spectroscopy which has been demonstrated
to be particularly sensitive to study low-energy q ≈ 0 Raman-active collective
modes in systems exhibiting CDW order [62, 96–98]. While obeying similar se-
lection rules to conventional Raman spectroscopy [99], the method offers spec-
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tral resolution down to 3 GHz (0.1 cm−1) [97], and provide access to modes
at frequencies down to 100 GHz (3 cm−1) [98]. In addition, all-optical study
is suitable also for investigations of disordered/inhomogeneous samples [100].
Furthermore, the information on the temperature (T) [62, 96–98] and excita-
tion fluence (F) dependent [101–103] dynamics provide insights into the nature
of collective ground states.

4.3 Time-resolved study in BaNi2As2

For all-optical study we use single crystals of BaNi2As2 with typical dimensions
2×2×0.5 mm3 that were grown by self-flux method similar to reported litera-
ture [89, 104]. Crystals were mechanically freed from the flux and character-
ized using X-ray diffraction and energy-dispersive x-ray spectroscopy (EDX). The
samples were cleaved along the a−b plane before mounting into an optical cryo-
stat and were kept in vacuum during the measurements. Here, we studied the
temperature and excitation density dependence of the photo-induced reflectiv-
ity dynamics using an optical pump-probe technique (800 nm pump and 800
nm probe) (see Chapter 2). The beams were at near normal incidence, with
polarization at 90 degrees with respect to each other to reduce the noise. The
fluence was varied between 0.1 - 5 mJ/cm2 while the probe fluence was kept at
30 µJ/cm2.

4.3.1 T-dependence of photoinduced reflectivity

dynamics in the near-infrared

We start by measuring the temperature dependence of photo-induced reflectiv-
ity transients,∆R/R(t), upon increasing the temperature from 10K, with fluence
F = 0.4mJ/cm2. The choice of this fluence is that the photo-induced response is
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Figure 4.5: Photo-induced change in the in-plane reflectivity on undoped
BaNi2As2 single crystal. (a) Contour map of transient reflectivity between 13
and 149 K, measured with F = 0.4 mJ cm−2 upon increasing the temperature.
Clear oscillatory response is observed on a 10 ps timescale upto the temperature
≈ 150 K. (b) Photo-induced change in reflectivity traces at selected tempera-
tures. Figure clearly demonstrate the strong T -dependence of oscillatory and
overdamped components.

still linear with fluence, yet it enables high enough dynamic range to study col-
lective dynamics. Figure 4.5(a) presents the contour map of photo-induced re-
flectivity transients ∆R/R(t) recorded upon increasing the temperature from 13
K to 149 K. Clear oscillatory response on a timescale of 10 picosecond (ps) is ob-
served upto ≈ 150 K, with the magnitude displaying a strong decrease near and
above TS (denoted by vertical white dashed line in Figure 4.5). Figure 4.5(b),
presents the photo-induced reflectivity traces at selected temperatures to clearly
visualize the oscillatory and overdamped components. In addition to clear tem-
perature dependence of oscillatory components, overdamped response is also
strongly T -dependent.

To understand the temperature dependence of photo-induced reflectivity traces,
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we first disentangle the oscillatory and overdamped components and analyze
them separately. The oscillatory response can be subtracted from the over-
damped response by fitting the reflectivity traces by the following exponential
decay function:

∆R
R
= H (σ, t)
�

A1e−t/τ1 + B + A2

�

1− e−t/τ2
��

, (4.1)

where H(σ, t) presents the Heaviside step function with an effective rise time
σ. The terms in brackets represent the fast decaying process with A1,τ1 and the
resulting quasi-equilibrium value B, together with the slower buildup process
with A2 and τ2, taking place on a 10 ps timescale - see the decomposition in
inset to Figure 4.6a. Figure 4.6b, presents the oscillatory part of the signal ob-
tained by subtracting the fit from the reflectivity traces with Eq. 4.1 at selected
temperatures.

4.3.2 Collective modes in BaNi2As2

Here, we start by analysing the oscillatory response to understand the evolution
of collective dynamics in Ni-122 over the temperature range between 13 K to
150 K.

First, the residual signal after subtracting the overdamped response at differ-
ent temperature is analysed using the Fast Fourier Transformation (FFT) to get
an overview of the different frequency modes. Figure 4.7 shows the tempera-
ture dependence of the FFT of the residual signal left after subtracting fits of the
data with Eq.4.1 from the original transients as shown in Fig. 4.6(b). Several
modes are clearly resolved already in the FFT spectrum upto 6 THz. However,
proper analysis of different modes using FFT spectrum pose difficulties due to
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Figure 4.6: Decomposition of oscillatory and overdamped response.a Separa-
tion of the photo-induced reflectivity transient at 13 K into the overdamped and
oscillatory components. Inset shows the decomposition of the non-oscillatory
response (dashed blue and purple lines). b Oscillatory components at selected
temperatures after separating from overdamped response (signals at 141 K and
149 K are multiplied by 2 and 15 respectively).
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Figure 4.7: Fast Fourier Transform (FFT) contourmap. Temperature dependence
of the FFT, demonstrating the presence of several modes at low temperatures
(denoted by the red arrows). Inset shows the extracted mode frequencies at 13
K (denoted by white arrows).
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the incomplete/improper subtraction of the overdamped response especially for
the high frequency modes. Note that the fit function 4.1 is only a simplified
expression assuming the processes are exponential. To this end, we apply real
time fit of the residual signal using sum of damped harmonic oscillators,

∑

iSi cos (2πeνi t +φi) e
−Γi t , (4.2)

Taking the information of the different frequency modes from the FFT spec-
trum as a starting point, we analyze the temperature dependence of the four
dominant modes’ parameters using the sum of four damped oscillators (see Fig-
ure 4.8). Figure 4.8, illustrate the exemplary fitting procedure at 103 K and 143
K respectively. The solid blue line represents the oscillatory part of the signal and
is fitted with sum of four oscillators (black dashed line). Individual components
are labelled by the corresponding low temperature frequencies.

Performing such a fitting procedure as described above for all data sets, we ex-
tracted the evolution of the modes’ parameters - central frequencies, linewidths
and the spectral weight as a function of temperature. Figure 4.9 presents the
results of the analysis of the oscillatory response.

Figure 4.9a-c presents T-dependences of the extracted mode frequencies νi

(here ν2
i = eν

2
i + (Γi/2π)2 - see [106]), dampings Γi, and spectral weights (Si) of

the four dominant modes. Noteworthy, all these low frequency modes are ob-
served up to≈ 150 K, well above TS = 138 K and TS′ = 142 K. While their spectral
weights are dramatically reduced upon increasing the temperature through TS,
their frequencies and linewidths remain nearly constant through TS and TS′.

Generally, the pump-probe technique is mostly sensitive to Ag symmetrymode,
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Figure 4.8: Decomposition of multiple damped oscillator. Oscillatory re-
sponse a at 103 K and b at 143 K (blue solid lines) and the fit using sum of
four damped oscillator (black dashed line). Individual frequency components
are added for the completeness and offset for clarity.

which couple directly to the carrier density [99, 106]. The stronger the coupling
to the carrier density, the larger the spectral weight of the mode. However, in
case of broken inversion symmetry, even infrared active modes can be observed
[107].

To identify the nature of the modes at low temperature and far above struc-
tural transition TS, we look at the phonon dispersion calculation. In Figure 4.10
we present the result of the phonon dispersion calculations (courtesy of Rolf
Heid2) for the high temperature tetragonal structure. For details on the phonon
dispersion calculation one can refer to appendix A. Comparing phonon disper-
sion calculation and experimentally observed low frequency modes, none of the
low frequency modes (see Figure 4.7) matches the calculated q = 0 mode fre-
quencies. Therefore, and based on their T - and F -dependence (will be discussed

2Institute for Quantum Materials and Technologies, karlsruhe Institute of Technology
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Figure 4.9: Analysis of the oscillatory response. a- c The temperature depen-
dence of the parameters of the four strongest low-frequency modes, obtained by
fitting the oscillatory response with the sum of four damped oscillators: a cen-
tral frequencies, b linewidths, and c spectral weights. TS is denoted by vertical
dashed lines. The dashed red line in b presents the expected T -dependence of
the linewidth of 1.45 THz mode for the case, when damping is governed by the
anharmonic phonon decay [105]. Figure clearly demonstrate the evolution of
the parameters across the triclinic transition at TS = 138 K. The triclinic transi-
tion is marked by brown vertical dashed line. The error bars are obtained from
the standard deviation of the least-squared fit.

below), we attribute these modes to collective amplitude modes of the CDW or-
der [62, 97, 108–110]. In particular, these low-temperature q = 0 amplitude
modes are a result of linear (or possibly higher order [62, 97]) coupling of the
underlying electronic modulation with phonons at the wavevector qCDW (or n·

qCDW for the n-th order coupling [62, 97]) of the high-T phase. Within this
scenario [62, 97, 108–111] the low-T frequencies of amplitude modes should
be comparable to frequencies of normal state phonons at qCDW (or n· qCDW for
the higher order coupling), with renormalizations depending on the coupling
strengths. Moreover, T -dependence of modes’ parameters νi, Γi and Si should,
in this case, reflect the temperature variation of the underlying electronic order
parameter [62, 97, 108–111].
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Figure 4.10: Phonon dispersion calculation of the high temperature tetragonal
structure. Phonon dispersion along the a [100] and b [101] directions. The
dashed red vertical line in a signifies the CDW wave-vectors of the I-CDW while
the line in b corresponds to the CDW wave-vectors of the C-CDW order. The
dashed horizontal lines indicate the low-temperature frequencies of the observed
modes. Note that calculations show an instability in an optical branch quite
close to the critical wavevector of the I-CDW. The thickness of the horizontal
line reflects the modes’ strength.

As mentioned above, the first support for the experimentally observed modes
to be the amplitude modes follows from calculations of the phonon dispersion,
presented in Fig. 4.10. Note that, since these modes appear already above TS,
their frequencies must be compared to phonon dispersion calculations in the
high temperature tetragonal phase. Figure 4.10 presents the calculated phonon
dispersion in the [100] and [101] directions, along which the modulation of
the I-CDW and C-CDW, respectively, is observed. The frequencies of the exper-
imentally observed modes are denoted by the dashed horizontal lines (the line
thicknesses reflect the modes’ strengths) (see Fig. 4.10).

Indeed, the frequencies of the strongest 1.45 THz and 1.9 THz modes match
surprisingly well with the calculated phonon frequencies at the I-CDW modu-
lation wavevector (given by the vertical dashed line in Figure 4.10a), support-
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ing the linear-coupling scenario. The corresponding (calculated) frequencies of
phonons at the C-CDW wavevector, shown in Figure 4.10b, are quite similar. As
shown in Fig. 4.9, both modes display a pronounced softening upon increasing
temperature, much as the dominant amplitude modes in the prototype quasi-
1D CDW system K0.3MoO3 [62, 97], as well as dramatic drop in their spectral
weights at high temperatures [97]. Finally, the particular T -dependence of Γ for
the 1.45 THz mode clearly cannot be described by an anharmonic phonon decay
model, given by Γ(ω, T ) = Γ0 +Γ1(1+ 2/ehν/2kB T − 1) [105]. Instead, the behav-
ior is similar to prototype CDW systems, where damping is roughly inversely
proportional to the order parameter [62, 97].

Given the fact that the structural transition at TS is of the first order, such a
strong T-dependence of frequencies and dampings at T < TS may sound surpris-
ing. However, as amplitudemodes are a result of coupling between the electronic
order and phonons at the CDW wavevector [62, 97, 109], the T -dependence of
the mode frequencies and dampings reflect the T -dependence of the electronic
order parameter [62, 97]. Indeed, the T -dependence of PLD [87] as well as of
the charge/orbital order [93] do display a pronounced T -dependence within the
C-CDW phase.

A strongly damped mode at 0.6 THz also matches the frequency of the calcu-
lated high-temperature optical phonon at qI−CDW. We note, however, that the cal-
culations imply this phonon to have an instability near qI−CDW, thus the matching
frequencies should be taken with a grain of salt. The extracted mode frequency
does show a pronounced softening (Fig. 4.9a), though it’s large damping and
rapidly decreasing spectral weight result in a large scatter of the extracted pa-
rameters at high temperatures. We further note the anomalous reduction in
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damping of the 0.6 THz mode upon increasing the temperature (Fig. 4.9b).
Such a behavior has not been observed in conventional Peierls CDW systems [62,
97], and may reflect the unconventional nature of the CDW order in this system.
We note, that phonon broadening upon cooling was observed for selected modes
in Fe1+yTe1−xSex [112, 113] and NaFe1−xCoxAs [114] above and/or below the
respective structural phase transitions. Several interpretation have been put for-
ward for these anomalous anharmonic behaviors, that can have distinct origins
[112–114].

A weak narrow mode at 1.65 THz is also observed, which does not seem to
have a high temperature phonon counterpart at the qI−CDW. Its low spectral
weight may reflect the higher-order coupling nature of this mode.

In addition to the four dominant modes discussed above, several much weaker
modes are also observed (see Figure 4.7). Here, we look more closely on the na-
ture of weaker modes observed in the reflectivity data. While these weak modes
were resolved already in Fig. 4.7, they are further enhanced through the Fourier
Transform of the residuals, obtained by subtraction of fits to the overdamped
modes and fits to the main four oscillatory modes from the reflectivity tran-
sients. The approach is further sketched in Figure 4.11. Figure 4.11b presents
the residuals of the fit of the oscillatory component using four damped oscilla-
tors (see Fig.4.11a) at selected temperatures. By performing the Fast Fourier
Transform (FFT) of the residuals (Fig.4.11b), we can clearly resolve the weaker
modes. Here, Figure 4.11c displays the FFT spectra of the residuals. Four weak
modes (see the red arrows in Fig.4.11c) at frequencies 170 GHz, 3.3 THz, 5.4
THz and 5.9 THz are clearly resolved.

Comparing with phonon dispersion calculation (Figure 4.10), the mode at 5.4
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Figure 4.11: Characterization of weaker modes. To determine frequencies of
these weaker modes, we first subtract fits to the overdamped response from the
∆R/R transients, resulting in the oscillatory response. The trace at 146 K has
been multiplied by 30 to enhance visibility. a Oscillatory response (solid lines)
fit to a sum of four damped oscillators (dashed), including the residuals. b The
residuals of the data at several temperatures, clearly indicating additional pe-
riodic reflectivity modulations. c Temperature dependence of the FFT spectra
of the residuals, clearly demonstrating the presence of several weaker modes in
BaNi2As2. The vertical red arrows denote the low temperature frequencies of the
observed weaker modes.

THz is likely the regular A1g phonon which involves the c-axis displacement of
As with respect to the Ni square lattice. This mode is commonly observed in
time-resolved studies of Fe-122 [115] and is seen also in Raman study at room
temperature at 5.28 THz [116]. Also the 3.3 THz mode could be a regular q = 0

phonon according to the phonon dispersion calculation, yet it is not observed
in Raman studies. The mode at 5.9 THz, on the other hand, is also likely the
amplitude mode, as it is neither observed in Raman at room temperature [116]
nor it corresponds to a calculated q = 0 phonon, and matches the frequency
of the phonon at the CDW wavevector (see Fig. 4.10). Finally, there is also
a weak mode at ≈ 170 GHz (5.67 cm−1). Such a low frequency mode could
originate from the acoustic shock wave, propagating with the sound velocity
from the sample surface along the c-axis [117]. In such a scenario, the mode
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frequency is given by νa =
2nvs
λ , with n being the refractive index at λ = 800 nm

and vs the sound velocity along the c-axis. Using vs from the calculated phonon
dispersions, and with n ≈ 1.8 [95] gives a much lower value of νa ≈ 30 GHz.
Thus, the 170 GHz mode may also be a result of coupling to the underlying
electronic instability. In the case of broken inversion symmetry, even infrared
active modes can be observed [107]. If this were the case, this mode could be
attributed to a pinned phason. However, up to now no evidence of inversion
symmetry breaking in Ni-122 has been reported.

4.3.3 Overdamped modes in BaNi2As2

We now turn to the overdamped response of thematerial. Further support for the
CDWorder in BaNi2As2 [87, 93] is provided by the T -dependence of overdamped
components. Figure 4.12a presents the T -dependence of signal amplitudes A1+

B, which corresponds to the peak value of the reflectivity transients near t = 0,
and A2 extracted by fitting the transient reflectivity data using Eq. 4.1. In CDW
systems the fast decay process with τ1 has been attributed to an overdamped
(collective) response of the CDW condensate [62, 97], while the slower process
(A2,τ2) has been associated to incoherently excited collective modes [62]. As
both are related to the CDW order, their amplitudes should reflect this. Indeed,
both components are strongly reduced at high temperatures, with a pronounced
change in slope in the vicinity of TS - see Figure 4.12a. Component A2 displays
a maximum well below TS, similar to the observation in K0.3MoO3 [118]. Above
≈ 150 K the reflectivity transient shows a characteristic metallic response, with
fast decay on the 100 fs timescale.

The evolution of timescales τ1 and τ2 is shown in Figure 4.12b. In the C-CDW
phase, up to ≈ 110 − 120 K, the two timescales show qualitatively similar de-
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Figure 4.12: Extracted fit parameters of the overdamped components. Temper-
ature dependence of a amplitudes and b relaxation times, obtained by fitting
reflectivity transients using Eq. 4.1. The error bars are the standard deviation
of the least-squared fit.

pendence as in prototype 1D CDWs [62, 97, 98]: τ1 increases with increasing
temperature while τ2 decreases [62, 97, 98]. As τ1 is inversely proportional to
the CDW strength [62, 97], its T -dependence is consistent with the observed
softening of the amplitude modes. Its increase with increasing temperature is,
however, not as pronounced as in CDW systems with continuous phase transi-
tions, where timescales can change by an order of magnitude when gap is clos-
ing in a mean-field fashion [62, 96–98]. From about 130 K τ1 remains nearly
constant up to ≈ 150 K. On the other hand, for T ≳ 120 K τ2 displays a pro-
nounced increase, though the uncertainties of the extracted parameters start to
diverge as signals start to faint. Importantly, all of the observables seem to evolve
continuously through TS, despite the pronounced changes in the electronic and
structural properties that are observed, e.g., in the c-axis transport [104] or the
optical conductivity [94, 95].
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4.3.4 Polarization dependence of transient

reflectivity

We performed pump- and probe-polarization dependent studies of transient re-
flectivity to get additional information on the nature of collective modes and
their dependence on the polarization of the pump and the probe light pulses.
Both measurement were performed in near-normal incidence (the angles with
respect to surface normal were ≈ 8◦). Fig. 4.13a presents the reflectivity traces
recorded at 13 K base temperature with F = 200 µJ/cm2 with probe polarization
being varied between 0◦ (s-polarization) and 90◦ (p-polarization), demonstrat-
ing negligible probe-polarization dependence. Fig. 4.13b presents the corre-
sponding FFT spectra of the oscillatory response, underscoring the polarization
independent dynamics.
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Figure 4.13: Probe polarization dependence of transient reflectivity at 13 K,
recorded at excitation density of 200 µJ/cm2. a Reflectivity transients at differ-
ent probe polarizations from 0◦ (s-polarization) to 90◦ (p-polarization). b The
corresponding FFT of the oscillatory response. Both, reflectivity traces and FFTs
are vertically offset for clarity.
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4.3.5 Excitation density dependence

Valuable information about the nature of CDW order can be obtained from stud-
ies of dynamics as a function of excitation fluence, F . In conventional Peierls
CDW systems a saturation of the amplitude of the overdamped response is com-
monly observed at excitation fluences of the order of 0.1-1 mJ cm−2 [98, 101–
103]. The corresponding absorbed energy density, at which saturation is reached,
is comparable to the electronic part of the CDW condensation energy [101, 103].
Similarly, the spectral weights of amplitude modes saturate at this saturation
fluence. The modes are still observed up to excitation densities at which the
absorbed energy density reaches the energy density required to heat up the ex-
cited volume up to the CDW transition temperature [101]. The reason for this
is an ultrafast recovery of the electronic order on a timescale τ1, which is faster
than the collective modes’ periods [101].

We performed F−dependence study at 10 K base temperature, with F varied
between 0.4 and 5.6 mJ cm−2. The reflectivity transients are presented in Fig.
4.14a. Unlike in prototype CDWs, no saturation of the fast overdamped response
is observed up to the highest F (inset to Fig. 4.14b). The absence of spectroscopic
signature of the CDW induced gap in BaNi2As2 [95] suggest that most of the
Fermi surface remains unaffected by the CDW order. Thus, the photo-excited
carriers can effectively transfer their energy to the lattice [119], just as in the
high-T metallic phase. Nevertheless, the fact that the excitation densities used
here do exceed saturation densities in conventional CDW systems by over an
order of magnitude suggests an unconventional mechanism driving the CDW in
BaNi2As2. We note that signal A2 displays a super-linear dependence for F > 2

mJ cm−2.
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Figure 4.14b presents τ1(F) and τ2(F) for the data recorded at 10 K. Qual-
itatively, the F -dependence of the two timescales resembles their temperature
dependence, similar to observations in Peierls CDW systems [101]. Since τ1

reflects the recovery of the electronic part of the order parameter, ∆, and it fol-
lows from theory [62, 97], τ1∝ 1/∆ , this observation supports a continuous
suppression of the electronic order with increasing F . However, in Ni-122 no
discontinuous drop in τ1(F) is observed up to the highest fluences. In K0.3MoO3

[101] such a drop in τ1(F) is observed at the fluence corresponding to the full
suppression of the electronic order (about 100 µJ/cm2)

Figure 4.14c-e presents the F -dependence of the extracted amplitude mode
parameters. A softening upon increasing the fluence is observed for all four
modes (Fig. 4.14c). However, above ≈ 3 mJ cm−2 the values reach a plateau.
Such an unusual behavior is not observed in Peierls CDWs [62, 97] and may hold
clues to the interplay between the periodic lattice distortion and the underlying
electronic instability. An indication of suppression of the underlying electronic
order is observed also as saturation of spectral weights of some of the amplitude
modes near F ≈ 3 mJ cm−2, see Fig. 4.14e. On the other hand, the mode at
1.45 THz, which is the most similar to main modes in K0.3MoO3, shows no such
saturation up to the highest fluences. While the observed anomalies seen near
F ≈ 3 mJ cm−2 may be linked to the underlying microscopic mechanism of CDW
order in Ni-122, one could also speculate the anomalies may be related to the
photo-induced suppression of commensurability.

To put the observed robustness of the CDW against optical excitation into per-
spective, we note that F = 1 mJ cm−2 corresponds to the absorbed energy density
of about 180 J cm−3 (110 meV per formula unit). Assuming rapid thermaliza-
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tion between electrons and the lattice, and no other energy decay channels, the
resulting temperature of the excited sample volume would reach ≈ 160 K. How-
ever, with high conductivity also along the c-axis [104] and the estimated elec-
tronic mean free path on 7 nm [120], transport of hot carriers into the bulk on
the (sub) picosecond timescale cannot be excluded. Nevertheless, the fact that
even at 5.6 mJ cm−2 (0.6 eV per formula unit) the CDW order has not collapsed,
underscores an unconventional CDW order in in BaNi2As2 [87, 93].

4.4 Conclusion

In this chapter, we demonstrate the existence of CDW collectivemodes in BaNi2As2,
which appear well above the triclinic transition temperature. At temperatures
well below the triclinic transition, the modes show qualitatively similar temper-
ature dependence as in extensively studied prototype quasi-1D CDW K0.3MoO3

[62, 97, 100]. For temperatures above ≈ 130 K, however, only spectral weights
of the modes get suppressed, while their central frequencies and dampings re-
main largely constant up to ≈ 150 K. This provides an important insight into the
relation between the CDW order and the structural phase transitions. While the
XRD data [87, 92, 93] clearly show two distinct modulations above and below
TS, the collective modes show no detectable discontinuity of their frequencies
and dampings at TS (nor at TS′). This suggests that the C-CDW evolves from
the I-CDW1 by gaining additional periodicity along the c-axis. The sequence of
phase transitions, with orthorhombicity accompanying the appearance of unidi-
rectional I-CDW1 [93], may suggest charge-order driven nematicity in BaNi2As2.
Moreover, the fact that TS coincides with I-CDW1−C-CDW transition may in fact
support the idea of structural phase transition being mediated by the stabiliza-
tion of the CDW order. In an alternative scenario, the lock-in CDW supports
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the triclinic phase, which otherwise competes with the tetragonal/orthorhombic
one, as suggested by the strong reduction of the c/a ratio when entering the tri-
clinic phase, and the first order nature of the transition. The change of the CDW
modulation vector is then triggered by the underlying structural change.

While the T -dependence of collective mode dynamics roughly follows the be-
havior seen in conventional Peierls CDWs, implying the existence of an underly-
ing electronic instability, the resilience of the electronic CDW order against per-
turbations suggests an unconventional mechanism. Recent photoemission data
[121] suggest the band reconstruction to be consistent with the proposed or-
bitally driven Peierls instability [122, 123]. Such a scenario is further supported
by the finding of Ni-Ni dimers [93]. Moreover, also a third type of commensu-
rate CDW order, with qCDW = (1/2, 0,1/2) was observed in Ba1−xSrxNi2As2 for
x > 0.4 [92]. Thus, systematic doping and pressure dependent studies of collec-
tive modes may provide valuable additional clues to the underlying microscopic
interactions.

Our results suggest an intimate relation between charge-order and structural
instabilities in a Ni-122 system and imply an unconventional origin of the elec-
tronic instability, likely associated to orbital ordering [122, 123]. Together with
the observed doping dependence of superconducting critical temperature [89],
the results provide important input for theoretical models addressing the in-
terplay between high-temperature superconductivity to a close proximity of a
competing electronic instability.
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4.5 Outlook

4.5.1 Doping dependence study of BaNi2As1−xPx

We have presented the emergence of collective amplitude modes of the CDW
order in an undoped BaNi2As2 and discussed their nature. Many studies now
confirmed the CDW phase is a well established phase in Ni-122 with two distinct
periodicity above (I-CDW) and below (C-CDW) the structural phase transition
(Ts). At room temperature, the system is in tetragonal phase, as the tempera-
ture is lowered the system breaks the rotational point group symmetry into the
orthorhombic phase with emergence of unidirectional I-CDW order. The system
further breaks the translation symmetry and enters into the triclinic phase with
C-CDW order. Furthermore, Ni-122 shows superconductivity already in the un-
doped case at ≈ 0.6 K. One of the intriguing aspect in this material is the great
tunability of the superconducting transition temperature. By tuning across the
phase transition as a function of chemical doping (be it with Phosphorous on
the As site [89], Co/Cu on Ni site [87, 124], or Sr on the Ba site [90]), study
revealed the six-fold enhancement of Tc with the suppression of the long range
charge order. Furthermore, the correlation of increased electronic nematic fluc-
tuations as a function of doping, suppression of CDWorder and the enhancement
of superconductivity may suggest the charge order driven nematic fluctuation to
be the driving force for the increased Tc in this class of materials. To this end, we
proceed with the study of the Phosphorous doped compounds with the similar
approach discussed in case of undoped compound. Here, we choose three differ-
ent doping, one closer to the undoped compound (x = 0.035), second where the
superconducting Tc is the highest (x = 0.07) and the last one where the triclinic
phase is completely suppressed (x = 0.11). In addition, we compare our results
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Figure 4.15: (color online): Photo-induced change in reflectivity traces of
BaNi2(As1−xPx)2 at various doping levels following photo-excitation with 50 fs
optical pulses. The measurement is performed at a constant fluence of 0.4
mJ/cm2 (linear regime) as a function of temperature from 10 K to well above
the phase transition in each case. (a), (c), (e), and (g) presents the contour maps
of ∆R/R measured at different dopings, x = 0, x = 0.035, x = 0.07, x = 0.11,
respectively. Clear oscillatory (coherent) signal is observed within few picosec-
ond time window with several frequency components (see text) except for x =
0.11, where strongly damped mode is observed within 1 ps. The vertical white
dashed line represents the structural phase transition temperature (TS) at dif-
ferent doping level.(b), (d), (f) and (h) presents the transient reflectivity traces
at selected temperatures below and above TS (see text).

with the undoped compound.

Figure 4.15, presents the photo-induced change in reflectivity recorded at
various doping levels by increasing temperature from 10 K to above structural
phase transition, TS, (represented by vertical white dashed line). The data were
recorded at a constant fluence of F = 0.4 mJ/cm2 where the response is still in
weak perturbation regime (linear) and also enable access to high dynamic range
to study the collective response [97]. The photo-induced reflectivity transients
for different Phosphorus content, x = 0, x = 0.035, x = 0.07 and x = 0.11 are
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presented as a contour maps in Fig 1 (a), (c), (e), and (g) respectively. Clear os-
cillatory (coherent) response is observed with stripe like shape within first few
ps. Figure (b), (d), (f) and (g), presents the corresponding transient reflectiv-
ity spectra at selected temperature above and below the phase transition, TS,
except for figure 1 (g) where the triclinic phase is completely suppressed. How-
ever, strongly damped mode is still visible in the reflectivity traces upto ≈ 100 K.
The photo-induced reflectivity traces show the incoherent electronic background
together with the coherent (oscillatory) response with multiple frequency com-
ponents (discussed later). Comparing the reflectivity traces of different dopings,
the amplitude of the oscillatory response is found to be stronger in case of un-
doped sample. The reason simply could be due to the sample quality, measure-
ment errors (external noise due to vibrations) or could also be due to intrinsic
fluctuations with increasing doping levels. Nevertheless, the overall trend of the
material response at different dopings seem to follow the undoped case except
for x = 0.11.

To better understand the oscillatory mode containing several frequency com-
ponents, we proceed with subtracting the incoherent electronic backgroundwith
similar approach described above in case of undoped compound. The residual
of the fit (oscillatory response) is then Fourier transformed to observe the os-
cillation spectrum. The Fast Fourier Transform (FFT) of the coherent response
and their temperature evolution is presented in Figure 4.16. Several amplitude
modes of the CDW phase is observed upon lowering the temperature similar to
the undoped compound (see Fig. 4.16(a), (b) and (c)). The low- temperature
frequencies of these modes could be linked to amplitude modes of the C-CDW
modulation wavevector and present similar behavior as in the case of undoped
compound. Dominant modes at 0.6 THz, 1.45 THz, 1.6 THz and 1.9 THz are
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Figure 4.16: (color online): Fast Fourier Transform (FFT) of the oscillatory re-
sponse. Temperature dependence of the FFT contour maps demonstrating the
several frequency modes at various doping level with (a) x= 0, (b) x = 0.035,
(c) x = 0.07 and (d) x = 0.11 respectively. Several frequency components with
distinct modes appear at low temperature C-CDW phase, with more dominant
ones, at frequencies 0.6 THz, 1.45 THz, 1.6 THZ and 1.9 THz for the case of
x= 0.0, x = 0.035, and x = 0.07. For the case of x = 0.11, mode at ≈ 0.6
THz slowly softens with increasing temperature and disappear at ≈ 100 K. Inset
to each sub-figure shows the FFT trace at 10 K emphasizing several oscillatory
modes (highlighted by vertical red dashed line).
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present in case of x = 0.035 and x = 0.07 at low temperature and show signa-
ture of their existence above triclinic to orthorhombic phase transition, TS, being
consistent with the undoped compound. Moreover, several other frequency com-
ponents with distinct modes are also visible at 3.2 THZ and 5.5 THz, highlighted
by vertical red-dashed line in the inset of Figure 4.16. However, because of the
phase fluctuation, these modes are not clearly traceable in the contour maps.

One of the striking observation is the strongly damped mode ≈ 0.6 THz that
persist even in case of x = 0.11 sample. The 0.6 THz mode is present in all dop-
ing levels at low temperature in the triclinic phase and shows signature of it’s
existence above structural phase transition in the orthorhomic phase. Is this the
signature of the I-CDW mode in the orthorhombic phase that persist even at the
triclinic phase? Does this mode become dominant above triclinic to orthorhom-
bic phase transition? What could be the existence of such strongly damped
mode? These are still the open questions that need to be address. From our
experimental data and the preliminary analysis, the ≈ 0.6 THz mode seem to
exist above TS in the orthorhombic phase and becomes dominant above TS and
with increasing doping concentration. In the first approximation, one can link
this mode to the signature of the amplitude mode of I-CDWmodulation wavevec-
tor, as recent study show the orthorhombic phase to be present even in case of
x = 0.11 doped compound all the way down to lowest temperature reached in
our experiment [125]. However, more recent thrmodynamic study show that
with increasing P content, the system enters into a new phase [126]. The study
show that the triclinic and orthorhombic phase disappear near x = 0.08 and are
replaced by a new structure leading to the higher superconducting Tc. The study
quote the new phase as an hitherto unknown structure. However, this new phase
has not been clearly understood. More detail analysis and doping dependence
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study at various doping levels could clarify this. In addition, performing similar
all optical study (described in this chapter) on other doping compounds, e.g.,
(Ba,Sr)Ni2As2 could help us in understanding the nature of the strongly damped
mode and also on the nature of the emergence of new phase.
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Photo doping of La2CuO4

Another class of strongly correlated materials which was investigated within this
thesis using time-resolved spectroscopy includes the Mott insulator with par-
tially filled d-electron shell. In particular, we investigated La2CuO4 a parent
compound of the cuprate high temperature (high Tc) superconductors. The era
of high Tc cuprates began in the late 90s when Bednorz and Müller discovered
the superconductivity in the complex, layered structure La-Ba-Cu-O ceramics
[10]. Ever since many materials are being synthesized and the critical tem-
perature was raised rapidly. All of these materials have copper-oxide planes
in common as a main ingredient and are layered structure. Superconductivity
emerges in cuprates after electron or hole doping of an antiferromagnetic Mott
Insulating ground state. After brief introduction of the Mott insulators and high
- Tc superconductivity in cuprates, we present the study of carrier relaxation
dynamics using broadband time-resolved spectroscopy. Most of the broadband
optical measurements on La2CuO4 investigated in this chapter, were performed
at the University of Konstanz by former colleague Markus Bayer [127]. During

87
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my PhD, I got heavily involved in understanding the photo-doping phenomena
in LCO and performed further analysis of the experimental data that lead us to
prepare a manuscript for publication. This chapter mainly focuses on the analy-
sis performed and investigation of all the data.

5.1 Mott-Insulator and Charge Transfer

Insulator

Mott insulators are the class of strongly correlated materials which should be in
the metallic state according to the band structure calculations but are insulat-
ing due to the strong electron-electron correlations, the idea first presented by
Mott in 1949 [128]. Mott pointed out that the two electrons with spin up and
spin down sitting on the same site would feel a strong Coulomb repulsion and
the band will split onto two. The lower band is fully occupied and the upper
band is empty and the system is an insulator. However, the situation gets more
complicated near the metal-insulator transition (MIT) where the fluctuation of
charge, spin and orbital correlations are strong.

One of the theoretical model for understanding the transition between Mott
insulator and metal was achieved by using lattice fermion model called Hubbard
Model. For details reader can follow [29, 130–132]. According to the theory,
if the Coulomb repulsion energy (U) between the electrons on the same site is
stronger than the hopping integral (t), it is energetically favorable for electrons
to remain localized. As a consequence the half filled d-band split into Upper
Hubbard Band (UHB) and Lower Hubbard Band (LHB) with insulating behavior.
Figure 5.1a presents the scenario of a Mott insulator where the half filled d-band
split into UHB and LHB and the Fermi level (E f ) lies in-between two splitted
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Figure 5.1: Illustration of the Energy band diagram for a Mott-Hubbard insula-
tor and b a charge transfer insulator generated by the d-site interaction effect.
The occupied d and oxygen 2p band are shaded light gray. Fermi level after in-
teraction effect lies within the gap and is represented by red dashed line. The
Mott-Hubbard gap due to on-site coulomb interaction is created between Upper
Hubbard Band (UHB) and Lower Hubbard Band and is represented by U. The
charge transfer gap (∆) is created between the UHB and oxygen 2p band. Fig-
ure adapted and redrawn from [129]

bands. This implies that the gap here is the d − d gap, the concept only being
true for several Mott insulating compounds. Furthermore, Zannen et al. [133]
extended the Mott Hubbard model, in which, they consider the ligand orbitals in
the binding scheme (CuO2 planes consist of Cu and ligand Oxygen). Considering
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the p− d hybridization and the hopping parameters, there was an indication of
another charge fluctuation which does not involve U but instead charge transfer
energy, ∆. Depending on the size of the U and ∆, one can determine the nature
of the energy gap. Figure 5.1b presents the concept of charge transfer insulator
where the charge transfer gap (∆) is smaller than the Coulomb repulsion (U),
making it a charge transfer insulator which explicitly include oxygen p-band and
copper d−band. Indeed, this is the case for LCO where ∆ essentially describes
the energy needed to promote an electron from oxygen (O2p) ligand orbital to
the copper (Cu3d) orbital. Therefore, LCO is commonly referred to as a charge
transfer insulator.

5.2 La2CuO4 Crystal Structure and Phase

Diagram

La2CuO4 (LCO) is the antiferromagnetic (AFM) parent compound of the La based
cuprates like La2−xSrxCuO4 (LSCO) and La2−xBaxCuO4 (LBCO), where the su-
perconductivity emerges after doping CuO2 planes by substituting Lawith Sr/Ba.
The LCO system has the simplest structure among the cuprates family with sin-
gle CuO2 plane per unit cell and is thus called a single layer compound. LCO
crystalizes in a body-centered tetragonal structure with CuO2 square plane to-
gether with corner sharing array of CuO6 octahedra. Figure 5.2 presents the
crystal structure of LCO. It has a Perovskite like crystal structure composed of
CuO2 planes spaced by 3D transition metal block layers, LaO.

Staring from the undoped parent compound, LCO, and increasing the concen-
tration of doping for example by substituting trivalent lanthanum (La3+) with di-
avalent strontium (Sr2+) or barium (Ba2+) one can tune through different phases.
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Figure 5.2: Crystal structure of La2CuO4. The La, Cu, and O atoms are repre-
sented by green, blue and red closed circle respectively. Figure adapted from
[134].

In a doped semiconductor picture, the resulting compound is p-doped as doping
with Sr or Ba removes one electron per copper atom and introduces a hole in
the copper oxide plane. By increasing the hole concentration, long range mag-
netic order disappear and superconducting dome appears. The superconducting
dome is maximum at so-called optimal doping where the transition temperature
(Tc) into the superconducting phase is the highest. Figure 5.3 presents the ex-
emplary phase diagram of the La2−xSrxCuO4 with increasing concentration of
Sr.
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Figure 5.3: Example of a Phase diagram of La2−xSrxCuO4. By increasing the
concentration of Sr, evolution of different phases including superconductivity is
shown. LTO, SC and HTT refer to low temperature orthorhombic, superconduct-
ing and high temperature tetragonal phases respectively. Figure adapted from
[127].

5.2.1 Optical properties

The parent compound, LCO, investigated here is characterized by a ≈ 1.5-2.0
eV charge-transfer gap between the oxygen-derived p-band, located within the
Mott gap, and the upper Hubbard band (UHB) (see Fig.5.1b). One question
that arises is what happens to the electronic structure of the material by dop-
ing. Indeed, earlier optical study shows a very strong influence of chemical
(hole/electron) doping on the optical spectra with dramatic changes in the spec-
tral weight and the low energy electronic structure [135]. Figure 5.4 presents
the optical conductivity measurement on La2−xSrxCuO4 with increasing Sr con-
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Figure 5.4: Optical conductivity of La2−xSrxCuO4 with varying doping concentra-
tion (x). By increasing the concentration of Sr, mid-infrared absorption features
appears which eventually merge into the Drude free carrier peak as the doping
level approach optimal doping. Figure adapted from [135].

centration. Upon increasing Sr concentration, transfer of spectral weight from
the charge transfer gap (≈ 2 eV) to low energy region has been observed, with
emergence of excitation in the Mid-infrared (MIR) region. When the doping
level reaches optimal doping, the MIR peak then eventually merges into the free
carrier Drude peak.

However, similar to the problem in understanding high- Tc superconductivity
in cuprates, the nature of changes in the low energy structure upon chemical
doping, e.g. by introducing a few percent of electrons or holes into the CuO2

planes is still under intense debate [135–137]. To understand the nature of
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MIR excitation feature, several models have been put forward ranging from in-
coherent motion of doped carriers against the background of AFM spin fluctua-
tions [138, 139], optical transitions involving doping-induced in-gap [140] and
Zhang-Rice singlet states [141], polaronic effects [142–144], the interplay be-
tween the strong correlations and strong electron-phonon interaction (Hollstein-
Hubbard model) [136], just to name the most prominent ones. While the con-
sensus on the nature of MIR peak is still lacking, it can be argued [145] that
understanding the nature of MIR excitation carries important clues to under-
standing the mechanism of high- Tc superconductivity.

5.3 Photo-doping

One aspect of doping a material is the chemical doping, however, chemical dop-
ing is not the only way of adding charge carriers into the CuO planes. Substi-
tuting with impurity atoms can further induce disorder and can cause possible
defects and stain effects in the material. On the other hand, photo-doping cre-
ates "free" carriers without inducing disorder, making it a viable technique to
study the doping dependent materials’ properties. Indeed, soon after the dis-
covery of high-Tc superconductivity in cuprates, first photo-doping studies (ex-
citation with light across the CT gap) were performed, showing a surprising
similarity of the changes in optical constants obtained by photo- and chemi-
cal doping [146, 147]. Recently, transient absorption studies with femtosec-
ond time resolution showed that the dynamics of photo-induced MIR absorp-
tion in undoped LSCO and Nd2−xCexCuO4 (NCCO) proceeds on the femtosec-
ond/picosecond time-scale [148–150], with signatures of transient metallicity in
NCCO on the 100 fs timescale [148, 149]. Even though the dynamics of charge
carrier in the vicinity of the CT gap have been reported in the earlier studies,
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several interpretation have been put forward despite qualitatively similar exper-
imental results. To this end, we investigate the carrier relaxation dynamics in
LCO thin films aiming to address the confronting views on the nature of photo-
doping and the resulting relaxation dynamics.

Figure 5.5: Equilibrium reflection and transmission spectra of an undoped LCO
sample and blank LSAO substrate in the 0.05 to 5 eV range. Pronounced re-
flectivity structures at 500 and 700 cm−1 are the reststrahlen bands between
the transverse optical (TO) and longitudinal optical (LO) modes of the infrared
active optical phonons of the substrate material. The direct band absorption
of the LSAO substrate sets in at roughly 5 eV and features related to phonons
dominate the spectra below 0.2 eV. The focus of the pump-probe experiments
is conveniently set to the artefact free spectral range (0.5 -2.6 eV) depicted by
grey shaded area. Figure adapted from [127].

5.3.1 Sample and equilibrium properties

The system under study is a high-quality, c-axis oriented, 52 ± 1 nm (80 mono-
layers) LCO thin films grown on both LaSrAlO4 (LSAO) and (LaAlO3)0.3(Sr2AlTaO6)0.7

(LSAT) substrates using molecular beam epitaxy [151]. The film thickness is
substantially less than the optical penetration depth at the pump wavelength



96 CHAPTER 5. PHOTO DOPING OF La2CuO4

of 400 nm, to ensure the homogeneous excitation and probing over the com-
plete spectral range. Prior to the pump-probe measurement the set of samples
(undoped films on LSAO and LSAT substrates) and bare substrates were charac-
terized with an FTIR spectrometer to clearly distinguish between thin film and
possible substrate responses. The equilibrium reflection and transmission data
together with bare LSAO substrate is presented in Figure 5.5 for comparison,
over two orders of photon energy (0.05 to 5 eV). The charge transfer (CT) fea-
ture is nicely seen at ≈ 2 eV, peaking in reflection and analogously showing up
as absorption edge in transmission. Besides, the spectrum has a gradual and flat
trend in the MIR, as expected for the undoped material. Taking the equilibrium
spectra for reflectivity, R(ω) and transmission, T (ω), through the LCO thin film
on the substrate, as well as the bare substrate, and using Fresnel equation analy-
sis, we obtain the equilibrium complex dielectric function of LCO, ε(ω), which is
found to be consistent with infrared spectroscopy data [135] on single crystals.

5.3.2 Time-resolved study

We measured simultaneously the spectrally resolved transient changes in reflec-
tivity, ∆R/R(ω, t), and transmission, ∆T/T (ω, t) at room temperature (295 K).
For performing such an experiment a fast scan pump-probe setup was used with
a time resolution of≈ 120 fs. The sample was excited by a 70 fs pulse at 400 nm,
with excitation fluence varied between 100 µJ/cm2 to 10 mJ/cm2, correspond-
ing to the absorbed densities ranging from 0.0015 to 0.125 absorbed photons
per Cu. The photo-induced changes were recorded over the broad spectral range
between 0.5-2.6 eV using an optical-parametric-amplifier. This allows us to de-
termine the changes in the dielectric function of LCO on an ultrafast timescale
without the use of a Kramers-Kroenig transformation.
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Figure 5.6a, b presents the time resolved broadband spectra (0.5 – 2.6 eV)
with excitation fluence F = 1.8 µJ/cm2. Combining∆R/R(ω, t) and∆T/T (ω, t)

with the static ε(ω) - see insets to Figure 5.6c, d, ∆ε(ω, t) was extracted by
numerically solving a system of Fresnel equations using the so-called RT-method
(see appendix B) [152–154]. The extracted ∆ε1(ω) and ∆ε2(ω) are shown in
Fig. 5.6c and d, respectively. At a first glance, one can distinguish large changes
near the near the CT gap at ≈ 2 eV. From the enhanced absorption below and
bleaching above ≈ 2 eV, one can infer that the response at frequencies above
≈ 1.5 eV is governed by the photo-induced red-shift of the O 2p – UHB charge
transfer (CT) transition and its subsequent recovery. Moreover, data reveal the
appearance of photo induced absorption (PIA) in the MIR, peaked near≈ 0.6 eV.
The relaxation of both spectral features initially proceeds on a (sub) ps timescale,
suggesting a common origin.

From the changes in optical constants near ≈ 2 eV, with enhanced absorption
below and bleaching above ≈ 2 eV, we can clearly infer that the response at
frequencies above ≈ 1.5 eV is largely governed by the photo-induced red-shift of
the O 2p – Cu 3d charge transfer (CT) gap and its subsequent recovery. The red-
shift of the CT gap has been observed in earlier studies on cuprates [155, 156],
as well as on other Mott insulators. The detailed analysis (presented below),
shows that the red-shift is accompanied by a substantial spectral broadening of
the transition, while the changes in the spectral weight of the CT transition are
marginal. These observations are consistent with recent theoretical calculations,
which attribute the photo-induced red-shift and broadening of the CT peak to
changes in the local orbital occupancy and screening [157].

The microscopic origin of the MIR peak induced either by chemical doping or



98 CHAPTER 5. PHOTO DOPING OF La2CuO4

0

2

4

6

8

10

t (
ps

)

R/R
a

0

2

4

6

8

10

t (
ps

)

1
c

1.0 1.5 2.0
 (eV)

0

2

4

6

8

10

t (
ps

)

T/T
b

1.0 1.5 2.0
 (eV)

0

2

4

6

8

10

t (
ps

)

2
d

1 2
 (eV)

4

5

6

1

1 2
 (eV)

0

1

2

2

0.12

0.00

0.12

0.12

0.00

0.12

0.6

0.0

0.4

0.5

0.0

0.5

Figure 5.6: Photo-excited carrier dynamics in La2CuO4 probed by broadband
optical time-resolved spectroscopy. Time- and spectrally resolved a ∆R/R and b
∆T/T on undoped 53 nm LCO film (T = 295 K) after photo-excitation with a
70 fs pulse at 400 nm (3.1 eV) with fluence F = 1.8 mJ/cm2. c, d The extracted
dynamics of changes in the complex dielectric function with equilibrium ε(ω) in
insets.

photo-excitation is more controversial [135, 136, 138, 139, 141, 158–160]. It
follows from the chemical doping studies – be it with oxygen in La2CuO4+d or
with strontium in La2−xSrxCuO4 (LSCO) – that the MIR peak, combined with a
further absorption feature in the vicinity of 0.13 - 0.2 eV, merges with the far
infrared Drude-like peak when doping reaches about 11% [135]. Moreover, it
has been observed that the effective density of charge carriers within the CT
gap, obtained throught the optical sum-rule analysis, at the low doping levels
exceeds the density of chemically doped carriers, x . This indicates an additional
spectral weight transfer into the MIR from both the CT transition and the higher
lying excitations [135].
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5.3.3 Modelling the changes in the dielectric

function

A detailed look at the photo-induced changes in the ε(ω) provides insight into
the microscopic origin of the light induced changes. To this end, we quantita-
tively model the changes in the complex dielectric function, ∆ε(ω) using multi-
Lorentz model.

ε(ω) = ε∞ +
∑

j

f j

ω2
j −ω2 − iωγ j

= ε(∞) +
∑

j

ε j(ω) (5.1)

Here, each mode(oscillator) is characterized by its spectral weight, f j, central
frequency, ω j, and spectral linewidth, γ j, while ε∞ sums up the contributions
of all interband transitions at energy above the experimentally accessible win-
dow. We limit the number of modes to a minimum. In particular, we account for
the measured changes in the complex dielectric function by considering photo-
induced changes in parameters ( f j, ω j, γ j) of individual modes. As an example,
we discuss the induced changes in ε(ω) due to photo-induced changes in the
charge transfer transition, which is simulated by a Lorentz resonator centered
around 2 eV, and characterized by the parameters ( fC T ,ωC T , γC T). This example
is shown in Figure 5.7. Here, a single Lorentzian oscillator is assumed to describe
the absorption edge observed at the charge-transfer transition at ≈ 2 eV in equi-
librium (red curves in the upper panels). The changes in the dielectric function
after photo-excitation can be a result of the change in eigen-frequency ∆ωC T ,
giving, e.g., rise to the red-shift of the CT peak (middle panels), or changes in
the linewidth ∆γC T , e.g., the broadening of the CT resonance (lower panels), or
changes in the spectral weight ∆ fC T . In case of the latter, the spectral shape of
the induced changes of the dielectric constant matches the shape of the dielectric
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function itself (upper panels), whereby the sign would be changed in the case
∆ fC T < 0.

( )

Real Part Imaginary Part

( )

( 0 < 0)

( )
0 0

1 2 3
 (eV)

( )

1 2 3
 (eV)

( > 0)

a.
u.

Figure 5.7: Visualization of the resulting changes in ∆ε by varying the essential
parameters of a Lorentzian oscillator. Top panels present the static dielectric
function of the unperturbed case, ε(ω), with ω0 =2.2 eV, γ0 = 0.83 eV and
f0 =1 .9 (eV)2. The bottom two rows present the resulting changes in the real
part (left), and the imaginary part (right) for the case of photo-induced red-
shift of the mode (middle panels) and broadening (bottom panels). Naturally,
the reduction/gain of the oscillator spectral weight has the same spectral shape
as the oscillator itself.

Now, using the approach described above we start analysing the data. We
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start by fitting the equilibrium optical spectra, ε(ω) using Eq.5.1. Figure 5.8a
presents the model fit of the experimental ε2(ω) of the LCO film, denoted by blue
curve. Indeed, as presented in the figure, the experimental data is well modelled
by ε(ω) = ε∞ + εC T (ω) + εHE(ω). Here, εC T (ω) is the mode corresponding to
the CT transition (shown in light red) and εHE(ω) is an extra high energy mode
(light gray). Furthermore, to account for the changes in the dielectric function
and to account for the emergence of the MIR peak, we modeled the data with:

∆ε(ω) = ∆εC T (ω) + εM IR(ω) + εDrude(ω) (5.2)

Here, ∆εC T (ω) is governed by the ∆ωC T and an increase in linewidth, ∆γC T .
εM IR(ω) represents the photo-induced MIR mode, centered at ≈ 0.6 eV, while
εDrude(ω) is the possible coherent Drude response.

To account for ∆ε(ω) recorded at 0.9 mJ/cm2, it is actually sufficient to in-
clude the reduction of ωC T , an increase in γC T and the appearance of the MIR
mode - see Figure 5.8 c, d. The fact that no reduction of the CT oscillator strength
fC T is required to fit ∆ε(ω), suggests that the appearance of the MIR peak must
be accompanied by the spectral weight transfer from energies above ≈ 3 eV into
the MIR range. In other words, the appearance of the MIR is likely to be linked
to the spectral weight loss of the optical transition between the lower and upper
Hubbard band (LHB-UHB). Moreover, the photo-induced spectral weight loss of
the LHB-UHB transition should give rise to a photo-induced reduction of ε∞.
However∆ε∞ is likely to be too small to resolve, given the large spectral weight
at energies above 3 eV [135].

Following up with the analysis described in figure 5.8, we proceed with the
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Figure 5.8: Fitting equilibrium ε(ω) and its photo-induced change, ∆ε(ω), by a
simple multi-Lorentz model. a,b Imaginary part of the dielectric function, ε2(ω),
of the undoped LCO in equilibrium and 250 fs after photo-excitation with F =
0.9 mJ/cm2 (0.0125 photon per Cu), respectively. Experimental ε2(ω) in the
equilibrium and in the excited state are shown by the solid blue and green lines,
respectively. Both datasets are fit with a multi-Lorentz model, with individual
oscillators represented by black dashed lines/ shaded areas. The excited state
can be described by the red-shift (∆ωC T) and broadening (∆γC T) of the CT tran-
sition, and the appearance of a MIR peak centered at 0.64 eV. We also include
the Drude peak (dark red) with the highest spectral weight allowed by the con-
straints provided by the experimental ε(ω). c,d The corresponding spectrally
resolved ∆ε1(ω) and ∆ε2(ω), respectively. Experimental data are shown in by
blue circles connected by dashed blue line, while the solid red lines present the
best fit with Eq.5.2.
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excitation fluence dependence dynamics. Chemical doping studies [135] shows
that with the increasing doping the MIR peak merge into the coherent Drude
peak as the doping level reaches optimal doping. In the first approximation one
could expect similar response in the case of photo-doping. To address the photo-
doping scenario, we vary the excitation over three order of magnitude and follow
the model (see Eq.5.2) to quantitatively analyse the changes in the broadband
complex dielectric function ∆ε(ω).

Figure 5.9 presents the peak (at 0.2 ps) photo-induced changes in ε(ω) for the
data recorded over a range of excitation densities up to F = 9 mJ/cm2 (0.125
ph/Cu). The first surprising observation is, that the photo-induced MIR peak
grows continuously, without noteworthy shift to lower frequencies, as observed
in the case of chemical doping [135]. This is exemplified by a nearly constant
position of the energy where ∆ε1 changes sign, which is pinned at the ωM IR ≈

0.6 eV. Moreover, even for photo-doping of 0.125 ph/Cu, the measured∆ε1 (0.5
eV) > 0. For comparable chemical doping levels ε1(ω) (and not only ∆ε1(ω))
becomes negative below the corresponding renormalized plasma frequency ωp

(0.6-1.0 eV, depending on doping [135]). This observation suggests the ab-
sence - or a negligible contribution - of the photo-doped carriers to the coherent
free carrier response. Nonetheless, photo-excitation could result in a Drude-like
contribution to ε(ω) at frequencies below our experimental range, as suggested
by recent studies [148, 149, 161]. To estimate the upper limit of the spectral
weight of the coherent free carrier response, we added a Drude term to the fit
(see Eq. 5.2) with a frequency independent scattering rate, γDrude, and the spec-
tral weight fDrude as a fit parameters. Using characteristic values for LSCO [135,
162], of γDrude = 60 THz (2000 cm−1), we obtain the upper limits of the Drude
spectral weights as shown in Fig. 5.9 c. The resulting fDrude does not exceed 0.1
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Figure 5.9: Photo-induced changes in the complex dielectric function over large
range of excitation densities. a,b The excitation density dependent ∆ε1(ω) and
∆ε2(ω), given by solid symbols, fit by Eq.5.2. The best fits are represented by
solid lines. Even though we do not access the low frequency part of ∆ε(ω)
directly, the recorded changes pose strong constraints on the spectral weight
(or plasma frequency) of the free carrier (Drude) peak. c Excitation density
dependence of the extracted spectral weights of the photo-induced MIR and
Drude peaks. d The extracted relative changes in the position of the CT peak
(open blue squares) and the CT linewidth (open red triangles). Dotted lines are
guide to the eye.
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eV2, corresponding to the (unscreened) plasma frequency of ≈ 0.3 eV. Compar-
ison with the spectral weight of the photo-induced MIR peak, shown in panel c
of Fig. 5.9c, confirms that the character of the low energy excitations does not
change substantially with increasing excitation density, i.e., the MIR does not
merge with the free carrier Drude peak, even at the highest photo-doping levels.

Our analysis demonstrates that the spectral weight builds up inside the CT
gap, most of which is accumulated in the MIR range. The weak/absent contri-
bution of photo-induced carriers to the coherent transport, the rapid picosecond
relaxation of mid-gap absorption (discussed below) together with the absence
of luminescence in LCO, suggest that the photo-excited charge carriers quickly
formweakly bound e-h pairs, which can be considered as Mott-Hubbard excitons
[163, 164]. With their binding energy of the order of the AFM coupling strength
J ≈ 130 meV, the optical conductivity of such photo-generated e-h pairs was
calculated to have a similar shape to the conductivity spectra of lightly doped
cuprates [165]. In this calculation, a rather sharp peak at the binding energy is
followed by a broad MIR continuum, corresponding to the incoherent motion of
released holons and doublons, plowing through the AFM background [164]. Un-
like in the case of chemical doping, both electron-like and hole-like excitations
can contribute to the MIR absorption. While their corresponding absorptions
may be spectrally separated [164], as suggested by an earlier study [148], no
clear evidence of such is observed here, i.e., the peaks are likely too close to be
resolved.

5.3.4 Optical sum rule analysis

Photo-excited density dependence and their relaxation dynamics lends further
support to the nearly localized nature of the excited carrier. We use the optical
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sum rule analysis to follow the excitation density dependent time evolution of
the carrier density. The general optical sum rule links the total carrier density,
n, with the integral of the real part of the optical conductivity

n=
2mV
πe2

∫ ∞

0

σ1(ω
′
)dω

′ (5.3)

where m is the electron mass and V is the unit cell volume (ucv). To estimate
the number of photo-excited carriers contributing to the coherent and incoherent
transport in LCO, a partial optical sum rule can be used, with the upper frequency
limit in Eq. 5.3 set below the optical transitions across the CT gap [135]. From
our spectral analysis it follows that the shape of the photo-induced σ1(ω) does
not dramatically change with increasing excitation density, i.e., there is no major
shift of the PI MIR peak to lower frequencies, neither does the MIR linewidth
change substantially. Therefore, nPI

e f f (ω, t), the effective density (in the units of
1/Cu atom) of photo-induced charge carriers involved in the optical transitions
up to a photon energy h̄ω at a given time delay t, can be estimated as

npI
e f f (ωc, t) = C[n∗e f f (ωc, t)− n∗e f f (ωc, t < 0)] (5.4)

npI
e f f (ωc, t) =

2mV
πe2

∫ h̄ωc

0.5eV

σ1(ω
′
, t)dω

′ (5.5)

Here ωc is a cut-off frequency and C is a multiplication factor that takes into
the account the contribution to the integral – see Eq.5.3 - from the spectral range
below 0.5 eV. For our case C should be of the order of 2, since roughly half of
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the MIR spectral weight is below 0.5 eV, and the spectral weight of the possible
Drude part is small compared to the MIR spectral weight.

Figure5.10 presents the dependence of n∗e f f (Eq.5.5) on ωc for different time-
delays t. Here the dashed line presents the equilibrium values. The relative
difference between the n∗e f f (following photo-excitation) and n∗e f f of the equilib-
rium (which is effectively negligible) increases up to ≈ 1.5 eV. For higher values
of the cut-off frequency, the relative difference starts to decrease, signifying the
contribution of the red-shift of the CT peak to the signal. Thus, for the following
analysis of the time evolution of the photo-induced in-gap carrier density, we fix
the cut-off frequency at 1.5 eV (choosing a lower value of the cut-off frequency
gives qualitatively the same result). Our analysis reveals, that n∗e f f is strongly
enhanced below the CT gap with increasing fluence, which is a result of transfer
of spectral weight from higher energies to the MIR region.

Now, the photo-induced effective carrier density n∗e f f and their dynamics in
the photon energy range of 0.5 -1.5 eV can be estimated as

npI
e f f (t) = C

2m∗eV

πe2

∫ 1.5eV

0.5eV

[σ1
PI(ω, t)−σ0

1(ω)]dω (5.6)

Here, σ1
PI(ω, t) and σ0

1(ω) are the real parts of the optical conductivity at a
time delay t after excitation and in equilibrium, respectively. V is the unit cell
volume (ucv), m∗e is the electronic band mass, and C is a constant that takes into
account also the contribution of the spectral weight at ω<0.5 eV.

Fig.5.11, depicts nPI
e f f (t) for selected excitation densities (solid lines) (see Eq.

5.6). The recovery of nPI
e f f proceeds on the ps timescale and is found to be non-

exponential even in the low-excitation density limit. The fluence dependence
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Figure 5.10: Effective number of carriers per Cu after UV photo-excitation for
different time-delays and different excitation densities. The equilibrium values
of the integral (Eq.5.5) are shown by the black dashed line.

reveals the speeding up of relaxation at high excitation densities, suggesting
multi-particle recombination processes at high densities.

To understand the fluence dependence relaxation dynamics of the photo-
induced carrier and discuss their possible recombination processes, we proceed
with a simple rate equation analysis, considering linear and bi-molecular relax-
ation terms:

dn
d t
= −αn− βn2 + n0δ(t) (5.7)

Here, α and β are fluence independent constants, and n0 is the density of
photo-generated e-h pairs. The analytical solution of Eq.5.7 is given by:
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solid lines present the experimental data, extracted using Eq.5.6 with C = 1.
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n(t) =
α
β

−1+ (1+
α
β

n0−nth
)eαt

+ nth (5.8)

Here, nth accounts for the signal at large time-delays, which can be attributed
to “thermally” activated e-h pairs as a result of the heating-up of the antifer-
romagnetic background. The results of the global fit of the data with Eq.5.8,
convoluted with the system response function, are shown by the dashed lines
in Figure 5.11. We assume a constant ratio between nth and n0, e.g., if at large
time delays the temperature increase is governed by the total specific heat. With
nth/n0 =0.05 we obtain α = 0.1 ps−1 and β = 90 ps−1 ucv.

While at low intensities the agreement between the fit and the data is only
qualitative (as pointed out above, the dynamics is non-exponential even in the
low-perturbation limit), the model captures the overall trend surprisingly well,
especially given the fact that the excitation density is varied over two orders of
magnitude, and α and β are kept independent on excitation density.

The absence of a pronounced free carrier response and the fact that the spec-
tral shape of the photo-induced MIR absorption remains constant suggests that
photo-excitation (at least in the weak to moderate excitation regime) results in
weakly bound e-h pairs. Since the pump photon energy of ≈ 3 eV exceeds the
≈ 2 eV CT gap, the excess energy of the e-h pair is most likely transferred to
phonons via rapid e-ph relaxation [166]. The resulting bound e-h pairs then
relax on the picosecond timescale via geminate (i.e., with the electron-like and
hole-like carriers being the product of the same primary photo-excitation) re-
combination (Fig. 5.12 b). The relaxation mechanism that is consistent with
the above is the recently proposed recombination via multi-magnon emission
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[167]. The characteristic relaxation rate α = 0.1 ps−1, obtained from the data,
is indeed close to the theoretically estimated value [167] of 0.07 ps−1 for LCO.

Figure 5.12: Schematic of the proposed relaxation processes. a Photo-excitation
with photons of energy larger than the CT gap leads to unbound electrons and
holes. These form bound e-h pairs of the < 100 fs timescale, with the excess
energy rapidly transferred to the lattice [165]. d represents the doubly occupied
site. At moderate excitation densities the relaxation proceeds via recombination
of bound e-h pairs via multi-magnon emission b. At high densities the partial
melting of the AFM background results in reduced binding, and is responsible for
bi-molecular kinetics. It likely reflects the Auger type process c, where a bound
pair recombines by transferring the excess energy to a neighboring unbound
electron (or hole). The latter releases the excess energy to the lattice via rapid
e-ph scattering. Alternatively, bi-molecular relaxation can also be a result of
recombination of unbound pairs d.

Excitation density dependence, see Fig. 5.11, implies the bi-molecular pro-
cesses become relevant at excitation densities of ≈ 0.02 e-h pairs/ucv with the
extracted coefficient for the bi-molecular (non-geminate) recombination of β =
90 ucv/ps. At such excitation densities the magnetic excitations generated dur-
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ing the recombination process suppress the underlying local AFM order. Since
it is the local AFM order that is responsible for binding of e-h pairs, its partial
melting results in a combination of bound and unbound e-h pairs. In this case,
the bi-molecular recombination kinetics can be attributed to either of the two
processes sketched in Fig.5.12 c and d. For long lime-delays nPI

e f f scales roughly
linearly with excitation density, suggesting the increase in temperature on the 10
ps timescale being determined by the lattice specific heat. This suggests that it
is the Auger type of process, sketched in Fig. 5.12 d, that is behind the observed
bi-molecular kinetics.

Further evidence in support of the proposed scenario can be found in the ob-
served excitation density dependence of the photo-induced MIR spectral weight
and the CT gap parameters in Fig. 5.9 c and d. All of these display a change in
slope at excitation density of ≈ 2 mJ/cm2, which equals to 2-3 e-h pairs per 100
unit cells. The corresponding absorbed energy of 40 - 60 meV/unit cell, when
released to the magnetic excitations, is indeed close to the e-h binding energy of
J ≈ 130 meV, consistent with the proposed melting of the AFM background at
high excitation densities being responsible for the observed bimolecular kinetics.

The observed lack of photo-induced metallicity up to highest excitation den-
sities, the robust MIR response and the excitation density dependence of relax-
ation all suggest that importance of the local AFM order in undoped cuprates.
Going beyond ultrafast physics in question, the results suggest the incoherent
motion of doped carriers against the background of AFM spin fluctuations [138,
139] to be the origin of the MIR absorption in weakly doped cuprates.
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5.3.5 Conclusion

In this chapter, we investigated the transient photo-doping phenomena of La2CuO4,
the Mott insulating parent compound of the La-based cuprate high temperature
superconductor. The transient state is studied by tracking the time-evolution of
the broadband complex dielectric function over the spectral range of 0.5 – 2.6 eV
by varying the excitation density over three order of magnitude. The changes in
the complex dielectric function were analysed using a multi Lorentz and Drude-
Lorentz model. The analysis reveal a pronounced renormalization of the CT gap,
accompanied by the light-induced mid-gap absorption, resembling the evolution
of optical properties by chemical doping. However, we demonstrate, that even at
the highest excitation densities, where in the case of comparable chemical dop-
ing a metallic state is realized, photo-generated carriers remain largely bound in
e-h pairs, underscoring the strength of the underlying antiferromagnetic (AFM)
correlations. In addition, using simple rate equation analysis, we study that
the fast and intensity independent relaxation dynamics at low to modest excita-
tion densities which suggest that the localized e-h pairs relax through pair-wise
recombination via multi-magnon emission. Furthermore, at high excitation den-
sities bimolecular relaxation takes over, attributed to the partial melting of the
AFM background.
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Summary

Within the framework of this thesis, time-resolved optical spectroscopic tech-
niques have been developed and implemented to study photo-induced dynamics
in three different correlated materials- KI system YbB12, CDW system BaNi2As2

and the parent compound of La-based high Tc superconductor, the AFM Mott
insulator La2CuO4.

First topic present the transient reflectivity study in KI (see chapter 3). Mea-
surement shows that photo-excited carrier relaxation dynamics is governed by
the presence of low energy indirect gap due to hybridization between the local-
ized magnetic moments and the conduction band electrons. Temperature de-
pendence study further shows the change in the low energy electronic structure
below 20 K which we attribute to the short range antiferromagnetic correlation
between the local magnetic moments. In addition, results imply that the hy-
bridization gap to be present up to the temperature of the order of Eg/kB ≈ 200
K and is extremely robust against electronic structure.
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Furthermore, time-resolved study in CDW system BaNi2As2 - a non magnetic
analogue of Fe-122 (Iron arsenide)- is presented where several oscillatory modes
at low temperature all the way upto ≈ 150 K observed. Comparison of the ob-
servedmodes with phonon dispersion calculations reveals that the dominant and
strongly temperature dependent modes are attributed to the collective modes
of the CDW while the weaker modes matches the q = 0 Raman active modes.
The existence of the CDW order above the structural phase transition and their
smooth evolution indicate charge-order driven nematicity in BaNi2As2 and may
indeed trigger structural phase transition. Moreover, the excitation density de-
pendence study shows no ultrafast collapse of the CDW up to excitation densi-
ties over an order of magnitude higher than in prototype Peierls systems [97,
98, 102], suggesting an unconventional microscopic mechanism.

Finally, in chapter 5, we presented the photo-doping phenomena in undoped
parent compound La2CuO4 using ultrafast broadband spectroscopic technique.
Earlier chemical doping studies strongly suggest the emergence of low energy
electronic states in the MIR region which then eventually merge to the free car-
rier Drude response [135]. By exciting the compound with photon energies of 3
eV, above the charge transfer gap (2 eV), we studied the changes in the spectral
range of 0.5 -2.6 eV. Results show the emergence of mid-gap absorption fea-
ture at 0.6 eV similar to chemical doping [135]. An evaluation of the data with
multi-Lorentz and Drude-Lorentz model strongly suggest that increasing excita-
tion density, the MIR peak does not merge with the free carrier peak, even at the
highest photo-doping levels. Furthermore, by studying the carrier relaxation dy-
namics over large range of excitation densities (over three order of magnitude),
the photo-generated carriers remain largely bound in electron-hole pairs and re-
laxation proceeds through pair wise recombination, underscoring the robustness
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of the underlying electron correlation.

It follows that femtosecond pump-probe spectroscopy proves to be a powerful
tool to investigate fundamental processes out of equilibrium. By examining the
photo-induced changes and the relaxation processes on a fs to ps timescale, vari-
ous emergent phenomena can be studied such as the collective amplitude modes
in CDW system. Moreover, by varying the external parameters such as the tem-
perature, doping/ pressure and studying the non-equilibrium dynamics one can
study the underlying mechanisms of these phenomena. The work presented in
this thesis are few examples. The application of ultrafast spectroscopy is rapidly
growing and is being incorporated in various linear spectroscopic techniques
(with additional temporal information) and will remain an important aspect for
future research in correlated systems.
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Phonon dispersion calculation

Phonon dispersion calculations are performed by Rolf Heid1 as a part of collabora-
tive work. Lattice dynamics properties for the high-temperature tetragonal struc-
ture were calculated using the linear response or density-functional perturbation
theory (DFPT) implemented in the mixed-basis pseudo-potential method [168–
170]. The electron-ion interaction is described by norm-conserving pseudo-
potentials, whichwere constructed following the descriptions of Hamann, Schlüter,
Chiang [171] for Ba and Vanderbilt [172] for Ni and As, respectively. Semi-core
states Ba-5p, Ni-3s, Ni-3p were included in the valence space.

In the mixed-basis approach, valence states are expanded in a combination of
plane waves and local functions at atomic sites, which allows an efficient descrip-
tion of more localized components of the valence states. Here, plane waves with
a cut-off for the kinetic energy of 22 Ry and local functions of p,d type for Ba and
s, p, d type for Ni, respectively, were employed. Brillouin-zone integration was

1Institute of Quantum Materials and Technologies, Karlsruhe Institute of Technology
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performed by sampling a tetragonal 16×16×8 k-point mesh in conjunction with
a Gaussian broadening of 50 meV. The exchange-correlation functional was rep-
resented by the general-gradient approximation in the Perdew-Burke-Ernzerhof
form [173].

Phonon dispersions along the [100] and [101] directions of the tetragonal
structure, shown in Figure 4.10, were obtained by Fourier-interpolation of dy-
namical matrices calculated by DFPT on a tetragonal 8× 8× 2 mesh. A denser
16 x 1 x 1 mesh was used to better resolve the position of the instability in
the [100] direction. Structural parameters were taken from room-temperature
measurements after [93].

We find similar phonon branches as in a previous work [174], with one no-
table exception: there occurs an instability in an optical branch near the critical
wavevector of the I-CDW of (0.28,0,0), which was missed in the previous study.
This instability only shows up, when a sufficiently dense mesh for the calculation
of the dynamical matrices is used, and is easily overlooked otherwise.
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Reflection-Transmission (RT-)

Method

Using the Fresnel-equations [152, 153], for a thin film on a thick substrate,
the complex refractive index of the sample was calculated over 0.5 eV – 2.5
eV spectral range. Considering the coherent light propagating through the thin
film, a system of equations describing the reflection and transmission through
the two-layer system (Rtheo and Ttheo) was derived, inverted and numerically
solved for n and k by inserting the measured equilibrium Rex p and Tex p for the
sample and bare substrate:




Rtheo(n, k)− Rex p

Ttheo(n, k)− Tex p



!=





0

0





This so-called RT-method is frequently used to characterize and numerically
evaluate the optical constants of thin film samples [175, 176]. This variational
approach was used also for extracting the time evolution of the complex di-
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electric function (ε) when evaluating the nonequilibrium data. Here, for a se-
lected photon energy, using the measured dielectric function of the substrate,
the known film thickness, the result (measured R+∆R and T +∆T at a given
time delay) is simulated by varying n and k (or ε1 and ε2) of the film, starting
from their equilibrium values (R and T). The method is then performed for each
time delay.



Author contributions

Here, detailed contributions of the author for each chapter are listed and high-
lighted.

Time-resolved study in Kondo Insulator YbB12 (Chapter 3):

• YbB12 single crystal is grown by F. Iga, T. Takabatake and H. Okamura;

• Own contribution: Conceiving, Planning, designing and testing of the time-
resolved pump-probe setup in reflection geometry for ultrafast study of
Kondo Insulator YbB12, under the supervision of Prof. J. Demsar. Per-
forming temperature and fluence dependent study and extraction of the
experimental data. In-depth analysis of the reflectivity data using Phe-
nomenological Rothwarf and Taylor model. Preparation of the manuscript
[30] together with Prof. J. Demsar with contributions from all coauthors.

Time-resolved study in an unconventional CDW system BaNi2As2 (Chap-

ter 4):
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• Amir A. Haghighirad grew the single crystal samples and performed EDX
measurement;

• R. Heid performed phonon dispersion calculations;

• Y. Yao performed Raman studies under supervision of Prof. M. Le Tacon;

• Own contribution: Planning, designing and testing of the time-resolved
pump-probe setup for ultrafast study of BaNi2As2 under the supervision of
Prof. J. Demsar. Performing ultrafast optical spectroscopy measurements
together with V. Grigorev, T. Dong and A. Mejas. Analysis of the experi-
mental data together with V. Grigorev and Prof. J. Demsar. Preparation of
the manuscript [72] together with V. Grigorev and Prof. J. Demsar with
contribution from all authors.
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• G. Logvenov and I. Bozovic grew the La2CuO4 thin film samples;

• M. Beyer and M. Obergfell performed the ultrafast broadband measure-
ment under the supervision of Prof. J. Demsar;

• Z. Lenarcic and P. Prelovsek provided the theoretical support;

• Own contribution: Extensive analysis of the experimetal data obtained
from optical broadband setup (utilizing optical-parametric-amplifier) un-
der the supervision of Prof. J. Demsar. Preparation of the manuscript (in
preparation) together with Prof. J. Demsar with contribution from all coau-
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