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An extensively studied organic molecule 
that has become a paradigmatic choice as 
an adsorbate for deposition experiments is 
the fullerene C60, which has been shown 
to produce a vast assortment of resulting 
cluster morphologies on metallic[10–15] and 
insulating[16–34] substrates. However, even 
for the self-assembly of such a well-studied 
molecule, reliable structure predictions 
and design principles are mostly lacking. 
Computer simulations can be used to fill 
this gap and to explore the parameter space 
efficiently. While first principle and atom-
istic simulations can account for molecular 
details, they are prohibitively expensive to 
access the length and time scales needed 
to determine cluster morphologies. On 
large lengths, continuum approaches[35] 
including phase-field modeling[36] require 
the input of effective parameters (mobili-
ties, interfacial tensions, etc.). An inter-
mediate particle-resolved technique is the 

kinetic Monte Carlo (KMC) method, which has been shown to be 
able to achieve the necessary length and time scales to simulate 
the cluster growth of several deposition experiments.[37–43] KMC 
stochastically advances a number of molecules moving between 
discrete lattice sites through elementary transitions that depend 
on the interactions with neighboring molecules.

A major issue one faces with KMC simulations is the mod-
eling of the elementary transition rates of the system, which can 
involve a large amount of free parameters. Typically one reduces 
that amount by assuming an Arrhenius law for the transition 
rates and by applying some constraints (like bond counting 
approaches) on the remaining energy barrier and attempt rate 
parameters. Pure top-down modeling can easily lead to models 
that are oversimplified, contain invalid assumptions, or can lead 
to model parameters that lose their intended physical interpre-
tation. Experimental data is used to tune the remaining param-
eters of such rate models and one can make use of machine 
learning techniques[44,45] to optimize the parameter tuning. How-
ever, experimental data alone is often insufficient to determine 
the transition rates of all relevant elementary processes (free dif-
fusion, edge diffusion, ascension, descension, dissociation, etc.).

A bottom-up approach to help with the determination of KMC 
rate models is the use of molecular dynamics (MD) simulations. 
By assuming interaction potentials for the adsorbate and substrate 
interactions, one can set up systems in which one can directly 
measure the transition rates of interest.[37] In refs. [46,47] we have 
recently developed such an approach and gathered an extensive 
amount of data from MD simulations to inform KMC rate models 

The epitaxial growth of metallic thin films has been studied intensively, leading 
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mentally observed cluster densities and sizes, the cluster morphologies are 
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1. Introduction

The self-assembly of organic thin films on metallic[1,2] and dielec-
tric surfaces[3] has received considerable attention driven by the 
prospect of applications in fields like organic electronics[4] and 
photovoltaics.[5] A wide variety of complex nanostructures can be 
produced via epitaxy—the controlled deposition of particles on 
surfaces—depending on the choice of adsorbate/substrate mate-
rials and their interaction with each other, as well as experimental 
parameters like particle flux and substrate temperature.[6–9]

© 2022 The Authors. Advanced Materials Interfaces published by  
Wiley-VCH GmbH. This is an open access article under the terms of the 
 Creative Commons Attribution-NonCommercial License, which permits 
use, distribution and reproduction in any medium, provided the original 
work is properly cited and is not used for commercial purposes.
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for the epitaxial growth of C60 on CaF2(111). These papers have 
resulted in a parameter-free rate model for C60 on C60(111) diffu-
sive processes (processes in the second layer and higher), as well 
as two distinct rate models for C60 on CaF2(111) diffusion with one 
free parameter each (for processes in the first layer). Here, we test 
these rate models against experimental observations.

2. Modeling

To model the epitaxial growth of C60 on CaF2(111) we imple-
mented a rejection-free KMC simulation. The atomistic trian-
gular surface lattice of the CaF2(111) substrate ( 386CaF (111)2a ≈  pm) 
is coarse-grained into a hexagonal honeycomb lattice with a lat-
tice constant of a  = 1  nm (Figure 1a), enabling the use of the 
same lattice structure in all layers of the simulation as it repli-
cates the surface lattice of C60(111).

Deposition of particles onto the substrate with area A is imple-
mented via an effective constant particle flux F, which enters 
the KMC algorithm through an area-dependent transition rate 
kDep = FA that places particles on random lattice sites with uni-
form probability. Desorption of particles is neglected. We assume 
the substrate to be perfectly clean and flat, neglecting all kinds 
of possible impurities of the surface (vacancies, step edges, and 
adsorbed residual gas particles). Transition rates for all kinds of 
surface diffusion processes are calculated from attempt rates  
ν0,i(n) and energy barriers ΔEi(n) via the Arrhenius law[48]

k n T n ei i
E n k Ti( , ) ( )0,

( )/ Bν= − ∆  (1)

with Boltzmann constant kB, substrate temperature T, transi-
tion type i  ∈ {FD/Diss/ED/Asc/Desc/...} (cf. Figure  1b), and 
number of initial lateral neighbors n. Lateral neighbors con-
tribute a bond energy EB to the energy barrier of a transition if 
their bond has to be broken during the transition of a particle. 
The dependence of the energy barriers ΔEi(n) on n can there-
fore be described by the bond counting approach

( ) ( ),0 BE n E n n Ei i i∆ = ∆ + −  (2)

where ΔEi, 0 is a base energy barrier for transitions of type i and 
ni  is the number of bonds that can be sustained throughout 
transitions of type i (e.g., 0Dissn = , 1EDn = , 2Ascn = ). The param-
eters ΔEi, 0 and ν0, i = ν0 for the second and higher layers (C60 
on C60(111) diffusion), as well as the effective bond energy 

EB  = 235  meV (for all layers), are based on MD simulations 
of coarse-grained C60 molecules interacting via the Girifalco 
potential[49,50] and taken from the “Simple” model described 
in ref.  [46]. For the diffusive transitions in the first layer, we 
have previously conducted MD simulations of C60 on CaF2(111) 
with an atomistic (rigid-body) and a coarse-grained (Girifalco-
like) representation of the C60 molecule and have derived rate 
models for the transition rates of both models with a single 
free parameter (εF) which determines the interaction strength 
between the C60 molecule and the fluoride ions of the CaF2(111) 
surface.[47] Hence, the base energy barriers ΔEi,0(εF) and 
attempt rates ν0,i(εF) for the processes in the first layer have 
an additional dependence on the free model parameter εF. To 
achieve an adsorbate-substrate interaction that is somewhat 
weaker than the adsorbate–adsorbate interaction (such that 
the observed two-layered cluster morphologies can evolve), we 
expect the interaction parameter to fall into the range εF ∈ [35, 
55] meV to reproduce the experiments. In the following, we 
scrutinize the atomistic and coarse-grained model of ref. [47].

Our implementation also supports transitions to and from 
“overhang”-sites (i.e., sites that are not fully supported by three 
particles in the layer below denoted as “OH” in Figure 1b), for 
which we have not gathered MD simulation data. Based on 
transition state theory and the involved interaction potentials, 
there is no evidence that the transition pathways via overhang 
sites are significantly suppressed. Therefore, we include them 
at least approximately and assign them as follows: The over-
hang sites can be reached through ascension or descension with 
transition rates equal to the ascension and descension rates 
that we have measured in MD simulation with normal target 
sites. Once a particle is on an overhang site, the transition rates 
of outgoing transitions are chosen based on our transition rate 
measurements of C60 on C60(111) with ascension/descension 
transitions that are modeled as a free diffusion process (with 
bond-counting as in Equation  (2) and 2Asc/Desc,OHn = ) and with 
edge-diffusion transitions that are modeled as the A step edge 
diffusion transitions on a fully covered C60(111) surface.

3. Results

3.1. Cluster Densities

For free surface diffusion, a strong discrepancy between the 
parameters obtained from MD simulations (diffusion barriers 

Figure 1. Details of the KMC implementation. a) Coarse-graining of the triangular CaF2(111) surface lattice (left) to a hexagonal honeycomb lattice 
identical to the C60(111) surface lattice (right). The overlayed red lattice illustrates the overlap with the triangular lattice of a compact C60 cluster.  
b) Visualization of the implemented transition types. In addition to deposition (Dep) and free diffusion (FD), various diffusion transitions of particles 
in a cluster are realized: dissociation (Diss), ascension (Asc), descension (Desc), edge diffusion (ED). Also implemented are transitions to and from 
overhang sites (OH)—sites that are not fully supported by three particles in the layer below.
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ΔEFD in the range 20 − 90 meV) and from experimental cluster  
density measurements (estimated diffusion barrier of  
ΔEFD, Exp  ≈ 214(16)  meV[22]) is observed.[47] Our first test is to 
check if the rate models derived from the MD simulations carry 
this discrepancy over into cluster densities that we can measure 
in KMC simulations. The experimental cluster densities were 
obtained in deposition experiments after a 4 min deposi-
tion phase with a particle flux of F  ≈ 0.026  ML  min−1 (mon-
olayers per minute).[22] Data for temperatures T  = 297  K and 
T = 319 K is based on AFM images published in ref. [38], which 
were captured with the same experimental setup after a 2 min 
deposition phase.

On the simulation side, we run KMC simulations with 
a flux of F  = 0.026  ML  min−1 at temperatures T  ∈ {96, 120, 
137, 144, 160, 190, 217}  K with a 4 min deposition phase and 
at temperatures T ∈ {240, 260, 280, 297, 319} K with a 2 min 
deposition phase, and measure the resulting cluster densities 
(as an ensemble average calculated from 20 runs per tempera-
ture). For this set of simulations, we use system sizes of up to  
L  = 2000 corresponding to an area of A  =  ΩL2  = 3.464  µm2, 
where Ω  = 0.866  nm2 is the area of a surface lattice unit cell 
corresponding to the area covered by a single C60 molecule. We 
measure the cluster density per adsorption site

N
N

A

N

L
C C

2Ω = Ω =  (3)

where NC is the number of clusters that have formed in the 
simulation box shortly after the deposition phase. There is a 
smallest measurable cluster density (if only single clusters are 
formed in the whole simulation box) that is marked as the light 
gray line in Figure 2.

An Arrhenius plot of simulation results in comparison with 
the experimental data is shown in Figure  2. We see that the 
original diffusion rates of the atomistic and coarse-grained rate 
models generate much lower cluster densities (orange squares 
and yellow diamonds in Figure 2) than the experiment in the 
whole temperature range even using a high value for the adpar-
ticle-substrate interaction parameter of εF = 55 meV. This devia-
tion was expected and, as already discussed in ref. [47], we pro-
pose that it can be explained by the presence of impurities on 
the experimental CaF2(111) surfaces (so-called “impurity-trap-
ping”[51]), for example, water particles adsorbed during prepara-
tion and deposition from the imperfect vacuum, which can act 
as nucleation sites for the deposited C60 molecules.

To test if the other transitions of the rate models (besides the 
free diffusion rate) produce results compatible with the experi-
ment, we adjust the free diffusion process to closely repro-
duce the experimental cluster densities. Testing out constant 
values for the diffusion barrier ΔEFD and attempt rate ν0,FD, we 
are not able to find a pair of parameters that reproduces the 
experiment well in the full temperature range. Two examples 
are given in Figure  2, with one coming very close to repro-
ducing the low to mid temperature range (light green trian-
gles) while the other one yields better results for the high tem-
perature range (dark green triangles). Overall, we find that the 
low temperature regime is better described by larger diffusion 
barriers, approaching values of up to ΔEFD  = 250  meV (with 
attempt rates of up to 10 × 1017 Hz), while the high temperature 

regime is better reproduced using low energy barriers (as low 
as ΔEFD = 100 meV with attempt rates as low as 10 × 1011 Hz). 
Therefore, to capture the experimental cluster densities over 
the whole temperature range, we model the diffusion barrier 
and the order of magnitude of the attempt rates with a linear 
dependence on the inverse temperature,

E
T

eV
T

1 0.061 19.61 eVK 1
FD∆







 = + ×  (4)

T T
Hzν 



 = + ×





1
exp 19.26 1981 K

1
0,FD  (5)

Figure 2 shows that these variable diffusion parameters (open 
purple circles) fit the experimental data very well. Such a tem-
perature dependence of the effective free diffusion parameters 
agrees with our proposition of adsorbed impurities on the 
experimental surface, as such an effect will also vary with the 
substrate temperature. One can expect that lower tempera-
tures lead to a higher tendency to adsorb impurities, leading 
to the observed steeper increase of cluster densities toward 
lower temperatures.

An interesting observation of the experimental cluster densi-
ties is the large slope of the Arrhenius data at high temperatures 
above T ≈ 200 K (cf. Figure 2). While one might suspect that this 
is caused by a crossover in diffusive behavior (as it was observed 
in the MD simulations of refs.  [47, 52]), this feature is present 
in our simulation results independent of the used free diffusion 
model and is therefore not generated by a sudden increase of 
the free diffusion rate. Rather, it can be explained as a result of 

Figure 2. Arrhenius plot of the cluster densities (per adsorption site) 
from experimental measurements (red circles, data from refs.  [22, 38]) 
in comparison with measurements from KMC simulations using various 
models for the free diffusion parameters as described in the main text. 
The gray horizontal line denotes the minimal obtainable cluster density 
on the simulated surface area of A = ΩL2 = 3.464 µm2. Data points that 
come close to this boundary line are omitted from the plot. Each simula-
tion data point is calculated from a sample size of ns = 20 simulations.
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hindered nucleation due to the decreasing stability of small clus-
ters at higher temperatures. In nucleation theory,[51] the effect of 
cluster stability on the cluster density (per adsorption site),

2 2
/( 2)

*

*

*
*

BN
F

D
e

i

i
E i k TiηΩ ≈ Ω





+
+  (6)

is taken into account via the critical cluster size i* and the crit-
ical cluster energy *Ei . Here, the diffusion coefficient

1
4

2
0,FD

/FD BD l e E k Tν= − ∆  (7)

is determined by the free diffusion parameters (ΔEFD and ν0, FD)  
and the jump length l. The predictions of Equations  (6) and 
(7) match the results of our KMC simulations in the low tem-
perature regime very well for parameters η ≃ 0.13, i* ≃ 1.0 
and 0*Ei   meV (green dashed line in Figure 3a). This set of 
parameters is in line with the expectation that monomers are 
critical clusters (i* = 1) at low temperatures, where dimers can 
already be considered as stable. When looking at temperatures 
above 200 K, the experimental and simulated densities start to 
strongly deviate from this prediction, hinting at an increase of 
the critical cluster size. To capture this behavior we introduce a 
simple linear dependence of the parameters i* and *Ei  (plotted 
in Figures 3b,c) via

=
<

+ −
−

≥






( )

1

1
( )
( )

*

1

1

2 1
1

i T
T T

T T

T T
T T  (8)

( ) [ ( ) 1]*
B*E T i T Ei = −  (9)

with temperatures T1 ≃ 205  K (where the deviation from i*  ≈ 
1.0 starts), T2 ≃ 285  K (where i*  ≈ 2.0), and the bond energy 

EB  = 235  meV (chosen as discussed in Section  2). The model 
prediction of Equations  (6) and (7) in combination with the 
parameters of Equations  (8) and (9) is plotted as the solid 
line in Figure  3a, now showing excellent agreement with the 
simulation results.

In passing, we note that combining Equations  (4),(5), and 
(7) into the diffusive time τ = l2/4D leads to a super-Arrhenius 
behavior

ln( / )
1 1

for0
2

0

2

0J
T T

T Tτ τ = −





<  (10)

also found for the structural relaxation time of glass-forming 
liquids.[53,54] The parameters of Equation  (10) for our effec-
tive free diffusion model are J  ≈ 477  K, T0  ≈ 357.5  K, and  
log (τ0) ≈ −21.04.

3.2. Second Layer Occupation

The deposition experiments in ref.  [38] have shown that C60 
epitaxy on CaF2(111) undergoes a transition from mostly one-
layered growth to two-layered growth of triangular cluster mor-
phologies at T = 319 K with interesting complex morphologies 
in the transition regime. Since the coverage of the second layer 
during growth is mainly governed by the ascension rate, which 
is strongly affected by our model parameter εF, we use this 
observation to tune the value of the remaining free parameter 
εF. We again employ a molecular flux of F = 5 × 10−4 s−1 nm−2 ≈ 
0.026 ML min−1 applied during a two minute deposition phase 
employing periodic simulation boxes with area A = 3.464 µ m2  
(L  = 2000) and substrate temperatures T  ∈ [270, 325]  K. Sim-
ulations are run for both the atomistic and coarse-grained 
rate model and the model parameter εF is varied in the range 
εF  ∈ [40, 50]  meV. We measure the second layer occupation 
Λ2  = N2/N1 immediately after the deposition phase, where Ni 
denotes the number of particles in the ith layer. To reproduce 

Figure 3. a) Cluster densities (per adsorption site) comparing experiment (red symbols) with KMC simulations (green symbols, using Equations (4) 
and (5)) and nucleation theory (solid and dashed line from Equation (6) with fixed prefactor η ≈ 0.13). b) Model parameters i* and c)  *Ei  as function 
of temperature T. The green dashed line uses a constant value of i* ≈ 1 and the light green line uses a linear increase of i* above a temperature T1 ≈ 
205 K (cf. Equation (8).
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the experiments, we seek values of εF at which simultaneously 
full coverage of the second layer (Λ2  ≈ 1) for temperatures 
T ≥ 320 K and a low coverage Λ2 ≈ 0.2 at T = 295 K is reached. 
The resulting second layer occupations are plotted as a function 
of temperature in Figure  4 for three εF values. We observe a 
high sensitivity of Λ2 to the parameter εF in both models. In the 
atomistic model, the experimental observations are best repro-
duced at εF = 42.0(5) meV and in the coarse-grained model at 
εF = 45.5(5) meV.

With these parameters, we calculate the base ascension bar-
riers and attempt rates (following ref.  [47]). The corresponding 
ascension barriers, attempt rates, and resulting ascension 
rates (for T  = 295  K and T  = 320  K) are listed in Table  1. We 
conclude that the εF values of both our models lead to practi-
cally the same energy barriers and attempt rates (at n  = 2) of  
approximately ΔEAsc(n  = 2) ≈ 500  meV and ν0, Asc(n  = 2) ≈  
1.5 THz. Comparing to the model of ref. [38], we find that their 
(assumed) attempt rate of ν12 = 1.00 THz is quiet close to our 
results. However, in combination with a significantly lower 
energy barrier of ΔE12 = 420 meV, their model results in much 
higher ascension rates at the temperatures of interest. This dis-
crepancy might be rooted in the modeling of the free diffusion 
process. While we tuned the free diffusion model to reproduce 
the experimental cluster densities (Section 3.1), in ref.  [38] the 
free diffusion was modeled using the parameter estimates of 
ref.  [22], which lead to unreasonably high cluster densities in 
the KMC simulation in comparison to the experiment (roughly, 

we estimate from the provided images that the cluster densities 
are off by one order of magnitude). Consequently, the resulting 
smaller cluster sizes were compensated through higher 
ascension rates.

3.3. Cluster Morphologies

With the free diffusion process adjusted and the free parame-
ters fixed, the two models are now ready to be tested against the 
experimentally observed cluster morphologies. For the simula-
tion snapshots, we again reproduce the experimental protocol 
with a molecular flux of F  ≈ 0.026  ML  min−1 applied over a 
deposition phase of 4 min at the lower temperatures T ∈ {120, 
133, 160, 217} K and 2 min at temperatures T ∈ {297, 320} K. 
For the lower temperatures, the system size was kept the same 
as in the previous sections (A = 3.464 µm2), while for the tem-
perature T ≥ 217 K we increased the size to L = 3000 (A = ΩL2 = 
7.79  µm2) to accommodate the growth of multiple clusters in 
every simulation run.

In Figure 5a, we present a side-by-side comparison of AFM 
images (the experimental images were processed to homog-
enize contrast and colors and to remove background noise 
from the substrate) and simulation snapshots. Looking at the 
coarse-grained model first, we find that its predicted mor-
phologies divert from the experiments in the full tempera-
ture range, producing exaggerated triangular star shapes at 
low temperatures and triangular (instead of hexagonal) base 
clusters at the higher temperatures. This mismatch can be 
explained by the large difference between A and B step edge 
diffusion that was measured in the coarse-grained MD sim-
ulations. In contrast, the rate model derived from the atom-
istic MD simulations (which only showed a slight difference 
between A and B step edge diffusion), produces results that 
are remarkably close to the experimental observations at all 
temperatures, transitioning from slightly star shaped clusters 
at low temperatures to hexagonal one-layered clusters in the 
mid-temperature range and finally to the growth of triangular 
two-layered clusters at high temperatures. Also, we observe 
more complex morphologies in the transition regime (at T = 
297  K) with partially covered second layers that grow on top 

Figure 4. Second layer occupation Λ2 after the deposition phase plotted against temperature for a) the atomistic and b) coarse-grained rate model. 
The shown εF values (within ≈5% of the optimal values) shows nicely how strongly the transition temperature is affected by the choice of εF. Data 
points are calculated from sample sizes of ns = 4 simulations except for the optimal εF parameters in the transition regime, which have been sampled 
from ns = 11 simulations.

Table 1. Optimal values of εF for the atomistic and CG rate model and 
corresponding energy barriers, attempt rates, and the resulting ascen-
sion rates for the case of two initial neighbors (n = 2) at the temperatures 
of interest. The parameters used by Körner et al.[38] in KMC simulations 
investigating the same system are also listed for comparison.

Model Atomistic CG Ref. [38]

εF [meV] 42.0(5) 45.5(5) –

ΔEAsc, 0 [meV] 499(10) 502(9) ΔE12 = 420

ν0, Asc [THz] 1.61(7) 1.43(5) ν12 = 1.00

kAsc(295 K) [kHz] 4.81 3.79 66.79

kAsc(320 K) [kHz] 22.28 17.75 242.82

Adv. Mater. Interfaces 2022, 9, 2201510
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of hexagonal base clusters into branched structures and outer 
layer rims.

Close-up snapshots of selected clusters are shown in 
Figure  5b to present a clearer view on the cluster morpholo-

gies. Now some minor differences can be spotted between the 
results of the atomistic model and the experiments. While in 
the experiments the morphologies at room temperature T  = 
297  K seem to mostly maintain the hexagonal shape of the  

Figure 5. a)  Comparison of cluster morphologies observed in experiment (left) to KMC simulation results employing the atomistic (center) and 
coarse-grained (right) rate model. Molecules in the first layer appear as dark green and in the second layer bright green. The experimental images have 
been enhanced (adjusted contrast, color range, and removed noise from the substrate surface). The measurement at T = 133 K was obtained using 
the Omicron VT-AFM-XA with the temperature estimated by matching the cluster density (Figure 3a). All other experimental measurements were 
obtained with the RHK 750. b) Close-ups of example clusters obtained from KMC simulations using the atomistic model for various temperatures. 
For T = 297 K multiple clusters are shown and one can see how the position of the second layer nuclei determines the exact shape of the final cluster 
morphology. At T = 320 K the simulations of both models produce a fraction of clusters with an occupation of the third layer (yellow), which is not 
observed in experiments.
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base cluster, the clusters in the simulation turn into more 
random rounded shapes. Moreover, both rate models lead to a 
premature formation of third-layer nuclei at T = 320 K, which 
was not observed at these low coverages in the experiments. 
Both of these differences might be due to our ad hoc modeling 
of the transition rates that involve overhang sites (Section  2), 
which is not based on direct measurements of those transitions 
in MD simulations. It is possible that these rates overestimate 
the frequency of transition paths from the first to the third layer 
and underestimate the frequency of transition paths from the 
first to the second layer when other molecules at clusters edge 
are involved.

To elucidate the complex morphologies at room tempera-
ture with populated second-layer rims (cf. Figure  5b), a pre-
vious study[38] put forward the idea of facilitated dewetting, in 
which molecules in the second layer facilitate ascension. This 
mechanism was implemented into the rate model by using a 
different bond counting approach that not only considered the 
initial number of neighbors for the determination of energy 
barriers (as in Equation (2)), but also the final number of neigh-
bors. This leads to significantly reduced ascension barriers if 
the target sites have lateral neighbors, simulating a kind of 
“pulling” force exerted by particles of the second layer onto the 
first layer particles. However, the strength of this effect, as it 
was implemented in ref. [38], is at odds with our understanding 
of the relatively short C60–C60 interaction range.[55] In contrast, 
here we have pursued a systematic route based on MD simu-
lations without accounting for particular effects such as facil-
itated dewetting (at the cost of a more complex model and a 
more involved model parameter derivation process). Still, we 
obtain cluster morphologies that are in excellent agreement 
with the experiments.

4. Conclusion

In this paper, we have compared two rate models for KMC 
simulations of the epitaxial growth of C60 on CaF2(111) with 
experimental morphologies. Both models are based on MD 
simulations of elementary transitions[46,47] and differ in their 
representation of the C60 molecules: either atomistic through 
sixty atoms in a rigid geometry, or represented as an effec-
tive bead interacting through the Girifalco potential.[49,50] 
The previously observed discrepancy between the free diffu-
sion barriers of the two models with the estimated diffusion 
barrier from experiment[22] was carried over into the KMC 
simulation results with cluster densities that are much lower 
than in experiment. As we had measured the free diffusion 
rates on a clean CaF2(111) substrate in the MD simulations—
which is not something you can expect in an experiment even 
in ultra-high vacuum conditions—we had to adjust the free 
diffusion parameters to reproduce the experimental cluster 
densities. The diffusion barriers of the effective model range 
from ≈260 meV at the lower end of the temperature range to 
≈120  meV at the highest temperatures, and we propose that 
this observed “super-Arrhenius” behavior is caused by impu-
rities (e.g., water molecules) that have been adsorbed during 
preparation of the substrate and acted as traps for the depos-
ited C60 molecules.

We have then tuned the remaining free model parameter εF 
for both models by looking at the second-layer occupation in the 
temperature range where the experiments showed a transition 
from one-layered to two-layered growth. We have found them to 
fit the experimental observation (of fully two-layered growth at 
T ≥ 320 K) at a value of εF = 42.0(5) meV for the atomistic and 
a value of εF = 45.5(5) meV for the coarse-grained rate model. 
With those parameters, both models have ascension barriers 
of around ΔEAsc, 0 ≈ 500 meV, which is in line with the expec-
tation of an interaction between the C60 molecules with the 
CaF2(111) surface that is somewhat weaker than the interaction 
of C60 molecules with each other (we have previously measured 
an ascension barrier of around 900 meV for C60on C60(111)[46]), 
which causes the evolution of interesting two-layered morphol-
ogies that have been observed close to room temperature. We 
have then performed simulations in the full temperature range 
of the experiments[22,38] to compare cluster morphologies and 
the transitions between different growth modes to the experi-
mental observations. The atomistic model shows a remarkable 
agreement with the experiments in the full temperature range 
without further adjustments while the coarse-grained model fell 
short in reproducing the experimental morphologies. An inter-
esting future test for the accuracy of our simulation models 
will be the exploration of previously unobserved cluster mor-
phologies via time-dependent protocols, for example, through 
varying particle flux or substrate temperature.

5. Experimental Section
Experiments using an atomic force microscope (AFM) were performed 
in two different ultra-high vacuum (UHV) systems: an RHK 750 
variable temperature AFM (RHK Technology, Troy, Michigan, USA) 
and an Omicron VT-AFM-XA (Scienta Omicron GmbH, Taunusstein, 
Germany). Both systems are capable of recording AFM images in 
frequency modulation mode at variable sample temperatures. All 
sample preparation and AFM imaging were performed under UHV 
conditions with a base pressure typically better than 10−10 mbar. 
Fluorite (CaF2) single crystals (Korth Kristalle, Altenholz, Germany) 
were cleaved in situ by cutting with a scalpel at room temperature 
to obtain a freshly cleaved (111) surface. The cleaved crystals were 
degassed at temperatures between 400 and 435 K for 1.5 h prior to and 
after cutting.

Molecule deposition was performed by sublimation of C60 (purity of 
99.95%, MER Corporation, Tuscon, Arizona; and 98%, Sigma Aldrich 
GmbH, Taufkirchen, Germany) from a home-built Knudsen cell. The 
parameters required for a given flux F were determined after each 
re-fill of the cell. To obtain a flux of F  ≈ 0.026  ML  min−1 (monolayers 
per minute), the cell crucible was held at a temperature of about 560 K. 
During molecule deposition, the sample was stored in a manipulator 
that allows for cooling the sample with liquid nitrogen. Adjusting the 
nitrogen flow allowed for controlling the temperature of the cooling 
stage. The temperature was measured with a type K thermocouple 
positioned at the sample holder base. Thus, a temperature difference 
with respect to the sample surface was expected. For the RHK 750 the 
temperature was calibrated by a type K thermocouple glued directly onto 
the crystal surface, with an error estimated to be ±5 K.[22] For all other 
measurements, the temperature was determined indirectly through 
measuring island densities.

After molecule deposition, the sample was transferred into the 
AFM using a pre-cooled wobble stick. During the transfer, however, the 
sample was not cooled. Even though the transfer time was kept to a 
minimum, a slight rise in the temperature during transfer could not 
be excluded. In the AFM, the temperature was quenched to T ≤ 120 K 
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by cooling with a liquid nitrogen (helium) flow cryostat and counter-
heating using a pyrolytic boron nitride heater and a Lakeshore 331 
temperature controller.

Statistical Analysis: The measurements of cluster densities in 
the simulation snapshots were obtained by counting the clusters 
in the simulation box with the MorphologicalComponents/
ComponentMeasurements methods of Mathematica. The presented 
cluster densities were calculated as the mean values of sets of 
measurements and the corresponding error bars were the standard 
errors ( / nsσ ). The sample size for each cluster density data point was 
ns = 20 simulations. The presented second layer occupations (Λ2) were 
calculated in a similar fashion (mean/standard error) with sample sizes 
of ns = 4 − 11 simulations depending on the data point.
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