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Summary 

Exposure to DNA damaging agents and failure of safeguarding genome integrity mechanisms could lead 

to accumulation of DNA Double strands breaks (DSBs) that increase the risk of forming chromosome 

translocations. Chromosome translocations are low in frequency gene fusions, which could provoke 

deregulation of gene expression of oncogenes and tumor suppressor genes, and thereby, drive 

tumorigenesis. Chromosome translocations are the result of a multistep process, which lead to 

illegitimate fusion of spatially proximal DSBs from different chromosomes. However, because of their 

rare occurrence and the lack of research efforts in investigating upstream events of DSB illegitimate 

repair, molecular players and pathways dictating the formation of chromosome translocations are not 

fully elucidated. For instance, although DSBs and chromosome translocations occur in the context of 

highly ordered chromatin organization, whether and how chromatin-related functions influence the 

frequency of chromosome translocations remain unclear. Here, we raised the hypothesis that chromatin-

related functions might affect also the propensity of two DSBs to pair within the nucleus and, then, to 

engage in an illegitimate repair fusion, thereby influencing the frequency of chromosome translocations.  

To address this, we performed a screening to identify epigenetic inhibitors that influence the frequency 

of chromosome translocations. We found that Class I HDACs inhibitors act as suppressors of 

chromosome translocations. In particular, both global loss-of-function experiments and local tethering 

of HDAC1 in proximity of breakpoints revealed that HDAC1 facilitates the formation of chromosome 

translocations. To reveal the molecular mechanisms underlying HDAC1-dependent increase in 

translocation frequency, we have used the DIvA system by which we could monitor changes in 

chromosome translocation frequencies in correlation with acetylation levels in the vicinity of DSBs-

induced via AsiSI endonuslease. Using sBLISS to profile repair kinetics of AsiSI-DSBs genome-wide, 

we correlated translocation frequency, acetylation levels in the vicinity of induced DSBs and DSB repair 

rates. However, we found that change in acetylation levels in the vicinity of induced DSBs does not 

influence the DSB repair kinetics.  

To dissect DSBs dynamics in cells with global perturbed levels of HDACs we developed a system to 

spatially and temporally control the formation of DSBs. Since translocating DSBs show higher mobility 

compared to non-translocating DSBs, we sought to dissect whether DSB-motion properties are 

influenced by changes on the levels of histone acetylation, in a degree to affect the frequency of 

translations. We demonstrated that HDACs inhibitors or depletion of HDAC1 lead to retention of histone 

acetyl marks onto chromatin and provoke decreased mean square displacement compared to control 

conditions, suggesting that HDAC1-dependent acetylation might facilitate the propensity of a DSB to 

move faster and synapse with a translocation-partner. Finally, we validated that HDACs inhibition 

suppresses the occurrence of recurrent oncogenic MLL translocations upon chemotherapeutic treatment 

with etoposide, without decreasing the cytotoxic effect of TOP2 poison. 

Together, our results indicate that histone hyper-acetylation due to lack of HDAC1 activity decreases 

the frequency of chromosome translocations by decreasing DSB mobility.  
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Zusammenfassung  

Die Exposition gegenüber DNA-schädigenden Stoffen und der Verlust von Mechanismen, die die 

Genomintegrität schützen, können zur Häufung von DNA-Doppelstrangbrüchen (DSBs) führen, die das 

Risiko von Chromosomentranslokationen erhöhen. Diese sind das Ergebnis eines mehrstufigen 

Prozesses, der zu einer illegitimen Fusion räumlich benachbarter DSBs von verschiedenen 

Chromosomen führt. Translokationen treten selten auf, können aber eine Deregulierung der Expression 

von Onkogenen und Tumorsuppressorgenen hervorrufen und dadurch die Tumorentstehung 

vorantreiben. Aufgrund ihrer Seltenheit und des Mangels an Forschungsanstrengungen bei der 

Untersuchung von Translokationen vorgeschalteter DSB-Reparaturmechanismen, sind molekulare 

Akteure, die die Bildung von Translokationen diktieren, noch nicht vollständig aufgeklärt. Obwohl 

DSBs und Translokationen im Zusammenhang der übergeordneten Chromatinorganisation auftreten, 

bleibt unklar, ob und wie die Chromatinumgebung die Häufigkeit von Translokationen beeinflussen. 

Hier stellen wir die Hypothese auf, dass die Chromatinumgebung die Neigung zweier DSBs beeinflussen 

könnte, im Zellkern aufeinander zutreffen und dann illegitim zu fusionieren, was die Häufigkeit von 

Chromosomentranslokationen beeinflusst. 

Durch Screening epigenetischer Inhibitoren durch die die Häufigkeit von Translokationen potentiell 

beeinflusst wird, fanden wir heraus, dass Inhibitoren von Histondeacetylasen (HDACs) der Klasse I 

Translokationen verhindern. Die Untersuchung einer lokalen Anreicherung von HDAC1 in der Nähe 

von DSBs zeigte, dass HDAC1 die Bildung von Translokationen begünstigt. Mit Hilfe von sBLISS, 

profilierten wir die genomweite Reparaturkinetik von AsiSI-induzierten DSBs im zellulären Modell der 

DIvA-Zellen und korrelierten Translokationshäufigkeit, Acetylierungsniveau in der Nähe von 

induzierten DSBs und DSB-Reparaturraten. Wir fanden heraus, dass eine Änderung des 

Acetylierungsniveau in der Nähe von DSBs deren Reparaturkinetik nicht beeinflusst. 

Um die DSB-Mobilität in Zellen mit veränderten HDAC-Leveln zu analysieren, entwickelten wir ein 

System, mit dem die Bildung von DSBs räumlich und zeitlich kontrollierbar ist. Da DSBs, welche zur 

Translokationsbildung neigen, eine höhere Mobilität aufweisen, analysierten wir, Änderungen der 

Histonacetylierung deren Bewegungseigenschaften so beeinflusst, dass sie die Häufigkeit von 

Translokationen beeinflussen. Wir zeigten, dass fehlende HDAC1 Aktivität Acetylmarkierungen auf 

Histonen stabilisiert und eine geringere mittlere quadratische Verschiebung hervorruft, was darauf 

hindeutet, dass ein DSB durch die HDAC1-abhängige Acetylierung mobiler ist und eher Teil einer 

Chromosomentranslokation wird. Schließlich haben wir validiert, dass die HDAC-Hemmung das 

Auftreten onkogener MLL-Translokationen nach Chemotherapie mit Etoposid unterdrückt, ohne die 

Zytotoxizität von Etoposid zu verringern. Zusammengenommen zeigen unsere Ergebnisse, dass 

fehlende HDAC1-Aktivität die Häufigkeit von Chromosomentranslokationen durch eine Reduktion der 

DSB-Mobilität verringert. 
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Chapter 1 – Introduction  

1.1 Double-strand breaks pose a major threat to genome integrity 

Throughout evolution, cells have matured mechanisms to safeguard genome integrity in order to ensure 

a faithful transmission of the genetic material during cell division or a correct inheritance by the 

offspring.  

Every day, however, our genome is threatened with ~105 DNA lesions per cell, which are the results of 

endogenous and environmental insults (Hoeijmakers 2009; Tubbs and Nussenzweig 2017). During DNA 

replication, dNTPs can be erroneously incorporated and generally, during normal cellular metabolism, 

abasic sites, DNA base alkylation or deamination can spontaneously accumulate on DNA sequence. 

Oxidation of DNA bases can also provoke chromosome breaks and increased genome instability, both 

reduced in anaerobic conditions. Endogenous damage can also arise from abortive reaction cycles of 

Topoisomerase enzymes, stalled and collapsed replication forks, head on collisions between replication 

forks and the transcription bubble. Certain DNA features might pose a threat to genome stability, for 

instance, repetitive sequences can be intrinsically fragile and thereby hotspots of chromosome breakage 

or they cause DNA polymerase slippage; finally, DNA can configure in harmful non-canonical B-DNA 

structures. Numerous works have recently witnessed a role for R-loops and G-quadruplex in eliciting 

genome instability (Aguilera and Gómez-González; 2017; Cristini et al. 2018; S. Cohen et al. 2018; 

Cristini et al. 2019; Mosler et al. 2021; Crossley, Bocek, and Cimprich 2019; Niehrs and Luke 2020; Y. 

Wang et al. 2019; De Magis et al. 2019; Galati et al. 2021).  

Pervasive source of exogenous hazards to DNA are ultraviolet light (UV) and ionizing radiation (IR); 

cigarette smoke, crosslinking agents and chemotherapeutics, such as Topoisomerase poisons are also 

associated with tumorigenesis. 

All these types of DNA insults become highly cytotoxic when they are converted into DNA Double-

Strand Breaks (DSBs). Persistent DSBs are particularly deleterious because of their potential to induce 

structural changes at chromosomal level, such as deletions, inversions, duplications and chromosome 

translocations, which are hallmarks of cancer. 

However, at cellular level, genome is preserved by a fine orchestration of evolutionary conserved 

metabolic reactions that go under the name of DNA damage response (DDR), during which a polyphony 

of post-translation modifications on damaged chromatin and on DDR factors themselves, regulates the 

accessibility of repair proteins to the DNA lesion. This provides a spatial and temporal control of DNA 

damage signaling and repair. Cascade of events constitutes the response to a DNA lesion: briefly, sensor 

proteins detect the damage on DNA, then mediators transduce the signals to effectors proteins eliciting 

not only DNA repair, but also a multitude of cellular responses, which have the final goal to tune down 

the cellular metabolism until the lesion is repaired. Because DDR is integral to chromatin organization, 

chromatin changes, occurring in response to DNA damage, present another level of DDR regulation. 

For instance, rapid phosphorylation at Ser139 of H2A.X (γH2AX) mediated by master sensor kinases, 
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such as ATM, ATR and DNAPKs, constitutes one of the earliest events upon DSB formation (Rogakou 

et al. 1998). Therefore, γH2AX is used as bona fide marker for DSBs detection and DDR activation. 

Phosphorylation at the level of histone variant H2A.X spreads for megabases on both sides of the lesion 

allowing signaling amplification and it represents a docking site for the recruitment of the mediator 

protein, MDC1 that, in turn, serves as scaffold for the recruitment of downstream transducers proteins.  

The level of complexity of DDR regulation does not end with the interplay of chromatin-related factors. 

In fact, maintenance of genome integrity is a sophisticated affair as DDR can operate also during 

physiological cellular metabolisms. For instance, during V(D)J recombination, RAG1-RAG2 complex 

generates a blunt DSB at recombination-signal sequences; whereas in class-switch recombination, AID 

induces deamination of cytosine to uracil, then mismatches generate SSBs, finally converted into DSBs. 

Both are cases of programmed DNA damage, where DNA repair factors contribute to generate immune 

receptors diversity. Similarly, during meiotic recombination, initiated by Spo11-bound DSBs, DDR 

components coordinate gametes diversification. Finally, telomeres ends have a 3’ single strand DNA 

overhang, DNA structures that resemble a DSB; thereby it is not surprising that active mechanisms exist 

to refrain DDR at telomeres in physiological conditions (De Lange 2005).  

 

1.2 DSB repair pathways  

Non-homologus ends joining (NHEJ) and Homologus Recombination (HR) are the two main DSB repair 

mechanisms, which differ for the extension of ends processing and, thereby, for the usage or not of a 

homologous template to copy faithfully the genetic information. In fact, HR-mediated end-resection of 

DSBs has the ultimate goal to generate a 3’ single strand DNA substrate to perform strand invasion and 

to repair the damaged strand in error-free manner. Because HR relies on the presence of the sister 

chromatid, it is utilized manly during S/G2 phase of the cell cycle. Vice versa, the mere re-ligation of 

unprocessed double strand ends secures NHEJ as main DSB repair pathway that can operate throughout 

the cell cycle, but with the cost of possible insertions, deletions or chromosome translocations during 

the end-joining of heterologous DSBs.  

End-processing highly depends on DSBs sensors, which compete for the binding of double-strand ends 

and convey DSBs repair through recruitment of specific downstream signaling and repair factors. In 

fact, Ku70-Ku80 dimer rapidly engages the double strand ends into its toroidal structure and it assists to 

DNA-PK loading, thereby forming a holoenzyme that tethers DSB, protecting the ends from resection, 

and initiates c-NHEJ (Figure 1). Non-homologues end-joining repair progresses via DNAPKcs 

phosphorylation of ARTEMIS, which processes unligatable DNA ends; then, Ku-dependent recruitment 

of LIG4/XRCC4 promotes re-ligation of the double strand ends. Finally, auto-phosphorylation of 

DNAPKcs promotes its dissociation from Ku proteins.  
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Binding of Ku70-Ku80 has a further function of keeping in place the double strand ends, thereby during 

NHEJ, DSBs mobility is generally restrained (Soutoglou et al. 2007; Roukos et al. 2013), with some 

important exceptions, such as at telomeric ends (Dimitrova et al. 2008; S. Difilippantonio et al. 2008).  

On other hand, PARP1 facilitates alt-EJ and competes with Ku binding (M. Wang et al. 2006). However, 

it might also promote MRN recruitment, shifting towards a type of homologous directed repair that 

requires homology search and strand invasion: these moments of DSBs repair are characterized by an 

enhanced mobility of DSBs (Miné-Hattab and Rothstein 2012).  

MRN is a trimeric complex composed of MRE11-RAD50-NBS1. While MRE11 has endonuclease and 

exonuclease activities important for end processing of DSBs, NBS1 binds ATM at DSB. ATM is a 

master kinase, and together with DNA-PKcs and ATR, belongs to the family of phosphoinositide 3-

kinase (PI3K)-related kinases (PIKKs), which phosphorylate many targets in DNA damage response. 

Among those, ATM sustains DSB signaling trough phosphorylation of H2AX that leads to MDC1 

recruitment, which serves as docking platform for the recruitment of MRN itself but also of RNF8 (in 

complex with UBC13) and RNF168 that, together with BRCA1, are E3 ligases regulating 53BP1 

accessibility to DSB lesion (Doil et al. 2009; Kolas et al. 2007; Huen et al. 2007). 53BP1 increases 

chromatin mobility, thereby favoring synapsis of distal chromosome ends and, in G1 phase, it 

antagonizes with BRCA1-CtIP- mediated DSB resection, by doing so it supports end-joining of double 

strand ends (Dimitrova et al. 2008; S. Difilippantonio et al. 2008; Escribano-Díaz et al. 2013).  

During Homologous Recombination, MRN complex together with CtIP promote the formation of single 

strand DNA (Sartori et al. 2007), that, after RPA-coating, becomes substrate for RAD51-mediated strand 

invasion Figure 1and recombinases-driven reactions can take place.  
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Figure 1: DSB-repair pathways. DSBs formation triggers DNA damage response, which senses the damage, 

transmits signaling effectors and mediates the repair through two main mechanisms, Non-Homologous End Joining 

(NHEJ) and Homologous Recombination (HR). A. During NHEJ, Ku70-Ku80 heterodimer binds DSBs, keeps in 

place the double strand ends within its toroidal structure and prevents ends-processing. This step helps recruitment 

of DNAPK, a PI3K – like kinase, which phosphorylates downstream effectors and sustains signaling. This allows 

accrual of other factors involved more in the processing and repair of double strand ends: for instance, in G1 phase, 

MRE11 and ARTEMIS mediate end-processing of unligatable ends; then, LIG4 together with XLF and XRCC4 

mediates sealing of the double strand ends, via end ligation. B. During HR, MRN complex competes with Ku70-

Ku80 for the binding of double strand ends. MRE11 binding stimulates CtIP-EXO1 resection that generates a 

ssDNA; this structure is stabilized by RPA coating prior RAD51 filaments formation which, together with helicase 

activity, assists strand invasion in a donor template, from which the genetic information is copied and restored into 

the damaged double helix. 

 

Although, KU dimer and NBS1 recruit respectively, DNA-PK and ATM or MDC1 in order to scaffold 

the accrual of many downstream effectors, DDR factors accumulate at DSB not only via protein-protein 

interactions. In fact, accrual and disassociation of DNA damage factors takes place through recognition 

of chemical groups, which are post-translationally added or removed at the level of DDR factors’ or 

histone proteins’ residues.  
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Among the post translation modifications regulating assembly and activity of repair factors at DSB site, 

phosphorylation is undeniably largely represented: several hundreds of phosphorylated targets have been 

identified and numerous DDR factors contain phospho-binding motifs to participate in the signaling 

cascade of a DSB lesion.  

Sumoylation and ubiquitination are other modifications determining both the accrual of DDR factors to 

the double strand ends and dynamics of the broken chromosomes (Ryu et al. 2015; Torres-Rosell et al. 

2007; Churikov et al. 2016; Horigome et al. 2016; Whalen et al. 2020; Hauer et al. 2017). PARylation 

rapidly occurs during a DSB response and it regulates not only the accumulation and dissociation of 

DDR factors, but also it is involved in local modulation of the chromatin structure (Luijsterburg et al. 

2016). Methylation and acetylation are post-translation modifications that mainly occur at the level of 

residues of histone proteins and, therefore, they are revisited in the next paragraph where I am describing 

chromatin changes as steps of a DNA damage response. However it is noteworthy that histone modifiers 

can operate also by depositing or removing chemical groups at residues of DNA damage signaling 

factors, for example the master kinase ATM gets acetylated at Lys3016 by the histone acetyltransferase 

TIP60, and loss of Tip60 blocks ATM auto-phosphorylation at Ser 1981 and activation (Sun et al. 2007; 

2005). 

 

1.2.1 DSB repair pathways: a chromatin-based choice 

When analyzing the cascade of events in response to DSBs formation, one must consider that chromatin 

structure constitutes the ground where DSB repair takes place. Chromatin does not constitute a physical 

barrier to DSB repair, rather important changes at nucleosomes surrounding a DNA lesions are integral 

moments of the response to DNA damage. These modifications occur either at the level of histone 

proteins, which are the base units of nucleosomes, or at the level of non-histone proteins associated with 

chromatin, and together ensure the high-order folding of the chromatin fibers. Upon a DNA lesion, 

changes of the surrounding chromatin environment are mediated by ATP-dependent remodeling 

complexes, histone chaperones and chromatin modifiers, which, respectively, slide or evict 

nucleosomes, assist exchange of DDR-specific histone variants, or mediate chemical modifications at 

specific residues, thereby regulating which proteins converge at the site of lesion.  

During DDR, Tip60-mediated acetylation of histone H2A and H4 rapidly occurs at damaged chromatin 

(Ikura et al. 2000) with the scope to promote the accessibility of repair factors. Tip60, as part of NuA4 

complex, gets recruits via Arp4 - binding of H2A-Ser129 phosphorylated (Downs et al. 2004). This 

interaction is important for the recruitment of other remodeling complexes such as Ino80 and Swr1 and, 

altogether they regulate H2A.Z/H2A exchange. H2A.Z, together with deposition of the specialized H3.3 

histone variant lead to destabilization of the nucleosome fiber and enhance H4-acetylation. Depletion of 

histone linker H1 has the effect to increase nucleosome spacing, and, together, these events have the 

scope to open chromatin structure and to promote DSB repair. However, chromatin remodeling does not 
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produce exclusively a more relaxed configuration to ensure accessibility to DDR factors, in fact KAP1 

and HP1, typical of heterochromatic regions are actively recruited at DSB, where they are important for 

53BP1 and BRCA1 loading (Baldeyron et al. 2011; Luijsterburg et al. 2009), supporting a model where 

transient chromatin condensation has the effect of promoting full DDR activation (Burgess et al. 2014). 

On the other hand, loss of HP1 further stimulates Tip60 - mediated acetylation of histone H3 at DSB 

site (Sun et al. 2009), and in heterochromatin domains, both HP1 and H3K9 methyltransferase 

knockdowns facilitate the repair of DSBs that persist in absence of ATM (Goodarzi et al. 2008), whereas 

expansion of HP1 domain facilitates DSB relocation at the periphery of the domain (Chiolo et al. 2011). 

These pieces of evidence demonstrate not only that chromatin is integral to DDR and promotes an 

environment permissive for the recruitment of repair factors, but also it highlights that chromatin 

changes affect the mobility of a broken chromosome end. Another example of DSBs-induced “chromatin 

breathing” is given by NurD complex, which counteracts the chromatin relaxation induced by CHD7 

chromatin remodeler, fostering an accurate repair (Rother et al. 2020).  

Importantly, chromatin is primed in different ways that dictate the pathway choice to repair a given 

DSB, according to the cell cycle stage and the nuclear context in which the lesion is arisen. For instance, 

53BP1 is a bivalent histone mark reader, in fact, it accumulates to DSB via binding of RNF168-mediated 

K15 ubiquitination of H2A and through its tandem Tudor domain that recognizes H4K20me2 (Fradet-

Turcotte et al. 2013). The affinity of this binding is reduced in presence of Tip60-mediated H4K16ac 

(Tang et al. 2013). Moreover, MBTD1 subunit of NuA4 complex competes with 53BP1 for H4K20me2 

binding and Tip60 subunit mediates acetylation of H2AK15, which lose the ability to anchor 53BP1 

through RNF168-ubiquination (Jacquet et al. 2016). In fact, in this scenario the interplay between 

histone acetylation and histone ubiquitination is fundamental to assure chromatin dynamics (Ikura et al. 

2007). In S and G2 phase, Tip60-phosphorylation prevents 53BP1 accumulation at break site (M. L. Li 

et al. 2019). Together this highlights a critical role of Tip60 in limiting BRCA1-blocker, 53BP1, and, 

therefore, favoring HR. Likewise to chromatin writers, erasers of histone modifications guide toward a 

specialized type of repair. For instance, histone deacetylases 1 and 2 are quickly recruited at laser-

induced lesion to deacetylase H3K56 and H4K16, this latter is a well-characterized DNA-damage 

responsive marker. The same authors have found that depletion of HDAC1 and HDAC2 elicits a 

persistent DNA damage response and impairs NHEJ repair similarly to Lig4 depleted cells (Miller et al. 

2010), again supporting the active role or repressive chromatin complex in DDR. Role of histone 

deacetylases in DSB repair is similarly revealed by another work showing that SIRT7 deficient mice die 

perinataly, while the survivors display accelerated aging and increased genomic instability due to 

accumulation of H3K18Ac, that impair NHEJ (Vazquez et al. 2016). 
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1.3 Chromosome translocations are associated with cancer 

In 1960, a minute chromosome (Philadelphia chromosome) was described as first chromosomal 

abnormality associated with hematological disorders (Nowell 1962). Almost a decade later, through 

banding analysis of metaphase chromosomes, Philadelphia chromosome was identified to be the result 

of a balanced chromosomal translocation between chromosome 9 and chromosome 22, where 

rearrangements between long chromosome arms occurred at level of bands 34 and 11, respectively 

(t(9;22)(q34;q11)) (Rowley 1973).  

Bypassing the surveillance and repair mechanisms that take care of a faithful restoration of DNA lesions, 

chromosome translocations arise when persistent double strand breaks are illegitimately repaired leading 

to ectopic fusions of portions of distinct chromosomes. By doing so, chromosome translocations might 

lead to gene inactivation when coding regions are separated by their regulatory elements; otherwise, 

gene fusions can lead to deregulation of the expression of certain genes either because these become 

juxtaposed to a strong promoter, or because the gene fusion gives rise to a chimeric product with 

neoplastic potential (Roukos and Misteli 2014). Examples of pathogenetic chromosome translocations 

are gene truncations that led to inactivation of NF1 gene (t(4;17)(q21.3; q11.2)) or haploinsufficient 

production of RUNX1, (t(8;21)(q22;q22), RUNX1–RUNX1T1). Instead, swapping MYC gene with 

promoter elements of immunoglobulin chain loci (translocations: t(2;8)(p11;q24), t(8;14)(q24;q32) and 

t(8;22)(q24;q11)) leads to an aberrant expression of transcription factor MYC in Burkitt lymphoma. 

Finally, the Philadelphia chromosome represents an example of gene fusions determining the formation 

of a hybrid product with oncogenic potential: in fact fusion of the 5’end of BCR gene with the 3’end of 

ABL1 gene leads to an exacerbated activity of the tyrosine kinase ABL1, (t(9;22)(q34;q11)) (Figure 2).  

 

Figure 2: Chromosome translocations can cause gene deregulation. DSBs hitting two distinct chromosomes 

increase the chances that the broken chromosomes are miss-joined and form chromosome translocations. Balanced 
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translocations (like the one depicted at upper right side of the figure) are the results of a mutual exchange of 

chromosomes pieces. Depending on its genomic location, a translocations junction can disrupt the function because 

the following three scenarios can occur: if a gene A translocates in proximity of strong regulatory elements of a 

gene B, this might abrogate the function of gene B, while gene A results exacerbatly expressed (an example of this 

rearrengements is given by MYC oncogene undergoing the control of Ig genes’ promoters). If two genes are fused 

together, at protein level this might lead to a chimeric product with oncogenic capability (a classic example is 

represented by BCR-ABL fusion). Finally, chromosome translocations can lead to gene inactivation or to the 

haploinsufficient expression of a gene (examples are NF1 inactivation of haploinsufficient production of RUNX1). 

Adapted from (Roukos and Misteli 2014). 

 

Because associated to gene deregulation, gene fusions are first or second hits in cancer initiation; thereby 

they are particularly important in cancer diagnostics and in monitoring the efficacy of therapeutic 

treatments.  

Taking into consideration indices of cancer incidence, it was suggested that chromosome translocations 

are causal of 20% of clinical cases with same proportions among hematological disorders, sarcomas and 

carcinomas, even though in this latter subgroup of neoplasia, frequency of TMPRSS2–ERG and 

TMPRSS2–ETV1 fusions in prostate cancer accounts for the majority of cases (Mitelman, Johansson, 

and Mertens 2007).  

Nevertheless, gene fusions are mostly represented in lymphomas and leukemia; however, this bias is not 

only due to the high genome complexity and low input material available to sequence solid tumors. In 

fact, last decades bore witness of consolidation of deep sequencing techniques, which have allowed large 

detection of gene fusions over more guided approaches (Mertens et al. 2015). Moreover, the high 

recurrence of gene fusions in hematological disorders hardly results only by the acquisition of a clonal 

advantage in growth and survival as these features are commonly shared across tumor types, defining 

the neoplastic transition of a normal cell. High frequency of chromosome translocations in lymphoma 

can rather be attributed to processes dedicated to the development and maturation of immune system, 

that require scheduled formation of DSBs. In fact, during antigen receptor diversification, V(D)J loci 

are recombined through RAG1/RAG2 activity, and in mature lymphocytes, activation-induced cytidine 

deaminase, AID, assures the introduction of point mutations in the variable regions of Ig genes or allow 

switching of isotypes during Somatic Hypermutation and during Class Switch Recombination, 

respectively. The direct introduction of DSBs (via RAG enzymes) or lesions convertible in DSBs (via 

AID deaminase) largely increase the risk of chromosome translocations at immunoglobulin loci. 

Furthermore, while RAG1/2 activity requires the recognition of a start sequence (RSS), AID is exploited 

also at non-Ig genes, thereby increasing the chances of fusions, such as between c-myc proto-oncogene 

and the 3′ regulatory elements of immunoglobulin heavy chain (IgH) in B lymphocytes (Robbiani et al. 

2008), where the deaminase is mainly expressed. Moreover, failure in the mechanisms of repair of RAG- 

and AID-lesions can contribute to the formation of Ig-translocations. Finally, the closest nuclear 

positioning between c-myc and IgH genes in primary B cells, but not in other cell types, is further key-

determinant of the etiology of such chromosomal rearrangements (Nussenzweig and Nussenzweig 

2010). 
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Chromosome translocations involving Ig-genes primarily found in B-cells malignancies have served 

here as paradigm to emphasize basic principles of biogenesis of chromosome translocations: persistent 

DSBs at given genes greatly increase the chance for chromosomal rearrangements between those 

genomic loci, especially in conditions where chromosome breaks lie spatially proximal and/or when 

repair mechanisms fail in their resolution. In the next paragraphs, we aimed to delve into cellular and 

chromatin determinants underlying the formation of chromosome translocations.  

 

 

1.4 Cellular and chromatin determinants for the formation of chromosome 

translocations 

Given that during the process of formation of gene fusions, double strand break lesions arise on distinct 

chromosomes, which come together in the nuclear space to be finally joined, here, we aim to discuss 

cellular features that impinge on chromosome fragility, that influence loci-nuclear positioning, and 

finally, that skew toward, or protect from, illegitimate fusion. Because DSBs occur and are resolved in 

the context of higher folding chromatin structure, steps underlying the formation of chromosome 

translocations can also be influenced by chromatin features and chromatin-based factors. Intriguingly, 

although specific chromatin signatures are found enriched at breakpoint regions, chromatin based-

molecular mechanisms, which directly affect frequency of chromosome translocations by influencing 

mobility and repair of frequently translocating DSBs, have not yet been reported.  

 

1.4.1 DNA & chromatin features affect breakage susceptibility 

1.4.1.1 DNA features which facilitate chromosome breakage 

Among DNA features that might influence the formation of translocating-DSBs, we have already 

mentioned that RAG enzymes via recognition of a recombination start sequence (RSS) exhibit their 

endonuclease activity and trigger rearrangements of V(D)J loci. However other genomic loci have 

shown a sort of degenerated motif sequence where RAG1/2 can initiate DSBs, increasing the frequency 

of chromosome translocations elsewhere than Ig- genes (Raghavan, Kirsch, and Lieber 2001) (Figure 

3.2). Conversely from RAG enzymes, AID does not recognize specific sequences and in fact its activity 

has been at promiscuous loci, which share similar features with Ig- genes (Kato et al. 2012; Staszewski 

et al. 2011). For instance, a common DNA characteristic between non-Ig and Ig sites, targeted by AID-

deamination activity, is the presence of repetitive regions (Figure 3.3) that can span from dinucleotide 

repeats up to short elements, such as SINEs (Short Interspersed Nuclear Elements).  

Repetitive elements per se can also be sources of genomic instability; in fact, they can be sites of 

replications stress due to slippage of DNA polymerase and, therefore, are normally included in so-called 

class of common fragile sites, CFS. Another class of fragile sites, called “early replication fragile sites”, 
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are described to differ from CFS, because dense of early replication origins, GC and genes rich and 

normally in more open configuration, yet constitute still a threat for genome integrity (Barlow et al. 

2013). Both fragile sites (Krummel et al. 2000; G. Gao and Smith 2014; Barlow et al. 2013) and repeated 

sequences (Huang et al. 2010) have been described as sources of structural rearrangements, such as 

translocations and insertions.  

Intriguingly, repetitive sequences not only impinge on DNA polymerizations causing stalling of the 

replisome, but they can also assume topological distortions of the canonical DNA double helix and 

therefore being more susceptible to breakage. Among the diverse non-canonical configurations of DNA, 

R-loops are acquiring more and more scientific interest because of their dual ability to regulate 

transcription and also to originate DSBs (Marnef and Legube 2021) (Figure 3.4). The involvement of 

non-B DNA structure, and specifically of R-loops, in chromosome rearrangements has been documented 

by the fact that these DNA structures synergistically stimulate the activity of RAG complex and AID 

enzymes at sites of accumulation and that undergo chromosome translocations (Raghavan et al. 2004; 

Yu et al. 2003; Ruiz, Gómez-González, and Aguilera 2011; Duquette et al. 2005). In yeast, defects in 

mRNA metabolism have been associated with hyper-recombination phenotype, suppressed by RNase 

H1 overexpression, hinting the detrimental role of R-loops in driving transcription associated 

recombination (Aguilera and Huertas 2003). Intriguingly, R-loops accumulate at CpG islands promoters 

(Ginno et al. 2012; Arab et al. 2019) and these sequences are breakpoint regions of 40-70% of 

chromosome translocations occurred in a specific cell division stage of progenitors B cells (Tsai et al. 

2008).  

 

Figure 3: DNA and chromatin features influencing breakage susceptibility and translocation formation. 

RAG1/2 complex and AID can trigger DSBs formation at Ig Loci (1).  RAG1/2 can recognize non canonical 

Recombination Signal Sequences (RSSs) and initiates formation of a harping structure where it cleaves forming 

DSBs and aberrant rearrangements (2). AID deamination occur without motif recognition, and it gets stimulated 

at off-target sites by certain genomic regions such as repetitive sequences (3) non-B DNA structures (such as R-

loops and G-quadruplexes) promoting the synergistic activity AID and RAGs, making them prone to translocations 
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formation (4).  Breaks and translocation are often found at sites with open chromatin marks. Knowledge of loci 

engaged in the same transcription hub together with the discovery that lesions at active sites tend to cluster raise a 

model in which transcription might be indeed a determinant for translocation formation (5). DNA polymerase 

slippage can be also a threat for genome integrity and both head on collisions between replication fork and 

transcriptional bubble can be sources of DNA damage (not shown in figure) (6). TOP2-cleveage complex 

(TOP2cc) stalling increase breaks and translocation frequency at actively transcribed units and at sites proximal to 

chromatin loops (7).  Late replicated regions in proximity of TAD boundaries provide also source DNA fragility 

(8). Not only DNA features, DNA structures and genome configuration, can influence predisposition of a certain 

locus to break and to translocate, but recently role of specific histone modifications in translocation formation has 

been highlighted. H3K4me3 stimulates RAG activity both in cis and trans, and it is enriched at sites targeted by 

AID (9). Similarly, H3K79me enriches at active loci undergoing V(D)J recombination and at translocations 

junction of TMPRSS2 fusions (10). Upon Androgen Receptor-ligand binding, AID is recruited at sites enriched of 

H3Kme3 and H3K79me and, together with Top2, triggers TMPRSS2 formation (11).  

 

 

Topoisomerase enzymes are also considered another source of chromosome fragility, and potential 

drivers of chromosome rearrangements. In the genome, sites of supercoiling accumulation are targeted 

by Top2 enzymes where they introduce DSB (Figure 3.7), through which Topoisomerases let DNA 

molecule pass, thereby resolving topological tensions. When Topoisomerases are stalled in a DNA-

covalently bound conformation, they cannot reseal the cleaved double strand, thus collisions with 

transcription or replication machineries or proteolytic hydrolysis can expose the now free chromosome 

ends and increase the probability of forming chromosome translocations. Chemotherapeutics can exploit 

this mechanism, in fact, their cytotoxicity implies to pause Topoisomerases, therefore stalling of Top2 

in a form covalently bound to DNA makes the genomic locus prone to DSBs formation. The strong 

association between Top2 stalling and formation of chromosome breakage, upon chemotherapeutic 

treatment, such as etoposide, is revealed by the fact that treated patients have a brief relapse time before 

they develop a secondary therapy-related tumor, caused by etoposide-induced translocations (Cowell et 

al. 2012; Gothe et al. 2019).  

Finally, 3D genome organization can also hamper genome integrity and initiate tumorigenesis (Figure 

3.8). Disruption of confined domains and aberrant expression of certain proto-oncogenes (Hnisz et al. 

2016), or TADs boundaries (Sarni et al. 2020) and chromatin loops (Canela et al. 2017; 2019; Gothe et 

al. 2019) at large transcribed units and in combination with delayed replication time (Sarni et al. 2020) 

or Top2 stalling (Gothe et al. 2019; Canela et al. 2019), can drive genome fragility (Canela et al. 2019; 

Gothe et al. 2019; Sarni et al. 2020; Canela et al. 2017) leading to the formation of chromosome 

translocations (Gothe et al. 2019; Canela et al. 2019).  

 

1.4.1.2 Chromatin features associated with breakpoint regions 

Modifications at level of chromatin structure regulate spatially and temporally many cellular processes 

that require DNA as template. In fact, not only serving as markers for chromatin modifiers and chromatin 

remodelers, which directly operate on histone code and nucleosome positioning, but also histone 

modifications guide transcriptional factors to promoter regions, prime damaged chromatin for 

specialized repair pathways and, more generally, create distinct environments to allow targeted binding 
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and activity of certain factors. For instance, programmed DNA rearrangements, such as the ones during 

antibodies diversification, must be fine regulated in order to avoid unscheduled formation of DSBs.  

In this regard, it has been demonstrated that, although RAG complex acts at specific DNA sequence, 

methylation at the level of H3 histone tails ensures a further layer to control and direct its activity. 

Furthermore, it has been characterized that PHD finger domain of RAG2 has specificity to bind H3K4 

methylation and the strength of the binding correlates with the numbers of methyl groups (Matthews et 

al. 2007; Liu et al. 2007; Ramón-Maiques et al. 2007). In particular, reduced binding between RAG2 

and H3K4me3, due to PHD domain mutations (Liu et al. 2007; Matthews et al. 2007), or knockdown of 

methyltransferases, or transient expression of histone demethylase (Matthews et al. 2007), lead to 

impaired recombination levels. Furthermore, crystal structure of RAG2 PHD domain alone or in 

complex with differently modified H3 tail peptides, had revealed that this finger domain is a bivalent 

reader of K4me3 and R2me2 of histone H3 and this latter modification seems to enhance the binding of 

RAG2 with H3K4me3 (Ramón-Maiques et al. 2007). A further implication in the formation of 

chromosome translocations is provided by a study showing that H3K4me3 does not merely stimulate 

RAG activity at cis RSS-bound sequences, but H3Kme3-binding induces such conformational changes 

to unlock RAG complex to bind at trans DNA sequences independently of RSS recognition (Shimazaki, 

Tsai, and Lieber 2009) (Figure 3.9). However, enrichment in this histone modification is not a 

prerequisite of immunoglobulin loci, in fact not only other genomic sites, yet targeted by AID, are 

enriched in H3K4me3 (Kato et al. 2012), but also prostate tumors, positive for TMPRSS2-ERG gene 

fusions, show significant enrichment of H3K4me3 (Berger et al. 2011) (Figure 3.9 and Figure 3.11). At 

translocation sites, prostatic TMPRSS2 fusions are also characterized by co-occupancy of H3K36me3, 

H3 acetylation and PolII at breakpoint regions (Berger et al. 2011).  

Importantly, the observed deposition of active chromatin marks at sites that underwent chromosome 

rearrangements upon binding of transcription factor, might be the result of migration into shared 

transcriptional factories, thereby increasing spatial proximity between potential translocating partners 

(Osborne et al. 2004). Another piece of evidence supporting the role of transcription in proximity of 

DSBs, comes from a recent study, which highlights that lesions at active genes tend to cluster, even 

though this mechanism was proposed to favor a more faithful repair and prevents the formation of 

chromosome translocations (Aymard et al. 2017) (Figure 3.5). In agreement with a positive role of 

transcription activation and chromatin marks at sites which undergo chromosome translocations, it has 

been found that H3K79me is enriched at active loci undergoing V(D)J recombination (Ng et al. 2003) 

(Figure 3.10).  

Methylation on K79 of H3 was also found increased at translocating junctions of TMPRSS2 fusions (Lin 

et al. 2009), upon binding of transcription factor. Intriguingly, changes in the transcriptional status of 

certain loci can trigger chromatin unfolding and, in line with this, it was shown that methylation of 

histone H3 on Lys 79 could induce refolding of higher-order chromatin structure to recruit 53BP1 at 

DSB lesion (Huyen et al. 2004). Therefore, it might be possible that rather than susceptibility to 
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breakage, H3K79me might be involved in downstream steps of translocation formation, such as 

influencing spatial proximity (by transcription-induced repositioning) or repair outcomes.  

Regarding the link of chromatin and aberrant repair outcomes due to chromosomal rearrangements, it 

has been observed that impairment of H4K20 di- and tri-methylation leads to aberrant embryonic 

development with perinatal lethality of mice animals, because of a defective CSR process (Schotta et al. 

2008). This defect comes along with a deficiency in DSBs repair, thereby DSBs persistency leads to 

chromosome aberrations involving Ig locus. Because 53BP1 is a reader of H4K20me2, the authors 

speculate that the defect in DNA repair might be due to a failed 53BP1-lesion recognition.  

Finally, enrichment of open chromatin marks such as H3K4me3 and K4me2, H3K9ac, H3K27ac and 

H3K79me positively correlates with etoposide-induced fragility in K562, suggesting that etoposide 

induces DSBs mainly at transcribing units and specifically at promoters regions (Gothe et al. 2019), 

again supporting a positive role of transcriptional output in DSBs formation.  

Nevertheless, computational analysis of certain chromatin marks profiled in 74 frequently translocating 

genes have scored enrichments in H3K4me1 and K4me3 and H3K27ac, compared to control genes with 

similar features regarding gene length, expression level and exons/ introns density. Importantly, these 

chromatin marks even though associated with open chromatin status (as observed by the correlation of 

DNaseI sensitivity signal), were not dependent on the transcriptional status of these genes (Burman et 

al. 2015). Enrichment of H3K4me, via overexpression of histone methyltransferases such as ASH2L 

and SET7/9, predisposes NPM1 and ALK genes to break and to translocate via a mechanism, which is 

uncoupled from the transcriptional program of those genes, but rather it is sustained by the open 

chromatin configuration at those sites, which allowed a greater accessibility of the DSBs inducing mean. 

 

 

1.4.2 Nuclear positioning of DSBs  

A chromosome translocation results from juxtaposition of heterologous breaks, therefore shedding light 

on cellular components and mechanisms that influence how translocating DSBs might come together in 

the nuclear space is pivotal in the ultimate effort to counteract the arising of these rearrangements. In 

this regard, the role of chromatin environment in influencing DSBs synapsis has not been fully 

understood. Researchers foresee two scenarios: the “contact first” hypothesis predicts that genomic loci 

undergoing chromosome rearrangement lie in close proximity at the moment of DSBs formation and do 

not travel long-range distance before being fused in a translocation junction, as instead, is postulated by 

“breakage first” model (Savage 1996; Meaburn, Misteli, and Soutoglou 2007). Experimental evidence 

hint that, presumably, both motion properties and spatial proximity of chromosome ends play a role in 

the formation of chromosome translocations.  
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1.4.2.1 Motion properties of DSBs: “…and yet, it moves”  

Based on the sources of DSBs inducing agents, different levels of displacement have been scored. Linear 

tracking of DSBs, induced by α-particles, had shown rapid changes of trajectories indicating movement 

of broken chromosome loci and clustering of the same DSB lesions (Aten 2004). On the contrary, Ni-

ions or X-rays irradiation led to GFP-53BP1 foci confinement within minutes, no long-range 

displacements of damaged chromatin and rather rare clustering events (Jakob et al. 2009). Recently, 

however, it has been shown that immediately after break induction, damaged chromatin might become 

stiffer, like in a sort of “needle in a ball of yarn”, allowing a more efficient nuclear exploration at larger 

time scale (Miné-Hattab et al. 2017). In yeast, nuclear roaming upon DSBs formation has been widely 

associated with search for a donor template in order to carry out homology-directed repair (Miné-Hattab 

and Rothstein 2012; Smith, Bryant, and Rothstein 2018; Neumann et al. 2012; Dion et al. 2012) and, 

thereby, it comes along with increased DSB mobility. When, for instance, the lesion is caused by stalling 

of replication, the broken chromosome end is already tethered to the sister chromatid that can serve as 

repair donor, thus DSB mobility is unchanged (Dion et al. 2012).  

Despite DSBs mobility might have been tightly associated with homology search, it is erroneous 

considering NHEJ as a repair pathway with confined chromatin movement. For instance, 53BP1, known 

player in NHEJ, is responsible for long range mobility of deprotected telomeres and aberrant end-joining 

fusions between chromosome ends (Dimitrova et al. 2008). Similar conclusions can be drawn by 

investigating the role of 53BP1 in joining distal V(D)J segments (S. Difilippantonio et al. 2008). 

Furthermore, in mammalian nuclei, chromosome translocations are notoriously the result of illegitimate 

end joining process, and observations on motion properties of translocating DSBs highlighted that those 

ends are characterized by increased mean square displacement in comparison with non-translocating 

DSBs (Roukos et al. 2013). 

Other evidence, that support a “contact-first” view in the formation of chromosome rearrangements, 

suggest that chromosome translocations might occur preferentially between neighbor loci. In support of 

this, it has been also observed that a single DSB does not elicit chromatin mobility, but it is rather 

positionally stable (Soutoglou et al. 2007) and therefore, does not migrate through chromatin 

compartments (Lemaître et al. 2014). Stable positioning of broken chromosomes occur in a manner 

dependent on end-joining factors, such as Ku80, which keeps shield the double strand breaks from end 

processing. However, knockdown of Ku80 lead to an increase formation of chromosomal aberrations, 

such as chromosome translocations (Soutoglou et al. 2007; Roukos et al. 2013), suggesting that 

nonetheless chromosome translocations preferable occur between proximal DSBs, loss of constrain is 

associated with increased genome instability.  

Determinants that might account for differences in motion among DSBs with propensity to translocate 

compared others that are faithfully repaired are not well known, but it is possible that the surrounding 

chromatin, where a DSB lies, plays a role in this process. So far, there is not a direct evidence on the 



Introduction 

 

26 
 

role of chromatin environment on the movement of translocation partners, although it has been proposed 

that changes in the chromatin status can govern positioning and movement of loci within the nucleus. 

In this regard, it has been shown that gene activation by tethering of a potent viral transactivator domain 

of transcription factor, VP16, led to repositioning from the periphery to the interior of the nucleus 

(Tumbar, Sudlow, and Belmont 1999; Tumbar and Belmont 2001; Therizols et al. 2014) (Figure 4A). 

Intriguingly, this movement was observed also with a small acidic peptide of this domain, which was 

unable to initiate transcription, but that it conserved its properties on chromosome decondensation 

(Chuang et al. 2006; Therizols et al. 2014). In fact, upon targeting of VP16 not only splicing factors 

accumulate on the tethered locus but also histone acetyltransferases (Tumbar, Sudlow, and Belmont 

1999), thereby, changes in the chromatin status are likely the causes in the observed gene repositioning. 

Intrigued by the possibility that local chromatin changes might elicit chromatin movement, without need 

of large unfolding of chromatin structure, Neumann and colleagues tried first to recapitulate the 

involvement of active transcription in this process. By using tethering of a strong transcription activator 

or a temperature-sensitive allele for rpb4, they assessed that nor transcription activation nor ongoing 

transcription, could induce chromosome movement of a trackable locus (Neumann et al. 2012). Given 

that chromatin displacement co-occurs with changes at chromatin levels (Tumbar, Sudlow, and Belmont 

1999), and that VP16 stimulates ATP-dependent INO80-mediated nucleosome loss (Shen et al. 2003), 

they demonstrate that, indeed, INO80-remodeler is responsible of enhanced movement of an intact or 

broken locus to elicit ectopic recombination (Figure 4B). During homologous recombination, search for 

a donor template is possible through enhanced global chromatin mobility, regulated by checkpoint 

kinases and INO80-dependent chromatin remodeling (Seeber, Dion, and Gasser 2013). Recently, it has 

been uncovered the molecular mechanism underlying this trans mobility induced by INO80 complex 

relies also on the co-orchestrated histone degradation by the ubiquitin-proteasome system (UPS) that 

together lead to nucleosome loss and thereby to an increased chromatin expansion and recombination 

rate (Hauer et al. 2017) (Figure 4D).  
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Figure 4: Changes in chromatin organization influence mobility and locus positioning in eukaryotes. A. 

Artificial tethering of viral transactivator VP16 (1) induces transcription activation and chromatin changes such as 

repositioning of the locus (2a), in human cells. Tethering of the acidic peptide of the transactivator was able to 

trigger the same repositioning: importantly, the peptide enables to trigger transcription activation but it conserves 

the capability to induce chromatin decondensation. B. In budding yeast, VP16-induced transcription activation was 

able to enhance mobility of the target locus (2b). However, it was not transcription activation per se to induce such 

changes (tethering of Gal4 on inducible promoter did not score changes in mobility), rather changes at chromatin 

levels were able to influence the displacement of the investigated locus. In line with this, Arp8-tethering was able 

to mimic VP16-triggered mobility, suggesting that INO80-induced remodeling activity was responsible to enhance 

the mobility of an intact or broken locus. Together these works hint that change at the level of chromatin structure 

affects chromatin positioning and mobility of a certain locus. C. Upon irradiation, mobility of irradiation induced 

foci is influenced (actually restrained) when chromatin perturbation using epigenetic inhibitors for histone 

deacetylases or histone acetyltransferases is applied. D. In response to DSBs, global chromatin mobility is the 

result of remodeling activity by INO80 and of proteasome degradation; both these effects contribute to chromatin 

expansion, which result in a faster search for a homologous template and, thereby, increased recombination rate.  
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Global mobility is uncoupled from local DSB mobility (Cheblal et al. 2020). This latter is controlled by 

a fine balance between cohesin loading at double-strand ends and SUMO-target ULS1, which constrain 

or increase the motility of a DSB, respectively. Intriguingly, upon DSBs, ULS1 can enrich at telomeric 

TG-repeats, whereas MRE11 asymmetrically binds the other strand end (Marcomini et al. 2018). By 

doing so, ULS1 provokes enhanced DSB mobility and the formation of ectopic rearrangements, which 

resemble non-reciprocal translocations found in human cancer (Marcomini et al. 2018). Finally, in line 

with a role of chromatin organization in DSBs mobility, it has been shown that treatments with inhibitors 

of histone acetyltransferases and deacetylases reduce the mobility of IR-induced lesions (Krawczyk et 

al. 2012) (Figure 4C).  

Altogether, these works suggest that local DSB mobility and global chromosome mobility are triggered 

by changes in the status of chromatin; alteration of such processes can ultimately increase the risk for 

unscheduled rearrangements.  

Other cellular processes might also affect DSBs movements and thereby increasing the risk of 

unscheduled chromosomal rearrangements. For instance, during the reestablishment of chromatin 

architecture upon mitotic exit (Csink and Henikoff 1998; Baarlink et al. 2017), gene activation (Chuang 

et al. 2006) or association of the transcribed gene to preexisting Cajal bodies (Dundr et al. 2007), long 

range mobilization of those loci was precluded by chemical block of microtubules polymerization or by 

using a polymerization-defective mutant of actin protein.  

The long distances covered during these processes are in the same range of the ones crossed by 

translocating DSBs (Roukos et al. 2013), hinting to the possibility that a shared molecular machinery 

based on nuclear forces might be responsible for long range movements of intact and damaged loci. The 

scientific literature is becoming more and more studded with examples describing nucleoskleton-based 

activities in DSBs dynamics and repair. Microtubules (Lottersberger et al. 2015; Oshidari et al. 2018), 

factors that connect nucleoplasma and cytoskeleton forces (Lottersberger et al. 2015; Marnef et al. 2019; 

Aymard et al. 2017), actin filaments (Caridi et al. 2018; Schrank et al. 2018; Pinzaru et al. 2020; Belin, 

Lee, and Mullins 2015) and associated nucleator complexes (Belin, Lee, and Mullins 2015; Zhu et al. 

2020; Oshidari et al. 2018; Chung et al. 2015), have all being found involved in DSB mobilization 

(Lottersberger et al. 2015; Caridi et al. 2018; Schrank et al. 2018; Pinzaru et al. 2020; Marnef et al. 2019; 

Oshidari et al. 2018), in repositioning lesions through chromatin compartments (Caridi et al. 2018; 

Pinzaru et al. 2020) and in assisting the clustering of repair foci (Schrank et al. 2018; Aymard et al. 

2017).  

Moreover, mobility of DSBs triggered by the nucleoskeleton has been implicated in the formation of 

chromosome rearrangements. For instance, RNAi for arp3, myo1a and myo1b leads to accumulation of 

heterochromatin DSBs, which cannot relocate to Nuclear Pore Complex and being faithfully repaired. 

Persistency of these lesions leads to micronuclei formation both in flies and mouse cells; and 

chromosomal abnormalities, such as aneuploidy, satellites expansions and chromosome fusions, are 
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largely found in early development stages of flies (Caridi et al. 2018). With a more direct role in DSB 

mobility rather than in DSB repair deficiency, ARP2/3 have found to promote end resection and thereby 

clustering of resected DSBs through a sort of mechanism which is self-sustained (Schrank et al. 2018). 

On the other hand, ARP2/3-induced clustering affects 3D genome compartmentalization by enhancing 

local chromatin insulation and thereby mediating more homotypic interactions within the clustered 

regions. Reinforcing of contacts occurs also at level of distal DSB and in turn, this increases the 

formation of intra and inter-chromosomal rearrangements (Zagelbaum et al. 2021). Finally, 53BP1 has 

been shown to enhance mobility and thereby increases end-fusions of de-protected telomeres (Dimitrova 

et al. 2008), in a manner also dependent on LINC complex (Linkers of the nucleoskeleton to the 

cytoskeleton complex) and microtubules filaments (Lottersberger et al. 2015). However, 53BP1 foci 

have been shown to feature properties typical of phase separated condensates with fission and fusion 

behavior (Kilic et al. 2019). Thus, it is intriguing to hypothesize that the coordinated action of 

microtubules dependent forces (Lottersberger et al. 2015) and the biophysical properties of 53BP1 phase 

separated compartments (Kilic et al. 2019) lead to transient clustering of repair foci and dramatic end-

fusion of telomeric breaks. In this regard, formation of transient repair hubs is starting to emerge as 

common feature of many proteins involved in lesion recognition and repair of DSBs and thereby fusion, 

bouncing, dripping and wetting behavior of these droplet-like condensates might unleash strengths that 

provoke movement of DSB lesion itself. A similar effect has been described when active RNAPII 

dissociates from promoter proximal regions eliciting enhanced chromatin movement, which is 

conversely constrained during RNAPII-Ser5 engagement within P-TEFb hub (Nagashima et al. 2019). 

Finally, post-translation modifications (PTMs) at level of histone tail or repair factors  serve as switch 

not only to regulate accrual and dissociation of proteins to the lesion site, but also to induce DSB 

mobilization and assembling of condensates where DSB repair occurs (Aguzzi and Altmeyer 2016). 

SUMOylation of repair factors, for example, fosters the repair of difficult lesions by generating 

“preferential lanes” for DSB relocalization to the nuclear edge (Lamm, Rogers, and Cesare 2021; Amaral 

et al. 2017). Moreover, deficiency in SUMOylation turnover has been associated with increase rate of 

gross chromosomal rearrangements (Claudio P. Albuquerque et al. 2013; Claudio Ponte De 

Albuquerque et al. 2016; Hwang et al. 2008). 

 

 

1.4.2.2 DSB pairing 

Formation of resected double strand ends is associated either with increased DSBs displacement, or with 

DSBs pairing. In fact, to initiate homology search, ssDNAs can both increase DSBs motility and/or lead 

to coalescence of multiple DNA lesions in a shared RAD52 focus (Lisby, Mortensen, and Rothstein 

2003). These repair centers highly accumulated in S/G2-M phases of cell cycle, furtherly hinting their 

dependency on the presence of a sister chromatid template for homologous recombination. Nonetheless, 



Introduction 

 

30 
 

increased DSBs mobility (Smith et al. 2019) and DSBs clustering (Aymard et al. 2017) were scored also 

in G1 phase in a manner dependent on RAD51 binding at DSBs. However, because ends resection 

precedes RAD51 filaments formation, once again, it is likely that formation of ssDNA is the cause of 

increased foci mobility and elicited DSBs-contacts. Importantly, interfering with the processing of 

double strand ends, leads to defect in DSB relocalization across chromatin and nuclear compartments 

(Chiolo et al. 2011; Tsouroula et al. 2016; Marnef et al. 2019) and it disrupts the formation of synapsis 

(Roukos et al. 2013) and clustering (Schrank et al. 2018) of broken ends. Finally, DSBs pairing not only 

occurs because of homologous search and strand invasion during HR, but breaks repaired by NHEJ 

might synapse with other DSBs and undergoing cycles of transient association and dissociation and 

eventually being engaged in a persistent pairing, synonymous of the formation of a chromosomal 

translocation (Roukos et al. 2013). 

Both DSBs mobility and coalescence of repair foci can influence the probability of two chromosome 

ends to come in contact; however, cell lineage, cell cycle phase and global gene activity can also 

influence the non-random nuclear positioning of chromosomes and genomic loci within the nuclear 

space and thereby can be determinants of chromosome translocations frequencies and of their recurrence 

in a given cell type. In this regards, Bickmore and Teague analyzed more than 105 translocations from 

two independent databases for cytogenetic abnormalities and they found that translocations frequencies 

predominantly correlate with chromosome size and low gene density, suggesting a negative pressure for 

rearrangements on gene-rich loci (Bickmore and Teague 2002). These parameters are typical of a radial 

distribution of chromosomes within the nucleus (Meaburn, Misteli, and Soutoglou 2007), however, 

careful analysis of their results highlighted that the relative nuclear positioning highly impinge on 

translocations etiology (Bickmore and Teague 2002).  

In line with this, measuring of the intergenic distances between frequently translocating genes, at 

different stages of cell differentiation and cell cycle, had revealed that BCR and ABL or PML and RARα 

are significantly associated during S-G2 transition compared to ABL or PML paired with control locus 

(Neves et al. 1999). Moreover, the scored gene proximity was detected in hematopoietic precursors, 

even though they observed differences between BCR-ABL and PML- RARα association in unstimulated 

or Interlukin-3-treated CD43 + cells. In fact Interlukin-3 treatment stimulates differentiation of 

hematopoietic stem cells in myeloid progenitor cells and indeed BCR-ABL rearrangement arises in very-

early hematopoietic precursor, whereas PML-RARα is an oncogenic lesion that hits precursors already 

committed to myeloid differentiation. These results argue for an involvement of cell type commitment 

and cell cycle stage in influencing the spatial contiguity of loci found recurrently rearranged in the 

corresponding tumor type. Similar, in interphase nuclei, 3D analysis of intrachromosomal distances 

between RET and H4 genes that commonly rearrange in thyroid cancer, have revealed that those loci 

were found closer in thyroid normal cells seven time more often than unrelated normal cells (Nikiforova 

et al. 2000). Not only genes which frequently fuse are spatially closer compared to genes not involved 
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in translocations, but also their spatial arrangement, and thereby their relative positioning into the 

nucleus, was found conserved between normal and the corresponding transformed cells (Parada et al. 

2002): both parameters can directly contribute to the frequency of chromosome translocations. For 

example, in Burkitt Lymphoma, Ig-rearrangements disrupt the physiological expression of c-myc when 

it translocates with immunoglobulin genes, encoding for heavy chain IgH, and light chains λ, IgL and 

κ, IgK. Interestingly, translocations between Ig- loci and c-myc occur at different frequencies, which 

mirror the relative spatial distance between c-myc locus and each of these translocation partners (Roix 

et al. 2003). This work links the physical proximity to a potential translocations partner with its incidence 

of clinical translocations and, further, it highlights that differential and relative vicinity is related to the 

whole topology of 3D genome, and does not solely depend on the physical distance of individual pairs. 

Altogether, these works show correlative findings of the association between nuclear proximity and rate 

of rearrangements However, a casual effect has also been described during the formation of Androgen 

Receptor-induced TMPRSS2 intra and inter-chromosomal rearrangements which are triggered by 

induced spatial proximity upon Androgen Receptor-binding at these loci (Mani et al. 2009; Lin et al. 

2009). In fact, prostate cells are responsive to androgen signaling, so as spatial proximity between 

TMPRSS2 and ETV or TMPRSS2 and ERG depends on androgen receptor binding. This corroborates 

one more time that because 3D spatial genome organization is a distinct characteristics of a given type 

of cell, the probability to translocate of certain loci can be highly influenced by the relative spatial 

arrangement of those chromosome loci and, thereby, constitutes an individual mark for that cell type. 

Moreover, changes in the transcriptional program of certain genes and in general gene activation can be 

contributor of changes in the chromatin status that leads to gene repositioning (Tumbar, Sudlow, and 

Belmont 1999; Tumbar and Belmont 2001; Chuang et al. 2006; Therizols et al. 2014) and, thereby, 

might bring spatially distant genomic loci in physical proximity. Findings by Osborne and colleagues 

proposed that active transcribing genes co-occupy the same “transcription factory”, suggesting that 

ongoing transcription can contribute to the physical interaction of transcribing loci in the same discrete 

focus. In prostatic cancer, ligand-dependent binding of androgen receptors to intronic regions of genes 

undergoing rearrangements, activates such transcriptional changes to cause alterations of the local 

chromatin structure, which elicit both mono- or biallelic proximity with intra- or interchromosomal loci. 

This latter, in combination with more accessibility to genotoxic enzymes are drivers of TMPRSS2 

translocations formation (Lin et al. 2009). Importantly, movements that led interchromosomal proximity 

were controlled via a nuclear myosin I (NMI)/actin-dependent mechanism, likewise, components that 

organize actin nucleation and LINC complex, are found to regulate clustering of lesions at active 

transcribing loci (Aymard et al. 2017), suggesting that a common mechanism based on nuclear motors 

might assist how chromosome loci or DSBs lesion come in proximity.  

When Branco and Pombo assessed the level of intermingling between chromosomes, they proposed a 

new model to describe chromosomal arrangement in the nuclear volume. Even though conserving the 
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definition of territoriality of each individual chromosomes (Cremer and Cremer 2010), they 

hypothesized that chromosomes do not occupy discrete domains with few interactions occurring in the 

interchromosomal domain space, rather they form a network with deep extension of chromosome loops 

in others territories (Branco and Pombo 2006). This model well espouses the positive correlation they 

scored between frequency of translocations and level of intermingling for each of the 24 chromosomes 

pairs they analyzed in human lymphocytes. Intriguingly, in agreement with previous pieces of evidence 

already discussed, they also found transcription influencing the interchromosomal interactions, which 

they analyzed as level of chromosome intermingling upon treatment with α-amanitin. Transcription 

inhibition led both to an increase or to a decrease of the degree of chromosome overlap between different 

pairs (while no significant changes on nuclear or chromosome volumes were detected), which confirmed 

the general role of transcriptional status in genome organization.  

Translocations capture sequencing based methodologies have broadly confirmed the role of transcription 

in driving the formation of chromosome translocations. In B lymphocytes, genome wide analysis of the 

full spectra of translocation partners of a bait DSB have revealed that translocations are highly frequent 

in transcribed units, mainly at Transcription Start Site (TSS) rich in open chromatin marks (H3K4me3, 

H3ac, H3K36me3 and PolII). Moreover, it has been found that in absence of AID enzyme, which plays 

a dominant role in the formation of recurrent translocations in B cells, proximity to the breakpoint sites, 

further promotes the formation of the majority of intrachromosomal rearrangements that indeed occur 

within 350 Kbp around the DSB (Chiarle et al. 2011; Klein et al. 2011). Together, these findings 

highlight that linear vicinity to a DSB plays a preferential role in the formation of intra-chromosomal 

rearrangements, but it does not add information on the role of 3D genome configuration, namely, how 

the relative positioning of two genomic loci in the 3D volume affects the probability of these loci to 

form a translocation. Zhang and colleagues decided to investigate the role of spatial proximity in the 

formation of chromosome translocations in unbiased manner. For this purpose, they utilized High-

Throughput Genome-wide Translocation Sequencing (HTGTS), HiC contact map on pro B-mouse cells 

and irradiation as DSBs-inducing agents. Because DSBs are major drivers of chromosome 

translocations, they decided to normalize translocations frequency at a certain locus for the breakage 

frequency of the same locus. They could recapitulate the recurrence of translocations at TSS of 

transcribing genes; however, they conclude that even though transcription plays a relevant role in those 

rearrangements, it is not the main drive for translocations to occur. Instead, they could show that when 

DSBs acceptors (translocation partners) are widely available along all chromosomes, like for instance 

upon irradiation, spatial conformation of the chromosome where the DSBs lies is the main predictor of 

translocation frequency. To conclude, physical intra or interchromosomal proximity influence 

rearrangements between DSBs on the “true” cis chromosome, which is not the one dictated by linear 

distance, but the one occupying the same volume (Y. Zhang et al. 2012). One can envision that this has 

tremendous consequences in understanding phenomena like chromothripsis, where pre-existing spatial 

proximity might determine how chromosome segments are reasserted/reshuffled. Finally, findings from 



Introduction 

 

33 
 

Klein and Chiarle regarding rearrangements in B cells are revisited by works from Hakim and Rocha 

that emphasized on the role of spatial proximity in AID-mediated rearrangements, rather than on 

transcriptional influence. Hakim and colleagues suggested that in absence of DNA damage, physical 

proximity, chromatin accessibility and gene expression greatly determine the frequency of chromosome 

translocations. However, when DNA damage is inflicted, proximity and the absolute number of 

rearrangements lack of correlation, whereas RPA deposition at a given locus positively correlates with 

the numbers of rearrangements at the same locus, suggesting that DSBs formation is rate-limiting of 

translocations (Hakim et al. 2012). On the other side, Rocha and colleagues discovered that “off-target” 

activity of AID enzyme occurred at loci occupying the same topological domain during class switch 

recombination, confirming the role of spatial proximity in the formation of AID-mediated translocations 

(Rocha et al. 2012).  

 

 

1.4.3 The role of DSB repair pathways  

DSBs repair mechanisms can also impinge on the probability of two DNA lesions being faithfully 

repaired or engaging in a chromosome rearrangement. Employing genetic tools to generate defective 

alleles of certain repair factor, reporter systems for the usage of specific pathway or sequencing of 

translocations junctions have shed light on the role of DSB repair pathways as contributors or 

suppressors of the formation of chromosome rearrangements. Taccioli and colleagues were among the 

firsts to associate impairment of CSR with defective repair machinery, suggesting that repair pathways 

might influence the process of formation of scheduled chromosome rearrangements (Taccioli et al. 

1993).  

In yeast, recombination-based repair processes are prevalent mechanisms to restore genome integrity, 

however chromosome translocations are not formed by canonical gene conversion that requires 

homologous sequences for both double strand ends, but they result from Single Strand Annealing (SSA), 

when DSBs flank directly repeated regions, or by Break Induced Replication (BIR), based on single 

strand invasion by one double strand end. Multi-invasion recombination is another type of mechanism 

forming chromosome translocations, based on two-strand invasion of a broken DNA. This mechanism 

relies on HR factors, and while homology lengths and spatial proximity of donor templates further 

stimulate the process, DNA Helicases and Topoisomerases, by resolving the heteroduplex structure, act 

as negative regulators in this process (Piazza, Wright, and Heyer 2017). Multi-invasion-induced 

rearrangements (MIRs) come with the cost of possible insertions in the final translocation junction; 

furthermore, resolution of MIRs intermediates lead to formation of new breaks with the potential of 

triggering additional rearrangements. Complex structural variations have been also scored as the results 

of heterologous recombination between not identical but similar homologous sequences (León-Ortiz et 

al. 2018). This type of heterologous recombination is different from the “homeologous” recombination 

for the extension of the homology (sequence divergency higher than 70 % in the first type of 
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rearrangements) and on the dependency on mismatch repair factors and structure specific endonucleases. 

Mismatch repair factors suppress “homeologous” recombination, but they are responsible of 

heterologous rearrangements in mutants of structure - specific helicases such as BLM and RTEL1 (León-

Ortiz et al. 2018; LaRocque and Jasin 2010). Intriguingly, genome rearrangements can arise also upon 

replication stress. Rescue of stalled replication forks has been also shown to cause structural abnormality 

and generation of complex fusions, due to repetitive template switching between micro-homology 

sequences (F. Zhang et al. 2009; Mizuno et al. 2013; Watanabe et al. 2017). 

In mammals, end-joining signatures characterize translocation junctions, which arise throughout the cell 

cycle, suggesting that NHEJ is the predominant repair mechanism underlying the illegitimate joining of 

heterologous breaks. This finding was quite surprising giving that factors involved in repair of DNA 

lesions, are normally considered genome caretakers and animal models carrying alleles null for those 

factors, are lethal at embryonic stages, or their development is associated with enhanced genome 

instability, due to increased sensitivity to DNA damage agents (M. J. Difilippantonio et al. 2000; 

Ferguson et al. 2000; Y. Gao et al. 2000).  

For instance Ku80-/- mice are characterized by chromosome aberrations and cycling defects, which are 

partially restored upon additional mutation of p53, even though the double mutant for Ku80 and p53 

holds  higher sensitivity to ionizing radiation (M. J. Difilippantonio et al. 2000). Normally, p53 mutation 

predisposes to T-cell lymphoma, however, probably due to the enhanced sensitivity to DNA damage, 

mice carrying double mutations in p53 and Ku80 alleles develop even earlier proB-lymphomas, 

characterized by IgH and c-myc fusion and amplification of both genes (M. J. Difilippantonio et al. 

2000). Similarly, XRCC4 -/- mice show defects in cellular proliferation and present premature 

senescence; when this mutation is crossed with animals carrying alleles mutated in p53 gene, the 

embryonic lethality is rescued and mice were born nearly as predicted. However, defects in B and T 

cells development are not restored and it comes along with constant appearance of IgH/c-myc fusions 

(Y. Gao et al. 2000). While, Ku80 acts early on during NHEJ, therefore loss of its ends-tethering function 

might lead to increase illegitimate joining with non-homologous ends, which can still be catalyzed 

trough NHEJ pathway, XRCC4 acts in the final end-joining step, suggesting that likely alternative 

pathways are mediators of rearrangements formation. Over the decades, in fact, more and more evidence 

have shown that NHEJ suppresses chromosome translocations, rather than mediates them. Cells 

defective for XRCC4 accumulate translocations, however overexpression of WT isoform for XRCC4 

rescues the increase in chromosome translocations (Simsek and Jasin 2010). Furthermore, analysis of 

translocations junctions shows shared feature in rodents with genetic backgrounds WT, Ku70-/-, 

XRCC4-/- or XRCC4-/- but complemented with a functional XRCC4, such as insertions and deletions 

characterized by few base pairs microhomologies, hinting alt-EJ-based mechanisms for the formation 

of chromosome translocations. XRCC4-LIG4 and Ku are pathway choice regulators and play role in 

suppressing HR and SSA (Weinstock and Jasin 2006; Pierce et al. 2001), by protecting DNA ends from 

nucleolytic processing and it is tempting to speculate that suppression of alt-EJ mediated translocations 
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is sustained by blocking end-processing disfavoring the access of alt-EJ factors. Hence, researchers had 

tried to interfere with end-resection process and because the HR factor CtIP (Sae2, yeast homologous), 

was also identified as alt-EJ component (Lee and Sang 2007; Bennardo et al. 2008), its role in the 

formation of chromosome translocations has been assayed by knock down experiments (Y. Zhang and 

Jasin 2011). CtIP depletion lead to decreased translocation frequency, suggesting that defects in end 

resection lead to impairment in the usage of microhomologies underlying translocation formation. 

Involvement of alt-EJ in generating translocations is supported by other studies where mice deficient of 

LIG3 show reduced translocation frequency, while LIG1 has a marginal role in physiological condition, 

but an addictive effect in reduction of translocation frequency was detected in double mutants for 

LIG1and LIG3 (Simsek et al. 2011). The previous examples have highlighted that in mice, translocations 

are suppressed by classical NHEJ and arise from erroneous repair mediated by an alternative-end joining 

mechanism. However, human cell lines homozygotes for mutations at xrcc4 and lig4 genes showed a 

decreased formation of chromosome translocations and the few rearrangements detected, have presented 

large deletions and microhomologies at recombined junctions of endonuclease-inflicted DSBs. 

Furthermore, in this set up, lack of CtIP impairs translocation formation only when classical NHEJ is 

already compromised, but not in condition of intact end-joining machinery (Ghezraoui et al. 2014). 

Conversely, upon irradiation translocations accumulate in LIG4 and/or RAD54 deficient background 

(Soni et al. 2014), suggesting that nevertheless in case of impaired NHEJ and HR, illegitimate fusions 

of heterologous DSBs occur by different means. Therefore, Iliakis’s laboratory proposed that also in 

human cells alt-EJ constitutes the back-up pathway to cover for NHEJ and HR defects. Cells depleted 

of KU show a rapid accumulation of translocation rearrangements (already after 1h versus the 4h upon 

IR in lig4 and rad54 mutants), suggesting that lack of DSBs tethering provokes a quick engagement in 

erroneous repair. Importantly, PARP-1 inhibition rescues translocations accumulation in all repair 

defective backgrounds, hinting, thereby, that PARP-1 is required for the formation of these DSBs miss-

joining events (Soni et al. 2014; 2015) and co-treatment with a potent LIG1 and LIG3 inhibitor, L67, 

synergistic decreases translocations frequency, suggesting that PARP-1 and LIG1/3 operate on the same 

subset of DSBs repaired through alt-EJ. Intriguingly, HCT WT cells treated only with LIG1/3 inhibitor 

do not show a significant decrease in translocations 4h after irradiation, while combined treatment with 

LIG4 inhibitors, further decrease translocations, even if not completely (Soni et al. 2015). Altogether, 

these results hint that different repair pathway might contribute to different fraction of translocations, as 

was already proposed (Y. Zhang and Jasin 2011) and it highlights that chemical inhibition is often not 

the best tool to dissect the relative contribution to a given event, due to a possible incomplete block of 

the investigated factors. In conclusion, these experimental works have taught us that in the attempt of 

defining a comprehensive model system describing determinants of translocation frequency, one must 

take in considerations that parameters as DSBs location, frequency, persistency and characteristics of 

double strand ends, highly determine the outcomes whereon the model will be based. 
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1.5 Class I histone deacetylases 

DSBs arise, move, are properly repaired or are engaged in translocations junction within the context of 

chromatin organization, therefore dissecting the mechanism underlying the formation of chromosome 

rearrangements cannot be untied from understanding how chromatin structure is regulated and in turn 

affect the aforementioned steps of DSB “lifetime”. As already discussed, chromatin is organized at 

different levels: nucleosomes can be evicted, slide or deposited by the activity of ATP-dependent 

remodeling complexes and, together with histone chaperones, attend to the turnover of specific histone 

variants; finally histone modifying enzymes participate in “decorating” the histone tails by adding or 

removing specific chemical groups, thereby tuning the activity of DNA-interacting factors. These 

modifications are made “after completion” of histone synthesis (Allfrey, Faulkner, and Mirsky 1964), 

thereby “post-translationally” added and removed, dictate so-called chromatin dynamics. Among the 

first discovered PTMs, acetylation consists in the addition of an acetyl group (-COCH3) on the ε-ammino 

group of lysine residues of histones and other proteins (Figure 5). At the level of chromatin, the negative 

charges carried by the acetyl group tend to neutralize the positively charged histone tails, thereby 

weakening the electrostatic interactions with DNA and provoking a looser chromatin status, often 

associated with active transcription. In fact, a pioneer work could show that incubation of isolated calf 

thymus nuclei with radiolabeled sodium acetate-2-C14 triggered acetylation incorporation and 

diminished the capacity of histones to inhibit RNA synthesis (Allfrey, Faulkner, and Mirsky 1964). In 

line with this, before identifying acetyltransferase domain (Brownell et al. 1996) and deacetylase activity 

(Taunton, Hassig, and Schreiber 1996) in enzymes involved in transcription regulation, histone 

acetylation and hypo-acetylated nucleosomes were already associated with promoter activation (Durrin 

et al. 1991) and gene silencing, respectively (Braunstein et al. 1993; Thompson, Ling, and Grunstein 

1994). Mammalian histone acetyltransferases (HATs) are classified among 3 families: the first cloned 

and identified HAT1 have sequence and structure similarity with GCN5 (Brownell et al. 1996), both 

belonging to GNATs family (GCN5 N-Acetyltransferases), which includes PCAF, ELP3, HPA2, and 

NUT1 too. The MYST family of HATs has named based on the first identified members: MORF, YBF2, 

SAS2 and TIP60. This class includes a yeast homolog of Tip60, ESA1, which has the peculiarity to 

share a sequence motif with the yeast HDAC, RPD3. Others known MYST proteins are the fruit flies 

MOF and the yeast SAS2 and SAS3 that counteract SIR2-SIR3 mediated silencing. To the so-called 

“orphan class” belong p300/CBP and TAF1 that although having HAT activity do not hold a canonical 

HAT domain. Most HATs alone are unable to efficiently acetylate histones and in fact they are found in 

multisubunit complexes with enzymes carrying other domains, such as bromodomains which are 

actually the readers of K-acetylated, or chromo-, PHD and WD40 domains to bind mostly methylated 

residues, thus providing substrate specificity. The reverse reaction is the removal of acetylated group 

and it is catalyzed by histone deacetylases (HDACs), that alike their counterparts, do not exhibit their 

activity only on K-residues of histone tails, but they have a variety of non-histone targets, including co-

regulators (Glozak et al. 2005).  
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Adapted from (X. J. Yang and Seto 2007; Gong and Miller 2013) 

Figure 5: Lysine Acetylation is a chemical reaction catalyzed by acetyltransferase that, through the cofactor 

Acetyl-CoA, transfers an acetyl group on the ε-amminogroup of lysine residues of histones and non-histone 

proteins. Acetylated-lysines are recognized, most commonly, by bromodomains of a variety of multisubunit 

complexes. The inverse reaction, histone deacetylation, consisted of hydrolysis of the acetyl group via histone 

deacetylase enzymes and a molecule of water.  

 

The first human HDAC purified was inferred by homology sequence to the yeast deacetylase, RPD3 

(Taunton, Hassig, and Schreiber 1996). Moreover, because histone deacetylases are well-conserved 

enzymes across model organisms, their classification is based mainly on the similarity with their yeast 

homologues and their dependency on cofactors. To date, 4 classes of histone deacetylases exist in 

mammalians: Class I, II and IV belong to the classical family and are Zn-dependent proteins, whereas 

Class III includes the silent information regulator 2 (Sir2)-related proteins (Sirtuins) and require NAD+ 

for their deacetylase activity. While Class IV contains only one member HDAC11 and shares homology 

with both Class I and II, Class I includes proteins related to the yeast RPD3 and members of this class 

are HDAC1, HDAC2, HDAC3 and HDAC8, all ubiquitously expressed and with nuclear localization. 

Homologus to yeast HDA1 are members of Class II, which are tissue-specific and can shuttle between 

nucleus and cytoplasm. Class II can be divided in two subclasses: Class IIa, whose members are 

HDAC4, 7 and 9, whereas HDAC6 and HDAC10 belong to Class IIb (Figure 6) (X.-J. Yang and Seto 

2008; Haberland, Montgomery, and Olson 2009).  
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Adapted from (X.-J. Yang and Seto 2008; Haberland, Montgomery, and Olson 2009) 

Figure 6: Organization of human Histone Deacetylase family and domains similarity with S. cerevisiae Rpd3 

enzyme. In figure, NAD+ independent HDACs are listed and grouped in classes according to their similarity with 

the deacetylase domain similarity of yeast Rpd3. To class I belong Rpd3-like enzymes: HDAC1, HDAC2, HDAC3 

and HDAC8. Members of class II show higher sequence similarity with S. cerevisiae Hda1, which in turn holds 

47% of sequence similarity with Rpd3 DAC domain. Then, percentages indicated in DAC domains of members of 

Class II and IV show similarity with yeast Hda1. HDAC11 is the orphan member of Class IV. Class II can be 

subdivided in two subclasses: Class IIa differs from Class IIb for the presence of Myocyte enhancer factor-2 

(MEF2)-binding motifs (green cylinders) and 14-3-3 binding motifs containing Serines at N-terminal (gray 

cylinders). HDAC4, HDAC5, HDAC7 and HDAC9 are members of Class IIa, whereas HDAC6 and HDAC10 

belong to class IIb. Deacetylase domain is depicted in gradient light blue; Rpd3, stays for “reduced potassium 

dependency-3”; Hda1 for “histone deacetylase-1”; SE14, Ser-Glu- containing tetradecapeptide repeats; ZnF, 

ubiquitin-binding zinc finger. 

 

1.5.1 The role of HDAC1 and HDAC2 in genome integrity 

Because of their nuclear localization, members of class I of HDACs are the more likely to play a role in 

the formation of chromosomal rearrangements. Defects in HDAC3 (Bhaskara et al. 2008) and HDAC8 

(Haberland et al. 2009) lead to embryonic or perinatal lethality of mice and have been also linked to 

genome maintenance, but in the context of replication and cell cycle progression (Bhaskara et al. 2008; 

2010; Wells et al. 2013); whereas, HDAC1 and HDAC2 have been more tightly associated with DSB 

repair (Miller et al. 2010; Chou et al. 2010; Rother et al. 2020) and resolution of replication stress (Sirbu 

et al. 2011).  
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Although HDAC1 and HDAC2 share around 85% of sequence identity and around 80% of similarity 

with the yeast homolog RPD3 (Figure 6) (Taunton, Hassig, and Schreiber 1996; W. M. Yang et al. 

1996), loss of function of one of those enzymes only partially is compensated from the other enzyme. 

This might also explain why, in fact, HDAC1 and HDAC2 are often found together to carry out 

deacetylase activity in multimeric repressive complexes, such as SIN3 complex, the Nucleosome 

Remodeling Deacetylase NuRD complex, and the Corepressor of RE1-silencing transcription factor 

(CoREST) complex (X.-J. Yang and Seto 2008). Moreover, null alleles for HDAC1 and HDAC2 

highlighted different phenotypes, a hint that indeed HDAC1 and HDAC2 hold not redundant functions. 

For example, HDAC1 -/- results in embryonic lethality before E10.5 (Montgomery et al. 2007; Lagger 

et al. 2002), due to differentiation defects, because of overall hyper-acetylation of histones H3 and H4, 

and proliferation abnormalities, as result of increased p21 and p27 activity, both negative regulators of 

CDK activity (Lagger et al. 2002; Yamaguchi et al. 2010). Pups mice lacking of HDAC2 die perinatally 

or show cardiac malformations (Montgomery et al. 2007). Lack of both HDAC1 and HDAC2 in pre-B 

cells block B-cells development at early stage, whereas in mature B cells, loss of both histone 

deacetylases becomes unsustainable when cells are induced to proliferate as consequences of 

missregulated G1 to S transition (Yamaguchi et al. 2010), anticipating possible role of histone 

deacetylase 1 and 2 in DNA replication process. HDAC1 and 2 (and HDAC3) have been found enriched 

on nascent DNA (Sirbu et al. 2011; Bhaskara et al. 2013; Wells et al. 2013), where they regulate 

replication speed and counteract accumulation of H4K16ac. By doing so, and in concert with ATP-

dependent chromatin remodeler activity, HDAC1 and 2 play an inhibitory effect on chromatin relaxation 

yet assuring proper chromatin configuration for fork progression (Shogren-Knaak et al. 2006; Bhaskara 

et al. 2013).  

Indirect evidences highlighted that HDAC1 and 2 might have a role also in the PARP-dependent 

response to DNA damage. In fact, in a screen for proteins that increase ubiquitination upon DNA 

damage, two components of NuRD complex, CHD4 and MTA1, were found rapidly and transiently 

accumulating at site of microirradation and the fast kinetics of recruitment prompt the author to 

investigate whether the accrual of components of NuRD complex was regulated by parylation. Indeed, 

treatment with Parp inhibitor prevented MTA1 to localize at damage site (Chou et al. 2010). This 

ultimately hints that HDAC1 and HDAC2, as NuRD subunits, might be also implicated in the response 

to DNA lesions. In line with this, it has been shown that HDAC1 and HDAC2 not only travel along with 

the replisome, but they are recruited at laser-induced damage where they promote DSBs repair by 

leading deacetylation of H3K16 and H3K56 (Gong and Miller 2013). Cells depleted of HDAC1/2 bear 

persistent DSBs and DDR activation and impaired NHEJ-repair events. A recent model gathers together 

the previous discoveries proposing, in fact, that upon DNA damage, PARP triggers CHD7-chromatin 

relaxation, to which follow HDAC1/2 localized deacetylation which fosters canonical NHEJ (Rother et 

al. 2020). SIRT7-mediated H3K18 deacetylation at DNA damage site is also PARP-regulated (Vazquez 

et al. 2016). Complementary evidences have shown that Tip60-mediated acetylation, or knockdown of 
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both HDAC1 and HDAC2, impair 53BP1 recruitment, while shifting the balance for BRCA1 accrual at 

mCherry-LacR-FokI-induced DSBs (Tang et al. 2013). As previously discussed, histone 

acetyltransferase and deacetylases act also on non-histone proteins; for instance Tip60 targets ATM, 

promoting its full activation and autophosphorylation, whereas it has been shown that SIRT1 directly 

interacts with Ku70 and by promoting its deacetylation contribute to apoptosis attenuation (H. Y. Cohen, 

Miller, et al. 2004; H. Y. Cohen, Lavu, et al. 2004).  

Regarding the role of histone deacetylases in homologous recombination repair no compelling evidence 

have been proposed so far: a work had attempted proposing that SIRT6-dependent CtIP deacetylation 

could promote end resection, however this paper has been retracted (Kaidi et al. 2019). Furthermore, 

HDAC2 depletion or HDACs inhibition by MS275, or PCI-24781, have shown to decrease RAD51 

levels (Krumm et al. 2016; Adimoolam et al. 2007) restoring cell-drug sensitivity, whereas, an 

independent study has also observed that upon SAHA treatment (pan HDACi), RAD51 and Ku80 were 

both downregulated suggesting a more general effect of HDAC inhibitor molecules in attenuating key 

factors of DSB repair processes (Blattmann et al. 2010).  

 

 

1.5.2 Drug-targeting HDACs in cancer therapy 

Histone deacetylases are involved in several biological processes (included DNA repair, differentiation 

and apoptosis), therefore it comes with no surprise that in several cancer types, members of different 

classes are upregulated and specifically overexpression of HDAC1, HDAC2 or HDAC3 account for the 

most represented in various tumors hitting for instance Colorectal, Stomach, Oesophagus, Breast, 

Ovaries, Lung, Pancreas, Thyroid and Prostate.  

Inhibitors targeting HDACs from class I, II or IV have anti proliferative effects and they have been 

tested in clinical trials for cancer therapy (Bolden, Peart, and Johnstone 2006). For example, Vorinostast 

or SAHA (Suberoylanilide Hydroxamic Acid) has been the first FDA-approved HDACs inhibitor to be 

used in clinical treatment of T-cell Lymphoma (Mann et al. 2007), because of its antitumor properties. 

In prostatic cancer cells, dose-dependent treatment with SAHA has shown to increase the fraction of 

G2-arrested cells, by decreasing expression levels of cyclin B and cyclin A2, and to enhance FOXO3a-

regulated apoptosis, while inhibiting AKT- signaling pathway (Shi et al. 2017).  

Loss of H4K16Ac, regulator of high-order chromatin structure (Shogren-Knaak et al. 2006), seems to 

be a shared feature among different cancer types (Fraga et al. 2005) and, more generally, upregulation 

of histone modifiers in tumor cells is considered a responsive mechanism to elude genotoxicity, on which 

many chemotherapeutics based their efficacy in cancer treatment. As matter of fact, it has been found 

that combined use of histone deacetylases inhibitors and chemotherapeutics can abolish, or even prevent, 

the drug-tolerant state and restore sensitivity to therapeutic agents (S. V. Sharma et al. 2010). Similar 

cellular responses are triggered upon combined treatment between HDAC inhibitors and ionizing 
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radiation, used as radiotherapeutic agent (Karagiannis and El-Osta 2006). Importantly, although histone 

deacetylases inhibitors have a well-known impact on gene transcription, mounting evidences describe 

that this “repriming” toward drug sensitiveness rises from the enhanced DDR triggered by the new 

chromatin-state induced by HDACs inhibitor (TSA, in the study), together with checkpoint bypass and, 

as consequence, cell death (S. V. Sharma et al. 2010).  

It was found that the combined use of etoposide and TSA (pan HDACs inhibitor) stimulates apoptosis, 

of drug-resistant non-small cell lung carcinomas. Indeed, usage of caspase inhibitor or depletion of pro-

apoptotic factors, such as AIF (apoptosis inducing factor), abolishes etoposide/TSA triggered apoptosis, 

as monitored by measuring the levels of caspases activity, PARP cleavage and DNA fragmentation 

(Hajji et al. 2008). The restored cell death seems to be due to reestablished levels of H4K16ac upon 

HDAC inhibition as well as overexpression of hMOF, responsible to specifically acetylate Lys16 on 

histone H4 (Taipale et al. 2005), is sufficient to restore sensitization to etoposide treatment (Hajji et al. 

2010). Same effect was observed upon SIRT1 inhibition, whereas when the authors overexpressed 

SIRT1, they observed low levels of H4K16ac and cell apoptosis; suggesting that the ratio between 

hMOF1/SIRF1 (and H4K16ac levels) might regulate drug sensitization (Hajji et al. 2008; 2010). Other 

researchers, by using Valproate (a Valpronic Acid sodium salt), observed a synergized cytotoxicity of 

cisplatin and etoposide, when in combination with this histone deacetylase inhibitor, without increasing 

H2AX phosphorylation (Groh et al. 2015). Additive cytotoxic effect and decreased cell viability due to 

caspases activity was observed also upon co-treatment with Vorinostat and Topoisomerases inhibitors 

(Gray et al. 2012) and/or cisplatin (Pan et al. 2016). Cellular senescence of prostatic cancer cell lines is 

also increased upon combined treatment with a pan-Aurora Kinase inhibitor (Paller et al. 2014). 

Increased H3-Ac, along with decreased expressions and activity of members of class I HDACs, and 

enhanced apoptosis were also observed upon combined treatment with CI-994 and etoposide of primary 

cells derived from patients with Atypical teratoid/rhabdoid (AT/AR) tumor (Kim et al. 2021). Another 

pan-histone deacetylase inhibitor, Panobinostat (formerly called LBH589), showed reduced cell 

proliferation in dose dependent manner (G. Wang et al. 2013) and, in vitro and in vivo, it can trigger up 

to 62% of reduction of tumor growth, in mesothelioma and lung cancer models (Crisanti et al. 2009). 

HDACs inhibitors can also count for veterinary applications: in fact similar effects, to the ones just 

described, were observed in mouse models carrying canine lymphoma xenografts, showing dose-

dependent reduction of tumor size, linked with increased H3-Ac and apoptosis (Dias et al. 2018). 

Moreover, when Panobinostat is combined with chemotherapeutics, such as etoposide, doxorubicin, or 

cisplatin, increases citotoxicity in high risk neuroblastoma-cells and small cell lung carcinoma cells (G. 

Wang et al. 2013; Crisanti et al. 2009). The mechanisms underlying this synergistic effect seem due to 

downregulation of CHK1, ATM/ATR substrate and cell cycle arrest due to low levels of CDK1 and 

thereby abrogation of G2 cell cycle checkpoint (G. Wang et al. 2013). However, treatment of patients 

with lung cancer with a combination of Panobinostat, carboplatin and etoposide in the context of a Phase 
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I trial revealed high intolerability even at the lowest dose levels tested, along with thrombocyto- and 

neutro- penia, so that the study was suspended (Tarhini et al. 2013). 

However, dissecting the molecular mechanism by which these inhibitors carry out their anticancer 

activity is quite challenging because HDACs inhibitors trigger “umbrella” of effects, varying from DNA 

damage and repair, regulation of reactive oxygen species and thereby apoptosis, to changes in chromatin 

structure, cell cycle progression and chromosome segregation (Bolden, Peart, and Johnstone 2006; Eot-

Houllier et al. 2009). 

 

1.6 Open questions 

It has been well understood that formation of chromosome translocations can give rise to neoplasia and 

lots of efforts have been devoted to shed lights on how gene fusions trigger aberrant processes by eluding 

various cellular controls, however rudimentary remains our knowledge regarding the mechanisms which 

ultimately drive the formation of such chromosomal rearrangements. Regarding factors influencing the 

frequency of chromosome translocations it has been highlighted that null alleles for DSB repair factors, 

in cellular and animal systems, demonstrated their involvement in suppressing or facilitating formation 

of chromosome translocations: when the repair machinery is disrupted, translocations can be recovered 

at different frequencies compared physiological conditions.  

Nonetheless, when dissecting mechanisms and pathways playing a role in translocations formation, one 

must consider not only what does affect the joining of double strand ends, because this constitutes only 

the final step in “DSBs life cycle”. In fact, chromosome translocations formation mechanisms rely as 

wells on what brings in proximity or keeps together two DSBs, what affects the movement and, in primis, 

what triggers the breakage of genomic loci. Intriguingly, chromosome translocations occur in the context 

of high-ordered chromatin organization and experimental evidences have demonstrated that chromatin 

related functions might affect individually each of the aforementioned moments of DSBs life span. In 

fact, as discussed throughout the introduction of this dissertation, chromatin signatures have been found 

enriched at genes which frequently undergo chromosome rearrangements (see 1.4.1.2 Chromatin 

features associated with breakpoint regions), chromatin remodelers activity or changes in condensation 

status of chromatin environment of certain loci influence their motion characteristics and nuclear 

positioning (see 1.4.2.1 Motion properties of DSBs: “…and yet, it moves”). Finally, chromatin dynamics 

is integral moment of DDR and specific histone modifications can dictate repair efficiencies or whether 

repair of a DSB occurs via end-joining rather than homologous-directed mechanism (see 1.2.1 DSB 

repair pathways: a chromatin based-choice). Recently, DSBs-induced chromatin changes have been map 

corroborating the hypothesis that a reshaping of the chromatin context upon DSBs formation is, indeed, 

need to set permissive states to DNA repair machineries (Clouaire et al. 2018).  
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Altogether, this hints that chromatin environment is a key determinant of dynamic properties and repair 

of DSBs, however so far it has been not well established whether chromatin organization affects 

chromosome translocations formation, nor it has been found how the chromatin environment 

surrounding a DSB affects its propensity to translocate, nor in which specific moments of translocation 

process chromatin features play a role.  

This highlights the need of a cellular system,which allows to induce perturbation in the chromatin 

environment and to probe whether it affects the formation of chromosome translocations, by influencing 

DSB formation, DSB motion and pairing or repair of targeted loci.  

 

 

1.6.1 Goals of the study 

The present research project had the goal to elucidate the involvement of chromatin factors and/or 

chromatin related mechanisms in the formation of chromosome translocations. To investigate the role 

of chromatin factors in modulating DSB-induced chromosome translocations, we have performed 

experiments to: 

1. Screen for epigenetic drugs in modulating chromosome translocations frequencies, so that to 

infer which chromatin player might influence the formation of chromosome translocations. 

2. Validate the selected hits by chemical inhibition and knock down experiment; this allows to 

assess whether perturbation of the levels and/or activity of candidates influence chromosome 

translocations (global chromatin changes). However, whether local changes in the chromatin 

environment surrounding a DSB, dictate its probability to translocate, it remains unsolved at 

this stage of the study. 

3. Address whether local chromatin changes, by induction of chromatin domains in proximity of 

DSB, perturb its frequency to form translocations. 

4. Investigate the molecular mechanisms by which chromatin players influence the formation of 

chromosome translocations (for instance do global or local changes in the chromatin context 

influence mobility of a given DSB? Do they affect DSBs repair kinetics?) 

5. Validate gained insights with complementary tools and/or by assessing the involvement of 

chromatin changes in the formation of recurrent oncogenic chromosome translocations. 

To achieve these goals we have employed previously characterized cell based systems to introduce DSBs 

at targeted loci, by mean of endonucleases.  

The first cellular tool carries, on different chromosomes, genomic integration of one LacO and three 

TetO repeats flanking I-SceI cutting sequences. Thereby, upon DSB-induction, it is possible to quantify 

LacO-TetO translocations by qPCR or alternatively by employing fluorescently tagged versions of Lac 

and Tet Repressors (Figure 7).  
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Figure 7: Cell system to induce and to quantify mechanistic steps of chromosome translocations in real time. 

A. NIH3T3 cells are genetically modified to carry I-SceI cut sites flanking one integration of Lac Operator and 

three of Tet Operator, as repeats (NIH3T3 cells carrying these integration are renamed Parentalduo cells). 

Fluorescently modified versions of Lac Repressor and Tet Repressor, tagged with mCherry or GFP, can bind with 

high affinity their cognate operator sequences, in absence of IPTG and doxycycline, respectively. B. Upon 

induction of I-SceI-DSBs, movement of chromosome ends, DSBs synapsis and chromosome translocations can be 

monitored by time lapse microscopy and high-throughput imagining; alternatively translocations junctions can be 

quantified by qPCR, using oligos pair on the repeats, flanking the cut sites. 

 

The high binding affinity of Lac (or Tet) Repressor for its cognate operator, in combination with 

fluorescent proteins such as mCherry or GFP have previously allowed either to measure motion 

characteristics of the said locus, or to tether any protein of interest and measure whether the enzymatic 

activity of the given protein can impact on locus mobility and its nuclear localization (Tumbar and 

Belmont 2001; Chubb et al. 2002; Soutoglou et al. 2007; Neumann et al. 2012; Roukos et al. 2013). 

Therefore, we have decided to use this system in combination with perturbation of the chromatin state, 

which can be induced either globally, via chemical inhibitors of classes or family of chromatin modifiers 

or via knock down of specific chromatin factors, or locally, by fusing chromatin factors in tandem with 

Lac Repressor and measure their relative contribution to the mobility of a broken LacO locus or in its 

propensity in forming translocations. For this purpose, we thought to finely regulate DSBs formation by 

controlling the expression and cellular localization of I-SceI endonuclease (Figure 10). 

The system will be employed initially to identify chromatin factors influencing the frequency of 

formation of LacO-TetO translocations; further, to assess whether differences in chromosome 

translocations are regulated by local changes at chromatin surrounding the tethered-DSB. Finally, to 

investigate how chromatin perturbation affects DSBs mobility, thereby playing a role in movement of 

translocating-DSBs.  

Similarly to the first one, the second cellular system, we have employed in the project, allows also 

control of DSBs formation through restriction of cellular localization of AsiSI endonuclease. Upon 
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nuclear shuttling, the enzyme can cut, potentially, a thousand sites throughout the genome, thereby 

generating DSBs in different chromatin environments. Given that the system has been already used to 

monitor chromatin changes upon DSBs formation, we decided to investigate whether genomic sites 

bearing such DSBs-induced changes show differences in their translocations frequency, measured by 

HT-FISH methodology. Particularly, we focus on changes at chromatin levels triggered by chromatin 

factors that results as candidate modulators of LacO-TetO translocations and we aim to employ the 

system as part of our effort to mechanistically understand which step of chromosome translocations the 

identified chromatin factors play a role in.  

For this purpose, we would like to verify whether genomic sites with certain chromatin changes and 

determined propensity to translocate, show defective repair. To do so, a variant of this cellular system 

allows degrading AsiSI endonuclease and thereby to monitor DSBs clearance overtime. Therefore, in 

collaboration with another PhD student and IMB bioinformatics core facility, we decided to profile 

AsiSI-DSBs over time using ssBLISS (Bouwman et al. 2020). These repair kinetics experiments aim to 

address whether differences in translocation frequencies, at the level of the analyzed chromatin changes, 

correspond to differences in DSBs repair rates.  

Ultimate goal is to understand whether the same chromatin changes probed throughout the research with 

various cellular tools, can also impinge the formation of recurrent cancer initiating translocations. For 

this reason we decided to focus on modelling the formation of therapy related translocations, such as the 

one that arise as dramatic secondary effect upon chemotherapeutic treatment of the primary tumor. In 

particular we strived to understand whether combined treatment with drugs inhibiting chromatin related 

functions could hinder the formation of etoposide-induced MLL translocations
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Chapter 2 – Results 

2.1 Screen for epigenetic inhibitors reveals modulators of translocation frequency 

Chromosome translocations occur in the context of chromatin structure and, similarly to other DNA 

transaction, is it likely that the chromatin modifying enzymes might play a tight control on DSBs lesions 

which turn into a translocation junction. However, so far, we had indirect evidence of the role of 

chromatin environment in the formation of chromosome translocations and the key molecular events, 

underlying this level of regulation, remain elusive (Lin et al. 2009; Berger et al. 2011; Burman et al. 

2015).  

Tracking of broken chromosome ends in space and in time has allowed not only to study dynamics of 

DSBs engaging or not in translocations in real time, but also to define some key features of the process 

(Roukos et al. 2013; Roukos, Burgess, and Misteli 2014). For instance, it has been already observed that 

translocations occur independently of the cell cycle phases and prevalently form between DSBs within 

2,5 µm; only sporadically persistent LacO-TetO arrays juxtaposition (indicative of translocation) were 

observed between distal breaks (up to 5 µm). Moreover, it has been observed that faster moving DSBs 

are likely more prone to form fusions.  

One asset of the system resides in the possibility to combine it with perturbation of certain cellular 

function and study how this alteration might influence DSBs dynamics and chromosome translocations. 

For instance, disruption of DNA repair pathways, by using inhibiting molecules or siRNA technology, 

has shown that DNAPK suppress chromosome translocations, confirming previous results, without 

influencing tethering of DSBs, where MRE11 seems involved (Roukos et al. 2013). These previous data 

confirmed that the system can be used to identify modulators of the translocation frequency. 

 

To shed light on a possible role of chromatin structure in modulating the occurrence of chromosome 

translocations, we carried out a screening for epigenetic inhibitors. Specifically, NIH3T3 cells 

(Parentalduo cells) were electroporated with I-SceI coding vector to induce the formation of I-SceI-

DSBs at sites flanking the LacO and TetO arrays and released in different drugs-containing medium, 

each of them targeting and inhibiting specific class or family of chromatin modifiers. These drugs belong 

to an Epigenetic Screening Library composed of a wide range of chemical compounds that modulate the 

activity of methyltransferases, demethylases, histone acetyltransferases (HATs), histone deacetylases 

(HDACs), and acetylated lysine reader proteins. Because it was previously shown that DNAPK is 

essential to suppress chromosome translocations, the inhibition of the kinase activity of DNAPK (trough 

NU7441 treatment) served as positive control to screen for modulators of the frequencies of chromosome 

translocations. Contrarily, MRE11 might facilitate the pairing of broken ends contributing to the 

formation of chromosome translocations, therefore its inhibition, through the compound Mirin, was used 

to screen for decreases in translocations frequencies compared to control condition (untreated cells). 
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Translocations frequencies were quantified by qPCR using primers specific for the LacO and TetO 

repeats, and genomic DNA extracted 24h after the electroporation with I-SceI vector and released in 

drug-containing media.  

The screen has revealed a variety of modulators that influence the formation of chromosome 

translocations in different ways (Figure 8): some drugs seems to target suppressors of chromosome 

translocations, as their inhibition led to an increase in the formation of chromosome translocations; 

others seems to target factors which facilitate the translocations process because their inhibition decrease 

the frequency of translocations detected by qPCR. Furthermore, inhibition of Class I HDACs seems 

greatly correlate with a decrease in LacO-TetO translocations frequency.  

 

Figure 8: Epigenetic inhibitors screening revealed many modulators of the translocations frequency. 

NIH3T3 duo cells were electroporated with I-SceI construct and cultured for 24h in presence or not of epigenetic 

inhibitors. Positive and negative controls of the screening were genomic DNA extracted from cells treated with 

DNAPK inhibitor and Mre11 inhibitor, respectively. Class I HDACs inhibition led to a decrease of translocation 

frequency.  

 

2.1.1 Class I HDAC inhibition, decreases the frequency of translocations  

In our screen, the specific inhibition of class I histone deacetylases led to a reduction of LacO-TetO 

translocations. To rule out that the decrease in translocations is not an indirect consequence of the drugs, 

we measured if the inhibitory effect occurs on the deacetylase activity of the inhibited chromatin 

modifiers. To do so, we quantified the intensity of fluorescent reporters integrated in the cellular system, 

namely mCherry-TetR and GFP-LacR, as surrogate of their expression level and thereby as proxy of the 

state chromatin condensation. We have observed that increasing concentrations of certain histone 

deacetylase inhibitors correspond to higher fluorescent intensity (Figure 9B), suggesting higher 

expression of the fluorescent reporters probably due to more lose and hyper-acetylated chromatin state, 

triggered by histone deacetylases inhibition, mediated by Suberohydroxamic Acid, Sodium Butyrate, 

Apicidin, TSA, Pimelic Diphenylamide 106, (S)-HDAC-42 and MS275. Importantly, this dose-



Results 

 

48 
 

dependent increase of mCherry and GFP intensities, truly reflects the reduction in chromosome 

translocations frequencies (Figure 9A). Noteworthy, inhibition of HDAC8, via a specific inhibitor PC 

34051, does not trigger variation in mCherry or GFP fluorescence, nor it seems perturbing the level of 

chromosome translocations, at least at doses of drugs tested in our study. Intriguingly, M344, SB939 

and CBHA were not scored hits of decreased translocations frequency in the initial screening, but during 

validation they also led a reduction in translocations quantification and a correspondent increase in the 

fluorescence signal of mCherry and GFP. Therefore, we conclude that the decrease in chromosome 

translocations frequency occurs at doses which lead to chromatin de-condensation, hinting that the 

change in the chromatin environment, induced by the inhibition of the activity of these acetyl histone 

“erasers”, affecting the propensity of two DSBs to form a chromosome translocations.  

We sought to focus our future efforts to shed light on the role of histone deacetylases into the biogenesis 

of chromosome translocations. In fact, the common pattern observed upon their inhibition, bring us to 

exclude pleiotropic effect due to a single drug treatment, but, instead, it underlies a biological and 

clinical relevance especially in the choice of chemotherapeutic treatment.  
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Figure 9: Translocation frequency decreases upon reduction of the condensation state of chromatin 

structure. A. HDAC inhibition decreases translocation frequency in a dose dependent manner. B. and in condition 

promoting chromatin decondensation. The increase in the intensity of an integrated in the genome fluorescent 

reporter is used as a surrogate of increased transcription rate due to chromatin decondensation triggered by HDACs 

inhibitors. 
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2.2 Time and space control of DSBs induction  

2.2.1 Strategy 

To dissect the relative contribution of chromatin factors in the formation of chromatin translocations, 

we thought it was important to control the timing of inducing DSBs via control of I-SceI expression, 

nuclear localization and DSB-repair. So far, DSBs were generated upon electroporation of a vector 

encoding for I-SceI endonuclease, but to trigger homogenously DSBs in the pool of cells, we strategized 

to control I-SceI expression under a doxycycline responsive promoter and to integrate the full constructs 

in the genome of the cells. Furthermore, we sought to integrate I-SceI coding region as a fusion construct 

with the nuclear binding domain of the glucocorticoid receptor and with an inducible degradation tag or 

with a destabilization tag.  

Therefore, upon adding doxycycline to the media culture, I-SceI is expressed and it is anchored in the 

cytoplasm. When the steroid hormone, dexamethasone (Dex), binds the nuclear domain of 

glucocorticoid receptor, it induces a conformational change, which allows the chimeric construct to 

travel into the nucleus, where I-SceI can recognize its integrated target sequences and generates DSBs 

in proximity of the Lac and Tet operator repeats (Figure 10).  

Together, this allows a time control of DSBs induction, however we envision also two approaches to 

trigger I-SceI degradation, allowing monitoring of DSBs repair events.  

A possible way to direct degradation of I-SceI enzyme is via auxin-induced recruitment of TIR1 E3 

ligases, which, together with an E2 conjugating enzyme, mediate the poly-ubiquitination of the I-SceI 

endonuclease and direct it to the ubiquitin proteasome system (Figure 10A). Another way consists of 

employing as tag a destabilization domain (DD) of FKBP protein. In presence of a stabilizing ligand 

(Shield1), DD-tagged I-SceI gets stabilized; contrarily when Shield1 is washed out from the cell culture 

media, the destabilization tag gets unfolded and accessible to the UPS (Figure 10B).  
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Figure 10: Dox- inducible system to generate DSBs in time and space controlled manner. Schematic work 

flow for the controlled induction and repair of I-SceI mediated DSBs. Four different configurations of the 

constructs GR-I-SceI and degron tags are cloned in lentiviral vectors and employed to generate stable cell lines. I-

SceI is expressed by a Dox- inducible promoter and it resides in the cytoplasm until dexamethasone stimulation, 

which binds the nuclear domain of the glucorticoid receptor and it triggers the nuclear shuttling of the enzyme. 

Monitor of DSBs repair can be followed upon degradation of I-SceI, which can be achieved, as in A., by removing 

Shield1 ligand from the media culture so that it destabilizes the degron domain, now prone for degradation; in B. 

an alternative way for I-SceI degradation is depicted: addition of auxin triggers TIR1-mediated ubiquitination, 

which enables proteolysis degradation. 

 

2.2.2 Selection of DD-I-SceI-GR cell line (Superduo cells) 

To achieve a fine spatial and temporal control of the induction and the degradation of I-SceI of DSBs, 

the three basic elements, namely HA-tagged version of I-SceI endonuclease, glucocorticoid receptor 

domain, degron tag, were cloned in various configurations in lentiviral vectors.  

Stably expressing cells lines for each of the constructs configuration were generated via viral 

transduction. Upon neomycin selection and colony formation, the best clones were selected based on 

HA-I-SceI intensity and its ability to induce up to four 53BP1 foci, surrogates of DSBs induction 

(Schultz et al. 2000) at the correspondent four I-SceI sites integrated in the cell system (specifically, one 

LacO-I-SceI and three TetO-I-SceI).  

A clone for the stable integration of Dox-inducible DD-I-SceI-GR construct was chosen because of the 

higher expression level of I-SceI and the formation of distinct 53BP1 foci, and renamed “Superduo” 

cells. Representative images of the selected clones are shown below (Figure 11).  
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Figure 11: Dox-inducible expression of I-SceI endonuclease in various constructs configurations and 

controlled-induction of I-SceI-mediated DSBs. Immunofluorescence to monitor the expression of HA-GR-I-

SceI-DD, HA-DD-I-SceI-GR (respectively panel A and B) and HA-GR-I-SceI-AID, HA-AID-I-SceI-GR 

(respectively panel C and D) after 24 h of doxycycline treatment (4µg/ml) and stimulation with dexamethasone 

1µM. The chimeric constructs are tagged with HA sequence, whereas 53BP1 foci represent DSBs formation. 

 

After assessing the expression (HA intensity signal), cellular localization (nuclear transfer of the 

chimeric construct upon adding dexamethasone to the medium) and enzymatic activity of the chimeric 

I-SceI construct (presence of 53BP1 foci), we tested whether we could induce degradation of the 

endonuclease and, thereby, monitor DSBs resolution.  

Therefore, we washed out all drugs from the cell culture media, so that no trigger for I-SceI expression 

was present, but rather the chimeric construct could get destabilized and unfolded by proteasome. As 

readout of repair events, we monitored the disappearance of 53BP1 foci in a time course experiment.  

When cells were stimulated with Dox, Dex and Shield1, the fraction of cells with intact I-SceI loci (in 

gray) drops dramatically (Figure 12B, 3rd condition), in fact the majority of cells show at least one or 

more than one 53BP1 focus, underlying to a “DSBs prone” condition. As said, because we do expect 

that upon I-SceI nuclear transfer, the enzyme induces 4 DSBs at integrated four I-SceI recognition/cut 

sites, we decided to count up to 4 53BBP1 foci (which indeed represent the majority of DSB-induced 

nuclei).  

On the other hand, when cells were replenished with fresh, drugs-free medium, we could observed lower 

levels of 53BP1 already 14h later, suggesting that the system is suitable for the controlled induction and 

the repair of I-SceI induced DSB. Finally, we have also observed that the ligand, Shield1, at 1 µM 

concentration, is important to stabilize I-SceI protein, which, otherwise, would fade away, even if cells 

were stimulated with doxycycline and dexamethasone (Figure 12A, 3rd column).  

 

Figure 12: Repair of I-SceI-induced DSBs. Formation of DSBs by I-SceI endonuclease is confirmed by 

quantification of 53BP1 foci upon 24h induction of I-SceI nuclear transfer. Washing the drug (doxycycline) and 

the ligands (dexamethasone and Shield1) allows to degrade the protein and to repair the DSBs as results in 
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decreased detection of 53BP1 foci already 12h after induction of degradation of the endonuclease. To monitor 

DSBs/53BP1 resolution cells were fixed 12h, 24h, 36h and 48h after the maximum cut (considered t=0). 

 

To easily detect chromosome translocations, we sought to maximize the amount of DSBs by optimizing 

time of doxycycline and dexamethasone treatment; in other words, we thought to assess for how long I-

SceI has to be expressed and anchored in the cytoplasm, to, then, optimally lead to I-SceI-DSBs 

accumulation, once the endonuclease is shuttled into the nucleus. For this purpose, doxycycline was 

added to the cells and different time treatments with dexamethasone were tested, ranging from 30 

minutes up to 12 hours, after which cells were fixed and immunofluorescence against HA-I-SceI and 

53BP1 foci was performed. Because doxycycline was added, in each condition, at the same time (and 

then, cells were fixed together), we should be aware that the kinetic of accumulation of 53BP1 upon 

different Dex- treatment is affected by the fact that time of doxycycline exposure was different at the 

moment of induction of I-SceI nuclear shuttling. Nonetheless, the total time of doxycycline- stimulation 

was identical among conditions. Disregarding this caveat, it is possible to observe a progressive 

accumulation of HA-I-SceI into the nucleus (Figure 13A), to which it correlates with a higher fraction 

of cells with 1, 2, 3, or 4 53BP1 foci (Figure 13B). Moreover, because one I-SceI sequence is adjacent 

LacO repats, we controlled cut specificity by quantifying up to 4 times increased colocalization events 

between 53BP1 focus and mCherryLacR/lacO array (in 80% of nuclei, a 53BP1 focus overlaps with a 

mCherry spot), when I-SceI is expressed and transferred to the nucleus (Figure 14B, Figure 14C), 

reinforcing the feasibility of I-SceI as mean to induce DSBs and securing 53BP1 as proxy for DSBs 

detection.  

 

Figure 13: Time and space control of I-SceI-DSBs. A. Doxycycline and Shield1 (DOX) are added to the cell 

culture media for a total time of stimulation of 12h, to induce expression and stabilization of HA-I-SceI chimeric 

protein. Upon dexamethasone stimulation (DEX), HA-I-SceI progressively accumulates in the nucleus, reaching 

a plateau after 4 hours. B. Frequency distribution of cells with increased number of 53BP1 foci at different times 

of dexamethasone treatment. Bin window of 1 shows percentage of cells with 0, 1, 2, 3, 4 and more than 4 (>4) 

53BP1 foci. Error bars represent standard deviations of the mean of two biological replicates. 
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Importantly, we have observed that the effects of dexamethasone stimulus reach a plateau at time points 

higher than 4 hours, with a slight reversion at late time points, possibly suggesting that the endonuclease 

gets extruded as cells move in other cycle phases.  

Another way to test directly the formation of DSBs via inducible-I-SceI, is based on ligation of adaptors 

to the double strands broken ends, followed by qPCR using primers designed on the genomic region 

next to DSB and on the ligated adaptor itself. In presence of a I-SceI-generated cut, 50 nM of a 

phosphorylated adaptors can be ligated giving rise to a productive amplification, vice versa few or 

background levels of ligation-mediated amplification might occur in conditions with no breaks or no T4 

ligase. 

Our results show a rapid accumulation of DSBs overtime, peaking at 3 hours after I-SceI is shuttled into 

nucleus and being stable up to 3 hours later (Figure 14A). This result well agrees with the observed 

frequency of accumulation from one to four 53BP1 foci, which peaks 4 hours after I-SceI starts nuclear 

shuttling. Therefore, for future experiments we have considered 4 hours of dexamethasone treatment as 

condition of maximum I-SceI cleavage activity. 
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Figure 14: I-SceI nuclear transfer progressively induces DSBs formation at LacO locus. A. LM-PCR of I-

SceI-DSBs shows that DSBs accumulate overtime when dexamethasone triggers nuclear localization of I-SceI 

enzyme. In untreated condition few DSBs are amplified; similarly Dox-treated cells show background level of 

ligatable and amplifiable DSBs. gnDNA from 6h dexamethasone, not ligated with the asymmetric adaptors serve 

as negative control of the assay. B. Upon Dox-inducible expression and Dex-mediated nuclear localization of I-

SceI, I-SceI-DSBs accumulates 53BP1 colocalizing with lacO/LacR array. In A and B, error bars represent 

standard deviation of two biological replicates. C. Example image of colocalization of 53BP1 and lacO/LacR array 

in cells treated with doxycycline and dexamethasone. Scale bar indicates 10 µm. 

 

Once known that DD-I-SceI-GR constructs could properly fold and translocate to the nucleus (Figure 

12) to trigger DSBs accumulation already 3-4 hours after the nuclear shuttling of the enzyme (Figure 

13, Figure 14), we verified whether we were able to induce translocations with similar frequency as the 

one observed upon cells electroporation of I-SceI vector.  

Therefore, Superduo cells were electroporated with I-SceI vectors (expressing wt isoform or the catalytic 

inactive mutant of the enzyme), then were harvested 16, 24 and 36 hours later; alternatively, by using 

Dox and Dex, we stimulated the expression and the nuclear shuttling of the enzyme for 4h (which we 

consider as time 0 corresponding to the maximum percentage of cells with I-SceI DSBs), and we 

collected time points 12, 24 and 36 hours later.  

LacO-TetO amplicons were normalized on GAPDH and translocation frequencies are shown as fold 

difference compared to the detected ones after 24h cell electroporation (9th bar in the plot).  

 

 

Figure 15: Comparison of two systems to induce DSBs and chromosome translocations. Induction of DSBs 

was triggered for at least 4h (maximum cut) and then genomic DNA was extracted immediately (time 0) or 12h, 

24h and 36h (green bars). In parallel electroporation with vectors expressing I-SceI WT or catalytic dead isoform 

(D44A) was performed and genomic DNA extracted after 16h, 24h and 36h later (from cells with electroporation 

of WT isoform; DNA from cells electroporated with D44A mutant was isolated after 24h; gray bars). LacO-TetO 

translocations were detected by qPCR. Error bars represent standard deviations of the mean of two technical 

replicates.  
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While I-SceI catalytic dead mutant (I-SceI D44A) precludes to detect any I-SceI-DSBs-induced 

rearrangements, cells electroporated with vector encoding for I-SceI WT accumulate chromosome 

translocations overtime. At each time point, higher frequencies were counted than the ones quantified 

using Dox- inducible system for DSBs and translocations. For instance, comparison of last collected 

time points, for both ways of I-SceI-DSBs induction, shows upon 2.5 fold higher recovery of 

chromosome translocations upon 36h of electroporation with I-SceI WT vector (10th bar) than 

translocations quantified 36h after the max cut of Dox- induced I-SceI (15th bar) (Figure 15 in gray color, 

DSBs are formed upon electroporation of I-SceI vector; in green color, DSBs are triggered via Dox-

inducible I-SceI).  

This suggests that, although Dox-Inducible I-SceI provokes a robust DNA damage response (53BP1 

foci promptly accumulate at broken ends), likely it is still not sufficient for the formation of aberrant 

rearrangements.  

Hence, we conclude that time and spatial control of DSBs induction via Dox-inducible expression of I-

SceI is a powerful tool to study DSBs dynamics and how changes on chromatin layer influence it; 

however to understand the relative contribution of chromatin modifiers in translocation formations, we 

decided to pursue with the electroporation of a vector expressing I-SceI tagged with GFP. Fluorescent 

tag has allowed to sort GFP positive cells (Figure 21A) or to control the efficiency of transfection (Fig 

22B), so that to enrich for a pool of cells that, uniformly, experience DSBs formation. 

 

2.3 Local chromatin changes in the proximity of a DSB 

To ascertain whether not merely HDAC1-dependent signaling, but rather changes in the acetylation 

status of the chromatin environment surrounding I-SceI-DSBs, do affect the formation of chromosome 

translocations, we decided to assess the contribution of a hyper-acetylated or hypo-acetylated chromatin 

domains on translocation frequency. Because, in our epigenetic inhibitors screening we have observed 

a decrease in chromosome translocations frequency at doses of HDACs inhibitors that trigger chromatin 

de-condensation, we promptly hypothesize that the formation of a hypo-acetylated chromatin domain 

surrounding the DNA lesions influences the propensity of those DSBs to translocate, rather than 

HDAC1-mediated protein-protein interactions. 

 

 

2.3.1 Artificial tethering of chromatin modifiers to induce specific chromatin domains 

To verify this hypothesis we sought to generate specific chromatin domains by artificial tethering of 

histone deacetylase and histone acetylase enzymes in proximity of I-SceI-DSBs. To assess the relative 

contribution of specific chromatin environments into the formation of chromosome translocations, we 

sought to derive cell lines overexpressing specific chromatin modifiers, starting from “Superduo” cells 
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carrying the integration of Dox-inducible HA-DD-I-SceI-GR construct and from “Parentalduo” cells 

carrying only the integration of Lac and Tet arrays. We took advantage of the integration of Lac Operator 

repeats flanking an I-SceI site to induce chromatin changes proximal to an I-SceI-DSB, by tethering 

chromatin modifiers as fusions with the Lac Repressor. The LacO - tethering system has been 

extensively used in various eukaryotic systems to drive any protein of interest to a certain locus and 

assess its involvement in chromosome dynamics (Belmont et al. 1999; Verschure et al. 2005; Burgess 

et al. 2014; Burman et al. 2015) (Fig. 16A). 

Therefore, we decided to clone histone deacetylases and histone acetyltransferase in tandem with Lac 

repressor and mCherry coding regions and stable cell lines were derived for each of the chimeric 

constructs. NIH3T3 cells are fibroblasts isolated from mouse embryos; thus we decided to use mouse 

and the corresponding human isoforms of Histone deacetylase 1, to induce a hypo-acetylated chromatin 

environment; as controls, beside the tethering of the Lac Repressor alone, we thought to tether the 

histone acetyltransferase TIP60 to serve as counterpart to induce a hyper-acetylated chromatin domain 

and also a N-terminal truncated form of mHDAC1 (Figure 16B). In fact, mHDAC1 mutant, lacking of 

the first 50 amino acids, was previously characterized to be unable to homo-oligomerize with the 

endogenous mHDAC1 and other interacting proteins (HDAC2, and HDAC3), and thereby it shows 

reduced enzymatic activity (Taplick et al. 2001).  

The expression of the abovementioned chimeric fusions is regulated, in cells, by CMV promoter and 

nuclear transfer of the full constructs is achieved via a SV40-nuclear localization sequence 

(PKKKRKV), cloned downstream the lac repressor and upstream each chromatin modifier.  

Binding of the mCherry-LacR-Histone Modifiers chimeric fusions is tightly regulated by the presence 

of IPTG in the culture medium that in allosteric manner regulates the otherwise high affinity binding 

(KdLac ∼ 10 pM) of the Lac Repressor to the Lac Operator (Sadler, Sasmor, and Betz 1983). Therefore, 

upon washout of IPTG from the culture medium, binding of mCherry-LacR-chromatin modifiers 

constructs to the LacO repeats was visible 12h later, thereby confirming the proper nuclear localization 

of the constructs.  

Upon I-SceI nuclear transfer, the tethered mCherry-LacR constructs colocalized with a 53BP1 focus, as 

further proof of DDR-triggered by I-SceI cleavage of sites flanking LacO repeats (Figure 16C, Figure 

16D). However, we did not observed an increase of colocalization between the Tip60-tethered array and 

53BP1, as one can expect upon tethering of histone acetyltransferases which lead to more open 

chromatin configuration (Figure 16D), nor a decreased colocalization between 53BP1 and HDAC1-

tethered array, which might indicate a more condensed chromatin status.  
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Figure 16: Artificial tethering of specific chromatin modifiers at LacO-I-SceI site. A. Schematic 

representation of how LacO/LacR tethering system operates: in absence of IPTG, chimeric fusion of protein of 

interest with Lac Repressor is tethered on DNA in proximity of LacO repeats because of high affinity binding of 

LacR for its operator locus. Arrows represent quantifiable changes induced by the tethered-protein of interest. B. 

Cartoon representing the chimeric fusion constructs (expression vectors and cell lines) generated and used to 

induce chromatin changes locally near an I-SceI-DSB. C. Upon Dox-inducible expression and Dex-mediated 

nuclear localization of I-SceI, 53BP1 colocalizing with LacO/LacR array in a manner dependent on the tethered 

chromatin modifiers. D. Percentage of cells with 53BP1 colocalizing with the LacO/LacR array upon 12h tethering 

of the respective chromatin modifiers. Assessment of more than 100 arrays per condition was performed. Error 

bars represent standard deviation of the mean of two independent experiments. 

 

2.3.2 Functional validation of chromatin domains upon tethering of chromatin modifiers  

For a complete characterization of the cell lines, beside the expression, the nuclear localization and the 

binding to the LacO repeat of each chromatin modifier construct, it was important to assess that the 

chimeric fusions were functional, meaning that upon artificial tethering, the changes in the surrounding 

chromatin environment were induced and quantifiable. 
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Figure 17: Chromatin changes upon tethering of histone deacetylases or histone acetyltransferases enzymes 

in proximity of a DSB. A. Functional tethering of histone deacetylases to a given locus might result in decreased 

acetyl marks at the level of lysine residues of H3 and H4 tails. This might lead to a more condensed locus, with 

the consequence of a reduced accessibility by certain factors. B. Functional tethering of a histone acetyltransferase 

enzyme leads to deposition of acetyl marks on the K-residues of histone tails. This might open up the chromatin 

locus to which it can follows a more accessibility by a given factor. 

 

If a hypo-acetylated chromatin domain is induced at a given locus, one can expect a depletion of acetyl 

histone marks, which, then, might lead to a more condensed genomic region and thereby a decreased 

level of accessibility to various DNA binding proteins (Figure 17A). On the other hand, when we trigger 

a hyper-acetylated chromatin environment, we should be able to quantify an increased deposition of 

acetyl histone marks, following a chromatin relaxation of the locus, which, in this scenario, becomes 

more prone to the binding of various enzymes (Figure 17B). Depletion or enrichment of acetyl histone 

modifications (Figure 20), degree of chromatin condensation of the LacO array (Figure 18), and level 

of susceptibility of the locus to the activity of a given enzyme (Figure 19), are the parameters measured 

to assess the formation of chromatin domains upon tethering of TIP60, HDAC1 wild type and mutant 

isoforms (Figure 17).  
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We decided to pursue different approaches that, directly or indirectly, could enable us to probe changes 

of the chromatin environment surrounding the I-SceI-induced DSB.  

  

 

2.3.2.1 HDAC1-tethering causes chromatin condensation of the locus  

We have already assessed that, after 12h after IPTG washout, binding of mCherry-LacR-Chromatin 

Modifiers to the Lac Operator occurs and it is visible as a bright nuclear spot under microscope 

inspection. To determine the formation of a functional chromatin domain upon tethering of the chimeric 

construct to the lac array, we decided to perform paraformaldehyde fixation of cells upon 16 h of tethered 

constructs, and quantify the size of the LacO/LacR array. The results are normalized for the area of the 

nucleus in order to rule out changes in the array’s size due to cell progression into cycle phases 

characterized by double amount of DNA and thereby larger nucleus.  

When the truncated form of the mouse isoform of HDAC1 binds the array, we could not observe any 

difference compared to a situation where the LacR alone binds the LacO repeats. However, tethering of 

the WT mouse or human isoform of HDAC1 shows significant reduction of the size of the Lac array 

compared to control conditions (tethering of the LacR construct alone) and we interpret this decrease as 

measure of increased chromatin compaction due to the hypo-acetylated status of the induced chromatin 

domain (Figure 18B).  

 

Figure 18: Artificial tethering of specific chromatin modifiers influence the status of chromatin 

condensation of the locus. A. Chromatin changes upon induction of hypo- and hyper-acetylated chromatin 

environments result in change in the status of compaction of the given locus. As depicted in the schematic: tethering 

of histone deacetylase might result in a reduction of the array size (compared to control condition), while tethering 

of histone acetyltransferases might lead to expansion of the LacO-LacR spot. B. Ratios between size of array and 

nuclear area were computed for 25 to 33 cells for each tethered construct. Unpaired t tests evaluate the average 

distribution of each condition compared to the average distribution of ratios of the control condition (mCherry-

LacR): mCherry-LacRI-mHDAC1 WT, P value=0.0003 (****); mCherry-LacR-mHDAC1 mut, P value=0.1522 

(non-significant); mCherry-LacR-hHDAC1, P value=0.0003 (****); mCherry-LacR-hTip60, P value=0.1538 (non-

significant). 
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2.3.2.2 Artificial tethering of HDAC1 or TIP60 does not influence the accessibility of the locus  

In case of a more condensed chromatin environment, we hypothesized that also the accessibility to this 

chromatin region is restrained. In an opposite scenario, acute deposition of acetyl histone marks due to 

the tethering of histone acetyltransferase, can elicit increased binding of certain factors.  

In our system, changes in the chromatin accessibility to the Lac array can be directly evaluated by 

ligation-mediated PCR, measuring the degree of I-SceI binding and activity to the juxtaposed genomic 

region, which contains sites sensitive to I-SceI endonucleolytic cleavage (Figure 19A, Figure 19B). 

Briefly, when I-SceI binds at LacO flanking sites, it recognizes and cuts genomic sites forming DSBs, 

which can be detected by ligation of a cohesive oligos adaptor coupled with quantitative PCR. In a 

situation where the Lac array is hypo-acetylated, the higher level of nucleosomal compaction, compared 

to a control condition, refrains I-SceI to bind and to generate DSBs, resulting in a poor amplification. 

Vice versa, due to a larger chromatin relaxation induced by histone-tails deposition of acetyl groups, I-

SceI would bind more commonly increasing the frequency of DSBs, detectable as higher amplification 

signal in RealTime-PCR.  

To test our hypothesis, we induced tethering of mCherry-LacR-chromatin modifiers constructs by 

washing out IPTG from the cell culture medium; then 16h later we triggered the expression and the 

nuclear transfer of the I-SceI by adding Dox, Dex and Shield1. Genomic DNA was extracted and ends-

ligation with a compatible adaptor was tested in qPCR.  

 

Figure 19: Artificial tethering of HDAC1 or TIP60 does not lead to difference in chromatin accessibility. A. 

Chromatin changes upon tethering of histone deacetylase or histone acetyltransferase might influence the 

accessibility of the locus by certain factors. For instance, tethering of HDAC might lead to a more condensed locus, 
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hampering I-SceI accessibility to the locus, resulting in lower I-SceI activity (low DSBs formation). On the other 

hand, tethering of TIP60 might result in a more opened chromosome locus, favoring I-SceI binding and generation 

of DSBs. B. Tethering of the indicated constructs was triggered 16h before Dox-inducible induction of DSBs. 

Then, gnDNA was extracted and LM-PCR served to quantify DSBs frequency upon ligation of an asymmetric 

adaptor to the broken ends, generated by I-SceI enzyme. qPCR results do not show statistical changes in locus 

accessibility across the various tethering of the constructs. Error bars indicate standard deviation of the mean of 

three biological experiments. 

 

Firstly, we could observe that upon Dox- and Dex- treatment, we were able to enrich for specific 

amplicons corresponding to ligated double strands ends, compared to untreated conditions (Figure 19C). 

However, difference in DSBs frequency as measure of changes of the accessibility of the locus are 

difficult to interpret. In fact, although tethering of mHDAC1 accounts for ∼20% less breaks, this 

difference does not pass statistical test; similarly tethering of acetyltransferase TIP60 led to an increase 

in chromosome accessibility not reproducible across experiments, as standard deviation of the mean 

indicates (Figure 19C). This negative result is in agreement with what we observed regarding 

colocalization rates between 53BP1 and HDAC1- or Tip60-tethered arrays (Figure 16D), upon DSBs 

formation via Dox- and Dex- treatments. 

 

 

2.3.2.3 HDAC1 and TIP60-tethering induces depletion and enrichment of panacetylation of 

histone H4 (H4panAc), respectively 

We decided to pursue the functional characterization of mCherryLacR-Chromatin modifiers constructs 

by immunofluoresce and quantification of acetyl histone marks signals specifically at Lac array sites 

(Figure 20A), to have a more direct esteem of the induced hypo- or hyper-acetylated chromatin domains. 

For this purpose, we used U2OS cells with integrated LacO-I-SceI-TetO at two genomic loci. In this cell 

line, the lac array is larger than the one integrated in NIH3T3 duo cells, therefore it is more suitable for 

screening of enrichment or depletion (lacunas) of specific acetyl histone marks via immunostaining of 

the chromatin bound fraction. 

Thus, cells were electroporated with vectors expressing mCherry-LacR-Chromatin Modifiers and pre-

extraction of the soluble pool was carried out prior fixation, so that we could do immunostaining only 

of the chromatin bound fraction. Immunofluoresce with antibodies raised against H3K56Ac, H4K12Ac, 

H4K16Ac and H4panAc was carried out, but only the latter one presented discernable results, while the 

others presented an even more diffuse background. Cells electroporated with different constructs showed 

all range of events, no changes in the H4pan acetylation signal, lacuna or enrichment at the LacO/LacR 

array; therefore we thought that differences might be outlined measuring the frequency of these events 

upon formation of the respective chromatin domains. Indeed, when we tethered HDAC1, mouse and 

human isoforms, we observed three times more lacunas (from 11% in control cells up to ∼32% in 

HDAC1-tethered cells), which, instead, are not enriched upon tethering of TIP60. On the other hand, 
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tethering of TIP60 provokes ∼ threefold enrichment of H4-pan Acetylation at the array (from 8% of 

LacR-tethered cells to 25% in LacR-Tip60 tethered cells) (Figure 20B, Figure 20C). 

 

Figure 20: Artificial tethering of HDAC1 and TIP60 induce changes in H4 Acetylation levels at Lac array.  
A. At LacO/LacR array, tethering of histone deacetylase or histone acetyltransferase might induce hypo-acetylation 

or hyper-acetylation of the chromatin environment, respectively, compared to steady condition. B. U2OS cells, 

with double integration of LacO-I-SceI-TetO were electroporated with constructs encoding for chimeric fusions, 

mCherry-LacR-chromatin modifiers. After 24 hours, cytosol and nucleoplasma fractions were wash out with CSK 

buffer, before fixation. Then, immunofluorescence against H4-panAc was carried out. Images analysis has revealed 

cells with different percentage of H4panAc enrichment, depletion or no changes (compared to background signal) 

at array site. Assessment of ∼140 arrays in average has been carried out in two independent experiments. C. 

Example images of the scored changes for the indicated tethered constructs. To confirm, mCherry and 488-

H4panAc signal were measured in a region of interest for representative images. 

 

Overall, we have observed that tethering of histone deacetylase and histone acetyltransferase, can induce 

detectable changes in the acetylation of K-residues of histone tails, thereby stimulating changes in the 

status of condensation of the tethered locus. However, the different status of chromatin compaction 

presumably does not influence the accessibility of the locus itself by a given factor, as we could not 

detected significant differences in I-SceI cleavage.  
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Taken together these results hint to a possible induction of chromatin domains upon tethering of the 

chromatin modifiers. However, it is quite relevant to consider that the induced changes in chromatin 

environments occur in a small fraction of cells.  

Nevertheless, we decided to employ cell lines overexpressing mCherry-LacR-Chromatin Modifiers in 

order to tackle whether perturbation of the chromatin environment surrounding a DSB could affect its 

probability to pair with another broken end, forming a chromosome translocation. 

To do so, we induced both local perturbation of the chromatin status, and global changes in the chromatin 

environment to finally dissect whether chromatin translocations are affected by changes in the 

acetylation apparatus of chromatin structure. 

 

 

2.4 HDAC1 facilitates the formation of chromosome translocations 

2.4.1 HDAC1 depletion decreases LacO-TetO translocation frequency 

Members of the class I of histone deacetylases are HDAC1, HDAC2, HDAC3 and HDAC8. However, 

when we used a potent and specific inhibitor for HDAC8 (PCI-34051), we could not observe a decrease 

in chromosome translocations for any of the compound’s concentrations utilized (Figure 9A). Therefore, 

we decided to target other components of class I HDACs by depleting the level of HDAC1, HDAC2, 

HDAC3 and HDAC6 (from class II HDACs), this latter we chose as negative control of chromatin - 

dependent modulation of chromosome translocations frequency. In fact, histone deacetylase 6 belongs 

to class II of HDACs, it is a microtubule-associated deacetylase, largely resident into the cytoplasm, but 

with capability to transit into the nucleus and thereby considered to deacetylate other cellular substrates 

rather than histone proteins (Bertos et al. 2004; Verdel et al. 2000; G. Li, Tian, and Zhu 2020).  

To be able to deplete HDAC1, HDAC2, HDAC3 and HDAC6 with almost 100% efficacy, we carried 

out two reverse transfections with siRNAs, then we electroporated those cells with a vector encoding 

for I-SceI with GFP N-terminal tag. In order to have an unbiased relative quantification of chromosome 

translocations, it is preferable that cells could experience the same amount of DSBs. Thus, we decided 

to have cells that homogenously express I-SceI endonuclease, by sorting only GFP positive cells and 

genomic DNA was extracted from this pool of cells (Figure 21A). Our result shows that the depletion 

of HDAC1 led to a significant decrease in the formation of chromosome translocations, which develop 

upon I-SceI-mediated DSBs (Figure 21C). Changes in chromosome translocation frequencies, observed 

upon depletion of the histone deacetylase enzymes HDAC2, HDAC3 and HDAC6 result to be not 

significant.  
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Figure 21: HDAC1 depletion significantly decreases LacO-TetO translocation frequency. A. Depletion of 

HDAC1, HDAC2, HDAC3 and HDAC6 was achieved through two cycles of reverse transfection; then NIH3T3 

duo cells were electroporated with GFP-I-SceI vector and 24h later, GFP positive cells were sorted out for 

translocations frequency quantification assay. Percentage of GFP positive cells and (standard deviation of three 

independent sorting) is indicated. B. Efficiency of knockdown of HDAC1, HDAC2, HDAC3 and HDAC6 via on 

target siRNAs, was checked by Western blot analysis of total protein extract. Representative images of at least two 

biological experiments. C. Translocations frequencies were quantified by qPCR on genomic DNA extracted from 

sorted GFP positive cells (n=3). Star indicates statistical significance with P value= 0.02. 

 

Noteworthy, HDAC1 and HDAC2 can work together as part of same multi protein corepressor complex 

that regulates epigenetics through chromatin deacetylation, ATP-dependent nucleosome remodeling and 

transcriptional silencing. As result of a genetic compensation mechanism, it is not surprising, and already 

reported (Zupkovitz et al. 2006; Lagger et al. 2002), that upon HDAC1 perturbation, HDAC2 gets 
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stabilized (Figure 21B) and the opposite is also true: when we depleted cells of HDAC2, HDAC1 seemed 

to be highly retained.  

Nonetheless, we conclude that HDAC1 depletion, as such, affects the formation of chromosome 

translocation, hinting to a possible role of HDAC1-dependent chromatin landscape, which favor the 

formation of chromosome translocations and that we decided to investigate. 

 

2.4.2 Tethering of HDAC1 at DSBs increases translocation frequency  

To assess how local changes in the chromatin environment surrounding the DSBs affect the formation 

of chromosome translocations, we checked whether the formation of chromatin domain influences 

chromosome translocation frequency.  

When we perturbed globally HDACs levels by siRNAs, we have sorted GFP-I-SceI cells so to assess 

how HDACs specific changes influence chromosome translocations, starting from a pool of cells, which 

experienced similar levels of DSBs (Figure 21A). However, by doing so, we have noticed a quite 

important variation on the amount of GFP+ cells, across experiments and siRNAs conditions (see 

standard deviation reported on graphs in Figure 21A). Thus, we thought to optimize the electroporation 

of GFP-I-SceI vector in a way to obtain higher frequency of GFP + cells, 24 hours after transfection. 

Our goal was to reach nearly 90% of transfection efficiency to avoid cell sorting of GFP + cells. We 

observed that increasing amounts of GFP-I-SceI DNA led to a linear improvement in the transfection 

efficiency: thereby we used 20 µg of GFP-I-SceI plasmid to electroporate 1.2x106 cells (Figure 22A). 

Then, we tethered mCherryLacR-mHDAC1 and the mutant isoform, mCherryLacR-hHDAC1, 

mCherryLacR-hTIP60 and the control, mCherryLacR, on the Lac Operator, for at least 16 hours. DSBs 

were induced via overexpression of GFP-I-SceI and GFP + cells were detected by microscope and 

quantified based on a threshold value of the GFP background intensity of control cells (non 

electroporated). We did not observe significant differences in percentage of transfected cells, among the 

different tethered constructs, with the exception of cells with mHDAC1 mutant tethering (Figure 22B). 

However, because the percentage of transfected cells was similar and above 85% for all the conditions, 

we decided to continue and extracted gnDNA from cells harvested at 12, 24 and 36 hours after the 

electroporation performed upon 16h tethering of Chromatin Modifiers. LacO-TetO translocations 

frequency was quantified by qPCR and values were normalized on the housekeeping gene GAPDH 

(Figure 22C).  

In line with our data from chemical inhibition of class I HDACs and depletion of HDAC1, upon 

induction of an hypo-acetylated chromatin domain via tethering of wild-type human or mouse HDAC1, 

a DSB translocates more frequently compared to a broken locus, where the status of chromatin 

environment was not changed (Figure 22D, comparison between 2nd or 4th condition with the 1st 

condition). As expected, tethering of a mutant isoform of HDAC1 did not cause similar effect, but in 
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this case I-SceI-DSB translocates with similar frequency as I-SceI-DSB proximal to an unmodified 

chromatin environment (tethering of the LacR alone, comparison between 3rd and 1st condition). 

 

 

Figure 22: Induction of chromatin domains influences the formation of LacO-TetO translocations. A. 

NIH3T3 cells (1.2x106) were electroporated with increasing amounts of GFP-I-SceI vector as indicated in the bar 

plot. GFP+ nuclei were selected based on mean intensity of 488 channel higher than 600. 20 µg of GFP-I-SceI 

DNA was used for further analysis. Error bars represent standard deviation of the mean of technical triplicates. B. 

GFP-I-SceI was electroporated in the different cell lines and electroporation efficiency across cell lines was 

compared by counting GFP+ cells, as just described. Error bars represent standard deviation of the mean values of 

biological duplicates. No significant difference among conditions was observed with the exception of mHDAC1 

WT and MUT (P value= 0.03). C. Artificial tethering of mCherryLacR-Chromatin modifiers was performed 16h 

prior I-SceI-DSBs induction, to induce chromatin changes in proximity of I-SceI cut site. At indicated time points 

after I-SceI electroporation cells were harvested, genomic DNA was extracted and frequency of chromosome 

translocations was analyzed by qPCR. D. Frequency of LacO-TetO translocations upon tethering of chromatin 

modifiers, is shown as relative difference compared to control condition (translocations detected upon tethering of 

LacR at 24h). Error bars represent standard deviation of 4 biological replicates. Stars indicate statistical 

significance in comparison with LacR control conditions (12h hHDAC1-tethered P value = 0.0027; 12h hTip60-

tethered P value= 0.0005; 36h hHDAC1-tethhered P value= 0.0024). Red dash lines serve to help comparison 

between fold change in translocations frequency compared to control conditions (translocations recovered at each 

time points from cells with tethering of LacR alone was triggered). 
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Surprisingly, tethering of the histone acetyltransferase TIP60 led also to an increase in chromosome 

translocations, suggesting a complex involvement of histone modifiers across different steps of the 

translocations biogenesis. Together these data pointed out that remodeling of the chromatin environment 

influences the process of formation of chromosome translocations.  

Because lack of HDAC1 led to a decrease in translocation frequency (Figure 21C), whereas the 

delivering of HDAC1 in proximity to DSBs site increases the propensity of the same DSB to translocate 

(Figure 22D), we conclude that HDAC1 acts as facilitator in the formation of chromosome 

translocations.  

However, so far, we have not explored yet the mechanism underlying HDAC1-dependet effect in 

chromosome rearrangement.  

 

2.5 Histone hyper-acetylation decreases DSB motility 

The advantages of our system go beyond the mere quantification of DSBs and chromosome 

translocations, but they extend to the possibility of measuring and identifying keys steps of the 

translocation process. We can quantify, for instance, how perturbation of the chromatin environment 

affects the synapsis of two broken chromosome ends or DSB dynamics, which both influence 

translocation frequency. 

 

 

2.5.1 HDAC inhibition decreases DSB mobility 

To investigate the mechanism behind the reduction in chromosome translocation upon HDAC1 

perturbation, we have postulated that the formation of an hypo-acetylated chromatin environment could 

influence how chromatin loci explore the nuclear space, affecting, for instance, the propensity of DSBs 

to synapse and illegitimately join, thereby increasing the probability to form chromosome translocations. 

Vice versa, we expected that in absence of HDAC1, DSBs are less mobile, decreasing the space (and/or 

time) window of forming translocations.  

In our system, I-SceI-induced DSBs can be tracked in time and space because they lie adjacent to the 

LacO/LacR array or the TetO/TetR array, which can be visualized by fusing the respective repressor 

proteins with a fluorescent reporter. For this reason, we performed time-lapse microscopy assays in the 

derivative cell line from “Superduo” cells, carrying mCherry-LacR overexpression. To induce 

perturbation of the chromatin environment we decided to inhibit class I of HDACs via TSA or SAHA 

treatment and follow how a DSB moves in the nuclear space compared to a condition where no 

perturbation of the chromatin state was triggered. We have observed that treatments with TSA and 

SAHA decrease the mean square displacement of a broken genomic locus (I-SceI-induced DSB), 

flanking the lac array (Figure 23B, left panel), while it does not affect the motion of an intact 
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chromosome locus (Figure 23B, right panel). Importantly, we have observed that H3K56ac, H4K12ac 

and -K16ac are retained onto chromatin at doses of HDACs inhibitors that led to decreased DSB motion 

(Figure 23A), suggesting that the global accumulation of acetyl histone marks makes a DSB less mobile 

and potentially it reduces the propensity of a given DSB to translocate.  

 

 

Figure 23: HDACs inhibition enhanced the motion properties of a broken LacO-I-SceI locus. A. Western 

blot inspecition of the level of  H3K56ac, H4K12ac and H4K16ac upon treatment with TSA or SAHA at the 

indicated concentrations. B. After 4h having induced I-SceI-DSBs, live cell imagining was carried out (33 frames 

with 15 sec of lag time). A region of interest was drawn around the max projection of individual cells. Rotation of 

cells was corrected with the stackreg Image J plugin and trackmate was used to calculate x and y coordinates of 

each selected spot (LacO/LacR) and mean square displacement was computed with a customized script. Plots show 

the mean square displacement of array from cells challenged or not with TSA, or SAHA in uncut or cut conditions 

(+Dox, +Dex, +Shield1). Results show the mean values of at least 30 tracks per condition from two independent 

experiments. Error bars indicate standard error of the mean. 

 

2.5.2 HDAC1 depletion decreases DSB mobility 

To exclude that this observation was due to a plethora of indirect effects of HDACs inhibition, we 

decided to dissect which histone deacetylase enzymes of class I are responsible for the reduced mobility 

of a broken LacO-I-SceI locus. Lack of HDAC1, upon double siRNA depletion, has shown reduced 

motion properties of the DSB compared to control conditions (siRNA non target, cut) (Figure 24B), 

suggesting that, in absence of HDAC1, constrained DSB movement might protect from the formation 

of chromosome translocations. In fact, a decreased mobility of DSBs well promotes a reduced propensity 

of DSBs to pair in a translocation junction, which we have observed in HDAC1 loss of function 

experiments. 

A previous work provides a link between the two events by showing that DSBs with high motion 

properties have also high propensity to synapse and translocate (Roukos et al. 2013). Together, these 

observations suggest that HDAC1-induced chromatin environment, by enhancing motion properties of 

broken ends, might facilitate the frequency of certain DSBs to pair and translocate. 
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Figure 24: HDAC1 depletion enhanced the motion properties of a broken LacO-I-SceI locus. A. Western blot 

detection of HDAC1 and HDAC2 knock down upon a double reverse transfection of NIH3T3 Superduo cells and 

retention of H4-pan Ac, upon KD of HDAC1 and -2 functions. B. Experiment set up and track analysis for cells 

depleted of specific chromatin modifiers was computed as in Fig. 23. Plots show the mean square displacement 

(MSD) of intact or broken arrays (+Dox, +Dex, +Shield1) from cells carrying HDAC1 and/or HDAC2 KD. At 

least 35 tracks per condition were computed for two biological experiments. Errors bars show standard error of the 

mean. 

 

We have observed that inhibition or depletion of HDAC1 leads to a decreased translocation frequency 

probably because of less mobility of DSBs, thereby the lower volume explored impairs the probability 

of pairing with another DSB. However, we cannot exclude that HDAC1 loss of function does not affect 

the nuclear volume explored by DSBs, but rather it makes the repair more effective, reducing the time 

during which broken chromosome ends can pair and form chromosome translocations. In other words, 

it is possible that HDAC1 increases either the volume explored by heterologous chromosome ends, or 

might provoke a defective repair process, which results in a slower DSBs repair kinetics and, thereby, 

in an increased time during which chromosome ends stay unrepaired and likely engage in the formation 

of chromosome translocations. 

 

2.6 A hypo-acetylated chromatin environment leads to high frequency of chromosome 

translocations  

2.6.1 Induction of DSBs in various chromatin contexts 

To address this last possibility, we used a different cell based system which allow both to induce DSBs 

and to monitor repair events, at different genomic locations, so that to dissect how translocations 

frequencies are affected by the surrounding chromatin contexts where those DSBs occur. 

This system is named DIvA cells, which stays for DSBs-Induced via AsiSI (Iacovoni et al. 2010; 

Aymard et al. 2014) and it has been developed and characterized by Gaelle Legube’s laboratory to induce 

and repair DSBs at annotated positions across the genome. In fact, DSBs are induced by AsiSI 

endonuclease, which potentially can cleave 1211 sites in the genome, however few hundreds of DSBs 
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are detected with DSBs-genome wide mapping techniques, such as BLESS, BLISS or END-Seq 

(Clouaire et al. 2018; Iannelli et al. 2017; Canela et al. 2016). 

HA-AsiSI enzyme is constitutively expressed and it resides in the cytoplasm, but because it is tagged 

with the nuclear domain of estrogen receptor, the enzyme can be shuttled in the nucleus when 4-

Hydroxytamoxifen (4-OHT) is added to the cell culture media (Figure 25A), with a similar rational to 

I-SceI-GR system, which depends on dexamethasone for the nuclear localization of the endonuclease. 

When 300 nM of 4-Hydroxytamoxifen is added to the cell culture media, HA-AsiSI is transferred into 

nucleus and it cleaves sites, generating DSBs which start to accumulate 53BP1 and γH2AX foci. As 

previously shown, we could confirm that already after 30 min of OHT treatment, AsiSI endonuclease 

forms DSBs that accumulate reaching a plateau in 4 hours (Figure 25B, Figure 25C). 

 



Results 

 

73 
 

 

Figure 25: Controlled induction of AsiSI-DSBs. A. HA-AsiSI-ER expression is controlled by CMV promoter 

and it is anchored in the cytoplasm in absence of the steroid ligand. When 4-OHT is added to the cells, 

conformational changes induce nuclear transfer of the endonuclease, which can now cleave AsiSI sites, generating 

DSBs B. Example images of 30 minutes and 4 hours treatment with 300 nM of OHT. Scale bar indicates 10 µm. 

HA-AsiSI, 53BP1 foci and γH2AX foci accumulate overtime in the cell nucleus. C. Quantification of HA intensity, 

intensity and number of foci per nucleus of γH2AX and 53BP1 are shown for more than 3000 nuclei. 
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2.6.2 Repair of DSBs in various chromatin contexts 

A variant of this system consists of HA-AsiSI-ER in frame with an auxin-inducible degron; this version 

makes the tool suitable not only for DSBs induction (and monitoring of translocations formations), but 

also to study AsiSI-DSBs repair and how this process might be affected by various genomic and 

chromatin contexts (Aymard et al. 2014). Adding indole-3-acetic acid (IAA, commonly known as auxin) 

to the cell culture media at the final concentration of 500ng/µl leads to AsiSI degradation and repair of 

DSBs (Figure 26A), within 2 hours. 

 

We confirmed the functionality of the auxin responsive tag and in the context of treatments with 

DNAPKI and DNA methyltransferases inhibitors that we used, respectively, as positive and negative 

controls in a screen for epigenetic modulators of AsiSI translocations (not shown here). Specifically, we 

used NU7441 (5 µM) to inhibit DNAPK and decitabine (2 µM), a cytosine analog used as demethylating 

agent in myelodysplastic syndrome and acute myeloid leukemia (Fenaux 2005; Gore 2005; Flotho et al. 

2009).  

The choice to use a hypo-methylating agent, such as decitabine, to negatively screen for reduction of 

AsiSI-DSBs and AsiSI-induced translocations might be surprising because AsiSI enzyme is sensitive to 

methylated cytosine, therefore using a DNMT inhibitors should enrich hypo-methylated DNA template 

and presumably exacerbates AsiSI endonucleolitic activity. Paradoxically, we have observed that when 

cells were pretreated with decitabine, levels of DSBs induction were not increased, instead, we 

quantified a reduction of γH2AX foci, independent of the nuclear level of HA-AsiSI enzyme, which was 

comparable to control condition (cells treated with only 4-OHT) (Figure 26B, Figure 26C).  

Upon IAA treatment, γH2AX levels were restored to background levels, with exception of cells 

pretreated with NU7441, which do not show reduction of γH2AX, after 2 hour degradation of AsiSI 

enzyme (Figure 26B, Figure 26C). Indeed, inhibition of DNAPK has been shown both to delay repair 

of DSBs lesions, evoking a persistence DNA damage response, and to increase I-SceI induced 

chromosome translocations frequency (Lu et al. 2019; Roukos et al. 2013; Soutoglou et al. 2007). 
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Figure 26: AsiSI-induced γH2AX is reduced upon decitabine treatment, while DNAPKi delays γH2AX 

restoration. A. An auxin-inducible degron controls degradation of AsiSI enzyme and allows to study repair of 

AsiSI-DSBs. B. Nuclear background levels of AsiSI enzyme are reached 2 hours upon auxin-induced degradation 

(500 ng/µl). Also γH2AX foci are resolved, indicating repair of cleaved sites. Cells pretreated with decitabine (2 

µM) fail to trigger AsiSI-induced γH2AX foci after six hours of 4-OHT treatment. Two hours after inducing 

degradation of DSBs forming agent, cells pretreated with DNAPK inhibitor (5 µM) showed persistent 

phosphorylation of H2AX. Decitabine and NU7441 will serve as negative and positive controls of AsiSI-DSBs 

formation and AsiSI induced chromosomal translocations. C. Example images of cells pretreated or not with 
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decitabine and DNAPKi, challenged or not with 4-OHT for 6 hours and treated or not for 2 hours with IAA. Scale 

bar indicates 10 µm. 

 

 

2.6.3 Decitabine and NU7441 treatments are used as controls to screen for suppressors or 

enhancers of AsiSI-induced genome instability 

To rule out that the low induction of AsiSI-triggered DDR observed upon decitabine treatment was due 

to a delay in AsiSI cleveage activity, due to increased cytosine methylation, we have monitored the 

accumulation of γH2AX foci at later time point of 4-OHT treatment. In this time course, we included 5-

azacytdine, used also as DNMT inhibitor, to check whether we could achieve similar effect (Figure 27). 

While decitabine treatment precludes the formation of γH2AX foci also at later time points, we have 

observed that 5-aza treatment (2 µM final) provokes a small delay in DDR signaling only after 4 hours. 

At later time points, 5-azacytidine triggers higher accumulation of AsiSI-DSBs compared to cells 

challenged only with 4-OHT, suggesting more susceptibility to AsiSI-breakage of increased hypo-

methylated DNA templates. 

 

Figure 27: Decitabine blocks formation of γH2AX foci also upon 24 hours of persistent AsiSI expression. 

DIvA cells were pretreated with the indicated inhibitors for 1 hour, then 300 nM of 4-OHT was added to the cell 

culture media and incubated for the indicated times. Cells were then fixed and stained with an antibody raised 

against Ser139-P of H2AX. At least 2000 nuclei were analysed. Stars indicate statistical significance (*** P value 

<0.001; **** P value <0.0001). 

 

2.6.4 Modelling of AsiSI – induced breakage and translocations by C-Fusion 3D upon 

decitabine or NU7441 treatment 

The previous data merely indicate that decitabine and NU7441 affect the signaling of AsiSI-DSBs, in 

fact quantification of γH2AX foci provides information on modulation of AsiSI-dependent DNA 
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damage response, induced by the above mentioned drugs. To confirm their influence in the actual 

formation of DSBs and their impact on translocations, we decided to use a method, developed in our 

lab, which combines labelling of genomic regions with fluorescence in situ hybridization technique 

(FISH), together with high-content microscopy and automated image analysis to detect chromosome 

breakage and chromosome translocations (Minneker et al., in preparation).  

The method detects breaks and chromosome rearrangements, by probing two different genomic loci with 

3 or 4 colored FISH probes and by measuring the Euclidean distances among the fluorescent probes 

(detectable microscopically as spots). Specifically two genomic regions whose translocation frequency 

(in this case two AsiSI loci) we are interested in calculating, are labelled with Green (488-dUTP labelled) 

and Red (568-dUTP labelled) probes, flanking one AsiSI site, whereas the second region is detected 

with FarRed (647- dUTP labelled) and Blue (405- dUTP labelled) probes, flanking the 2nd AsiSI site 

(Figure 28B). A chromosome break is defined when Green and Red probes are spatially separated with 

a distance higher than the background distance computed in the 99% of unchallenged cells. Definition 

of chromosome translocations satisfies more criteria: Green and Red spots distance is above the 

threshold, FarRed and Blue probes (used to probe a second genomic region) are also separated, and 

Green and FarRed spots lie in a distance lower than the given threshold, indicating spatial juxtaposition 

of the translocating partner loci.  

When we induce AsiSI nuclear transfer for 24 hours, we observe that 2 µM of decitabine significantly 

blocks the formation of AsiSI-DSBs at two different AsiSI sites and thereby prevents the formation of 

translocations with AsiSI site located at mis12. On the other hand, DNAPK inhibition leads to high 

frequency of broken chromosomes, increasing the possibility to form translocations (Figure 28C and 

Figure 28D).  

To confirm relative frequencies of breakage among treatments, we decided to run a qPCR on an AsiSI 

site located in proximity of mis12 locus: in case of a cleaved AsiSI sites, one can expect a futile PCR 

amplification; vice versa an intact locus will provide a productive amplification by primers flanking the 

AsiSI site. By doing so, we validated that in condition of 4-OHT-induced DSBs, the treatment with 

NU7441 led to a lower amplification compared to control (cells challenged only with 4-OHT), 

reminiscent of a higher frequency of broken DNA molecules. In line with our FISH-based results and 

γH2AX foci staining, decitabine treatment reduces DSBs occurrence, as no amplification difference 

compared to an intact locus was detected (Figure 28A). 
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Figure 28: Decitabine blocks AsiSI-DSBs and AsiSI induced translocations. A. DIvA cells were pretreated 

with the indicated inhibitors for 1 hour, then 300 nM of 4-OHT was added to the cell culture media and cells were 

incubated for 24 hours. gnDNA was extracted and qPCR using primers flanking an AsiSI at mis12 (chr17: 

5390221-5390227, in hg19 reference genome) was performed and normalized on gapdh. Fold differences relative 

to the amplification of an intact locus in control conditions (no inhibitor, no 4-OHT treatment) are calculated and 

shown, together with standard deviations of the mean of two biological experiments. Differences were analysed 

with unpaired t test and stars indicate P value=0.0004 (no inhibitor, plus 4-OHT; compared to no inhibitor, minus 

4-OHT) and P value=0.0056 (plus NU7441, plus 4-OHT; compared to plus NU7441, minus 4-OHT). B. Schematic 

of FISH probes used in the following experiment. Breakage was computed as separation of Green and Red spot, 

used to probe a same locus; translocations were defined when breakage occurred and Green spot (probing the 

centromeric regions of the indicated loci) was in spatial vicinity with FarRed probe used to detect the telomeric 

region of mis12 locus. C. Cells harboring AsiSi breaks were computed for having: 1) same Green and Red spot 

number per nucleus (Green=Red=2 for lyrm2 locus; Green=Red=3 for asxl1 locus) and 2) Green-Red spots pair 

distances above threshold were defined according to default distances in 99% of unchallenged cells. The threshold 

value depends on the probe pairs used (threshold >1.25 for lym2 locus and threshold >1.6 for asxl1 locus). DSBs 

in decitabine treated cells are significantly decreased in comparison with DSBs in cells challenged only with 4-

OHT (lyrm2, P value=0.0271; asxl1, P value=0.0128) D. Cells with translocations were selected in agreement with 

previous criteria and including the following filter: Green-FarRed spots pair distances are lower than threshold 

values. Chromosome translocations in decitabine treated cells are significantly decreased compared to 

translocations in cells challenged only with 4-OHT (lyrm2, P value=0.0059; asxl1, P value=0.0048). At least 4000 
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cells per condition were analyzed and error bars indicate standard deviation of the mean of two independent 

experiments. 

 

Altogether, these data show that decitabine and NU7441 treatments, coupled with HT-FISH 

methodology, can be successfully employed to screen for decrease and increase of AsiSI-DSBs and 

AsiSI-induced translocations. 

Importantly, we demonstrated that the DIvA cell line is a feasible system to model chromosome 

breakage and chromosome translocations. However, how changes in the acetylation status of chromatin 

environment surrounding an AsiSI-DSBs influence its propensity to translocate remain to be fully 

understood.  

 

 

2.6.5 Chromosome translocations occur preferentially at sites with hypo-acetylated 

histones upon the formation of DSBs 

Our data indicate that in absence of HDAC1, acetylation marks are retained onto chromatin and that 

DSB mobility is impaired and LacO-TetO translocations are decreased (Figure 21C, and Figure 24B). 

Therefore, we decided to use DIvA system to induce DSBs in different context of hyper-acetylated or 

hypo-acetylated chromatin and observe how these impact formation of AsiSI-DSBs and translocations. 

Recently, Legube’s laboratory has mapped changes in the chromatin landscape upon formation of DSBs 

(Clouaire et al. 2018). To select AsiSI clevead sites, they focused on a set of 80 DSBs defined by BLESS, 

which were significantly detected upon 4-OHT treatment (high read count in 1 Kbp window). Then, 

they performed ChIP-seq analysis for 20 histone marks, including histone variants, post-translation 

histone modifications, linker and core histone, providing a snapshot of the undamaged and damaged 

chromatin after 4 hours treatment of 4-OHT. 

 Among those markers, it was carried out genome wide profiling of acetylation on K56 of histone H3 

and K12 and K16 of histone H4 that are erased from chromatin in HDAC1 and HDAC2-dependent 

manner. In the analyzed base pair window of +/- 500 bp from the cleavage site, DSBs formation did not 

provoke significant enrichment or depletion at AsiSI sites, at least at population level (Figure 29A). Yet, 

analyzing DSBs-induced acetylation changes at individual AsiSI sites, we have observed all possible 

scenarios. In fact, upon formation of DSBs, some sites did not show any changes in histone acetylation 

levels, whereas other sites showed high depletion or enrichment in all of the three acetyl marks analyzed, 

or even combination of such chromatin changes (Figure 29C, Figure 29D). 
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Figure 29: DSBs-induced changes of H3K56ac, H4K12ac and H4K16ac over 1 Kbp window around DSBs. 

A. Box plot represents H3K56ac, H4K12ac and H4K16ac signal ratio (expressed as log2) between damaged (+4-

OHT) and undamaged (-4-OHT) chromatin for 80 cleaved AsiSI sites, selected by BLESS analysis; analyzed base 

pair window of 1 Kbp centered on AsiSI cut site. No significant changes were observed upon DSBs for the 

indicated acetyl histone marks. B. Genome coordinates of AsiSI sites analyzed in translocations-capture assay, to 

assess how breakage and translocations frequencies correlate with changes in the acetylation status of the 

chromatin environment. C. Heatmap shows log2 ratio between +4-OHT and -4-OHT treated chromatin for the 

indicated acetyl histone marks at selected DSBs, in 1 Kbp window. Values of enrichment or depletion are reported. 

D. Same heatmap as in C, but DSBs are clustered based on the average of the log2 ratios of the analyzed chromatin 

changes. 

 

By knowing the status of acetylation of each AsiSI sites, specifically whether they become hypo-

acetylated or hyper-acetylated upon DSB formation, we asked how such DSB-induced changes in the 

acetylation status of the surrounding chromatin, do influence the probability of those loci to form 

chromosome translocations.  

For this purpose, we chose an AsiSI site which serves as constant translocation partner (DSB7 on 

chrm7p13.2, chrm17:5390221-5390227, hg19) and assessed the frequency of translocations of other 

AsiSI sites, featuring different levels in acetylation at H3K56, H4K12 and -K16. Thus, we used the 

aforementioned FISH-based tool to detect chromosome breakage and translocations after 24h 

stimulation of AsiSI-nuclear transfer.  
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Figure 30: AsiSI-induced chromosome breaks and translocations are more frequent at sites, which lose 

H4K16ac upon DSB formation. A. Schematic design of FISH probes labelling DSBs, used to study the 

dependency of AsiSI-induced translocations with changes in acetylation upon DSBs formation. BAC probes are 

labelled in “Green” by 488-labelled dUTPs, in “Red” by 568-labelled dUTPs, in “FarRed” by 647-labelled dUTPs 

and in “Blue” by 405-labelled dUTPs. AsiSI site at mis12 is marked by FarRed and Blue probes and it is used as 

constant translocation partner. B. Cells harboring chromosome breakage are defined to have Green-Red spot pair 

distances (or FarRed-Blue spot pair distances) above a threshold given by the default spot pair distances computed 

in 99% of unchallenged cells. C. Cells harboring a translocation junction are selected by having breakage in both 

loci and Green-FarRed spot pair distances below the previously defined threshold. At least 5000 nuclei per 

condition have been analysed per biological replicate (n=2). D. Representative images of nuclei having intact loci 

(-4-OHT) or broken and translocating loci (+4-OHT). Example comes from loci referred as DSB#6 and DSB#7. 

 

We have noticed that breakage and translocations accumulate with higher frequency at sites with DSB-

induced loss of acetyl histone marks (this observation is more striking especially for H4K16), suggesting 

an inverse dependency on the status of acetylation and the frequency of chromosome translocations 
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(Figure 30). In fact, it seems that translocations (Figure 30C) highly occur at sites which become 

deacetylated upon DSBs (Figure 29C), hinting to a protective role of chromatin acetylation in preventing 

the formation of these rearrangements. This observation is in agreement with our previous result 

showing a decreased translocation frequency in HDAC1 loss of function experiments. However, 

whether the hypo-acetylation observed at certain AsiSI-DSBs is due to the mere deacetylase activity of 

HDAC1 or due to the synergistic function of HDAC1 and HDAC2 remain to be explored, as well as the 

link between high frequency of translocations and deacetylation of the chromatin environment where 

those chromosome rearrangements occur.  

 

 

2.6.5.1 Fast and slow repair rates of DSBs do not correlate with difference in acetyl histone 

marks 

According to our previous data of mobility of a broken LacO-I-SceI locus in absence of inhibition of 

HDAC1, depletion in H4K16 acetylation might enhance the mobility of DSB, increasing the risk of 

engaging a translocating partner. The possibility that DSBs with hypo-acetylated histones in their 

vicinity explore a larger volume does not exclude another scenario where DSBs are slowly (or poorly) 

repaired in hypo-acetylated chromatin, thereby increasing the chances for an unfaithful joining with a 

heterologous DSB.  

To assess whether differences in the acetylation status of chromatin and differences in the frequency of 

translocations might be caused by differential repair rates of those DSBs, we made use of some data 

generated by another PhD student in the lab, who is interested in dissecting how 3D genome 

organization, chromatin and genomic contexts might influence the repair kinetics of DSBs induced via 

various means; to start, he has employed AsiSI-degron system to induce AsiSI-DSBs and followed their 

repair by sBLISS technique (Bouwman et al. 2020). Through an in situ ligation reaction and sequencing, 

this method allows capturing DSBs genome wide. AsiSI-degron cells allow induction of DSB and 

monitoring of repair events by adding auxin to the cell culture media, triggering TIR1-mediated 

degradation of the tagged enzyme, as also showed in Figure 26A. We have monitored degradation of 

AsiSI enzyme and repair of AsiSI-DSBs in a time course experiments where samples were collected 

after 0’, 15’, 30’, 60’ and 120’ with 500ng/µl of auxin treatment.  

A previous model has described a biphasic behavior of the repair of IR-induced DSBs and, thereby, has 

identified a fast and slow components (Metzger and Iliakis 1991; H. Wang et al. 2001). In agreement 

with this model, by calculating the residual fraction of AsiSI-DSBs at given time points, we have noticed 

that after 30 min, only 25% of fast repair DSBs remain unrepaired, whereas 50% of the slow repaired 

AsiSI sites are already resealed. 

The observed clearance of AsiSI-DSBs suggests a type of repair that well fits the proposed model, 

allowing us to cluster three groups of AsiSI sites undergoing a “fast” repair, or a “slow” repair and some 

other which have shown intermediate characteristics.  
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We wondered whether these differences in the repair kinetics across different AsiSI-DSBs are associated 

with changes in hypo-acetylated or hyper-acetylated chromatin status upon DSBs formation, such to 

explain different frequency in chromosome translocations. Therefore, we analyzed the degree of 

chromatin changes between the two classes of DSBs repair; as control, we plotted changes in 

H2BK120Ub, showing a lower abundance on sites repaired rapidly; this aligns with the switch from 

H2BK120-Ubiquitination to H2BK120-Acetylation in response to DSBs formation, previously 

characterized (Clouaire et al. 2018).  

However, when we quantified DSBs-induced changes in H3K56ac, H4K12ac and H4K16ac, we did not 

observe significant differences between fast or slowly repaired AsiSI sites (Fig 31B). 

 

Figure 31: AsiSI-DSBs exhibit two rates of repair which are not influenced by different acetylation status 

of the chromatin surrounding DSBs. A. Box plots represent the residual fraction of breaks after induction of 

AsiSI degradation (+aux) in the 2 classes of repair rate, fast and slow. Specifically the DSBs were ranked from the 

highest contribution of the fast component to the lowest. Therefore, the 33% of top ranked sites were classified as 

fast repaired, while the 33% of bottom ranked are the ones where the fast component has the least contribution, 

and therefore defined as slow repaired sites. The number of breaks is normalized on the 1st time point, condition 

where DSBs were induced but no repair was triggered yet (time 0). B. Box plots represent the ratio of changes for 

the indicated histone marks between damaged and undamaged chromatin, classified for the two groups of repair 

rate.  

 

We also verified whether individual DSBs, with different frequency of translocations, are repaired at 

different rate: however, the fitting of the model includes a subgroup of the ones analyzed in Figure 30C, 

and, for those, no differences in repair kinetics were detectable (data not shown).  

Thus, we excluded that the acetylation status surrounding AsiSI-DSBs does affect the repair kinetics of 

the same breaks, giving rise to the possibility that upstream events of the translocation process are 
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influenced by DSBs-induced changes in acetyl histone marks, as well as we observed for HDAC1- 

dependent mobility of a broken LacO locus (Figure 23 and Figure 24).  

As final goal we wanted to check whether perturbation of the chromatin context also affects the 

occurrence of cancer initiating translocations. Specifically, we aimed to address whether a hyper-

acetylated chromatin environment, achieved via HDACs inhibition, might decrease the formation of 

translocations recurrently found in patients. In this regard, we decided to assess how HDAC inhibition 

influence the frequency of etoposide-induced translocations.  

 

2.7 HDAC inhibition reduces the frequency of Etoposide-induced MLL translocations  

Etoposide is used in chemotherapy as a powerful cytostatic drug, because it triggers cell apoptosis by 

covalently trapping Topoisomerases 2 on DNA and leading to the formation of SSBs and DSBs 

(Kerrigan et al. 1987). Because of this intrinsic genomic instability, treatment with Topoisomerase 

inhibitors is highly associated with the risk of developing a secondary leukemia, such as t-AML 

(therapy-related Acute Myeloid Leukemia), which is characterized by having short latency and poor 

prognosis. Etoposide-induced leukemia is formed as consequence of chromosome translocations 

harboring at MLL locus and recurrent partner genes. 

An important focus of our lab was to dissect mechanistic steps in the formation of etoposide- induced 

chromosome translocations, but to do so we firstly addressed key determinants in modulating etoposide-

induced genome instability. We sought to interfere with some cellular mechanisms, which could 

potentially modulate the etoposide-induced genome instability with the scope of finding suppressors of 

etoposide-mediated MLL-translocations.  

Our previous results have shown that lack or inhibition of HDAC1 led to a reduction of translocation 

between two artificially integrated genomic loci, such Lac operator and Tet operator repeats. Therefore, 

we decided to inhibit histone deacetylases and assess how changes in the acetylation status of chromatin 

interfere with the occurrence of oncogenic MLL- translocations, such as the ones induced by etoposide. 

To model the contribution of the chromatin environment in the incidence of oncogenic etoposide-

induced translocations, we used our FISH-based method to probe the 5’end of the MLL locus with a 

BAC labelled in Green/488-dUTP and another one labelled in Red/568-dUTP for the 3’ of MLL gene 

(Figure 32A). The 3’end of a translocation partner gene (AF4) was probed via a BAC labelled in 

FarRed/647dUTP (Figure 32A), as described in (Gothe et al. 2019). 

To assess whether histone deacetylases affect the frequency of etoposide-induced translocations between 

MLL and a partner gene, such as AF4, we decided to treat SKM-1 cells with etoposide (10 µM, for 6 

hours) and finally release them in media containing HDACs inhibitors, such as TSA or SAHA (both at 

final concentrations of 250 nM and 500 nM). Two days later, cells were spun and fixed on coverslips, 

and then FISH was performed.  
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Quantification of spot pairs distances have shown that inhibition of HDACs by TSA or SAHA does not 

affect the breakage at MLL, in fact we quantified similar percentage of cells with green-red probes apart 

in etoposide challenged cells or in cells receiving the co-treatments. Nevertheless, cells treated with 

etoposide and released in media supplemented with HDACs inhibitors have shown a reduced frequency 

of MLL-AF4 translocation in a dose dependent manner and with a more potent effect achieved upon 

SAHA treatment (up to three-fold reduction; Figure 32C). This suggests that inhibiting HDAC1-related 

function, and likely preventing deacetylation status of the locus, it reduces the formation of etoposide-

induced MLL translocations, confirming our previous result obtained by probing LacO-TetO 

translocations.  

 

Figure 32: TSA and SAHA treatment reduce etoposide-induced MLL translocations. A.Schematic 

representation of FISH based probes labelling MLL gene and 3’ end of AF4 gene. MLL recurrent breakpoint cluster 

region is labelled with flanking green probe (5’end) and red probe (3’ end). The 3’ end of af4 gene was labelled 

with FarRed probe. Black arrows indicate transcription directionality of the loci. B. SKM1 cells were treated with 

10 µM of etoposide for 6h and then released in media supplied or not with TSA or SAHA at the final concentrations 

of 250 nM or 500 nM. After 2 days, FISH was performed and high-throughput imaging and automated image 

analysis allowed counting cells with breakage at MLL and MLL-AF4 translocations. Nuclei with 2 spots of each 

FISH probes were filtered in the analysis and a breakage event at MLL locus was quantified when cells had Green-

Red pair distances above 1.2 µm. C. Translocations were quantified for having Green-FarRed pair distances lower 

than 1.2 µm. The cut off was based on the green-red pair distances of 99% of unchallenged cells. The fitness of 

cells challenged with etoposide is generally quite low compared unchallenged cells; this makes the numbers of 

nuclei included in the analysis quite different: compared to cells receiving or not etoposide treatment: we analyzed 

more than 4000 cells non treated; vice versa this number drops to 500-1000 cells in cells receiving etoposide 

treatment. Error bars indicate standard deviation of the averages of two independent experiments (n=2). Stars 

indicate P value of difference between cells treated only with eto and eto+SAHA 250 nM (P value=0.0254) or 

eto+SAHA 500 nM (P value=0.0059). 
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An explanation of the reduced frequency of etoposide-induced translocations upon HDACs inhibition 

could be the reduced efficacy of Top2 inhibitors as DNA damage agent. In chemotherapy, this is 

particularly detrimental because it might lead to increase the dose of the drug or the length of the therapy 

to counteract this fading effect of etoposide treatment. 

However, from our FISH data, we could rule out this possibility because the percentage of cells 

harboring breakage at MLL locus was nearly identical between conditions where cells were treated only 

with etoposide and cells undergoing Top2and HDAC inhibition (Figure 32B). 

To be sure that the reduction in MLL translocations observed upon HDACs inhibition was not due to a 

milder cytostatic effect of etoposide per se triggered by TSA and SAHA, we decided to quantify the 

viability of cells, by measuring their capability to metabolize a bioluminescent substrate. Importantly, 

we observed that double treatment with TSA rather potentiates the toxic effect induced by etoposide 

treatment in cell viability (Figure 33C). This enhanced effect in genome instability was confirmed also 

by quantification of phosphorylation of Ser139 at H2AX, which is not reduced upon double inhibitors 

treatments, but instead it is boosted up when etoposide-treated cells are also challenged by inhibition of 

histone deacetylases (TSA and SAHA treatments), explaining the diminished cell viability in these cells 

(Figure 33A, Figure 33B). 
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Figure 33: TSA and SAHA treatments potentiate etoposide-induced genome instability and decrease cell 

viability. A. SKM-1 cells were treated for 6h with etoposide (10 µM) and released in media with TSA or SAHA, 

both concentrated 250 and 500 nM. Cells were fixed 48h later and γH2AX staining was performed. Box plots 

represent 5-95 percentiles of γH2AX intensity of at least 500 nuclei. Median and mean are indicated with a black 

line or a black cruise, respectively. B. Example images of nuclear γH2AX intensity, quantified in A. C. SKM-1 

cells were treated with etoposide at the indicated concentrations for 6 hours and released in media supplement with 

different concentrations of TSA (100 nM, 250 nM and 500 nM). Plots indicate the fraction of viable cells measured 

2 days after the release, by incubating a redox dye for at least 2h. Cell viability is measured as the cell capability 

to metabolize the redox dye and convert it in a fluorescent product. Error bars indicate standard deviation of the 

mean of two biological replicates. D. As in C. but cell viability was measured in Jurkat cells. Error bars represent 

standard deviation of the average of technical triplicates. 

 

This additive effect in decreasing cells viability mediated by combined treatment of etoposide and TSA 

was observed also with other HDACs inhibitors, SAHA and MS-275 (Figure appendix 4). To assess the 

universality of the observed reduction of etoposide-induced translocations upon TSA and SAHA, found 

in SKM-1 cells, we tried to recapitulate the same finding in another hematopoietic cell lines, such as the 

Jurkat cells. Similarly to SKM-1, upon combined treatments of etoposide and HDACs inhibitor, Jurkat 

cells showed reduced fitness (Figure 33D).  

Together these data suggest that the reduction in MLL translocations, observed upon Top2- poison and 

histone deacetylases inhibition, was likely not due to a decreased etoposide-induced genome instability, 

but rather to events subsequent to DSBs formation. Although we have not tested in the context of 

etoposide-induced DSBs and translocation, our previous findings hint that interfering with the 

acetylation status of the chromatin environment might influence the dynamics of a DSB and thereby its 

participation in the formation of a chromosome translocation. 

To shade light on other key determinants of the process of etoposide-induced translocations, we 

continued by perturbing other cellular functions and assessed their involvement in etoposide-induced 

DDR.  

 

 

2.8 Investigating key determinants of etoposide-mediated genome instability 

The mechanism of formation of therapy - related translocations upon etoposide treatment is linked to 

the effect of TOP2-poisoning, which stabilizes TOP2 cleavage complexes (TOP2ccs), preventing 

religation of the double strand ends and giving rise to DPC (DNA-Protein Crosslinks) adducts. So far, I 

have described an involvement of chromatin factors in modulating the frequency of t-MLL 

translocations. In this paragraph, I am presenting our effort in dissecting the mechanisms underlying 

etoposide-induced DNA fragility. 

It is likely that the presence of Topoisomerase 2 enzymes is per se crucial in genome instability triggered 

by etoposide, because they represent the targets upon which the posing effect is carried out. Furthermore, 

accumulation of torsional stress due to travelling, along the genome, of transcriptional bubble and 
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replication fork, or direct collisions between TOP2-cleveage complexes (TOP2ccs) and transcriptional 

or replication machineries, can pose a threat to genome integrity by generating free DSBs, which might 

undergo translocations.  

Finally, it is possible that repair mechanisms and proteolysis dependent metabolism of TOP2ccs affect 

genome stability by revealing the broken double strand ends, which are engaged in phosphodiesterase 

binding with the catalytic residues of TOP2 homodimer. 

To verify whether the aforementioned pathways and factors contribute to TOP2-related genome 

instability, we decided to investigate whether tuning down these processes with specific inhibitor or, 

siRNAs for key factors, could alleviate the etoposide-induced DNA damage response. As surrogate of 

etoposide-mediated DNA damage, we quantified the nuclear intensity of Ser139-phosphorylation of 

H2AX.  

 

2.8.1 Etoposide–induced genome instability depends on both Topoisomerase 2 alpha and 

beta  

Topoisomerase 2 are the enzymes which become covalently trapped upon etoposide treatment; therefore, 

removal of the drug targets abrogate etoposide-induced γH2AX and RPA phosphorylation (this latter 

parameter has been quantified for each of the cell lines, but it has been shown only for U2OS cell line 

as example, in Figure appendix 4). Further, we have observed a different contribution of TOP2A and 

TOP2B, with a stronger effect in relieving etoposide-induced breakage upon TOP2A KD, in HeLa, HCT 

and U2OS cells (Figure 34); while MCF-7 cells and progenitor cells positive for CD34 marker have 

shown similar dependency on both TOP2A and TOP2B, regarding etoposide-induced damage. Other 

evidence, obtained by another PhD student in the lab of Dr. Vassilis Roukos (Henrike Johanna Gothe), 

confirm that both isoforms of Topoisomerases 2 enzymes contribute to etoposide-induced genome 

instability, however the relative contribution is dependent on the levels of TOP2A and TOP2B in the 

different cell lines. 
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Figure 34: Both TOP2A and TOP2B determine etoposide-mediated phosphorylation of H2AX. Box plots 

show γH2AX levels upon etoposide treatment, in cells with lower levels of TOP2A and/or TOP2B. HeLa, MCF-

7 and HCT-116 cells were transfected with siRNA targeting Topoisomerase 2 alpha and beta isoforms and 72 

hours later, etoposide at the indicated final concentrations was added for 4h. Cells were then fixed and 

immunofluorescence to detect phosphorylation of H2AX (and phosphorylation of RPA, not shown) was 

performed. CD34 positive progenitors, isolated from patients’ samples, were transduced with lentiviral vectors 

encoding GFP and short harpins RNAs for Top2A or Top2B. Five days upon infection cells were treated with 10, 

20 or 30 µM of etoposide for 4 hours and γH2AX was imaged and automatically quantified in GFP positive cells 

(at least 700 per condition). Representative box plot of two independent experiments is shown. Statistical 

significance was calculated with One Way ANOVA test and Tukey test. 
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Figure 35: TOP2A and TOP2B levels upon siRNAs or shRNAs exposure in the indicated cell lines. 

Immunoblot analysis shows TOP2A and TOP2B protein levels upon 72 hours of transfection with targeted siRNA, 

in HeLa, MCF-7 and HCT-116 cell lines. In CD34+ cells, TOP2 levels were monitored by immunofluorescence 

upon 5 days of transduction with shRNAs against Top2 enzymes. 
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2.8.2 Transcription and replication are contributors of Etoposide-induced DNA damage 

To investigate whether transcription and replication metabolisms impinge on etoposide-mediated 

γH2AX foci formation, we decided to interfere with RNAPII elongation by pretreatment with 

actinomycin D and 5,6-Dichlorobenzimidazole 1-β-D-ribofuranoside, DRB (respectively with 100 nM 

and 200 µM); while triptolide (2 µM) was used to hamper transcription initiation. Inhibition of 

replication was achieved by pretreatment with 20 µM of aphidicolin. Block of transcription and 

replication was monitored by checking the levels of incorporation of EU (Figure 36A, Figure 36B) and 

EdU (Figure 36C, Figure 36D) upon transcription and replication inhibitions. 

 

Figure 36: Transcription and replication inhibition prevent DNA incorporation of Ethynyl Uridine and 5-

Ethynyl-2’Deoxyuridine, respectively. A. Representative pictures of EU intensity upon 3 hours block of 

transcription. B. Quantification of EU nuclear intensity upon 3 or 5 hours treatment with actinomycin D (100 nM), 

DRB (200 µM) and triptolide (2 µM). C. Representative pictures of EdU staining upon replication inhibition. D. 

Quantification of EdU nuclear intensity upon 3 hours treatment with 20 µM of aphidicolin. 

 

Upon 3h pretreatment with single or double inhibitors (aphidicolin and each transcriptional inhibitor), 

U2OS cells were challenged with etoposide for different time and DNA damage response was monitored 

by quantification of γH2AX levels (and pRPA levels, not shown). 
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Results show that etoposide-induced DDR is greatly relieved when transcription or replication are shut 

down (Figure 37A). Furthermore, double inhibition with transcription inhibitor and aphidicolin 

highlights that both transcription and replication tune the DNA Damage Response triggered upon 

etoposide treatment, suggesting that clashes between Top2 trapped on DNA and transcription and/or 

replication machineries are contributors of DNA fragility. 
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Figure 37: Transcription and replication inhibition reduces etoposide-mediated DNA damage. A. U2OS cells 

were pre-treated for 3 hours with actinomycin D (100 nM), DRB (200 µM), triptolide (2 µM), aphidicolin (20 

µM), or combined treatment of aphidicolin (to block replication) and each of the transcription inhibitors. Without 

removing inhibitors, cells were challenged with 10 µM of Etoposide for the indicated time (30 min, 1 hour, 2 

hours, and 3 hours). Box Plot shows 5-95 percentile range of γH2AX intensity for all the etoposide-treated 

conditions and untreated cells (DMSO). To simplify the graph, DDR triggered by only transcription and/or 

replication inhibition is not shown, but representative images are shown in B. At least 1000 nuclei per condition 

were analyzed. B. Images show γH2AX foci triggered upon 3 hours treatment with etoposide. Cells with replication 

and transcription inhibition show reduced DDR signaling. Scale bar indicates 10 µm. 

2.8.3 VCP and proteasome system are enhancers of Etoposide-induced genome instability 

Transcription and replication processes are not unique contributors of etoposide-induced chromosome 

breakage, in fact DSBs can arise also during the metabolism of removal of TOP2 stalled onto chromatin, 

as consequence of the physiological metabolism of repair of the etoposide-induced lesion. Resolution of 

TOP2ccs  can occur via nucleolytic processing of the DNA sequence where Top2 is stalled or by TDP2–

mediated hydrolysis of 5’ phosphotyrosyl bound by which topoisomerase is covalently linked to the 5’ 

termini of DNA (Pommier et al. 2016; Ledesma et al. 2009). However, how DNA repair enzymes 

distinguish between functional or abortive TOP2ccs is an open question. It is possible that TOP2, 

engaged in an abortive cleavage complex, has a different conformation compared to the functional one, 

or that TOP2 might be post-translationally modified by sumoylation or ubiquitination upon etoposide 

treatment  (Mao, Desai, and Liu 2000; Mao et al. 2001). In line with this latter hypothesis, it has been 

predicted that TDP2 contains an ubiquitin associated (UBA)-like domain and in the catalytic domain 

has been inferred a SUMO-interacting motif (SIM). Those modifications might induce 26-proteasome 

dependent degradation and facilitate the accessibility to the 5’ terminus by TDP2 in order to cut off the 

5’ phosphotyrosyl bound (Mao et al. 2001). Therefore, we sought to investigate whether the proteasome 

system could be involved in modulating etoposide-dependent DNA damage response. However, 

proteasome-related functions are downstream the removal of trapped Top2 from chromatin. A possible 

candidate in this step is VCP (Valosin-containing protein), a hexameric segregase that targets 

ubiquitinated proteins through specific ubiquitin adaptors proteins. By ATP-hydrolysis, VCP/p97 

segregates and evicts substrate from cellular compartments, facilitating downstream degradation by 

proteasome system. Beside its well characterized role in ER-associated degradation, VCP plays 

functions in many different contexts and cellular processes: during cell cycle regulation, during 

transcription and replication processes and in DNA damage response (van den Boom and Meyer 2018). 

VCP is also a player in DSBs repair: during HR, it regulates the association of Rad51-Rad52 complex 

(Bergink et al. 2013), and it extracts Ku70/Ku80, facilitating Homologous Recombination (Meerang et 

al. 2011; van den Boom et al. 2016). The involvement of VCP in the resolution of other type of lesions 

is recently started to be elucidated: recently, for example, it has been shown that p97, together with 

SPRTN, is recruited at the site of Top1ccs and they found TEX264 as adaptor protein that bridges this 

interaction (Fielden et al. 2020).  

This prompted us to hypothesize that VCP and proteasome play a role in repairing etoposide-induced 

TOP2ccs. Therefore, we explored whether VCP and proteasome, influence etoposide-induced DNA 
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damage signaling, by pretreating the cells with specific inhibitors (NMS-873 to block VCP and MG132 

for proteasome inhibition) prior etoposide treatment. Surprisingly, we have observed that the inhibition 

of VCP or proteasome does not enhance etoposide-induced genome instability; on the contrary, we have 

quantified significant reduction of the nuclear intensity of γH2AX when cells were pretreated with NMS-

873 or MG132 (Figure 38A, Figure 38B, Figure 38D). We confirmed this observation in different cell 

lines (adherent U2OS, Cal51 and the lymphoblastoid TK6) and it is a phenomenon independent of doses 

of etoposide utilized. VCP knockdown also showed diminished levels of γH2AX upon etoposide 

treatment (Figure 38C).  
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Figure 38: VCP and proteasome inhibitions reduce etoposide-mediated genome instability. A. U2OS cells 

were pre-treated for 3 hours with 5 µM of NMS-873 and 2.5 µM of MG132, then etoposide was added at the 

indicated concentrations; after 3 more hours, cells were fixed and γH2AX staining was performed. Box plots show 

5 to 95 percentile of the nuclear intensity of γH2AX quantified in at least 800 nuclei per condition of two biological 

replicates. Stars indicate P value <0.0001. B. As in A, Cal51 cells were pre-treated for 3 hours with 5 µM of NMS-

873 and 2.5 µM of MG132, then etoposide was added at the indicated concentrations; after 3 more hours cells 

were fixed and γH2AX staining was performed. Nuclear intensity of γH2AX quantified in at least 1500 nuclei per 
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condition of two biological replicates. Stars indicate P value<0.0001. C. Cal51 cells were transfected with 30 nM 

siRNA against VCP, then 48h later treatment with 50 µM or 100 µM of etoposide for 3h. Nuclear intensity of 

γH2AX was quantified in at least 10000 nuclei per condition. D. TK6 cells were pre-treated for 3 hours with 2.5 

µM of NMS-873 and 2.5 µM of MG132, then etoposide was added at the final concentration of 20 µM; after 4 

more hours cells were spun down and fixed and γH2AX staining was performed. Box plots show 5 to 95 percentile 

of the nuclear intensity of γH2AX quantified in at least 1500 nuclei per condition of two biological replicates. Stars 

indicate P value<0.0001. E. TK6 cells were treated as in D. and then immediately lysed in MB buffer (6 M GTC, 

10 mM Tris–HCl (pH 6.5), 20 mM EDTA, 4% Triton X100, 1% Sarkosyl and 1% dithiothreitol) to collect free 

dsDNA and DNA covalently bound to proteins. dsDNA was quantified by QUBIT and 800 ng of DNA-proteins 

samples were used for dotblot analysis. Membranes were incubated with antibodies against Top2B and dsDNA, 

in figure a representative image with triplicates for Top2B staining and duplicates for dsDNA. F. Quantification 

of normalized Top2B signal from three independent experiments is shown in figure. Stars indicate P value=0.0129.  

 

This hints that interfering with the repair system to resolve stalled TOP2ccs might be beneficial for the 

cells, which can cope better when DNA-protein adducts accumulate, and eventually they get reversed, 

rather than when TOP2ccs are processed, thereby reveling free DSBs.  

To demonstrate that VCP is involved in TOP2ccs extraction and that upon its inhibition DNA termini 

are engaged in a complex with the Topoisomerase enzyme, preventing being recognized as free DSBs, 

we decided to detect TOP2ccs upon isolation of free dsDNA and DNA bound to proteins, in cells 

pretreated or not with inhibitors for VCP and MG132. As hypothesized, we could observe higher 

accumulation of TOP2 signal in cells treated with NMS-873 and etoposide, compared cells challenged 

only with the TOP2 poison or in combination with MG132 treatment (Figure 38E, Figure 38F). It is 

intriguing to observe that proteasome inhibition does not lead to the same accumulation of TOP2 on 

DNA, the reason behind this is not understood yet. However, similarly to our finding, a recent work had 

shown that TOP2ccs can be rapidly reversed and block of proteolytic processing of trapped TOP2 

prevents from etoposide-induced genome instability, potentially explaining the phenomenon of acquired 

tumor-resistance to Topoisomerase poisons (Sciascia et al. 2020).  

To conclude, VCP is indeed involved in a multitude of molecular and cellular process and we found it 

constitutes a possible determinant for the formation of the TOP2-related DSBs that initiate the formation 

of therapy related MLL translocations, however how it targets substrate-specificity remains to be 

elucidated. 
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Chapter 3 – Discussion   

Even though directly associated with tumorigenesis and in several cases can directly cause cancer, 

cellular and molecular determinants of the etiology of chromosome fusions remain poorly understood. 

This gap is probably due to the fact that chromosome translocations are rare events and therefore 

monitoring their formation in physiological conditions is difficult. To overcome this limitation various 

cellular systems have been developed to quantify their frequency. However, the approaches established 

so far preclude to elucidate which steps of translocations formation are fostered or hindered by the 

depletion of a given factor. In fact, those experimental assays are able to quantify the last step in the 

formation of a chromosome translocation, namely the illegitimate repair of heterologous DSBs, while 

lacking the ability of investigating upstream events such as the spatial dynamics of broken ends, the 

partner search, the synapsis of DSBs and finally inaccurate repair. 

Recently, it has been generated a cell-based system where targeted formation of DSBs mediated by the 

endonuclease I-SceI is triggered at integrated sites flanked by LacO and TetO sequences. Labelling of 

broken chromosome ends is achieved by tethering of fluorescent proteins (GFP and mCherry) fused to 

their respective repressors (LacR and TetR) and formation of chromosome translocations is probed in 

real time (Roukos et al. 2013; Roukos, Burgess, and Misteli 2014). LacO/LacR tethering system has 

previously allowed studying spatial dynamics of DSBs in different organisms and cellular models. In 

this system, combination of TetO/TetR tool, in combination with fluorescent reporters, have allowed 

studying motion properties of distinct DSBs, revealing, for instance that DSBs undergoing translocations 

move faster compared to non-translocating DSBs. High-throughput imaging and automated image 

analysis permit also to calculate the frequency of DSBs pairing and thereby to track not only motion 

characteristics of a given DSBs, but also to asses further steps of a translocation process, such as when 

two broken DNA ends come together and persistent in a synapsis.  

Therefore, alteration of a given molecular pathway in such system allows not only addressing whether 

the studied process and/or factor affects the frequency of chromosome translocations, but also to dissect 

in which steps of the formation of chromosome rearrangement is involved. Hence, in this project we 

have attempted to investigate the role of chromatin environment in the mechanism underlying the 

formation of chromosomal rearrangements. 

 

3.1 Chromatin – related functions influence chromosome translocation frequency 

Previously, Burman and colleagues have identified that H3K4me facilitates the frequency of 

chromosome translocations upon irradiation showing that overexpression of the relative histone 

methyltransferases ASH2L or SET7/9 make chromosomes more prone to break (Burman et al. 2015). 

This study proposes that the increased predisposition to breakage accounts for the increased 

translocation frequency, without investigating events downstream the formation of DSBs. In our project 
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we aimed to characterize what happens during downstream events the formation of DSBs. Our 

epigenetic drugs-based screening has revealed that inhibition of class I of HDACs leads to decreased 

frequency of translocations between LacO and TetO loci (Figure 8). We validated that the decrease in 

translocation frequency specifically occurs at doses of deacetylase inhibitors that provoke increased 

intensity of fluorescent proteins, which we interpreted as increased expression level due to an increased 

global relaxation of the chromatin status. Together this leads us to hypothesize that chromatin hyper-

acetylation, upon HDACs inhibition, might suppress the formation of chromosome translocations. 

 

3.2 A cell-based system for the spatial and temporal controlled formation of I-SceI-

induced DSBs  

To dig into the mechanism, we decided to point out which histone deacetylase drives this effect. 

However to investigate the respective role of each histone deacetylases on translocation formation, it 

was pivotal that cells experienced the same amount of DSBs. A limitation of the cellular system 

described above is that the pool of cells was transfected with a vector encoding I-SceI enzyme. This 

limitation would preclude assessing the relative contribution of chromatin factors in translocation 

formation, considering the fact that those rearrangements are difficult to quantify. To circumvent this, 

we generated an inducible tool that controls in space and in time the formation of DSBs, via a Dox-

inducible expression of I-SceI. Furthermore we thought to control where the enzyme resides after 

expression, by cloning the nuclear binding domain of the glucorticoid receptor (GR) in tandem with the 

endonuclease. Last, we sought to equip the chimeric construct also of an auxin-inducible degron (AID) 

or a destabilization degron (DD) tags, which could enable us to degrade I-SceI and monitor DSBs repair. 

Thus, we selected a clone carrying the GR construct fused at the C-terminus, and holding a DD tag at 

N-terminus. Among all, the selected clone (renamed Superduo) allows a better I-SceI transits to the 

nucleus and induction of 53BP1 foci, surrogates of DSBs (Figure 11B); specific induction of DSBs at 

LacO array (Figure 14B, Figure 14C) and DSBs repair occurring already 12 hours after inducing I-SceI 

degradation (Figure 12).  

Kinetic experiments revealed that to I-SceI nuclear transfer (Figure 13A) corresponds to a progressive 

accumulation of 53BP1 foci (Figure 13B), both peaking 4 hours of dex treatment. However direct 

quantification of DSBs formation by LM-PCR revealed a plateau already after 3 hours (Figure 14A). It 

is reasonable that the kinetics of accumulation of 53BP1 foci is delayed compared to the actual formation 

of DSBs, being 53BP1 a repair marker, which transduce to effectors proteins the real presence of DSB 

lesions.  

Nonetheless, the kinetic of accumulation of I-SceI-induced DSBs is comparable to DSBs generated also 

by endonucleases in other cellular systems (Soutoglou et al. 2007; Iacovoni et al. 2010). 
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However, when we compared to frequencies of chromosome translocations induced via inducible I-SceI 

expression or via I-SceI electroporation, we have observed that the Dox-inducible system recovers lower 

frequency of chromosome translocations compared to the canonical system where I-SceI is 

overexpressed through electroporation (Figure 15).  

This might be due to the fact that in this latter we assist to generation of persistent DSBs as I-SceI is 

largely expressed and gives rise to many cleavage cycles; whereas when we induce I-SceI-breaks by 

doxycycline we have observed that 53BP1 foci reach rapidly a plateau, which eventually tends to revert 

towards lower 53BP1 counts (observed also in other time course experiments, not shown). We envision 

that as cells progress into cell cycle, the nuclear concentration of I-SceI molecules diminishes (due to 

extrusion of I-SceI from the dissolved nuclear membrane), giving higher chances for a correct repair of 

the broken ends, and accounting for a reduced translocations frequency. From this we concluded that 

our Dox-inducible system is not able to recover enough chromosome translocations to quantify 

differences among different chromatin environments and we relied on another molecular tool based on 

electroporation of a GFP-tag version of I-SceI endonuclease. Yet, we have induced DSBs via Dox-

triggered I-SceI in order to characterize DSBs motion properties in unperturbed or hyper-acetylated 

chromatin environments (Figure 23 and Figure 24).  

 

3.3 HDAC1 plays a major role in the formation of chromosome translocations 

Our results have showed that members of class I histone deacetylases might be required for the process 

of formation of chromosome translocations, in fact, when inhibited we have observed a decrease in the 

translocation frequencies. To characterize which histone deacetylases play a role in this phenomenon 

we followed two complementary approaches: in the first, we have perturbed chromatin organization in 

a global scale via specific HDACs knock down (Figure 21); the second way aimed to locally modify the 

chromatin status surrounding the DSB site via tethering of specific histone deacetylases (Figure 22). 

Altogether the data hint that HDAC1 might act as facilitator in the process of formation of chromosome 

translocations. Absence of HDAC1 significantly decreases the formation of LacO-TetO translocations, 

whereas targeting of HDAC1, as fusion with LacR, to the breaks site lead to higher translocations events 

in comparison with tethering of only LacR or when fused with N-truncated form of HDAC1. 

 It is quite intriguing that depletion of HDAC2 did not trigger the same changes in translocation 

frequency, in fact not only HDAC1 and HDAC2 co-exist in the same corepressor complexes, but, we 

and others have observed that depletion of HDAC1 stabilizes HDAC2 protein levels and vice versa 

(Zupkovitz et al. 2006; Lagger et al. 2002). However, other studies have also shown independent 

functions between the two histone deacetylases (Dovey, Foster, and Cowley 2010; Hagelkruys et al. 

2014; Somanath, Herndon Klein, and Knoepfler 2017), including HDAC1-specific regulation of 

H3K56ac levels. Therefore, it is possible that only HDAC1-related functions are implicated in the 



Discussion 

 

100 
 

formation of chromosome translocations; whereas, in HDAC1 knock down condition, HDAC2, 

becoming steadier, might conversely hamper the decrease in translocation frequency.  

Similarly, when we investigated whether chromatin acetylation affects DSBs mobility, we have 

observed again that HDAC1 loss of function impairs mobility of a broken LacO-I-SceI locus (Figure 23 

and Figure 24). On the other hand, depletion of HDAC2 causes only a milder reduction of DSB motion 

properties (Figure 24), probably not sufficient to induce changes in translocation frequency (Figure 21C) 

that are recovered at frequency similar to control cells with unperturbed chromatin state. In case of 

double knock down of HDAC1 and HDAC2, the effect in DSB movement mirrors the one observed in 

cells carrying only HDAC1 depletion, suggesting that the HDAC1 is the driving regulator in DSB 

dynamics. Together, this might hint that in absence of HDAC1, hyper-acetylation of chromatin 

environment makes DSBs less mobile and thereby less prone to translocate. To validate this finding it 

will be important to follow a complementary approach which consists of overexpressing HDAC1 to 

assess whether broken LacO-I-SceI loci shows an increased displacement compared to control 

conditions; alternatively, it is fundamental to assess whether local delivery of HDAC1 (for instance 

trough LacO/LacR tethering system) at break site can lead as well to enhanced DSBs movement. 

However, it is also possible that chromatin hypo-acetylation increases translocation frequency, by 

leading to a more defective repair, we are discussing it in paragraph 3.5.  

Surprisingly, targeting of Tip60 led also to an increase in chromosome translocations frequency (which 

however is not significant, due to a wide standard deviation). Because we did not observe an opposite 

and complementary behavior between HDAC1 and Tip60 tethering, in future would be interesting to 

assess the contribution of other histone acetyltransferases, such as CBP/p300 or MOF, that together with 

Tip60, are respectively responsible for acetyl group deposition on residues K56 of H3 and K16 of H4, 

histone marks erased in HDAC1, and HDAC2, -dependent manner (Das et al. 2009; Taipale et al. 2005; 

G. G. Sharma et al. 2010). 

Moreover, it is also worth to note that induction of chromatin domains occurred only in a small pool of 

cells; we cover this in the following paragraph (3.4), where we discuss assays to address the functionality 

of chimeric mCherryLacR-chromatin modifiers constructs. 

 

3.4 Functional validation of tethering of mCherryLacR-chromatin modifiers 

Local change of the chromatin environment, where a DSB hits, was achieved by employing the high 

binding affinity of Lac Repressor for its DNA cognate, namely tandem repeats of LacO operator 

integrated in our system. Constructs are also tagged with mCherry, therefore, targeting on the LacO 

array was visible as a bright spot (glowing in mCherry channel) already 12h after washing out IPTG 

from the media culture. Then, to proof the induction of specific chromatin environment at LacO locus 

we pursue three different approaches not curbed by the need of amplifying repetitive genomic region, 

such instead we would have faced by performing ChIP on the LacO repeats adjacent to the breakpoint 
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region. In fact, a common a direct way to verify the formation of chromatin domains upon artificial 

tethering of histone modifiers is to directly quantify by ChIP, any enrichment or depletion mediated 

respectively by a certain chromatin “writer” or “eraser” upon binding to the genomic locus.  

Upon tethering of histone modifiers, we measured the size of the array as surrogate of the status of 

condensation of the chromatin, and we have observed, as expected, a more condensed locus when 

HDAC1 was tethered, compared to control condition or in condition of Tip60 targeting (Figure 18).  

However, when HDAC1- or Tip60 were tethered, the LacO locus did not show differences of sensitivity 

to I-SceI enzyme, in fact we did not observe changes in 53BP1 localization or in DSBs captured events 

(Figure 16 and Figure 19), suggesting equal chromatin accessibility. A possible explanation can be given 

by a previous work showing that loss of Tip60 increases 53BP1 localization at DNA damage sites and 

end joining events (M. L. Li et al. 2019), suggesting the targeting of Tip60 to the break site might 

mitigate 53BP1 accumulation. Moreover, recovering of DSBs events through LM-PCR is comparable 

across tethering of histone modifiers: only a slightly lower fraction of DSBs can be detected upon 

tethering of mouse HDAC1 that, anyhow, is not significantly different from control conditions.  

An important difference to be considered is that arrays size upon tethering of chromatin modifiers was 

carried out in condition of cells not experiencing DSBs formation. Whereas, measure of 53BP1-array 

colocalization or DSBs quantification by LM-PCR, upon targeting of histone modifiers to the locus, 

were carried out upon I-SceI cleavage, which might have saturated DSBs formation at a given locus, 

precluding the possibility to assess how the chromatin status impacts I-SceI recruitment and breakage 

formation. Indeed, while we have used the full cut capability of I-SceI, (i.e. when fully expressed and 

transferred into the nucleus), other researchers have performed  a similar assay, by using the leakage of 

the enzyme (when I-SceI is expressed, but nuclear transfer is not triggered), so that to exclude plateau 

of I-SceI cleavage activity (Soutoglou et al. 2007; Burman et al. 2015). Nonetheless, we have tried to 

assess differences in chromatin accessibility upon only induction of I-SceI expression (Dox- condition), 

but we obtained only futile and not specific amplification near to background levels, which was quite 

difficult to interpret.  

Finally, we have observed an enrichment or depletion of H4panAC from the site of the array in a small 

fraction of cells, when we tried by microscopy to quantify deposition or removal of acetylmarks from 

histone proteins (Figure 20). However, independently of the chromatin modifiers tethered, Lac array 

was carrying either H4panAc with higher signal in comparison to background signal, or same intensity 

as background level or absence of signal. Altogether, this suggests that induction of functional hyper-

acetylated or hypo-acetylated chromatin domains occurs only in a small pool of cells, and the fact that 

all chromatin status were detectable independently of the tethered factors, suggests that chromatin 

environment is dynamically shaped and presumably we just observed a snapshot of it. 
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To overcome the limitations of being able to modify chromatin acetylation at LacO-I-SceI site only in a 

small fraction of cells, one could pursue a different strategy to induce local tethering of chromatin 

modifiers by using a catalytic inactive Cas9 enzyme (dCas9) fused with HDAC1, Tip60 and mutants 

and deliver the chimeric constructs by sgRNAs in proximity of DSBs. A big advantage of this method 

comes from being suitable with various sources of DSBs induction, included, for instance, the delivery 

of histone modifiers to strongly cut AsiSI sites. Recently, tethering of dCas9-HDACs or HATs was 

successfully performed by targeting respectively HDAC3 or p300 in order to manipulate H3K27 

acetylation levels (Kwon et al. 2017; Hilton et al. 2015). Furthermore, in our specific project, targeting 

chromatin modifiers to any genomic sites of interest, through a sgRNA, unbounds by the difficulty of 

amplifying repetitive sequences, as we encountered in our system where LacR-mediated targeting was 

restricted to LacO repeats.  

 

3.5 AsiSI endonuclease induces DSBs in various chromatin contexts   

To validate our results and explore whether HDAC1 plays role not in DSB mobility, but rather it affects 

the repair kinetics of broken ends, we have finally used a previously characterized cellular system, based 

on AsiSI endonuclease, to generate DSBs genome wide and in various chromatin domains. In this case, 

we sought of using HT-4C FISH methodology that based on 3D distances of colored FISH probes, 

allowed us to quantify chromosome breakage and chromosome translocations frequencies at AsiSI sites 

characterized by different chromatin acetylation upon the induction of AsiSI-DSBs (Clouaire et al. 

2018).  

To do so, firstly we tested the feasibility of our FISH-based method to dynamically quantify 

chromosome translocations, by using modulators of DSBs frequency and thereby translocation rates, 

such as DNAPK inhibitor and decitabine, a specific inhibitor of DNMT enzymes. DNAPK inhibitor 

treatment leads to persistent DSBs and DDR activation and it has been already used to positively screen 

for increment of translocation frequency in this project and in (Roukos et al. 2013); on the other hand 

AsiSI cleavage is blocked by methylated cytosine, therefore it was surprising that upon decitabine 

treatment, which should evoke a more robust AsiSI cut activity because of hypo-methylated sites, we 

actually observed a block of AsiSI-DSB formation.  

An explanation for this effect comes from a work which highlights that upon decitabine treatment, hemi-

methylates CpGs are increased due to DNMT1 trapping at newly synthesized strands, where decitabine 

gets incorporated. Because, TET proteins have enzymatic preference for hemi-methylated templates, 

they get recruited at those loci, provoking an effect of dilution of TDG and BER enzymes, with the 

dramatic effect of tuning down the active cycle of demethylation (Chowdhury et al. 2015). It is possible 

that this underlies the resistance mechanisms of certain tumors which display a weak response upon 

DNMT inhibitors treatment and increased methylation was observed in more than half of the patients 

(Giri and Aittokallio 2019). Unexpectedly, though, in our attempt to modulate and screen AsiSI-induced 
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translocations, decitabine treatment turned out being an important control to screen for negative 

accumulation of AsiSI triggered chromosome breakage and rearrangements.  

When AsiSI induces DSBs, at certain loci it can perturb the levels of H3K56ac, H4K12ac and H4K16ac, 

which are erased in HDAC1/2 dependent manner (Miller et al. 2010). For a subgroup of these genomic 

loci, we have observed that to a stronger depletion of acetyl histone marks, especially for H4K16ac, 

corresponds a higher frequency of chromosome translocations, with a bait DSB (Figure 30). In order to 

address whether a decreased occupancy of acetyl marks correlates with a defective repair process that 

might explain the high frequency of chromosome translocations, we performed repair kinetics 

experiments, by inducing AsiSI-DSBs and, then, monitoring repair events at different time points by 

sBLISS. Data showed that fractions of DSBs retained over time were well fitting a previous model, 

proposed by Iliakis and colleagues to describe the repair of IR-induced DSBs. They observed that repair 

of such lesions takes place in a biphasic manner and it relies on two parameters: “fast” and “slow” 

components that give the name to our groups where we classified AsiSI-breaks, according precisely 

whether they were repaired with a faster or slower rate. Iliakis and colleagues identified that during the 

first 30 minutes breaks are repaired with a fast rate by NHEJ, then, a slow component takes over but 

unlikely reflects homologous recombination repair (Metzger and Iliakis 1991; H. Wang et al. 2001). 

Similarly, after 0.5 hour, DSBs repaired in a fast mode account for only one quarter of the total breaks 

quantified at time point 0, when the repair process was not induced yet; whereas half of slow breaks 

persist still after 30 minutes. However, we were not able to account for differences in DSBs- induced 

histone acetylation changes, (nor for the chromatin landscape, prior DSBs induction, data not shown) 

for the two classes of DSBs repair (Figure 31).  

In future, the data set of AsiSI sites for translocations detection must be increased to give robustness to 

our working model, which currently suggests an involvement of HDAC1 function in enhancing the 

DSBs mobility and, possibly, ends synapsis events and not in the regulation of DSBs repair.  

To strengthen this hypothesis and in line with decreased mobility of a broken LacO-I-SceI locus, in 

condition of hyper-acetylated chromatin, a future direction would be to induce AsiSI-DSBs at selected 

loci, by CRISPR-Cas9 system and observe mobility and fusion frequency of 53BP1 foci, for the purpose 

tagged with a fluorescent protein. This will ultimately assess whether DSBs show distinct motion 

properties dictated by changes in the acetylation status of the chromatin environment where they arise, 

which, then, might result in different frequencies of chromosome translocations.  

As ultimate goal, it is pivotal to decipher which histone deacetylase is responsible for changes in the 

acetyl marks at level of AsiSI-DSBs, in fact it has been shown that in absence of both HDAC1 and 

HDAC2, chromatin retains acetyl group at level of K56 on H3 and K12 and K16 on H4 (Miller et al. 

2010). Our findings hint that HDAC1 is the main responsible for the formation of chromosome 

translocations; therefore, profiling the occupancy of the two histone deacetylates, upon AsiSI-DSBs 
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formation (by ChIP-seq or Cut&Run-seq) is important and it might reveal a differential DSB-dependent 

recruitment of HDAC1 and HDAC2 that might, then, influence distinctive translocation frequencies. 

 

3.6 HDACs inhibition decreases etoposide-induced MLL translocations 

During my doctoral research, as collaborative project, I have confirmed and identified novel contributors 

of etoposide-induced genome instability. We have characterized the involvement of Topoisomerases α 

and β in triggering H2AX-phosphorylation upon etoposide treatment (Figure 34). In fact, stalling of 

Topoisomerases can lead to DSBs formation especially when DNA-protein adducts collide with ongoing 

transcription and replication. We have observed, indeed, that tuning down of such processes relieves 

etoposide-induced DDR (Figure 37). We have also demonstrated that inhibition of VCP, ATP-dependent 

segregase, and of proteasome system, also decreases genomic instability triggered by etoposide. The 

molecular key underlying this is given by the fact that VCP inhibition blocks TOP2ccs extraction from 

chromatin, thereby decreasing free double strand ends and associated H2AX phosphorylation (Figure 

38; Fielden et al. 2020).  

Moreover, in the scenario of identifying determinants of etoposide-induced fragility and recurrent 

translocations we tested the involvement of histone deacetylases in the formation of MLL translocations. 

Understanding how chromatin environment surrounding the etoposide-induced lesion contributes to the 

formation of t-MLL translocations has high significance in the context of discovering molecules and 

mechanisms able to counteract the occurrence of etoposide-driven MLL translocations. Identification of 

epigenetic inhibitors, which reduces etoposide-induced translocations, might constitute potential targets 

of clinical trial of a co-treatment based on Topoisomerase 2 and epigenetic inhibitors, for patients with 

high risk of developing a second tumor. Similar to our previous results showing that HDACs inhibition 

decreases the frequency of LacO-TetO translocations, treatment of etoposide and release in media with 

TSA or SAHA accounts for a reduction of MLL-AF4 translocations. Intriguingly, this occurs in 

conditions that do not mitigate etoposide-induced genome instability, nor MLL breakage, and it suggests 

that HDACs inhibition protects from the formation of chromosome translocations by acting on steps 

downstream DSBs formation. This is particularly relevant considering that counteracting the risk of 

formation of therapy-related translocations cannot occur by decreasing breakage susceptibility, because 

this would reduce the cytotoxic effect of chemotherapeutic and thereby preclude to erase the primary 

tumor.  

To conclude, our findings point to a role of histone hyper-acetylation in downstream events of DSB 

formation, specifically in the decreasing DSBs mobility and thereby their propensity to synapse and to 

form chromosome translocations. 
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Chapter 4 – Material & Methods 

4.1 Material 

Indication of the main reagents and equipment, used in this PhD thesis, are embodied in the text of the 

method section. 

4.2 Methods 

4.2.1 Generation of Dox-inducible cell line for space and time control of I-SceI enzyme 

4.2.1.1 Cloning of GR-I-SceI degron constructs in lentiviral pLenti CMV TRE 3G 

To control the induction of I-SceI-DSBs, we decided to restrict, in time and space, the enzymatic activity 

of I-SceI endonuclease by a Tet-On inducible promoter, which becomes activated when supplementing 

the culture media with doxycycline. Instead, I-SceI cellular localization is controlled via dexamethasone, 

which binds the nuclear binding domain of the glucorticoid receptor (GR), fused in tandem to I-SceI, 

and it shuttles the enzyme into the nucleus. For the purpose of studying repair kinetics of I-SceI-DSB, 

we also decided to fuse a degron tag allowing to provoke I-SceI degradation. For this latter, in frame 

with the GR-I-SceI, we cloned an auxin inducible degron (AID) or a destabilization degron (DD): both 

allow proteasome-dependent degradation of the target protein, but with slightly different mechanisms. 

In case of the Auxin-Inducible Degron, when auxin is added to the cell culture media, it binds AID tag 

and promotes OsTIR1/Cul1-dependent ubiquitination and, therefore, proteasome-dependent 

degradation of the target protein. Viceversa, culturing the cells in presence of a ligand, Shield1, protects 

from I-SceI-DD proteolysis. In fact, if the ligand is washed out from the cell culture media, 

destabilization and degradation of the target protein are achieved.  

To achieve the best results in terms of induction of I-SceI-DSBs and to rule out protein conformation 

defects, constructs were designed to have two regulatory elements, namely GR, DD or AID, which were 

arranged in each possible configurations, so that each tag was fused at the N- or C- terminus of I-SceI 

coding sequence. Specifically, cell lines carrying a Dox-inducible expression of the following constructs 

were generated: 1) GR-I-SceI-DD, 2) DD-I-SceI-GR, 3) GR-I-SceI-AID, 4) AID-I-SceI-GR. 

Because each construct shares two or three elements, for the cloning was used GeneArt® Seamless 

Cloning and Assembly Kit (Invitrogen, #A14603), which employs 5’-exonuclease activity, as well as 

polymerase and ligase reactions to fill up the nicks and join DNA segments which, as result, will be 

cloned in different configurations. Pivotal for this type of simultaneous multiple cloning is the 

amplification of each individual element with oligo primers containing, not only a small linker (encoding 

for the peptide Ser-Ala-Ser-Ala-Gly, allowing proper folding of each element), but, mainly, sequences 

homologous to the adjacent cassette (Table 7 and Figure appendix 1). Then, combination of the 

amplified cassettes will determine the directionality by which the assorted elements are cloned. 

Importantly, the first and the last element of the chimeric fusion are amplified with oligos which 

introduce, respectively, compatible DNA ends to KpnI- or EcoRV-digestion; both enzymes were used 
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to linearize the entry vector, pENTR1A (Addgene, #17398). Templates of the PCR reaction are: pLVX-

PTuner (Clontech #632173; to amplify DD); I-SceI-GR-RFP (Addgene, #17654; to amplify I-SceI and 

GR); pCDH-CuO-AID-HANLSISceI-EF1-CymR-T2A-Puro (to amplify AID),

PCR reaction 

Component of reaction  Amount 

DNA template 50 ng ~ 1 µl 

dNTPS (25 mM) 250 µM 0.5 µl 

Forward primer (10 µM) 0.2 µM 1 µl 

Reverse primer (10 µM) 0.2 µM 1 µl 

Pfu Ultra II Polymerase  1 µl 

Buffer PfU Ultra II 10X  5 µl 

NFW  up to 50 µl 

 

PCR cycles programme 

Step Temperature Time 

denaturation 95 °C 2 min 

denaturation 95 °C 20 sec  

30 

cycles 
annealing 60 °C 20 sec 

extension 72 °C 20 sec 

final extension 72 °C 3 min 

PCR products were cleaned up via QIAquick PCR Purification Kit (Qiagen, #28106) and fragments size 

was inspected via gel electrophoresis (Figure appendix 1). The seamless cloning consisted of 

recombination reactions set up in 10 µl (final volume) at room temperature (RT) for 30 min, using 

roughly 100 ng of each PCR product and 60 ng of a KpnI/EcoRV-digested pENTR1A plasmid, 

containing a Kanamycin resistance gene. Then, 3 µl of reaction were used to transform DH10B T1 

Phage-resistant cells (Thermo Scientific, #123311013). 

Sequencing confirmed successful integration of the correct integration and orientation into the 

pENTR1A plasmid for the constructs: GR-I-SceI-DD, GR-I-SceI-AID and AID-I-SceI-GR.  

The DD-I-SceI-GR chimeric fusion have shown a mismatch in the DD elements, which was successfully 

corrected via QuikChange II Site-Directed Mutagenesis Kit (Agilent, 200523) by using primers #57 and 

#58, as following:  

PCR-based mutagenesis reaction 

Component of reaction Amount 

Buffer PfU Ultra 10X 2.5 µl 

DNA template ~25 ng 

Forward primer #57 (10 µM) 0.65 µl 

Reverse primer #58 (10 µM) 0.65 µl 

dNTPs mix  0.5 µl 

Pfu Ultra Polymerase 0.5 µl 

NFW up to 25 µl 

PCR cycles programme 

Step Temperature Time 

denaturation 95 °C 30 sec 

denaturation 95 °C 30 sec  

x 12 

cycles 
annealing 55 °C 1 min 

extension 72 °C 13 min 
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Commonly, transformation and replication of DNA vectors happen in dam + bacteria background, where 

Dam methylase catalyses the transfer of a methylgroup to the N6 position of the adenine when in GATC 

sequence. Thus, after site-directed mutagenesis, parental vector was restricted out by DpnI enzyme, 

which degrades methylated, or hemimethylated plasmids. Then, the newly mutagenized vector, 

insensitive to DpnI digestion, was transformed in Stbl3 bacteria cells, and corrected sequence was 

confirmed by sequencing using primer #49.

To facilitate the screening of different clones, a HA tag was integrated upstream of each construct via a 

protocol by Zhang and colleagues, developed to clone sgRNAs oligos into lentiviral transfer vectors 

(Shalem et al. 2014) (Sanjana, Shalem, and Zhang 2014). The strategy is based on annealing two 

complementary oligos with overhangs compatible with the ones generated by the restriction enzyme 

which nicks the vector at the site where oligo duplex will be cloned. To the purpose, a HA tag was 

designed with KpnI- compatible ends in order to introduce the tag at the N-terminus, in frame with the 

coding sequence of the full GR-I-SceI degradation tags constructs. Briefly, 5’ end phosphorylation of 

the DNA oligos (mediated by T4-Polynucleotide Kinase, NEB, #M0201), then annealing of the two 

complementary sequences (primers #47 and #48) and ligation into previously KpnI-digested and 

dephosphorylated vectors, containing the GR-I-SceI-degron fusions, were performed.

  



Material and Methods 

 

108 
 

 

Oligos Phosphorylation and Annealing reaction

Component of reaction amount 

Forward primer #47 (100 µM) 1 µl 

Reverse primer #48 (100 µM) 1 µl 

Buffer T4 ligation 10X 1 µl 

T4 PNK 0.5 µl 

NFW 6.5 µl 

 

PCR cycles programme  

Step Temperature Time 

phosphorylation 37 °C 30 min 

annealing 95 °C 5 min 

Ramp down to 25 °C   5 °C/min 

Digestion and dephosphorylation of pENTR1A with GR-I-SceI degron

Component of reaction amount 

pENTR1A vector 5 µg 

 KpnI 2 µl 

Buffer Cut Smart 10X 5 µl 

NFW To 50 µl 

 

 

Enzymatic digestion is carried out for at least 30 minutes at 37 °C, and then a dephosphorylating step 

(for 10 min at 37 °C) blocked re-ligation of the linearized plasmid.  

 

Component of reaction amount 

KpnI-digestion reaction 50 µl 

Antarctic Phosphatase Reaction Buffer 10X 1 µl 

Antarctic Phosphatase  1 µl 

NFW To 60 µl 

 

After Antarctic Phosphatase (NEB, #B0289S) inactivation for 5 minutes at 75 °C, quick ligation reaction 

(Quick Ligation™ Kit, NEB, #M2200) was set up as described in the table below and carried out for 5 

minutes at RT. 

Component of reaction amount 

Digested and dephosphorylated DNA vector 50 ng 

Phosphorylated and annealed HA-oligo duplex 100 nM 

Buffer Quick Ligation 2X 5 µl 

Quick Ligase 1 µl 

NFW up to 10 µl 
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Heat-shock treatment allowed transformation of chemically competent Stbl3 bacteria cells (One Shot® 

Stbl3™, Invitrogen, #C737303) with 4 ul of ligation reaction, positive clones were isolated from 

Kanamycin selective LB-agar plates.  

Final goal was to restrict the expression of the GR-I-SceI degron constructs via a Tetracycline –

Responsive Element, which becomes activated in presence of doxycycline. Therefore, all HA-GR-I-

SceI- degron contructs were cloned through a LR reaction into a destination lentiviral vector with a 

TetON- inducible promoter, pLenti CMV-TRE3G (pLenti CMVTRE3G Neo DEST, w813-1, depositer 

Eric Campeau). Specifically, 150 ng of entry vector and 150 ng of destination plasmid (1:1 ratio) are 

incubated with 1 µl of LR Clonase II enzyme mix (Gateway® LR Clonase® II Enzyme mix, Thermo 

Fisher Scientific, #11791100) in a final volume of 5 µl, adjusted with TE buffer, pH 8. The LR reaction 

was incubated overnight at 25 °C constant. 

As common feature of gateway destination vectors, the propagation of the empty pLenti CMV-TRE3G 

vector requires ccdb survival cells and co-selection on LB-media enriched of chloramphenicol and 

ampicillin. The chloramphenicol resistance cassette and the ccdb gene are located between the homology 

arms (attR1 and attR2), so that during the LR reaction, the fusion constructs get successfully cloned into 

destination lentiviral vectors, while the toxic gene and the selection cassette recombine into the entry 

vector within attL1 and attL2 as by-product of the reaction. Then, to select positive clones, it was 

sufficient to grow the transformed bacteria on plate containing only ampicillin, whereas empty 

destination vectors or entry vectors are negatively selected out. 

The pLenti CMV-TRE 3G vector contains a neomycin resistance gene, therefore, upon integration of 

the lentiviral vector, cells can be positively selected by culturing with media containing G418 antibiotic. 

 

4.2.1.2 Infection of NIH3T3 duo cells with Dox-inducible lentiviral vectors for the expression of 

GR-I-SceI constructs 

A TetON promoter is regulated via binding of doxycycline to a reverse tetracycline-transactivator 

(rtTA), inducing a conformational change, by which Tet repressor (rtTA) can engage the TRE promoter 

and turn on the transcription. Therefore, to generate Dox-inducible cell lines for the expression of the 

GR-I-SceI-degron, we proceeded with co-infection of pLenti CMV-TRE3G (expressing the inducible I-

SceI chimeric fusions) and pLenti CMV rtTA3 (pLenti CMV rtTA3 Blast, w756-1, Addgene, #26429) 

carrying, respectively, neomycin and blasticidin resistence gene for the mammalian selection.  

To produce viral vectors, HEK293T cells were transfected with 3rd generation packaging vectors 

(pMDLg/pRRE, pRSV-Rev, pMD2.G) and lentiviral plasmids carrying the transgenes (namely CMV-

TRE3G- HA-I-SceI chimeric constructs or CMV rtTA3) between long terminal repeat (LTR) sequences, 

which promote the stable integration in the genome of the host cell line. Specifically, in transfection mix 

A we diluted 5 µg of DNA of each packaging vector and 8 µg of pLenti CMV rtTA3 or pLenti CMV-
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TRE3G, in 450 µl of Opti-MEM (Gibco, #31985070); whereas transfection mix B contained 30 μl of 

transfection reagent XtremeGENE HP (Sigma-Aldrich, #6366236001) in 450 µl of Opti-MEM. Single 

incubation for 5 minutes of each mix was followed by 20 minutes incubation of the joint solutions; 

hence, the transfection mix was added dropwise to 10 cm dish of HEK293T cells. A day later, we 

replaced the culture media with fresh one containing TET-free FBS, to avoid unscheduled transcription 

activation of Tet-ON promoter and recipient NIH3T3 duo cells were seeded with 60% confluence to be 

transduced on the next day. Finally, the media culture from donor HEK293T cells was cleaned out via 

0.45 µm filter and ~3x105 NIH3T3 cells were co-transduced by adding 8 µg/ml of Polybrene (Merck, 

#TR-1003-G) to the viral soups carrying regularly the transgene CMV-rtTA3 and, distinctly, each of the 

CMV-TRE3G- I-SceI constructs. Selective pressure was applied 2 days after the infection by adding to 

the media 10 µg/ml of Blasticidin (Invivogen, #ant-bl-1) and 600 µg/ml of G418 (Invivogen, #ant-gn-

1), to favor the growth of cells carrying the integration of CMV-rtTA3 and CMV-TRE-I-SceI. Pools of 

polyclonal cells were frozen down 3 and 5 days after antibiotic selection. Finally a drop containing few 

cells was spread out in a 15 cm plate, thus we could derive monoclonal cell lines by colonies picking. 

Clones were selected based on the expression and nuclear localization of I-SceI, revealed by HA-

immunostaining. 

 

4.2.2 Generation of stable cells lines for the overexpression of mCherry-LacR-chromatin 

modifiers 

4.2.2.1 Two steps cloning strategy 

To assess whether changes in the chromatin status in proximity of a DSB might influence its motion 

properties, or its probability to fuse with another chromosome ends, we decided to employ artificial 

tethering of specific chromatin modifiers near to I-SceI-DSB. This can be achieved because in NIH3T3 

duo cells, an I-SceI site is flanked by Lac operator repeated sequences which can be bound, with high 

affinity, by Lac Repressor, in absence of IPTG. Therefore, we have employed the LacO/LacR 

recognition system to target directly HDACs and HATs at DSB sites. Furthermore, cloning a fluorescent 

protein in frame with the LacR (e.g. GFP or mCherry) allows visualization of chromatin dynamics and 

organization of the genomic region where the LacO-I-SceI locus is integrated. Therefore, we decided to 

clone chromatin modifiers into a p-mCherry-C1 based vector (Clontech), where LacR was previously 

cloned at the C-terminus of mCherry coding region.  

Then, we digested the vector by KpnI/BamHI and dephosphorylate by Alkaline Phosphatases as 

described above. Then, coding sequences of HDAC1, -2, -3 (humans) and HDAC1 WT and mutant 

(mouse), have been PCR amplified with oligos containing the KpnI and BamHI restriction sites, 

respectively at the forward and reverse primers. TIP60 WT and mutant (human), and GCN5 WT and 

mutant (mouse) were cloned with a similar strategy with the exception of KpnI and MfeI used as 

rescrition enzymes for cloning the HAT enzymes in frame with mCherry-LacR. Template of the PCR 
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reaction were pMSCVpuro-Gcn5 and pMSCVpuro-Gcn5 (D608A) (Addgene #63706 and # 63707) to 

get out respectively, GCN5 WT and the enzymatic dead mutant isoforms; Tip60 ORF was amplified 

from DNA vector pENTR223.1, belonging to “The ORFeome Collaboration” database (GenBank 

BC117167). Linearized vectors and PCR fragments were ligated by a quick ligation, carried out as 

aforedescribed, and 4 µl of reaction were transformed into chemically competent Stbl3 cells; then, clones 

were selected in kanamycin-LB-agar plates. Site-specific mutagenesis was performed as described in 

paragraph to generate a catalytic dead mutant of mCherry-LacR-Tip60 fusion. Primers #61 and #62 were 

used to introduce point mutations at catalytic residues (Q377A and G380A) (Ikura et al. 2000). 

Finally, to generate stable cell line carrying overexpression of mCherry-LacR-chromatin modifiers 

protein fusion, we sought to clone the chimeric constructs under the control of CMV promoter, into 

retroviral vectors pQCXIN and pQCXIP, which differ for the mammalian resistance gene, in fact they 

carry respectively neomycin and puromycin selective cassette. To do so, we proceeded as following: 

 mCherry-LacR-hHDACs vectors were digested with AgeI and BamHI; same pair of enzymes 

was used to linearize the retroviral vector pQCXIP. 

 mCherry-LacR-mHDACs (WT and mut) constructs were amplified with primers (#3 and #4) 

containing cut sites for NotI and BamHI; then, PCR products and pQCXIP were digested with 

the same enzymes pair and gel purified via QIAquick Gel Extraction Kit (Qiagen, #28706). 

 mCherry-LacR-Tip60 (WT and Q377A,G380A mutant) and mCherry-LacR-GCN5 (WT and 

D608A mutant) vectors were digested by AgeI and MfeI, while pQCXIP was digested with AgeI 

and EcoRI. MfeI and EcoRI generate DNA ends, which are compatible during the ligation 

reaction. 

Digested fragments were ligated into retroviral vectors, previously linearized with corresponding 

enzyme pairs. Upon isolation of positive colonies in Ampicillin-selective media, we confirmed the final 

vectors by restriction reaction (Figure appendix 2 and 3) and sequencing. 

 

4.2.2.2 Infection with retroviral vectors to over-express mCherry-LacR-chromatin modifiers 

Viral transduction was carried out as already described with the exception that Platinum-GP Packaging 

cell line (Plat GP) derived from HEK293T cell line was used as donor cell line for the production of 

retrovirus. Plat GP cells stably express gag and pol retroviral genes; therefore, together with 8 µg of 

vector carrying the transgene, cells were transfected with 2 µg of pVSVG vector expressing the envelop 

protein VSV-G. Then, NIH3T3 duo parental cell lines were virally transduced with pQCXIN vector and 

clones resistant to G418 (600 µg/ml) were selected. On the other hand, NIH3T3 duo cells expressing I-

SceI upon Dox- stimulus were resistant to G418 (used to select clones with integration of Tet-ON-I-SceI 

constructs), therefore these cell line was transduced with pQCXIP-based vectors and puromycin 

selection (2 µg/ml, Invivogen, #ant-pr-1) was applied two days after the infection. Positive clones were 
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screened based on mCherry nuclear intensity and, upon IPTG removal, on the ability to form a 

fluorescent spot, confirming binding of LacR to the Lac Operator repeats.  

 

4.2.3 Cell Maintenance 

NIH3T3 cells were cultured in Dulbecco's modified Eagle's medium (DMEM, Gibco, # 21969-035), 

supplemented with 10% Fetal Bovin Serum (Gibco, #16050-122), 2 mM L-glutamine (Gibco, #25030-

024) and 100 U/ml penicillin – streptomycin mix (Gibco, #15140-122). NIH3T3 carrying Dox-tunable 

expression of I-SceI were cultured as the parental cell line with the exception of Tet-approved FBS usage 

(Biochrom, #S0115). NIH3T3 overexpressing LacR-constructs were cultured in media supplemented 

with 5 mM of Isopropyl β-D-1-thiogalactopyranoside (IPTG, Sigma-Aldrich, #I5502) which prevents 

LacR binding to lac operator repeated sequences and rulling out roadblocks for replication and 

transcription processes. U2OS cells, carrying the integration of LacO-I-SceI-TetO sequence at two 

different genomic locations, were cultured in DMEM, supplemented with 10% Fetal Bovin Serum, 2 

mM L-glutamine and 100 U/ml penicillin – streptomycin mix, a short reselection of the cells was 

achieved using 200 µg/ml of hygromycin. DIvA cells, a U2OS-derived cell line, is cultured with similar 

conditions. This cell line is generated from Legube and collegues by stable tranfection of pBABE HA–

AsiSI–ER (Iacovoni et al. 2010) and cultured in DMEM enriched with puromycin (1 μg/ml), for clone 

selection’s purpose. Similarly, AID-DIvA cells were transfected with AID-AsiSI-ER plasmid and 

positive cells were selected with G418 at a final concentration of 800 μg/ml. HEK293T and Platinum 

Retroviral Packaging cells, Plat-GP (based on 293T cells) were grown in DMEM with 10% FBS, 2 mM 

L-glutamine and 100 U/ml of Pen/Strep and were used as donor cell line for lentiviral transduction. 

When at 80-90% confluency, HEK293T and PlatGP cells were diluted at 1:10 ratio; while NIH3T3 and 

U2OS-derived cells were split at 1:3 ratio. SKM-1 is a human myelodysplasic cell line, derived, in 1989, 

from the peripheral blood of a patient with acute monoblastic leukemia. SKM-1 cells were cultured in 

Roswell Park Memorial Institute (RPMI) 1640 media (Gibco, #21875-034) supplemented with 20% 

FBS, 2 mM L-glutamine and 100 U/ml of Pen/Strep mix. SKM-1 cells were passed every 2-3 days and 

maintained to a cell density of 0.5- 2 x 106/ml. To assess modulators of etoposide-induced genome 

instability, we cultured and performed experiments in various adherent cells: U2OS, HeLa and Cal51 

(grown in DMEM with 10% FBS, 2 mM L-glutamine and 100 U/ml of Pen/Strep) and HCT-116 cultured 

in RMP1 supllemented with 10% FBS, 2 mM L-glutamine and 100 U/ml of Pen/Strep. Two 

lymphoblastoid lines were also used in this study: TK6 cells (cultured in RPM1 media with 5% of Horse 

FBS, 1 mM sodium pyruvate, 2mM L-glutamine and100 U/ml of Pen/Strep) and Jurkat cells (grown in 

RPM1 with 10% FBS, 2 mM L-glutamine and 100 U/ml of Pen/Strep). Finally, CD34 positive cells 

were isolated from peripheral blood of patients and maintained in IMDM media supplemented with the 

following cytokines: SCF 100 ng/mL, FLT3 50 ng/mL, TPO 50 ng/mL, IL3 20 ng/mL (Peprotech, 300-
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07, 300-19, 300-20, 200-03). A cell density of 0.5x106 cells/ mL was maintained. All cell lines were 

cultured at temperature of 37°C and atmosphere of 95% air and 5% CO2. 

 

4.2.4 Drug treatments 

4.2.4.1 Induction and repair of DSBs 

In Superduo cells, 4 μg/ml of doxycycline (Sigma-Aldrich, D9891) 1 mM of Shield1 (Takara/Clontech, 

#632189), were used to induce the expression of DD-I-SceI-GR fusion; then nuclear transfer was 

achieved via 5 μM of dexamethasone (Sigma-Aldrich, #D4902).  

In DIvA and AID-DIvA systems, treatment with 300 nM of 4-Hydroxytamoxifen (4-OHT, Sigma-

Aldrich, #H7904) allows AsiSI-dependent DSBs formation; time of treatment was assay-specific. Repair 

of DSBs was induced by degradation of AsiSI enzyme through auxin treatment (500 μg/ml final 

concentration, Sigma-Aldrich, #I5148), in AID-DIvA cell line. 

etoposide (Sigma Aldrich, #E1383) was used as DNA damage agent in a variety of cell lines and 

therefore time and doses of treatments are cell lines- and assay- specific. To quantify etoposide-induced 

MLL translocations in SKM-1 cells, etoposide-induced DSBs were elicited upon 6h treatment with 10 

μM of Top2 poison. To assess etoposide-induced DNA damage response, ETO was added for 4h at the 

final concentration of 10 µM in HCT and HeLa, 15 and 20 µM in MCF-7 and 10, 20 and 30 µM in CD34 

positive cells, prior depletion of Top2A and Top2B levels. The role of transcription and replication 

processes in etoposide-induced damage was assessed in U2OS, challenged with 10 µM of etoposide for 

30 min or 1 hour, 2 or 3 hours. The role of VCP and proteasome in etoposide-induced genome instability 

was assessed in U2OS and Cal51 with 3h treatment of etoposide at 5, 10 and 25 µM final, or TK6 

challenged for 4h with 20 µM of Top2inhibitor. Cal51 cells were exposed for 3 hours to 50 and 100 µM 

final of etoposide, upon VCP knockdown.  

 

4.2.4.2 Induction of chromatin domains  

To induce tethering of mCherry-LacR-chromatin modifiers, IPTG was removed from the cell culture 

media by five washes with pre-warmed PBS. Already 12 hours later, binding of the Lac Repressor to 

the array is visible microscopically as a red spot. 

 

4.2.4.3 Chemical Inhibitors 

Histone deacetylases inhibition was carried out overnight by using Thricostatin A, TSA (3 µM, Cayman 

Chemicals, #Cay89730), and SAHA (5 µM, Cayman Chemicals, #Cay10009929), prior induction of I-

SceI-DSBs in Superduo system. SKM-1 cells were released from etoposide in media supplemented with 

250 nM or 500 nM of TSA or SAHA. For cell viability, 100 nM concentration was included in the assay. 
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MS-275 (Cayman Chemicals, #13284) was also used at the final concentration of 100, 250 and 500 nM. 

Then, cell viability was checked 2 days later according to manufactures instructions (CellTiter-Blue® 

Cell Viability Assay, Promega #G8080). 

DNAPKI inhibitors (NU7441, Selleckchem, #S2638) and decitabine (Cayman Chemicals, #Cay11166) 

have been used, respectively, as enhancer and suppressor of AsiSI induced –genome instability. 

Pretreatment for 1 hour with 5 µM NU7441 and 2 µM decitabine was carried out before elicting AsiSI-

nuclear transfer (adding 4-OHT to the cell culture media). 5-azacytidine (Cayman Chemicals, 

#Cay11164), analog of decitabine, was used at 2 µM final dose.  

To interfere with transcriptional process the following inhibitors were used as treatment prior etoposide 

incubation. Concentration and time of treatments were optimized. Finally, actinomycin D (Cayman 

Chemicals, #11421-5) was used at the final concentration of 100 µM, 5,6-Dichlorobenzimidazole 1-β-

D-ribofuranoside, DRB (Cayman Chemicals, #10010302-10) was used 200 µM while triptolide (Sigma-

Aldrich, #T3652) was used at the final concentration of 2 µM. Inhibition of replication was achieved by 

pretreatment with 20 µM of aphidicolin (Sigma-Aldrich, #A4487). Pretreatment with the indicated 

inhibitors was carried out 3 hours prior etoposide damage. Ongoing transcription and replication was 

monitored by quantifying the level of EU (5-Ethynyl Uridine) or EdU (5-Ethynyl-2´-deoxyuridine) 

incorporation. The uridine and thymidine analogs are added to cells 30 min or 10 min, respectively, prior 

fixation at the final concentration of 1 mM and 10 µM, accordingly. Detection of EU and EdU was 

performed by click-labelling reaction of 488-fluoroazide, according to manufactures instructions (Click-

iT™ RNA Alexa Fluor™ 488 Imaging Kit, Invitrogen #C10329; Click-iT™ EdU Alexa Fluor™ 488 

Imaging Kit, Invitrogen #C10337).  

Inhibition of VCP and proteasome system was achieved by 3 hours treatment prior etoposide incubation 

with 5 µM of NMS-873 (Selleckchem, #S7285) and 2.5 µM of MG132 (Sigma Aldrich, #M7449) in 

adherent cell lines. In TK6 cells, conditions of incubation are identical with the exception that 2.5 µM 

of NMS-873 were used.  

 

4.2.5 Immunofluorescence assay 

Adherent cells were grown either on coverslips, or on 96- and 384- well microscopy plates (PerkinElmer, 

#6005550 and #6057300) and fixed with 4% paraformaldehyde (PFA, Sigma-Aldrich, #158127) for at 

least 10 minutes. Suspension cells were grown and treated in flasks, then transferred to poly-L-Lysine 

(PLL) -coated coverslips, or wells and, just prior fixation, cells were spun down by pulse centrifugation 

(normally 15 seconds at 400g). Then, for 20 minutes, PFA (8%) was added to a same volume of culture 

media in order to reach a final concentration of 4% PFA, upon 1:1 dilution. Residual PFA was washed 

out by three PBS cycles of 5 minutes each and lipid cell membrane permeabilization was achieved in 5 

minutes by incubation with a detergent solution composed of 0.3% Triton in 1X PBS (Triton X100, 
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Sigma-Aldrich, #T8787). After three PBS washes, permeabilized cells were incubated for 1h with PBS 

supplemented with 3% BSA (Sigma-Aldrich, #A3294), in order to block aspecific binding sites. Target-

specific antibodies were also diluted in 3% BSA-PBS solution and incubation was carried out overnight 

at +4°C, or at least for a couple of hours at RT, in a humidified chamber. Then, 1h dark incubation with 

secondary antibodies followed by three cycles of PBS washing to remove unbound primary antibodies. 

Secondary antibodies solutions were also removed by three PBS washes and Hoechst 33342 (Molecular 

Probes, #H3570) at concentration of 5 µg/ml was used for DNA staining. After 10 minutes, microscopy 

plates were washed with PBS and ready for images acquisition. Coverslips specimens were inverted on 

microscopy glass slides (neoLab Migge GmbH, # 1-6274), where they were left to dry on few drops of 

Mowiol-DABCO solution. Antibodies used in immunofluorescence assays are listed below, in table 1.  

Table 1 - Antibodies used in immunofluorescence 

PROTEIN TARGET SUPPLIER  CATALOG NUMBER DILUTION 

HA, RAT MONOCLONAL (3F10) Roche cat # 11867423001 1:500 

53BP1, RABBIT POLYCLONAL Novus Biologicals cat # 100-304 1:2000 

PHOSPHO-H2A.X (SER139), MOUSE MONOCLONAL Millipore cat # 05-636 1:1000 

ACETYL-HISTONE H4 (PAN), RABBIT POLYCLONAL Millipore cat # 06-866 1:2000 

TOP2A (C-15), GOAT POLYCLONAL Santa Cruz cat # sc-5346 1:200 

TOP2B (H-286), RABBIT POLYCLONAL Santa Cruz cat # sc-13059 1:200 

ALEXA FLUOR 647 ANTI-RAT IGG, RAISED IN CHICKEN Mol. Probes cat # 21472 1:1000 

ALEXA FLUOR 568 ANTI-RABBIT IGG, RAISED IN GOAT Life technologies cat # A11011 1:1000 

ALEXA FLUOR 488 ANTI-RABBIT IGG, RAISED IN GOAT Mol. Probes cat # A11034 1:1000 

ALEXA FLUOR 568 ANTI MOUSE IGG, RAISED IN DONKEY Mol. Probes cat # A10037 1:1000 

ALEXA FLUOR 488 ANTI MOUSE IGG, RAISED IN DONKEY Life technologies cat # A21202 1:1000 

ALEXA FLUOR 568 ANTI GOAT IGG, RAISED IN DONKEY Mol. Probes cat # A11057 1:1000 

 

4.2.6 Cytoskeletal extraction 

To shed light on the role of specific factors in genome maintenance often it is useful to probe for the 

molecular pools of proteins in the vicinity of the DNA lesions, and therefore, associated with chromatin. 

Even in absence of DSBs, sometimes it becomes extremely convenient to isolate the chromatin-

associated fraction when, for example, it is required to detect proteins, such as histone, that are tightly 

held to chromatin, but also they are found abundantly in the nucleoplasmatic fraction. A way to detect 

only the pool of protein tightly associated with chromatin is by washing out both the cytoplasmic portion 

and the loosely nuclear retained portion by Cytoskeletal (CSK) buffer supplemented with 0.1% Triton. 

Specifically before PFA fixation, cells were washed twice with cold PBS and with two extra washes of 

1 minute with freshly prepared CSK buffer supplemented with protease inhibitors. Then, non-fixed cells 

were quickly incubated for 2 minutes with CSK buffer with 0.5% Triton and finally treated with 4% 

PFA, for 20 minutes. In case of pre-extracted cells, permeabilization was achieved with 0.5% of 

Nonidet-P40 (NP40). Following, we operated with a standard immunofluorescence protocol. 
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4.2.7 siRNAs knockdown 

HDACs and VCP protein levels were tuned down via a double reverse transfection using 20 or 30 nM 

final of siRNAs and 2.5 µl of transfection reagent (Dharmafect1), both diluted separately in 100 µl each 

of Opti-MEM for 5 minutes. Then two mixes were joint together and incubated for 20 more minutes to 

allow the formation of RNA-containing lipo- based complexes which can melt with lipid bilayer of 

cellular membrane. Finally, 200 µl of the final mix was added drop-wise to roughly 3x105 cells (NIH3T3 

or Cal51) and media was exchanged at least six hours later. The amount of siRNAs was dependent on 

whether a second round of reverse transfection has followed (for NIH3T3 cells, then 20 nM siRNA) or 

not (for Cal51 cells, 30 nM), after 2 days from the first transfection. Experiments, or direct harvesting 

of cells, were carried out 24h later the second round of reverse transfection (or already 48 h after the 

single siRNAs transfection for Cal51 cells). All siRNAs were purchased from Dharmacon as 

SMARTpool ON-Targetplus. HeLa, HCT116, MCF-7 and U2OS were transfected with 30 nM of 

siRNAs against Top2A and Top2B for 72h, then cells were challenged with etoposide. Top2A and 

Top2B are validated selected siRNA purchased from Ambion, Life Technologies. Sequences of the 

siRNAs used in this thesis are reported in table 2. Knockdown efficiency was determined by Western 

blot analysis of protein levels.  
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Table 2 - siRNAs target sequences  

mRNA Target target sequence catalog number 

non target 

UGGUUUACAUGUCGACUAA 

D-001810-10-05 
UGGUUUACAUGUUGUGUGA 

UGGUUUACAUGUUUUCUGA 

UGGUUUACAUGUUUUCCUA 

mHDAC1 

AUAAACGCAUUGCCUGUGA 

L-040287-02-0005 
UCAAAGAAGAGGUCAAGUU 

UGACCAACCAGAACACUAA 

GAACUCUUCUAACUUCAAA 

mHDAC2 

CCAAUGAGUUGCCAUAUAA 

L-046158-02-0005 
CAAUUGGGCUGGAGGACUA 

ACAGGAGACUUGAGGGAUA 

CAAAAGUGAUGGAGAUGUA 

mHDAC3 

GGGAAUGUGUUGAAUAUGU 

L-043553-02-0005 
CGGCAGACCUCCUGACGUA 

AAGUUGAUGUGGAGAUUUA 

GCACCCGCAUCGAGAAUCA 

mHDAC6 

GGAUGACCCUAGUGUAUUA 

L-043456-02-0005 
GCAGUUUGCGGUUGAGUAA 

CUAAAUCAAAGAUGGCUAA 

UAAUGGAACUCAGCACAUA 

VCP 

GCAUGUGGGUGCUGACUUA 

L-008727-00-0005 
CAAAUUGGCUGGUGAGUCU 

CCUGAUUGCUCGAGCUGUA 

GUAAUCUCUUCGAGGUAUA 

TOP2A 
                  s: CAACUUGAUGUGCGUGAAtt 

S14309- ASO26WA3 
                as: UUCACGCACAUCAAAGUUGgg 

TOP2B 
                  s: GAGUGUACACUGAUAUUAtt 

S108-ASO26WA4 
                as: UUAAUAUCAGUGUACACUCca 

 

 

4.2.8 Silencing of Top2A and Top2B via shRNAs in CD34+ 

CD34+ cells were infected, according to protocol already described in paragraph 4.2.1.2, with lentiviral 

vectors encoding GFP-shRNAs for the two TOP2 isoforms. Specifically 2 shRNAs were used to induce 

silencing of Top2A and other 2 for Top2B targeting. After 5 days after transduction, etoposide treatment 

was performed. Vectors were purchased from OriGene, # # TR30023.  
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4.2.9 Western blot analysis 

To evaluate knockdown efficiency and, consequently, to assess changes in the chromatin status, cells 

were harvested by trypsinization step or directly by cells scraping with cold PBS. A same number of 

cells was lysed on ice with a modified RIPA buffer (supplemented with a cocktail of protease inhibitors) 

and pulse-sonicated with 5 cycles (30 seconds ON, 30 seconds OFF). Because of the higher salt 

concentration (450 mM of NaCl, instead of 150 mM final concentration), a modified RIPA buffer should 

also bring in solution the tighter chromatin-bound protein fraction. Yet, assessing changes in the 

acetylation level of histone proteins was challenging. Therefore, the following modifications have been 

adopted: i) lysis buffer was supplemented with 5 mM of Sodium Butyrate, a potent HDACs inhibitor; 

ii) the cytoplasmatic fraction was removed from the total lysate by a CSK pre-extraction step, which 

was used to lyse the cells; iii) 1 hour of benzonase digestion of the nucleic acids was implemented to 

improve chromatin solubilization. In both cases, I proceeded with 15 minutes centrifugation (21,000 g, 

4 °C), and clarified supernatants were collected and quantified by Bradford reagent (Quick Start™ 

Bradford 1X Dye Reagent, Biorad, #5000205). For Western blot inspection, between 10-15 µg of total 

protein lysates were pre-mixed with NuPAGE™ LDS sample buffer 4X (Thermo Scientific, # NP0007), 

supplemented with 1 mM of dithiothreitol (DTT), and boiled for 10 minutes at 90 °C. Then, protein 

samples were separated on precast gels with a polyacrylamide gradient 4%-15% for 1h at 135 V. Wet 

transfer on PVDF or Nitrocellulose membranes (for histone proteins) was performed at 200 mA constant 

for 1.5 hour. Non-specific sites were blocked by 30-60 minutes incubation with 5% milk dissolved in 

PBS, and then membranes were incubated overnight in a cold room with primary antibodies dilutions. 

Next day, three washes, with PBS-Tween 0.1% of 5 minutes each, preceded 1h incubation with 

secondary antibodies. Membranes were, then, washed three times with PBS-T and specific signals were 

detected by ECL-based chemiluminescence reagent containing a peroxidase’s substrate 

(WesternBright™ Sirius, Advansta, #K-12043-D20 or SuperSignal™ West Pico PLUS 

Chemiluminescent Substrate, Thermo Scientific, #34577).  

Protease inhibitors cocktail (cOmplete, EDTA-free, Sigma-Aldrich, #118735800001) was added in each 

lysis buffer; specifically, RIPA buffer consisted of 50 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM 

EDTA, 1% NP-40, 0.1% Na-deoxycholate, then each lysate was supplemented with further 500 mM of 

NaCl to solubilize the chromatin bound fraction. CSK buffer was composed by 10 mM PIPES, 300 mM 

sucrose, 100 mM NaCl, 3 mM MgCl. All antibodies were diluted in blocking solution (5% milk-PBS), 

with the exception of unmodified histone H3 and antibodies against acetylated histones, for which BSA 

was utilized instead of milk and TBS is used as solvent.  
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Table 3 - Antibodies used in Western and dot blotting 

PROTEIN TARGET SUPPLIER  CATALOG NUMBER DILUTION 

HDAC1, RABBIT POLYCLONAL Affinity Bioreagents cat # PA1-860 1:1000 

HDAC2 (3F3), MOUSE MONOCLONAL Upstate-Millipore  cat # 05814 1:1000 

HDAC3, MOUSE MONOCLONAL Cell Signaling cat # 3949 1:1000 

HDAC6 (D21B10), RABBIT POLYCLONAL Cell signaling cat # 7612 1:1000 

ACETYL K56-HISTONE H3, RABBIT POLYCLONAL Millipore cat # 07-677 1:1000 

ACETYL-HISTONE H4 (PAN), RABBIT POLYCLONAL  Millipore cat # 06-866 1:1000 

ACETYL K16- HISTONE H4, RABBIT POLYCLONAL Active Motif cat # 39167 1:1000 

ACETYL K12- HISTONE H4, RABBIT POLYCLONAL Abcam cat # ab46983 1:1000 

HISTONE H3 (UNMODIFIED), RABBIT POLYCLONAL Abcam cat # ab1791 1:2000 

VCP, RABBIT POLYCLONAL  Cell Signaling cat # 2648 1:500 

TOP2A (C-15), GOAT POLYCLONAL Santa Cruz cat # sc-5346 1:200 

TOP2B (A-12), MOUSE MONOCLONAL Santa Cruz cat # sc-365071 1:200 

DS-DNA [35I9 DNA], MOUSE MONOCLONAL Abcam cat # ab27156 1:2000 

TUBULIN, MOUSE MONOCLONAL Sigma-Aldrich cat # T5168 1:5000 

VINCULIN, MOUSE MONOCLONAL Sigma-Aldrich cat # v9264 1:5000 

ANTI-MOUSE IGG, HRP-LINKED, RAISED IN HORSE Cell Signaling  cat #7074 1:1000 

ANTI-RABBIT IGG, HRP-LINKED, RAISED IN GOAT Cell Signaling  cat #7074 1:1000 

ANTI-GOAT IGG. HRP-LINKED, RAISED IN DONKEY Santa Cruz cat #sc-2056 1:1000 

 

4.2.10 TOP2ccs detection assay 

For isolation of TOP2ccs, a million of TK6 cells was directly lysed in 700 µl of MB buffer (6M of GTC, 

10 mM TrisCl pH 6.5 and 20 mM EDTA, 4% Triton, 1% Sarcosyl and 1% DTT) and incubated on ice 

for at least 5 minutes. A same volume of absolute ice cold EtOH was added to each sample and 

precipitation at max speed for at least 25 min allowed pelleting DNA and protein covalently bound to 

the DNA (DPC), while free proteins resided in the supernatant. At this point, the pellet was still not well 

visible, but it got clearer by washing twice with 1 ml of 75% EtOH. When most of EtOH is evaporated, 

DNA/DPC mixes were resuspended in 300 µl supplemented with 8 mM of NaOH. Resuspension was 

carried overnight at 4 °C and yet for 2 hours at 37 °C, before quantification and loading on dotblot. 

dsDNA was measured by QUBIT (Qubit™ dsDNA HS Assay Kit, #Q32851) and 800 ng were spotted 

on Nylon membrane, positively charged or on Nitrocellulose membrane, previously equilibrated in 

2XSSC. The amount of samples was diluted in a same volume among samples and each dilution was 

applied to a primed apparatus. When all samples run through the wells, membrane for dsDNA detection 

was incubated at 85 °C for 10 min in order to fix the free DNA. A blocking step was carried out and, 

then, same procedure for Western blot detection was followed.  
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4.2.11 Screening set up 

NIH3T3 cells carrying the integration of LacO and TetO repeats (at density of 1x106  per reaction), were 

gently resuspended in 100 µl of Amaxa kit R (Lonza, #VVCA-1001) and electroporated with 10 µg of 

I-SceI vector using Nucleofector® 2b Device (Lonza, #AAB-1001). Several reactions were pooled 

together and released in media containing epigenetic inhibitors from Cayman library #Item No. 11076 

at different concentrations, according to literature. One day later genomic DNA extraction was carried 

out and qPCR performed, as described in paragraph 4.2.12. 

 

4.2.12 qPCR 

To detect chromosome translocations between LacO and TetO repeats, genomic DNA was extracted 

from cells normally 24h after I-SceI transfection, by using DNeasy Blood & Tissue Kit (Qiagen, 

#69506), according to manufacturing conditions. Genomic DNA was eluted from column, in 50 µl of 

NFW and diluted to 30 ng/µl. DNA was quantified by NanoDrop™ 2000 (Thermo Scientific). Because 

of the rare occurrence of chromosome translocations, ~60 ng of DNA were amplified for 45 cycles, via 

a 2-steps protocol, in a CFX96 Real-Time PCR Detection System (Bio-Rad). Oligos used to amplify 

LacO-TetO translocations are #267 and #247 from Table 7. Melting curve was used to check 

homogeneity of amplicons. Translocation frequencies were computed as fold change of Ct values 

between test conditions and a control sample from cells challenged with I-SceI digestion. 2 fold serial 

dilutions were used for standard curve and to correct for the efficiency of primers amplification. We 

used GAPDH as reference gene (oligos # 248 and #249) for normalization purpose and each sample was 

quantified in triplicate by using the PfaffI equation: 

E of LacO-TetO 
^ (Ct

ctrl
-Ct

test
)/E of GAPDH 

^(Ct
ctrl reference 

-Ct
test reference

) 

 where E is the amplification efficiency determined by the formula E=10^ -1/slope of standard curve 

Components and conditions of PCR reaction are described in the following tables: 

Component of reaction amount 

SsoFast EvaGreen Supermix 2X  10 µl 

Forward primer (10 µM) 1.5 µl 

Reverse primer (10 µM) 1.5 µl 

Genomic DNA ~60 ng 2 µl 

NFW 5 µl 

 

Step Temperature Time 

Initial denaturation 98 °C 30 sec 

Denaturation 98 °C 10 sec 
x45 

Annealing/Extension 56.7 °C 10 sec 

Similarly as above, amplification of mis12 locus is carried out using 60 ng of genomic DNA. Relative 

quantifications were computed by subtractions of Ct values from one of control sample (gnDNA of 

unchallenged cells, no inhibitors, no DSBs), then normalized on GAPDH DNA and corrected for the 

efficiency of amplification of primer pairs for mis12 and gapdh, respectively # 1183-1184 and #564-
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565. All oligos sequences are listed in Table 7. Melting curves served to check amplicons specificity. 

Details of amplification cycles are given in the next table: 

Step Temperature Time 

Initial denaturation 95 °C 2 min 

Denaturation 95 °C 5 sec 
x45 

Annealing/Extension 60 °C 10 sec 

 

 

4.2.13 Chromatin condensation assay 

To address the induction of chromatin domains, we assessed the status of chromatin condensation as 

measure of a functional tethering of chromatin modifiers. NIH3T3, stably expressing mCherry-LacR-

chromatin modifiers chimeric fusions, were seeded in microscopy plate upon removal of IPTG to allow 

binding of the LacR constructs to the LacO locus. Cells were then fixed after 16h, DNA staining was 

carried out as described in paragraph 4.2.5 and imaging of mCherry and DAPI channels were acquired 

by Leica AF7000 microscope. Images were exported as TIFF files for further image analysis. Through 

ImageJ software, ROIs were drawn for the LacO-LacR array (visible as a bright spot in the cell nucleus 

via microscope inspection of mCherry channel) and to delimitate the nucleus itself. Areas of the two 

objects were measured individually for each cell and the ratio of Spot/Nucleus was computed.  

 

4.2.14 Chromatin enrichment or depletion of acetyl-histone marks measured by IF 

To observe events of enrichment or depletion of acetyl-marks at the tethering site, we decided to exploit 

U2OS cells with a double integration of LacO-I-SceI-TetO, which consists of 10 Kbp tandem arrays of 

the Lac operator sequence, therefore the size of fluorescent spot can facilitate  discern increase, decrease 

or no changes of acetyl marks signals at the array site. Thus, those cells were electroporated by 

Nucleofector™ Kit V (Lonza, #VCA-1003) and seeded in 96-well microscopy plate. Then, 12, 24 or 36 

hours later, cells were treated with Cytoskeletal extraction (CSK) buffer, prior paraformaldehyde 

fixation. Then, immunofluorescence with H4panAc Ab was carried out as described in paragraph 4.2.5. 

Catalog number and dilution of the mentioned antibody are listed in table 1. Images were acquired by 

Opera Phenix System and exported through Harmony software as TIFF for further analysis. For analysis: 

a) enrichment events were scored as increased signals localizing at the array site; b) depletion of Ac-

marks corresponded to a lacuna of the signal at the array site; c) no changes were scored when the acetyl 

mark-Ab did not show any difference in comparison with nuclear background levels at the array site.  
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4.2.15 Chromatin accessibility by Ligation-Mediated PCR 

To verify the formation of chromatin domains, we decided to check I-SceI-accessibility to chromatin by 

monitoring the level of I-SceI-DSBs as readout of the assay. At least 18h before inducing I-SceI-DSBs, 

cells were transiently transfected by electroporation with 10 µg of vectors expressing mCherry-LacR, 

mCherry-LacR-mHDAC1 WT, mCherry-LacR-mHDAC1 mut, mCherry-LacR-hHDAC1, mCherry-

LacR-hTip60. Doxycycline (4 µg/ml), Shield1 (1 mM) and dexamethasone (5 µM) were added, on the 

next day, for 12 hours; then, gnDNA was extracted from cells, quantified by Qubit dsDNA HS Assay 

Kit (Thermo Fisher, #Q32851), and aliquoted to preserve the overhang ends. Asymmetric oligos (#559 

and #560) were phosphorylated and annealed in equimolar ratio, how previously described (Soutoglou 

et al. 2007; Lemaître et al. 2014) Then, oligo duplex was diluted 40 times (250 nM) and aliquots were 

cold stored. Ligation reaction was carried at RT for 1h in 30 µl final, using 600 ng of gnDNA and 3 µl 

of phosphorylated adaptor (25 nM final). Finally, the reaction was diluted 100 times in 300 µl final and 

2 µl were used as template for the qPCR reaction. Primers designed on Lac operator sequence and on 

the ligated adaptor (# 250 and #571) allow quantifying double strand ends in Dox- and Dex- treated 

samples (cut), compared to untreated samples (uncut). Reaction components and cycles of amplification 

are identical the ones indicated in paragraph 4.2.12, with only one modification: plate reading was 

carried out after 5 seconds denaturation at 77 °C. Nonetheless time and concentration of oligo adaptors 

were titrated to reduce self-ligation of adaptors, the introduction of this small trick (5 seconds at 77 °C) 

before fluorescence reading, have allowed to reduce the quantification of concatamer molecules. 

GAPDH amplification was used as reference gene for normalization scope and each samples was 

quantified in triplicate as following: 

E of LacO-LM-Adaptor 
^ (Ct

ctrl
-Ct

test
)/E of GAPDH 

^(Ct
ctrl reference 

-Ct
test reference

) 

Because the efficiency of primers (calculated by 1 to 4 serial dilutions) was near 100% for both targets 

(Etest=Egapdh=2), the above equation gets simplified according to the Livak method, which imply that the 

number of copies of PCR products doubles at each cycle of amplification, as following: 

Normalized ratio= 2 
^(Ct

ctrl
-Ct

test
)/2 

^(Ct
ctrl reference 

-Ct
test reference

) 

= 2 
^
 
ΔCt test/2 

^
 
ΔCt gapdh 

= 2 
^
 
ΔΔCt  

Oligos sequences used in this assay are listed in Table 7. 
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4.2.16 DSB Motion: experimental procedure and analysis 

For live cell imaging, NIH3T3 cells were carefully washed from IPTG (5 PBS-washes) to allow the 

binding of the mCherry-LacR construct; then ~3x104 cells were seeded in 8-wells plates (µ-Slide 8 Well 

high, Ibidi, #80806) and treated with TSA (3 µM) or SAHA (5 µM). Whereas, in case of HDACs 

depletion, NIH3T3 were transfected with siRNA for HDAC1, HDAC2 or both, as described in siRNA 

transfection section, and cultured them in presence of IPTG. Then, 18h before dox-I-SceI induction, 

binding of mCherry-LacR was triggered, and 300 µl of cell suspension (1x105/ml confluency) were 

seeded. In both cases, next day, DSBs were triggered by inducing I-SceI expression and nuclear transfer, 

adding 4 µg/ml of doxycycline and dexamethasone (plus Shield-1 1 µM), then 5-6 hours later images 

were acquired by using Visitron System, equipped with VisiView® Software. Briefly, 33 frames with a 

lag time of 15 seconds were acquired for 561 channel and brightfied. Specifically for the mCherry 

channel, 3 z-stacks, with 1 µm of step size, were used for full detection of the nuclear volume. 

Importantly, LacO-I-SceI genomic locus, when bound with the mCherry-LacR construct, can be 

visualized microscopically as a spot, with fluorescent signal which raises over the background 

fluorescence representing unbound mCherry-LacR molecules. Analysis was carried out on maximal 

projected images and ROIs were generated around each cells, trough ImageJ software. On duplicated 

selected cell, stack registration was applied and TrackMate plugin was used to compute x and y 

coordinates for each centroid of defined spots. Specifically, ‘Dog Detector’, implemented in TrackMate, 

allows to quickly segmenting spots of small size (~5 pixels). For our purposes, the detection parameters 

were set to have 0.5 micron of blob diameter, and sub-pixel localization; according to the signal/noise 

intensity of each cell or conditions, threshold was set up to 2 to 8. Quality or mean intensity of spots 

were occasionally used to filters out false detected spots. Then x and y coordinates of selected spots, 

were tracked trough LAP tracker, which is a robust method to track single particles in live cell time lapse 

sequences (Jaqaman et al. 2008). Tracking happens in 2 steps: tracks segments are generated by frame 

to frame linking of spots, then, in case of missing detection in one frame, a linking “cost” (due to a gap-

closing segment) is calculated which is proportional to the square distance between source and target 

spots. However, to calculate mean square displacement tracks, it was necessary to compute x and y 

positions of spots for each acquired frame, therefore in the analysis gap closing was not permitted. Then, 

through a customized script, mean square displacement (MSD) is calculated in batch from x and y 

positions of individual particle per ROI, detected in each lag time. Mean square displacement is defined 

as the squared distance traveled by the particle over time interval in 2D (d is calculated from x and y 

positions). Specifically, Δd2 (µm2) is a function of the time interval Δt (s): Δd2 = {d(t) - d(t + Δt )}2.  
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4.2.17 Fluorescent labelling of BAC probes 

Bacterial Artificial Chromosomes (BACs), containing large portion of human genomic regions (~200 

Kbp average size), were purchased by CHORI and the correct identity was confirmed by PCR. 

Specifically, two BACs per genomic location were chosen, spanning the 5’- and 3’ of a translocating 

gene or upstream and downstream to a given AsiSI site. BACs minipreps were performed using ZR 

BAC DNA Miniprep Kit (Zymo Research, # D4048), while big preparations of BACs DNA were 

obtained with NucleoBond® Xtra BAC kit (Macherey-Nagel, 740436). Fluorescent labelling of BAC 

probes was achieved through incorporation of fluorophores-conjugated dUTPs, via a nick translation 

reaction performed according to kit’s protocol (Abbott, #7J0001). This reaction combines DNase and 

DNA polymerase I activities to nick the DNA, remove nucleotides in 5’-3’directionality and elongate 

with fluorophores-conjugated dUTPs. Specifically, Chromatide AlexaFluor 488-5-dUTP, AlexaFluor 

568-5-dUTP, AlexaFluor 647-AHA-dUTP (ThermoFisher Scientific, #C11397, #C11399, #A32763) are 

used to label BAC probes in Green, Red, and FarRed, correspondily; while Blue-labelled probes were 

obtained through incorporation of CF405S-dUTP from Biotium (#40004). BAC probes used in this 

study are indicated in Table 4. 

Table 4 - BAC probes 

GENOMIC REGION PROBED BAC ID 

DSB 1 - CENTROMERIC RP11-262G14 

DSB 1 - TELOMERIC RP11-760C24 

DSB 2 - CENTROMERIC RP11-317N15 

DSB 2 - TELOMERIC RP11-579E2 

DSB 3 - CENTROMERIC RP11-790I23 

DSB 3 - TELOMERIC RP11-719J20 

DSB 4 - CENTROMERIC RP11-229D13 

DSB 4 - TELOMERIC RP11-775H22 

DSB 5 - CENTROMERIC RP11-16C18 

DSB 5 - TELOMERIC RP11-107M17 

DSB 6 - CENTROMERIC RP11-306G10 

DSB 6 - TELOMERIC RP11-316L12 

DSB 7 - CENTROMERIC RP11-107P18 

DSB 7 - TELOMERIC RP11-457I18 

MLL-5’ CTD-2159M9 

MLL-3’ RP11-59N1 

AF4-5' RP11-711J3 
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4.2.18 Fluorescence In Situ Hybridization (FISH) 

For FISH experiments, cells were fixed according standard procedure described in previous section. 

Thus, cell permeabilization was carried out with 0.5% Saponin-0.5% Triton X-100 in PBS for 20 

minutes, for suspension cells, whereas the incubation time was extended for 5 more minutes, for U2OS-

derived cells. Upon 3 washes with PBS of 5 minutes each, 0.1M HCl was added for 15 minutes to allow 

denaturation of DNA double helix; then, a wash with 2X saline-sodium citrate (2X SSC) buffer was 

carried out for 10 minutes and finally cells were incubate for at least 30 minutes with 50% formamide/in 

2XSSC.  

For probe preparation, 80 ng of labelled-BAC DNA were mixed with 3 µg of COT1 human DNA 

(GeneON, #3001) and 20 µg of yeast tRNA (Thermo Fisher, #AM7118) and, consequently, ethanol-

precipitated with 1/10 V of 3M NaOAc pH 5.3 and 2 volumes of ice cold absolute ethanol. Upon 20 

minutes of centrifugation at maximum speed, pellet was dried in SpeedVac Vacuum Concentrators for 

a couple of minutes; then, resuspended in 7 µl (per coverslip), or 12 µl or 30 µl (per well of 384-well 

and 96-well plates, respectively) of hybridization buffer (10% dextran sulfate, 50% formamide, 2XSSC, 

and 1% Tween-20). Volumes and amounts are scaled-up according to the number of experimental 

samples. Finally, formamide-pretreated cells and FISH probes, dissolved in hybridization solution, are 

incubated together at 85 °C for 5 minutes (for coverslips) or 10 minutes (for microscopy plates); then 

hybridization is achieved during O/N incubation at 37 °C. Next day, the excess of fluorescent probes is 

diluted out with 2XSSC, and FISH samples are washed with gradually less stringent steps with pre-

warmed 1XSSC buffer (three times) and 0.1X SSC (three times), heated up at 45 °C. For 96- or 384-

well microscopy plates, DNA was stained by Hoechst33342 (Sigma-Aldrich) for 10 minutes, when a 

“Blue” FISH probe (CF405S-dUTP) was not included. Coverslips, instead, were mounted on 

microscopy slide by using Vectashield mounting medium, already containing DAPI (Vector 

Laboratories, H-1000), and sealed by picodent twinsil (Picodent, 1300 1000). Images of FISH samples 

were acquired by a spinning disk Opera Phenix High Content Screening System (PerkinElmer).  

 

4.2.19 Imaging and image analysis 

The Opera Phenix™ High Content Screening System (PerkinElmer) offers transmission illumination 

and four laser lines: 405 nm, 488 nm, 561 nm, 640 nm and emission filters can be chosen among the 

following range: (435 - 480) nm, (435 - 550) nm, (500 – 550) nm, (570 – 630) nm, (650 – 760) nm. The 

system hold 2 detectors, specifically two 16 bit sCMOS cameras and the Synchrony Optics which, 

combining a fast spinning microlens disc and the pinhole disc, allow imaging of fluorophores in the 

neighboring emission bands, reducing signals crosstalk, without compromising speed and sensitivity 

acquisition.  

For imaging of FISH preparations, water 40X objective (N.A. 1.1) in confocal mode and camera with 

binning 2 were used. To detect the whole nuclear volume, and to not exclude detection of any FISH 
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probes, 13 z-stacks with 0.5 µm step width were used for imaging SKM-1 cells; whereas FISH 

preparations of DIvA cells were imaged with 7 z-stacks of 0.6 µm step size. Then, Alexa 488, Alexa 

568, Alexa 647 channels (500 ms, 100% laser power) were used for imaging 3-color FISH, while 4-

color FISH was performed without DNA staining and 405-labelled probes were detected by using 

Turquoise channel (700 ms 100% laser power). At least 2000 DIvA cells or 7000 SKM1 cells per 

condition were imaged and analysed. 

Immunofluorescence images were acquired either by the spinning disk Opera Phenix system, or by 

Operetta CLS High-Content Analysis System and or by widefield AF700 Leica microscope.  

Features of the Opera Phenix microscope are described just above. The Operetta CLS High-Content 

Analysis System is, instead, a widefield microscope a laser-autofocus, a Xenon lamp (300W), a 

brightfield option (LED) and a 14-bit CCD camera, with 1.3 megapixel. Likewise, the Opera Phenix 

system, Operetta is fully automated and it is furnished with various filters to detect a wide spectrum 

from Alexa405/DAPI to Alexa647/DRAQ5.  

The AF700 widefield system (Leica Biosystems) allows imaging with transmitted light or in 

fluorescence modality. Specifically, brightfield, phase contrast, differential interference contrast and 

polarisation contrast are methods for transmission light acquisition. To aquire in fluorescence mode, 

acquisition is performed by using the following filter cubes: A4/Blue; L5/Green; N3/Red; Y5/FarRed; 

TRI to use with a fast filter wheel, which allows fast multicolor imaging. Each filter cube is composed 

by an excitation filter, a dichroic mirror and an emission filter, which, correspondingly, allow band pass 

for selecting the excitation light, to filter the other emitted wavelenghts and to emit fluorescence for the 

selected excited light. The CCD camera (Hamamatsu) is set up different field diaphragm (FD) sizes, 

defining the field of view and ensuring proper illumination. The microscope is equipped with LAS AF 

software (Leica Biosystems), which consents images visualization and saving the measurement in 

format (.lif) compatible for image analysis performed by using Image J software. 

In case of high-throughput imaging by Opera, a 40X water objective NA 1.1 with camera binning of 2 

(fitting 299 nm/pixel) served for images acquisition. mCherry and Alexa 647 lasers were excited for 200 

ms (with 100% laser power), while, normally, Alexa 488 and HOECHST 33342 filters acquired for 60 

ms exposure time with 50% of laser power. To image NIH3T3- derived cell lines 3 z stacks, with 1 µm 

of step width, were normally used. For images taken by the widefield AF700, we used a 63X immersion 

oil objective (NA 1.4) and A4, L5 and N3 filter cubes to acquire respectively DAPI, 488 and 568 

fluorescences. 

As image analyzer, Harmony® Software, version 4.8 (PerkinElmer) was used for quantification of 

fluorescence signals of images obtained with Opera Phenix system or Operetta microscope. Standard 

and customized building blocks allow analysis and quantification of the fluorescence intensity for the 

acquired channels in the measurement. Usually, nuclei were segmented based on Hoescht33342 signal 
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of maximally projected images and using different algorithms and thresholds according to cell types. 

For instance, for U2OS and NIH3T3- derived cells were used method B, threshold 0.4 and object area 

>130 µm2; whereas nuclei of suspension cells were detected by using method A, threshold 0.2 and object 

area > 30 µm2. Nuclei at the border of field of acquisition are excluded from the analysis if not present 

as whole objects; this subpopulation is called “Nuclei Selected”. Number of spots and fluorescence 

intensities of a given channel are measured in the selected region of interest (Nuclei Selected). In 

immunofluorescence, spot detection of 53BP1 foci is achieved by “find spots” function and method B. 

 

4.2.19.1 FISH image analysis 

 The entire methodology is based on high-throughput measurement of spatial distances among centroids 

of fluorescently labelled probes (which appears as spots) in interphase nuclei.  

Briefly, in case of 4 colors FISH, nuclei segmentation was performed by using the background of FISH 

probe labelled employing 647-conjugated-dUTPs and method B allowed defining the following 

parameters: common threshold 0.57, object area >130 µm2, splitting coefficient 10.6, individual 

threshold 0.40 and contrast > 0.04.  

FISH probes are visible in interphase nuclei as defined spots, which are detected via C algorithm with 

the following settings: radius <= 3.0 px, uncorrected spot threshold >1.0, distance >= 2.7 px, spot peak 

radius 0.0 px. Constrast was set differently for each labelled probes: 

Channel Green Spots-Alexa 488 Red Spots-Alexa 568 FarRed Spots-Alexa 647 Blue Spots-Alexa 405 

Value > 0.34 0.25 0.28 0.21 

 

Euclidian distances in 3D were calculated between spot maximum points of each probe pairs. Defining 

distances in control cells enables us to set a threshold above which we identify breaks and, in the same 

nucleus, to screen for rare genomic rearrangements. Briefly, we utilize a pair of fluorescent probes 

labelled with 488 and 568 dUTPs (named “Green” and “Red”, respectively) across a breakpoint region 

and the distance among these, in unchallenged cells, defines the cut-off above which a DSB lies at that 

given genomic region (“Green” and “Red” spots are a-part).  

The usage of a third and a fourth colored probes (labelled with 647-dUTP, “FarRed”, or with 405-

dUTPs, “Blue”) allows to outline the 3’ and 5’ ends of a second chromosome region. We quantify 

translocations when two criteria are satisfied: in a given nucleus, (i) the genomic distances between 

Green-Red spots and between FarRed-Blue spots are above the threshold; (ii) the 5’ end of one locus 

lies in proximity of the 3’end of the second chromosome region (with a distance lower than the cut off).  

Fine segmentation of the nuclear volume by imagining acquisition in Z-stacks mode allows to resolves 

distances in 3D which would be otherwise masked. 
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4.3. Supplementary methods 

In this section experiments performed by and bioinformatics analysis by IMB Bioinformatics Core 

Facility are briefly described to complement methodologies relevant for the data presented in this 

dissertation.  

4.3.1 ChIP-seq data analysis 

Raw data of H3K56Ac, H4K12Ac, H4K16Ac and H2BK120Ub ChIP-seq were generated from a U2OS-

derived cell line characterized by genotypic integration and expression of AsiSI-ER. Dataset (in Table 

5) are public available and download from Array Express E-MTAB-5817. The bioinformatic analysis 

was performed following the methods described in (Clouaire et al. 2018). 

Boxplots and heatmaps in Figure 29 are generated by quantifying the log2 ratio of reads count in cut vs 

uncut conditions (log2(+4OHT/-4OHT)) in a window of +/-500bp centered on the AsiSI breaks site.  

Table 5 – Public available datasets used in this study 

Source Name Compound 
Dose 

(nanomolar) 
Immunoprecipitate 

Data 

file 

H2BK120ac_mOHT None None 
Anti-acetyl-Histone H2B (Lys120) Antibody 

(Millipore 07-564) 
FASTQ 

H2BK120ac_pOHT 4-hydroxytamoxifen 300 
Anti-acetyl-Histone H2B (Lys120) Antibody 

(Millipore 07-564) 
FASTQ 

H2BK120ub_mOHT None None 
Ubiquityl-Histone H2B (Lys120) D11 (Cell 

signaling 5546) 
FASTQ 

H2BK120ub_pOHT 4-hydroxytamoxifen 300 
Ubiquityl-Histone H2B (Lys120) D11 (Cell 

signaling 5546) 
FASTQ 

H3K56ac_mOHT None None 
Anti-Histone H3 (acetyl K56) antibody 

[EPR996Y] (Abcam ab76307) 
FASTQ 

H3K56ac_pOHT 4-hydroxytamoxifen 300 
Anti-Histone H3 (acetyl K56) antibody 

[EPR996Y] (Abcam ab76307) 
FASTQ 

H4K12ac_mOHT None None 
Anti-Histone H4 (acetyl K12) antibody 

(Abcam ab46983) 
FASTQ 

H4K12ac_pOHT 4-hydroxytamoxifen 300 
Anti-Histone H4 (acetyl K12) antibody 

(Abcam ab46983) 
FASTQ 

H4K16ac_mOHT None None 
Anti-acetyl-Histone H4 (Lys16) Antibody 

(Millipore 07-329) 
FASTQ 

H4K16ac_pOHT 4-hydroxytamoxifen 300 
Anti-acetyl-Histone H4 (Lys16) Antibody 

(Millipore 07-329) 
FASTQ 

 

4.3.2 DSB repair kinetics by sBLISS 

U2OS cells expressing AID-AsiSI-ER were treated with 300nM final concentration of 4-OHT for 4h, 

then IAA was added or not for 15 min, 30 min, 60 min or 120 min at the final concentration of 500ng/µl. 

sBLISS was performed as described in (Bouwman et al. 2020), with the exception that A-tailing reaction 
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was performed after blunting of DNA DSB ends in fixed nuclei. A-tailing was carried out using Klenow 

Fragment (3′-->5′ exo-, NEB #M0212), at 37 °C for 1 h and 300 rpm. Consequently, DNA DSB-end 

labelling was achieved using sBLISS linkers containing one thymine overhang at the 3′ end of the 

reverse oligo. Downstream steps were carried out with 150 ng of DNA template input from each sample. 

Sequencing data processing was carried out as previously described using BlissNP (Bouwman et al. 

2020; Gothe et al. 2019).  

4.3.2.1 AsiSI-DSB repair kinetics - model 

Modeling of AsiSI-DSBs was carried as described in (Metzger and Iliakis 1991), according to the 

following equation: 

FAR= A x 10-at + B x 10-bt 

 

FAR corresponds to the number of residual breaks at any time. In the initial work, they measured DSB 

repair, through an asymmetric field inversion gel electrophoresis technique, where the amount of DNA 

14C-labelled released during electrophoresis was used as measure of residual DSBs at given time. 

Then, the parameters indicate: A is number of breaks at a given AsiSI site at 0 min; is a the rate at which 

the fast component repair the breaks; B is number of breaks at a given AsiSI site at 60 min; b is the rate 

at which the slow component repair the breaks. For each AsiSI-DSB it has been evaluated how much a 

component describe the number of breaks for that given site. Then, all DSBs have been ranked according 

to their a parameter and the top 50% are the ones repaired manly according to the fast component.   
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Table 6 - Plasmids used in this study 

#Roukos Lab 
database 

Vector Name Source Purpose 

21 pMDLg/pRRE Addgene #12251 

packaging vectors for viral production (Gifts from Holger Richly) 22 pRSV-REV Addgene #12253 

23 pMD2.G Addgene #12259 

108 pVSG 
 

pacakaging vector for viral production 

6 pLenti CMV rtTAE3 Blast (w756-1) Addgene #26429 Tetracycline repressor A3 mutant 

1 pENTR1A Addgene #17398  

2 pLentiCMV Tre 3G Neo Dest Eric Campeau TetON-promoter 

/ pLVX-PTuner Clontech #632173 amplify DD 

/ I-SceI-GR-RFP Addgene #17654 amplify GR and I-SceI 

/ pCDH-CuO-AID-HANLSISceI-EF1-CymR-T2A-Puro Roukos Lab amplify AID 

38 HA_GR_I-SceI_DD_inpLenti CMVTre3GNeo 

Roukos Lab, this 
study 

Dox- inducible I-SceI degron 
39 HA_DD_I-SceI_GR_inpLentiCMVTre3GNeo 

40 HA_GR_I-SceI_AID_inpLentiCMVTre3GNeo 

41 HA_AID_I-SceI_GR_inpLentiCMVTre3GNeo 

121 pEGFP_HA2nls_I-SceI I-SceI-DSBs in GFP + cells 

25 pMSCVpuro-Gcn5(D608A) Addgene 63707 
amplify GCN5 WT and mut 

26 pMSCVpuro-Gcn5 Addgene 63706 

14 mCherryLacRNLS_hHDAC1 

Roukos Lab, this 
study 

Chromatin Modifiers are in frame with mCherryLacR 

15 mCherryLacRNLS_hHDAC2 

16 mCherryLacRNLS_hHDAC3 

17 mCherryLacRNLS_mHDAC1 wt 

18 mCherryLacRNLS_mHDAC1 mutant 

32 mCherryLacR_nls_Tip60 wt 

35 mCherryLacR_nls_STOPfixed 

52 mCherryLacR-nls-TIP60 (Q377A and G380A)  

54 mCherryLacR-nls-GCN5 wt 
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55 mCherryLacR-nls-GCN5 (D608A) 

98 pQCXIP_mCherryLacR_hHDAC2 

Roukos Lab, this 
study 

to generate stable cell lines overexpressing mCherry-LacR-chromatin modifiers 

99 pQCXIP_mCherryLacR_hHDAC3 

100 pQCXIP_mCherryLacR_mHDAC1 wt 

101 pQCXIP_mCherryLacR_mHDAC1 mutant 

102 pQCXIP_mCherryLacR_TIP60 wt 

103 pQCXIP_mCherryLacR_TIP60 (Q377A and G380A)  

104 pQCXIP_mCherryLacR_mGC5 wt 

105 pQCXIP_mCherryLacR_mGCN5 (D608A) 

106 pQCXIP_mCherryLacR_hHDAC1 

107 pQCXIP_mCherryLacRSTOP 

283 pGFP-C-shLenti TOP2A TL308699A OriGene -
TL308699A 

to transduce dsCD34 + cells and induce silencing of Top2A and Top2B isoforms 

285 pGFP-C-shLenti TOP2A TL308699C OriGene -
TL308699C 

287 pGFP-C-shLenti TOP2B TL308698A OriGene -
TL308698A 

289 pGFP-C-shLenti TOP2B TL308698C OriGene -
TL308698C 

291 pGFP-C-shLenti scramble OriGene 
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Table 7 - Oligos sequence used in this study 

# Roukos Lab 
database 

Primer ID Primer Sequence purpose 

3 F_NotI_mChLacmHDAC1 GCGCGCGGCCGCCCATGGTGAGCAAGGGCGAGG 

cloning mHDAC1_wt&mut in 
pQCXIN vector 4 R_BamHI_mChLacmHDAC1 GCG CGG ATC CTC AGG CCA ACT TGA CCT C  

11 F_1a_Vec-GR cagtcgactggatccggtacCATGTACCGCGGGTATCGGA to amplify GR, downstream vec-
KpnI 12 R_1a_I-SceI-GR GTT TTT CAT GCC AGC ACT AGC TGA TCT AGA TCC GGT GGA TCC AAA  

13 F_1b_GR-I-SceI CCGGATCTAGATCAGCTAGTGCTGGCATGAAAAACATCAAAAAAAACCAG 

to amplify I-SceI, upstream of DD 14 R_1b_DD-I-SceI CCT GCA CTC CCA TGC CAG CAC TAG CTG ATT TCA GGA AAG TTT CGG AGG 
AG  

15 F_1c_I-SceI-DD GAAATCAGCTAGTGCTGGCATGGGAGTGCAGGTGGAAACCATCTCCCCAG- 
to amplify DD witht I-SceI upstream 

16 R_1c_Vec-DD AAG AAA GCT GGG TCT AGA TTC ATT CCG GTT TTA GAA GCT CCA CAT CG  

17 F_2a_Vec-DD caattcagtcgactggatccggtacCATGGGAGTGCAGGTGGAAACCATC to amplif DD with I-SceI 
downstream 18 R_2a_I-SceI-DD GTT TTT CAT GCC AGC ACT AGC TGA TTC CGG TTT TAG AAG CTC CAC ATC  

19 F_2b_DD-I-SceI CCGGAATCAGCTAGTGCTGGCATGAAAAACATCAAAAAAAAC to amplify I-SceI, downstream of 
DD 20 R_2b_GR-I-SceI CCC GCG GTA GCC AGC ACT AGC TGA TTT CAG GAA AGT TTC GGA GG  

21 F_2c_I-SceI-GR CCTGAAATCAGCTAGTGCTGGCTACCGCGGGTATCGGAAATGTCTTC 
to amplify GR then EcoRV-vec 

22 R_2c_Vec-GR AGA AAG CTG GGT CTA GAT TCA TCT AGA TCC GGT GGA TCC AAA TTT TTG  

23 R_3b_AID-I-SceI CGA CAC TGC CCA TGC CAG CAC TAG CTG ATT TCA GGA AAG TTT CGG AG  to amplify I-SceI, upstream AID, use 
with FW #13 

24 F_3c_AID-Vec CTTTCCTGAAATCAGCTAGTGCTGGCATGGGCAGTGTCGAGCTGAATCT 
to amplify AID, upstream vec 

25 R_3c_Vec-AID CAA GAA AGC TGG GTC TAG ATT CAA GCT CTG CTC TTG CAC TTC TC  

26 F_4a_Vec-AID gtcgactggatccggtacCATGATGGGCAGTGTCGAGCTGAATC 
to amplify AID, upstream I-SceI 

27 R_4a_I-SceI-AID GTT TTT CAT GCC AGC ACT AGC TGA AGC TCT GCT CTT GCA CTT CTC CAT C  

28 F_4b_AID-I-SceI GAGCAGAGCTTCAGCTAGTGCTGGCATGAAAAACATCAAAAAAAACC to amplify I-SceI, upstream GR, use 
with RV #20 

41 For_LacR_seq CAA ACA GGA TTT TCG CCT GC  sequencing 

42 Rev_pQCXIN_seq GCT TCC AGA GGA ACT GCT T  sequencing pQCXIN 
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47 For_KpnI-HA-KpnI CATGtacccatacgatgttcctgactatgcgGGTAC 

oligo to insert HA tag upstream  
GR-ISceI-degradation constructs 48 Rev_KpnI-HA-KpnI CCGCATAGTCAGGAACATCGTATGGGTACATGGTAC 

49 F_pENTR1A_Seq TAA ACT GCC AGG CAT CAA ACT sequencing pENTR1A 

57 F_C2_pENTR1A_extraG_mut GAC TAT GCG GGT ACC ATG GGA GTG CAG GTG GAA ACC to insert an extra G in DD-ISceI-GR 
construct 58 R_C2_pENTR1A_extraG_mut GGT TTC CAC CTG CAC TCC CAT GGT ACC CGC ATA GTC  

61 F_Tip60_Q377A_G380A GCC TCC CTA CGC GCG CCG GGC CTA CGG CAA GC 
to build TIP60 catalitic mutant 

62 R_Tip60_Q377A_G380A GCT TGC CGT AGG CCC GGC GCG CGT AGG GAG GC 

246 LacO FW 5'-GCCACATGTGGAATTGTG-3' 
LacO-TetO translocations 

247 TetO RV 5'-TCGACTTTCACTTTTCTCTAT-3’ 

248 GAPDH FW 5’-GGGGCTGGCATTGCTCTCAATGA-3’  
reference locus in murine cell line 

249 GAPDH RV 5’-TCAGGTTTCCCATCCCCACATACCA-3’ 

250 LM–ISceI 5’-CATCCTACATCGTAGTGATGC-3’  
LM-PCR at LacO-I-SceI locus 

571 Lacrepeats_Soutoglou_Dorn_Sengupta TGTGGAATTGTGAGGGGATA 

559 adaptator 1 LMPCR gcatcactacgatgtaggatg ligatable oligos at LacO-I-SceI 
broken locus 560 adaptator 2 LMPCR catcctacatcgtagtgatgcttat 

1183 MIS12 FW GACTGGCATAAGCGTCTTCG to monitor DSB induction at mis12 
locus 1184 MIS12 RV CGGCTTGATCAGTATTTGCCG 

864 GAPDH-ie-1 FW gggaggtagaggggtgatgt 
reference locus in human cell line 

865 GAPDH-ie-1 RV GAGGCAGGGATGATGTTCTG 
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Appendix 1 

 

Figure Appendix 1: Cloning of Dox-inducible I-SceI degron constructs using Gibson assembly and seamless 

cloning strategy. A. Each elements contain homologues sequences with the adjacent one. B. Schematic of primer 

designing for each respective constructs. C. Amplification with the respective primers pair (each containing 

specific overhangs) is confirmed by gel electrophoresis. Expected size for GR cassette: 930 bp; I-SceI cassette: 

705 bp; DD cassette: 327 bp; AID cassette: 627 bp. 
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Appendix 2 

 

 

Figure Appendix 2: mCherry-LacR-constructs’ fragments size inspection, prior cloning in retroviral 

expression vector. A. Gel electrophoresis confirms mCherry-LacR-hHDACs digestion pattern (upon AgeI and 

BamHI double digestion, lines 1, 2 and 3); pQCXIN vectors digested with AgeI and MfeI (line 4) or with NotI and 

BamHI (line 5), to clone respectively human HDACs and the mouse HDACs in frame with mCherry-LacR; PCR 

products size of mCherry-LacR mHDAC1 WT and mut amplified by primers #3 and #4 (lines 6 and 7). Expected 

size: line 1 3318 bp, line 2 3336 bp; line3 3156 bp, line 6 3288 bp; line 7 3138bp. B. Gel electrophoresis for size 

inspection and to gel extract the fragments encoding for mCherry-LacR-hTIP60 WT and MUT and mCherry-

LacR-GCN5 WT and mut. Fragments were selectively digested by AgeI and MfeI and the vector was furtherly 

fragmented by SphI. Expected size: line 1 and 2: 3394 bp (AgeI/MfeI fragment); whereas line 3 and 4:4345 

(AgeI/MfeI fragment), then 2175 bp, 816 bp, 763 bp, 72 bp (not visible on the gel) are common in each lines.  
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Appendix 3 

 

Figure Appendix 3: Expression vectors are confirmed by restriction pattern. A. Final pQCXIN expression 

vectors containing mCherry-LacR-HDACs constrcuts were confirmed by KpnI digestion pattern. Expected size: 

B. PvuII digestion profile confirm for 2 colonies of pQCXIP-mCherry-LacR-HDACs (upper gel) and pQCXIP-

mCherry-TIP60 constructs (lower gel). pQCXIP-mCherry-LacR-GCN5 constructs were restricted by BamHI 

enzyme. Expected size in table below: 

fig line enzyme plasmid Fragments size (bp) 

A 

1 

KpnI 

pQCXIN + mCherry-LacR hHDAC1 3557; 3518; 1941; 1668 

2 pQCXIN + mCherry-LacR hHDAC2 3557; 3518; 1959; 1668 

3 pQCXIN + mCherry-LacR hHDAC3 3557; 3511; 1779 1668 

4 pQCXIN + mCherry-LacR mHDAC1 WT 3557; 3507; 1911; 1668 

5 pQCXIN + mCherry-LacR mHDAC1 mut 3557; 3505; 1761; 1668 

6 pQCXIN empty 3557; 2156; 1668 

B 

(upper) 

1 

PvuII 

pQCXIP + mCherry-LacR hHDAC1 6201; 2055; 1104; 1012; 93 

2 pQCXIP+ mCherry-LacR hHDAC2 6201; 3085; 1104; 93 

3 pQCXIP + mCherry-LacR hHDAC3 6201; 2606; 1104; 414; 93 

4 pQCXIP + mCherry-LacR mHDAC1 WT 6190; 3037; 1104; 93 

5 pQCXIP + mCherry-LacR mHDAC1 mut 6188; 2877; 1104; 93 

B 

(lower) 

1/2 PvuII pQCXIP +mCherry-LacR-TIP60 wt and mut 6201; 3123; 1104; 93 

3/4 BamHI pQCXIP +mCherry-LacR-GCN5 wt and mut 9516; 1956 

*The fragment of 93bp is not visible because it run out from gel.  
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Appendix 4 

 

Figure Appendix 4: Cell viability upon etoposide and HDACs inhibitors in SKM-1 cells. SKM-1 cells were 

treated with 10 µM of etoposide for 6 hours and released in media supplement with different concentrations of 

HDACs inhibitors. TSA, SAHA and MS-275 were used to inhibit histone deacetylases at the following 

concentrations: 100 nM, 250 nM and 500 nM. Cell viability was measured 2 days later by incubating a redox dye 

for at least 2h. Viability is measured as the cell capability to metabolize the redox dye and convert it in a fluorescent 

product. Error bars indicate standard deviation of the mean of technical triplicates. 
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Appendix 5 

 

Figure Appendix 5. Depletion of Top2A manly reduces etoposide-triggered H2AX and RPA 

phosphorylation in U2OS cells. A. Human Osteosarcoma U2OS cells were transfected with 20 nM of siRNAs 

against Top2A or Top2B. Three days later, etoposide was added to the media culture at the final concentration of 

5 µM; then upon 3 hours treatment, cells were fixed with PFA 4% final and immunofluoresce to detect phosphor-

Ser139 of H2AX and phospho-Ser4/Ser8 of RPA was performed. Box plots show the mean of γH2AX and pRPA 

nuclear intensity upon etoposide treatment, in cells with depleted levels of TOP2A or TOP2B. Statistical 

significance was calculated with One Way ANOVA and Tukey test. B. Representative images of etoposide-

induced γH2AX and pRPA foci in cells with Top2A or Top2B defects are shown. 
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List of abbreviations arranged in alphabetical order 

4-OHT, 4-Hydroxytamoxifen 

53BP1, p53 Binding Protein 1 

γH2AX, phosphorylation of Histone H2AX on Ser139 

AID, auxin inducible degron 

Alt-EJ, alternative end joining 

BAC, bacterial artificial chromosomes 

BCR, breakpoint cluster region 

BIR, break-induced replication 

BLESS, Breaks Labeling, Enrichment on Streptavidin, and Sequencing 

sBLISS, suspension- Breaks Labeling In Situ and Sequencing 

BRCA1 Breast cancer early onset 1  

CDKs, cycline-dependent kinases 

ChIP, Chromatin Immunoprecipitation 

CMV, cytomegalovirus 

CRISPR-Cas9, Clustered Regularly Interspaced Short Palindromic Repeats-Cas9 

DD, destabilization degron 

DDR, DNA damage response 

DEX, dexamethasone 

DNAPK, DNA-dependent protein kinase 

DNMT, DNA methyltransferase 

DOX, doxycycline 

DPC, DNA-protein crosslink 

DRB, 5,6-Dichloro-1-β-d-ribofuranosylbenzimidazole 

DSB, double-strand break 

EdU, 5-Ethynyl-2´-deoxyuridine 

ER, estrogen receptor 

ETO, etoposide 

EU, 5-Ethynyl Uridine 

FISH, fluorescence in situ hybridization  

GR, glucocorticoid receptor 

gnDNA, genomic DNA 

H3, Histone H3 

H3K4me3, tri-methylation on lysine 4 of histone H3 

H3K56ac, acetylation on lysine 56 of histone H3 

H4K12ac, acetylation on lysine 12 of histone H4 

H4K16ac, acetylation on lysine 16 of histone H4 

HA-tag, hemagglutinin tag 

HAT, histone acetyltransferase 

HDAC, histone deacetylase 

HP1, Histone protein 1 

HR, homologus recombination 

HT-FISH, High-throughput FISH 

IF, immunofluorescence 

IAA, indole-3-acetic acid 

IPTG, Isopropyl-β-D-thiogalactoside 

LacO, Lac Operator 

LacR (=LacI), Lac Repressor 

LM-PCR, Ligation Mediated PCR 

MLL, mixed lineage leukemia gene 

MRE11, meiotic recombination 11 

NHEJ, non-homologus end joining 

NuA4 complex, Nucleosome Acetylation complex 

NuRD complex, Nucleosome Remodeling and Deacetylase complex 

PBS, phosphate-buffer saline 

PFA, paraformaldehyde 

PLL, poly-L-lysine 

pRPA, phosphorylation of replication protein A (phospho-Ser4/Ser8) 

PTM, post-translational modification 

qPCR, quantitative PCR 
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ROI, region of interest 

RSS, recombination signal sequence 

RT, room temperature 

siRNAs, small interfering RNAs 

SAHA, suberoylanilide hydroxamic acid 

sBLISS, in-suspension Breaks Labeling In Situ and Sequencing 

SSA, single-strand annealing 

SSB, single-strand break 

ssDNA, single strand DNA 

SUMO, Small Ubiquitin-related MOdifier protein 

SV40, simian virus 40 

t-AML, therapy-acute myloid leukemia 

TDP2, Tyrosyl-DNA phosphodiesterase 2 

TetO, Tet Operator  

TetR, Tet Repressor 

TET ON promoter, Tetracycline ON promoter 

TOP2, Topoisomerase 2 

TOP2ccs, Topoisomerase 2 cleavage complexes 

TSA, Trichostatin A 

TSS, transcription start site 

VCP, valosin-containing protein 

WT, wild-type 
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