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Summary 

Exposure to ultraviolet (UV) radiation induces tumorigenesis of keratinocytes and leads to 

melanoma. On a molecular level, UV generates transcription-blocking DNA lesions that affect all steps 

of gene expression, from co-transcriptional splicing on chromatin to translation in the cytoplasm. 

However, a systematic investigation of protein-protein interactions and posttranslational modifications 

that regulate UV response remains poorly studied.  

We used human keratinocytes as a model system and employed tandem mass-tag-based 

quantitative mass spectrometry (TMT-MS) to quantify the changes in proteome and phosphoproteome 

with spatial and temporal resolution. Additionally, the localization of proteins on chromatin was 

investigated. Our data revealed that UV stress activates the main DNA damage response kinases, ATM, 

ATR, and DNA-PK as well as  MAPKs. After a long time of recovery post UV stress (18h), the G2/M 

checkpoint is activated with the activation of WEE1. The dynamic regulation of phosphorylation states 

results in changing protein levels and protein recruitment to and exclusion from chromatin, subsequently 

regulating cellular processes. At an early recovery time (0.5h), when transcription is halted, DNA repair 

and transcription processing are highly regulated. In comparison, when transcription recovers and 

restarts (2h and 6h), RNA processing including mRNA and non-coding RNA (ncRNA) processing, and 

translation initiation are regulated by the changes in the associated protein levels and phosphorylation. 

Moreover, we observed that UV stress induces R-loop accumulation when transcription restarts (6h). 

Also, R-loop associated proteins are regulated by phosphorylation upon UV stress. Interestingly, 

signatures of the inflammatory response are observed after transcription-blocking lesions are obliterated 

completely. 

To study the role of the transcription-related kinase JNK1, we combined the chemical inhibition 

of JNK1 and UV light with quantitative phosphorylation profiling by mass spectrometry to identify JNK 

kinase substrates. We identified 206 putative JNK substrates in response to UV irradiation, with an 

overrepresentation of RNA binding proteins. Furthermore, we revealed that the Cleavage factor Im 

(CFIm) complex component (CPSF6) is phosphorylated by JNK1 on threonine 407 upon exposure to 

UV. The phosphorylated CPSF6 is excluded from chromatin and re-localizes into paraspeckles together 

with pre-mRNA upon UV stress. CPSF6 rosettes show liquid-liquid phase separation (LLPS) 

characteristics. The phosphorylation of CPSF6 regulates alternative polyadenylation after UV exposure 

and promotes cellular recovery from transcription-blocking lesions.  
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Zusammenfassung 

Werden Hautzellen starker ultravioletter Strahlung (UV) ausgesetzt, kann dies zu Mutationen 

und dem Entstehen von Melanomen führen. Auf molekularer Ebene erzeugt UV-Strahlung 

transkriptionshemmende DNA-Läsionen, die sich auf alle Schritte der Genexpression auswirken, vom 

co-transkriptionalen Spleißen am Chromatin bis zur Translation im Zytoplasma. Systematische 

Untersuchungen der Protein-Protein-Interaktionen und posttranslationalen Modifikationen, die die UV-

Reaktion regulieren, gibt es jedoch nur wenige. 

In der vorliegenden Studie verwenden wir Hautzellen als Modellsystem und setzen quantitative 

Massenspektrometrie mit Tandem-Massentags (TMT-MS) ein, um die Veränderungen im Proteom und 

Phosphoproteom mit räumlicher und zeitlicher Auflösung zu quantifizieren. Zusätzlich untersuchen wir 

die Lokalisierung von Proteinen am Chromatin. Unsere Daten zeigen, dass UV-Stress unmittelbar die 

wichtigsten DNA-Schadensreaktionskinasen, ATM, ATR und DNA-PK, sowie MAPKs aktiviert. 

Geraume Zeit nach UV-Bestrahlung (18 Stunden) wird auch der G2/M-Kontrollpunkt durch die 

Aktivierung von WEE1 aktiviert. Diese dynamische Veränderung der Proteinphosphorylierung steuert 

die Proteinhomöostase und die Rekrutierung von Proteinen an und aus dem Chromatin. Wir beobachten, 

dass die DNA-Transkription unmittelbar nach der UV-Bestrahlung abgeschaltet wird (0,5 Stunden), und 

erst nach 2 bis 6 Stunden, einschließlich der Prozessierung von mRNA und nicht-kodierender RNA 

(ncRNA), sowie der Proteintranslation wiedereinsetzt. Darüber hinaus, führt UV-Stress bei 

Wiederaufnahme der Transkription (6 Stunden) zur Anhäufung von R-Loops, was mit der 

Phosphorylierung von R-loop-assoziierten Proteinen einhergeht. Interessanterweise beobachten wir 

Anzeichen einer Entzündungsreaktion, nachdem die transkriptionsblockierenden Läsionen vollständig 

verschwunden sind. 

Um die Rolle der transkriptions-assoziierten Kinase JNK1 zu untersuchen, kombinieren wir die 

chemische Hemmung von JNK1 und UV-Bestrahlung mit der Anreicherung von Phosphopeptiden und 

quantitativer Massenspektrometrie. Wir identifizieren 206 potenzielle JNK-Substrate als Reaktion auf 

die UV-Bestrahlung, wobei RNA-bindende Proteine überrepräsentiert sind. Darüber hinaus zeigen wir, 

dass die Untereinheit des Cleavage-Faktor-Im (CFIm)-Komplexes (CPSF6) bei UV-Bestrahlung von 

JNK1 an Threonin 407 phosphoryliert wird. Das phosphorylierte CPSF6 wird bei UV-Stress aus dem 

Chromatin ausgeschlossen und zusammen mit der prä-mRNA in Paraspekles überführt. Die 

entstandenen CPSF6-Rosetten weisen Eigenschaften von Flüssig-Flüssig-Phasentrennung (LLPS) auf. 

Die Phosphorylierung von CPSF6 reguliert die alternative Polyadenylierung nach UV-Bestrahlung und 

fördert die Auflösung von transkriptionsblockierenden Läsionen. 
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1 Introduction 
1.1 Principle cellular organization 

Biological systems follow the rules of chemistry, physics, and biology, which is a historical science, 

as the forms and structures of the living world today are the results of billions of years of evolution. All 

organisms are related in a family tree that spreads from primitive single-cell organisms in the distant 

past to today’s various plants, animals, and microbes, through evolution [1], [2] (Figure 1). The 

biological universe appears incredibly diverse, from single-cell bacteria to multicellular animals. Cells 

come in a remarkable range of sizes and shapes with rapidly changing or stationary stable structures. 

Some cells are killed by oxygen, while others need it to live [2]–[4]. Eukaryotic cells are typically 10–

100 μm, much larger than bacteria. A typical human fibroblast cell is about 15 μm and has tens of 

thousands of times the volume of an E. coli cell [5], [6], [7]. Despite the complex variety of biological 

forms, it overlies a powerful uniformity. All biological systems are made up of cells that contain the 

same types of chemical molecules and use the same basic types of biological molecules, which are 

conserved over billions of years of evolution [8], [9]. The structure and function of cells and organisms 

rely on the interaction of chemical molecules, which are marvelously coordinated in time and space and 

influenced by cellular genetics and the environment.  

 
Figure 1: Phylogenetic tree is adapted from https://en.wikipedia.org/wiki/Phylogenetic_tree  

Eukaryotic cells are surrounded by a plasma membrane. Most eukaryotic cells have internal 

membranes, which enclose and separate specific subcellular compartments from the cytoplasm, known 

as organelles. Many organelles and subcellular structures are also shared by all eukaryotic cells, such as 

the ribosome and mitochondria (Figure 2).  

 

https://en.wikipedia.org/wiki/Phylogenetic_tree
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1.1.1 Membrane organelles in cells 
Eukaryotic cells are incredibly brimming with deoxyribonucleic acid (DNA), ribonucleic acid 

(RNA), proteins, lipids, and metabolites. Total protein concentrations have been estimated to be up to 

300 mg/mL, while RNA concentrations can range between 20 and 100 mg/mL in eukaryotic cells [10]. 

To avoid chaos and make intracellular reactions more efficient, cells have evolved several strategies to 

categorize and organize their content. Intracellular membranes in eukaryotic cells form specialized 

organelles to ensure that specific biochemical reactions and cellular functions occur in a spatially 

restricted manner, for example, separate transcription in the nucleus from translation in the cytosol. The 

cytosol, the organelle-free part of the cytoplasm, contains water, dissolved ions, small molecules, and 

proteins [11].  

 

Figure 2: Simple representation of a mammalian cell adapted from [12]. 

 

The majority of well-known organelles are separated from their surroundings by a membrane 

boundary, for example, the endomembrane system (endoplasmic reticulum (ER), Golgi, endosomes, and 

lysosomes) [13]. Materials are extensively transferred between organelles and their surroundings, as 

well as between organelles, in order to integrate various cellular activities. Diffusion or transmembrane 

protein-mediated transport allows these materials to enter or exit organelles (e.g., transporters and 

channels). Furthermore, the cytoskeleton provides ‘highways’ for the directed transport of RNA or 

vesicles to the distal end of cells and positions membrane-bounded organelles, such as ER [13]–[18]. 

1.1.2 Membraneless organelles in cells 
There are also many membraneless organelles in cells. Example of a membraneless organelle 

in the nucleus are paraspeckles that are formed by the long noncoding RNA NEAT1, involved in gene 

expression regulation [19]. Nuclear speckles are in the interchromatin space containing high RNA-

processing concentrations and some transcription factors but no DNA [20]. Cajal bodies are the centers 
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of assembling and modification of spliceosomal small nuclear RNPs [21]. PML (Promyelocytic 

leukemia) bodies are involved in multiple genome maintenance pathways, including the DNA damage 

response, DNA repair, and telomere homeostasis [22], [23]–[25]. Nucleoli are the sites of ribosomal 

RNA transcription and the centers of assembly and modification of spliceosomal small nuclear RNPs 

[26]. In the cytoplasm, p-bodies are condensates of enzymes involved in mRNA decay and microRNA 

(miRNA)-induced mRNA silencing, and stress granules (SGs) are primarily untranslated mRNA storage 

[27]–[29] (Figure 3A).  

These organelles are formed in a process known as liquid-liquid phase separation (LLPS). 

Recent research also suggests that these organelles are supramolecular assemblies of proteins and 

RNA/DNA molecules, forming due to proteins LLPS, primarily governed by the interactions of multi-

domain proteins or proteins containing intrinsically disordered regions (IDRs) as well as RNA-binding 

domains [30]–[33]. IDRs often have low-complexity domains (LCDs) with highly biased amino-acid 

compositions [34], [35]. LLPS is sensitive to environmental changes that affect multivalent interactions, 

such as composition, concentration, temperature, pH, and salt concentration. Protein posttranslational 

modifications (PTMs) such as phosphorylation, methylation, ubiquitination, and sumoylation change 

the interacting strength and valency, allowing LLPS to integrate a variety of signals, for example, by 

disrupting cation- π  interactions via arginine methylation or by creating an SH2 domain-binding motif 

via tyrosine phosphorylation [36], [37], [38], [39], [40], [41] (Figure 3B). 

Some membraneless organelles are constitutive, such as nucleoli, whereas others are transient 

and must be resolved quickly to avoid pathological stabilization, such as stress granules in 

neurodegeneration [42]–[44]. In addition, some membraneless organelles are formed only when cells 

are under stress, for example, paraspeckles. Paraspeckles are initiated by the specific long noncoding 

RNA (lncRNA) of NEAT1 (nuclear paraspeckle assembly transcript 1). NEAT1 is composed of two 

isoforms transcribed by RNA polymerase II from a single exon: the polyadenylated short isoform 

NEAT1_1 (3.7 kb in humans, 3.0 kb in mice) and the non-polyadenylated long isoform NEAT1_2 (22.7 

kb in humans, 20.7 kb in mice) [45]. When lncRNA NEAT1_2 is produced in cells, it will be captured 

by the mammalian DBHS (Drosophila melanogaster behavior, human splicing) protein family, 

consisting of PSPC1, NONO, and SFPQ to start assembling of paraspeckles and elongation of 

paraspeckles with other RNA binding proteins, such as FUS (Figure 3A) [46]–[48]. The increase of 

NEAT1_2 proportion can be induced by proteasome inhibition, mitochondrial defects, or modification 

of NEAT1_1 polyadenylation sites. These will affect the number and size of paraspeckles and the 

number of elongated paraspeckles [49]–[54]. DBHS proteins’ RNA recognition motif and the coiled-

coil domain at C-terminal, which mediates dimerization, are required for the formation of paraspeckles 

[55]–[57]. Under normal conditions, DBHS proteins are highly dynamic and cycle between the 

nucleoplasm and the nucleolus. However, when RNA polymerase II (RNA Pol II)-driven transcription 

is inhibited, they accumulate within the perinucleolar cap structures, paraspeckles [58]. Paraspeckles are 

restricted to mammalian nuclei and size in around 0.5–1.0 µm, and their numbers differ depending on 
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cell populations and cell types  [59], [60]. Paraspeckles have been widely reported to play a role in cell 

apoptosis and gene expression regulation by retaining RNA in the nucleus [54], [61]–[63]. In addition, 

paraspeckles and aberrant expression of NEAT1 have been found in breast cancer and gynecologic 

cancers (e.g., ovarian, cervical, endometrial, and vulvar) [63], [64], [65], [66], [67], [68]. 

 

Figure 3: Membraneless organelles in cells and the formation of paraspeckles. A. lncRNA NEAT1 is induced by cellular stress, such 
as transcription inhibition. It will function as a scaffold or seed and recruit paraspeckles core components (e.g., PSPC1) and other RNA 
binding proteins (RBPs) with intrinsically disordered regions (IDRs) to form paraspeckles. A. LLPS is regulated by post-translational 
modifications, pH, temperature, or the concentration of proteins, RNA or ATP [33], [69], [70]. The images are created with BioRender.com. 

 

1.1.3 DNA is packed in chromosomes in the nucleus 
In human cells, the largest organelle is the nucleus which is surrounded by two membranes 

(Figure 2). The two nuclear membranes fuse at nuclear pore complexes, composed of specific 

membrane proteins that allow molecules and signals to transport between the nucleus and the cytosol 

[71]–[77]. 

Chromosome 

Many molecules and subcellular structures play essential roles in cellular functions and 

responding to cellular stress in the nucleus, such as chromosomes, DNA (deoxyribonucleic acid), RNA 

(Ribonucleic acid) and proteins. DNA is wrapped around spools of histone proteins to 

form nucleosomes, which package together to produce chromatin that contains genes, collectively called 
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the genome [78], [79]. The haploid human genome contains about 3 billion base pairs of DNA organized 

into 23 chromosomes. However, most human body cells, except female ova and male sperm, are diploid, 

with 6 billion base pairs of DNA in 23 pairs of chromosomes [80]–[83]. Chromatin is a fiber with a 

diameter of about 30 nm. Nucleosomes are the basic unit of the eukaryotic chromosome. 

Every individual nucleosome is composed of a histone octamer with eight histone proteins, two 

molecules each of histones H2A, H2B, H3, and H4, and double-stranded DNA that is 

146 nucleotide pairs long [84], [85]. In addition to the histones found in the nucleosome core, H1 histone 

protein binds externally to both the nucleosome and the “linker” DNA between nucleosomes, supporting 

DNA compacting (Figure 6) [86], [87].  

Chromosome organization 

Although its high level of compaction helps DNA transport during cell division, it will reduce 

DNA accessibility for other cellular functions, such as DNA replication and transcription. Therefore, 

chromosome structure changes in how tight DNA is packaged depending on the stage of the cell cycle 

and the level of gene activity required. To ensure that the chromosomes are evenly aligned and separated 

into daughter cells during cell division, the DNA must be thoroughly condensed [88]–[96]. The local 

chromosomes must be relaxed or opened during other cell cycle stages to allow gene expression [97], 

[98], [99], [100]. The dynamic organization of DNA into chromatin regulates gene expression and other 

cellular processes, such as DNA replication, DNA repair, recombination, and chromosome segregation. 

ATP (adenosine triphosphate)-driven chromatin remodeling complexes and modifications on 

histone tails regulate the mobilization of nucleosomes via the alteration of histone–DNA interactions 

[101], [102], [103]. Chromatin remodeling complexes have been reported to regulate gene activation or 

inactivation [104]–[107]. The N-terminal and C-terminal tails of histones are reported to contain post-

translational modifications (PTMs), such as acetylation, methylation, phosphorylation, ubiquitination, 

ADP-ribosylation, and sumoylation [102], [108]–[114]. Histone modifications have been widely linked 

to gene expression at multiple levels [115]–[117]. Together with DNA methylation, these modifications 

control the nucleosome positioning in chromosomes and mediate cellular signaling processes in 

response to genotoxic stimuli [101], [113], [118]–[124]. For example, H3 trimethylated at lysine 4 

(H3K4me3) is defined at transcription promoters and transcription start sites (TSS) of active genes, 

while mono-methylated H3K4 is specifically at gene enhancers [125]–[128], [129]–[131]. Therefore, 

they are often considered as marks for “open” or “relaxed” chromatin. However, methylated H3K9, 

H3K27me3, and H4K20me3 spread widely in chromatin which is defined as “closed” chromatin or 

silent regions (Figure 4) [132]–[135], [136], [137], [138]–[142]. 

 

https://www.ncbi.nlm.nih.gov/books/n/mboc4/A4754/def-item/A5566/
https://www.ncbi.nlm.nih.gov/books/n/mboc4/A4754/def-item/A5283/
https://www.ncbi.nlm.nih.gov/books/n/mboc4/A4754/def-item/A5567/
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Figure 4: Simplified scheme of the eukaryotic chromosome. Adapted from the National Institutes of Health (NIH) and Annunziato, 
A.(2008) [80]. 

 

Deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) 

DNA on chromatin contains heredity information in the nucleotide sequence within a genetic 

code which is a triplet code [143]. This information is required to produce RNA serving as the blueprints 

for proteins in cells, which will support cellular processes. Messenger RNA (mRNA) is very similar to 

DNA, primarily informational molecules, carrying information in the exact sequence of their nucleotides 

[143], [144]. All organisms have only four different nucleotides for DNA or RNA (Figure 5). All 

nucleotides consist of an organic base linked to a 5’-carbon sugar with a phosphate group attached to 

the 5’-carbon. In DNA, the sugar is deoxyribose, while in RNA, it is ribose. The nucleotides used in the 

synthesis of DNA and RNA contain five different nucleobases. The nucleobases adenine (A) and 

guanine (G) are purines, which have a pair of fused rings, and the bases cytosine (C), thymine (T), and 

uracil (U) are pyrimidines, which contain a single ring. A, C and G are shared in both DNA and RNA. 

T is only in DNA and U is in RNA (Figure 5) [144], [145]. In 1953, James D. Watson and Francis H. 

C. Crick first proposed the DNA three-dimensional (3D) structure, which consists of two long helical 

strands that are coiled around a common axis to form a double helix. One DNA strand is formed by 

joining four different nucleotides (A, T, C, and G), with the base parts presenting inward from the 

strand’s backbone. DNA double helix is formed when two DNA strands bind together via their bases 

and twist through hydrogen bonds. Hydrogen bonds allow bases to interact. G~C, A~T (in DNA) and 

G~C, A~U (in RNA) are the Watson-Crick base pairs (Figure 5). The native 3D structures of DNA and 



 Introduction  

7 

 

RNA are stabilized by base pairing. The double-helix structure of DNA ensures the phenomenon of 

heredity, which is the transport of genetically determined characteristics from one generation to the next 

[146]–[149]. 

 

Figure 5: Simple scheme of DNA and RNA structure. DNA double helix (left and middle). This schematic shows the two sugar-
phosphate backbones and hydrogen bonding between the Watson-Crick base pairs. RNA single strand (right). Nucleotides and 
nucleobases for DNA and RNA are shown in different colors, adapted from 
https://commons.wikimedia.org/wiki/File:Difference_DNA_RNA-EN.svg, https://www.technologynetworks.com/genomics/lists/what-
are-the-key-differences-between-dna-and-rna-296719, and https://www.thoughtco.com/dna-versus-rna-608191.  

 

  

https://commons.wikimedia.org/wiki/File:Difference_DNA_RNA-EN.svg
https://www.technologynetworks.com/genomics/lists/what-are-the-key-differences-between-dna-and-rna-296719
https://www.technologynetworks.com/genomics/lists/what-are-the-key-differences-between-dna-and-rna-296719
https://www.thoughtco.com/dna-versus-rna-608191
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1.2 Gene expression is controlled by transcription 
1.2.1 The central dogma of molecular biology 

Specific segments of DNA, termed genes, carry instructions for making specific proteins. 

Commonly, genes contain two parts: the coding region specifies the amino acid sequence of a protein, 

and the regulatory region binds specific proteins and controls when and in which cells the gene’s protein 

is made. The nucleus is metabolically active in a growing or differentiating cell as it is the site of DNA 

replication and the synthesis of ribosomal RNA (rRNA), messenger RNA (mRNA), and a broad group 

of non-coding RNAs. 

 

Figure 6: The simplified scheme of an overview of four basic molecular genetic processes. The production of proteins (transcription 
and translation) and DNA replication, adapted from Biology2e by OpenStax and 
https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/translation [150]. 

 

Human cells convert the coded information in DNA into specific proteins by two processes: 

transcription and translation (Figure 6). Thus genes ultimately define the biological structure and 

maintain the integration of cellular function. In the first transcription process, the gene coding region is 

copied into RNA whose sequence is identical to one of the two in the double-stranded DNA. RNA 

polymerase II (RNA Pol II), which is a large enzyme, catalyzes the linkage of nucleotides into an RNA 

chain using DNA as a template. One strand of DNA acts as a template for RNA polymerase, which is 

commonly named the template strand. As it “reads” this template one base at a time, the polymerase 

builds an RNA molecule out of complementary nucleotides, producing a chain from 5’ to 3’. The RNA 

transcript carries the same information as the non-template (non-coding) strand of DNA, but it contains 

https://www.cancer.gov/publications/dictionaries/genetics-dictionary/def/translation
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the base uracil (U) instead of thymine (T). The initial RNA product in eukaryotic cells is processed into 

a messenger RNA (mRNA) via post-transcriptional modifications, for instance, RNA polyadenylation, 

splicing, capping with associated machineries, such as the spliceosome. Then matured mRNA is 

transported to the cytoplasm. The nucleotide sequence of an mRNA molecule contains accurate 

information that specifies the correct order of amino acids during the synthesis of a protein (Figure 6). 

The second process, known as translation, is carried out here by the ribosome, an enormously complex 

molecular machine made up of ribosomal RNA (rRNA) and proteins. rRNA is synthesized, and 

ribosomes are assembled in a dense nuclear subcompartment, termed the nucleolus. During translation, 

the ribosome stepwise assembles and connects amino acids in the accurate order dictated by the mRNA 

sequence, as dictated by the gene code in DNA. In this stepwise process, the nucleotide sequence of an 

mRNA molecule is “read” by transfer RNA (tRNA) with the aid of ribosome. Then the correct amino 

acids are brought into sequence by tRNAs; peptide bonds link them to make protein chains, known as 

polymerization (Figure 6) [151], [152]. 

 

1.2.2 The phosphorylation of RNA Pol II regulates transcription 
The simplified representation of proteins’ production is named the central dogma as DNA → 

RNA → protein [152]. However, it is more complicated in cells, especially cells facing internal and 

external stimuli all the time. 

Faithful transcription processes and gene expression regulation are essential to the cellular 

ability to respond and adapt to changes in its environment. The control of transcription rates is directly 

regulated by transcription factors (TFs) and indirectly by chromatin state, cell signaling, and other 

regulatory elements. The phosphorylation or dephosphorylation often orchestrates the modulation of TF 

activity by protein kinases (PKs) or phosphatases (PPs), especially RNA polymerase II (RNA Pol II) 

[153]–[155].  

RNA Pol II is a large complex (550 kDa) with 12 highly conserved subunits (Rpb1-12) in 

eukaryotic cells [156]. The carboxyl-terminal domain (CTD) of the largest RNA Pol II subunit, Rpb1 

(200kD), is an important recipient of regulatory signals during all steps of transcription. This is critical 

for nascent RNA synthesis and cotranscriptional processing [157], [158]. The CTD contains a series of 

heptapeptide repeats that range from 52 in humans to 26 in yeast, with the consensus sequence Tyr1-

Ser2-Pro3-Thr4-Ser5-Pro6-Ser7 [159]–[164]. CTD heptapeptide repeats were subjected to a variety of 

modifications, including methylation, acetylation, and phosphorylation [156], [165], [166]. The 

phosphorylation on Ser2, Ser5, Ser7, Thr4, and Tyr1 of the RNA Pol II CTD is a major regulation model 

during transcription in eukaryotes [167]–[171]. Many enzymes are involved in the modification of RNA 

Pol II CTD during transcription. Among them, CDKs (cyclin-dependent protein kinases) play critical 

roles in this regulation of RNA Pol II phosphorylation. CDKs are serine/threonine-protein kinases and 

are essential for many cellular processes, such as cell cycle, cell growth, proliferation, and transcriptional 
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regulation in response to extracellular and intracellular signals. CDKs are constitutively expressed and 

perform their functions only after binding with the appropriate cyclin. To date, at least 21 CDKs and 30 

cyclins have been confirmed based on structural and functional differences. CDKs are classified into 

two types based on their functions: cell-cycle CDKs (e.g., CDK1/2/4/6) and transcriptional CDKs (e.g., 

CDK7/8/9/12/13/19) [172]–[175]. 

 

Figure 7: The brief scheme of the transcription process regulated by kinases and transcriptional condensates. Light blue bubbles 
indicate the transcriptional condensates. 

 

In eukaryotic cells, transcription initiation starts with the recognition of the region upstream of 

the promoter by general transcription factors and positioning of RNA polymerase, RNA Pol II to a 

specific DNA sequence referred to as a “promoter”, such as TATA box. RNA Pol II recruitment initiates 

the stepwise transcription process to form a pre-initiation complex (PIC) with TFIIA, TFIIB, TFIID, 

TFIIE, TFIIF, TFIIH at the promoter site, followed by transcription initiation, elongation, and 

termination. The interval between initiation and elongation is generally known as pausing of gene 

transcription [176]. RNA Pol II unwinds 14 base pairs of DNA to form an RNA polymerase-promoter 

“open complex”. The promoter DNA is partially unwound and single-stranded in the “open complex”. 

The exposed, single-stranded DNA is referred to as “transcription bubble”. RNA Pol II then selects a 

transcription start site in the transcription bubble, binds to an initiating NTP and an extending NTP (or 

a short RNA primer and an extending NTP) complementary to the transcription start site sequence, and 

catalyzes bond formation to yield an initial RNA product with the help of one or more general 

transcription factors. Transcription initiation is regulated by additional proteins known as activators and 

repressors and associated coactivators or corepressors in some cases, which modulate the formation and 

function of the transcription initiation complex. After the first bond is synthesized, the RNA polymerase 

must escape the promoter. It occurs mechanistically through DNA scrunching, which provides the 

energy required to break interactions between RNA Pol II holoenzyme and the promoter. RNA Pol II 

will be forced to pause during the early stages of transcript elongation. It will be released by the 

regulation of CTD of RNA Pol II and pausing complex, such as the Negative Elongation Factor (NELF) 

complex (see below for more details). At the end of elongation, the 3’ end of the gene, RNA Pol II will 

encounter the specific DNA sequence, termed as terminators that signal that RNA transcript is complete. 

Once they are transcribed, they will cause the transcript, pre-mRNA, to be released from the RNA Pol 

https://en.wikipedia.org/wiki/Promoter_(biology)
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II. During all steps of transcription, phosphorylation plays a key role, especially the phosphorylation of 

RNA Pol II. 

At the pre-initiation of gene transcription, CDK8/19 and CDK7 are major kinases that 

phosphorylate CTD. CDK8 and its paralog CDK19 play critical roles in transcription regulation by 

interacting with mediator complexes or phosphorylated transcription factors (Figure 7) [176], [177]. 

After pre-initiation, CDK7 primarily regulates the transcriptional process by phosphorylating Ser5 and 

Ser7 of the RNA Pol II CTD, thus promoting promoter clearance and transcription initiation. CDK7 can 

also phosphorylate various CDK(1, 2, 4, and 6) kinases, as the catalytic core of the CDK-activated 

kinase (CAK) complex, which is involved in cell cycle regulation (Figure 7) [178]. During elongation, 

BRD4 (bromodomain-containing protein 4) and CDK9 are critical kinases that ensure the smooth 

progression of gene transcription. CDK9, a P-TEFb (Positive Transcription Elongation Factor b) 

subunit, phosphorylates Ser2 of CTD, eliminating pausing and shifting RNA pol II into an elongation 

mode. However, the arrival of CDK9 to promoters is inextricably linked to the phosphorylation of Ser2 

during pausing, which is carried out either directly or indirectly by BRD4 [179]. CDK12 is also an 

important kinase in the transition from transcriptional initiation to transcriptional elongation mode of 

RNA Pol II. According to research conducted in Drosophila and yeast, CDK9 phosphorylates Ser2 

during the early stages of transcription before CDK12 takes over, which phosphorylates Ser2 of CTD at 

the elongation stage (Figure 7) [180], [181]. At the 3’-end of the active gene, RNA Pol II encounters 

the poly-A signal on mRNA then terminates the transcription. During transcription termination, Plk3 

(Polo-like kinases 3) and c-Abl1/2  (Abelson murine leukemia viral oncogene 1 and 2) phosphorylate 

Thr4 and Tyr1 of CTD (Figure 7) [182], [183]. However, the specific effects of Plk3 and c-Abl1/2 on 

the regulation of transcription still remain debatable.  

Under normal conditions, the phosphorylation levels of CTD at the corresponding amino acids 

are certain, ensuring RNA Pol II performs its respective functions during the various stages of the 

transcription process. The enhancement or overexpression of CTD kinases would influence the RNA 

Pol II functions, resulting in abnormal gene transcription. However, it is rapidly changed and regulated 

when cells are under stress, especially transcription stress, as cells are naturally exposed to internal and 

external stimuli.  
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1.2.3 The cellular response to transcription-blocking lesions (TBLs) 
Various toxic agents will induce DNA lesions during gene transcription, affecting faithful 

transcription. Environmental agents such as UV (ultraviolet), X-rays, and several genotoxic chemicals 

cause alterations in DNA structure [184], [185]. The normal cellular metabolites will also induce 

oxidative lesions, and spontaneous depurination will generate abasic sites [186]. Despite these oxidative 

lesions transiently hampering the forward translocation of RNA Pol II, transcription machinery could 

bypass the damage in cooperation with Cockayne Syndrome protein B (CSB), an ATP-dependent 3′-to-

5′ single-strand DNA translocase from the SWI2/SNF2-family. In contrast, some bulky DNA lesions 

induced by UV irradiation or other chemical agents (Benzo[α]pyrene (BAP) and 4-Nitroquinoline-1-

oxide (4NQO)) can not be bypassed by transcriptional machinery [187], [188], [189]. These lesions will 

induce RNA Pol II stalling and thus induce prolonged transcriptional arrest, referred as “transcription-

blocking lesions (TBLs)” [190], [191].  

Briefly, TBLs can be classified into four species: Bulky base adducts, DNA-protein crosslinks, 

inter/intra-strand crosslinks, and double-strand breaks (DSBs).  

 

Figure 8: Transcription-blocking DNA lesions, their origins, and the corresponding repair pathways. TDP stands for. NER and HR 
pathways can directly cleave DNA molecules in a nuclease-dependent manner. Tyrosyl-DNA phosphodiesterase1 (TDP1) and 
TDP2/ZNF451 are able to directly hydrolyze the chemical bond between topoisomerases 1/2 (TOP1/TOP2) and DNA. SPRTN is a DNA-
dependent metalloprotease. Proteasome and SPRTN are merged to the proteolysis-dependent removal of covalently bound proteins. The 
details of the pathways (NER, HR and NHEJ) are described below.  

 

Bulky base adducts 

Some chemical agents are known to induce TBLs in cells, such as Benzo[a]pyrene (BAP) and 

4-Nitroquinoline-1-oxide (4NQO). Benzo[a]pyrene (BAP), present in tobacco smoke, is metabolized by 

cytochrome P-450 (CYP450) to form a number of active intermediates, including (+)- and (-)-anti-

benzo[a]pyrene diol epoxide (BPDE), (+)- and (-)-3,4-dihydroxy-1,2-epoxy-1,2,3,4-tetrahy-dro-
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benzo[c]phenanthrene (BPhDE). BPDE and BPhDE covalently bind and form adducts at the N2 position 

of guanine and adenine bases, resulting in the formation of bulky lesions that block RNA Pol II 

elongation. 4-Nitroquinoline-1-oxide (4NQO) is a quinoline derivative and a tumorigenic compound 

that could form UV damage-mimetic bulky adducts primarily with guanine bases. In response to 4NQO-

induced DNA damage, RNA Pol II stalls and is known to be degraded [192].  

UV irradiation has been well known to induce bulky DNA lesions in cells and inhibit 

transcription [144]. UV light is classified based on its wavelength range. UV-C (190-290 nm) from the 

sun is primarily blocked by the stratospheric ozone layer. UV-B (290-320 nm) radiation is the most 

dangerous spectrum of UV light that reaches the surface and contributes to the development of skin 

cancer, causing the same types of DNA damage as UVC. UV-B is mostly absorbed by the ozone layer. 

Only lower energetic UV-A radiation (320-400 nm) reaches the planet’s surface almost completely 

unfiltered (95%) [193]–[195]. Nonetheless, UV-C is widely used in laboratories to study UV-induced 

DNA damage. This is due to the high energy content of UV-C and the overlap with the energy absorption 

maximum of DNA at 260 nm, which results in the strong formation of photoproducts [196]–[198]. UV-

C light induces dimerization of adjacent pyrimidines in DNA strands, resulting in photolesions, such as 

6-4 photoproducts (6,4-PPs) and cyclobutane pyrimidine dimers (CPDs) (Figure 9) [199], [200]. RNA 

Pol II can incorporate nucleotides opposite CPDs and 6,4-PPs, but it stalls at the damage, forming a 

stable ternary complex of RNA Pol II, the damaged template, and a nascent transcript. These RNA Pol 

II conformation changes render the lesion sites inaccessible to DNA repair machinery [201].  

 

Figure 9: UV-induced photolesions. 

 

Nucleotide-excision repair (NER) pathway 

The stalled RNA Pol II serves as a detection machinery and sensor of TBLs in actively 

transcribed genes, which will signal the transcription-coupled NER (TC-NER) to start. CSB will be the 

first protein recruited to the stalled RNA Pol II. Under normal conditions, the interaction between CSB 

and RNA Pol II is highly dynamic. Therefore, it can be overcome easily by a known process, bypass 

[202]. However, when this complex stalls at the bulky DNA lesion, CSB stably interacts with RNA Pol 

II. One possible explanation is that the C-terminus of CSB latches onto RNA Pol II or binds to DNA 

upstream of RNA Pol II to mediate the initial interaction, then disassociates from the ATPase domain, 

thus allowing the access to form a more stable interaction with RNA Pol II [203], [204]. 
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Globally, when UV photolesions happen at the active and inactive gene regions, they are 

repaired in a pathway known as the global-genome NER (GG-NER). The DNA lesion will be recognized 

by two complexes, including XPC-RAD23B and XPC-DNA-damage binding (DDB) or UV-DDB 

complex. The XPC-Rad23B complex is in charge of distortion detection, composed of XPC, either 

RAD23A or RAD23B and CETN2 [205], [206]. The UV-DDB complex is a ubiquitin ligase composed 

of DDB1, CUL4A or CUL4B, RBX1, and a GG-NER specific protein DDB2 [163]. It can also recognize 

DNA damage induced by UV light. In vitro, the UV-DDB complex is only necessary for GG-NER 

mediated DNA repair, but not TC-NER [207], [208]. 

 

Figure 10: The simplified scheme of nucleotide excision repair (NER) pathway. The main steps of the global genome NER (GG-NER) 

and transcription-coupled NER (TC-NER) repair mechanisms are shown. 

 

Following these DNA lesion recognition and TC-NER initiation steps, the stalled RNA Pol II 

will be dissociated through two known modulations: degradation and backtracking [209]. The removal 

of the stalled RNA Pol II will provide access to the DNA lesion for the multi transcription factor II H 

(TFIIH) complex subunits. Then XPA is recruited to TFIIH, followed by a dissociation of CDK-

activating kinase (CAK) complex that activates the helicase activity of XPD [210]–[212]. Two TFIIH 

https://en.wikipedia.org/wiki/Transcription_factor_II_H
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helicase subunits, XPD and XPB, in collaboration with XPA, verify DNA damage and unwind the DNA 

helix around the lesions, thereby creating an open “bubble” platform for the recruitment of later repair 

machinery. Then XPG and XPF–ERCC1 complex is recruited to the TFIIH complex at DNA lesions 

stabilizing TFIIH. XPG also has endonuclease activity, and it cuts DNA damage on the 3’-end, whereas 

the XPF–ERCC1 complex cuts on the 5’-end. The dual incision leads to the removal of a piece of ssDNA 

with 25~30 nucleotides from the strand containing lesions and produces exposed ssDNA and a gap 

around the DNA lesion [213]–[215]. This ssDNA will be covered by RPA (replication protein A) [216]. 

On the other hand, the XPA-RPA complex also helps orient the endonuclease process [217], [218]. The 

gap will be filled in the replication process. The proliferating cell nuclear antigen (PCNA) is loaded by 

replication factor C (RFC) onto the DNA strand. This enables DNA polymerases involved in repair (δ, 

ε and/or κ) to translocate and copy the undamaged strand. To complete NER, DNA ligase I (LIG1) and 

Flap endonuclease 1 (FEN1) or the Ligase-III-XRCC1 complex will seal the nicks [219]–[221]. 

DNA-protein crosslinks and inter/intra-strand crosslinks 

In eukaryotic cells, DNA is coated with proteins and forms a highly compact and dynamic 

chromatin structure. Dynamic interactions of DNA and proteins are essential for various cellular 

processes in a timely and spatially regulated manner, such as transcription and DNA replication. 

However, under certain conditions, proteins can covalently bind to DNA, resulting in the formation of 

bulky DNA lesions, such as DNA–protein crosslinks (DPC). Based on the properties of crosslinked 

proteins, DPCs can be classified as enzymatic or nonenzymatic. Enzymatic DPC formation can be 

induced when many DNA-related enzymatic reaction intermediates are trapped to DNA, such as DNA 

topoisomerases, DNA methyltransferases, and AP lyases [222]–[224]. Of note, Topoisomerase I 

(TOPI)-DNA crosslinks can be generated when TOP1 is trapped at the 3′-end of a DNA single-strand 

nick in cells with topoisomerase poisons like camptothecin (CPT) [225]. Non-enzymatic DPCs are 

very common in cells, as they can be induced by endogenous factors, such as aldehyde production 

(e.g., formaldehyde) during cell metabolism. Some exogenous sources like ionizing radiation, UV 

light, and chemotherapeutic agents will also lead to DPC formation [223], [226], [227]. Depending on 

the properties of DPCs, cells employ distinct repair pathways to deal with them. In mammalian cells 

and bacteria, the nucleotide excision repair (NER) pathway repairs formaldehyde-induced DPCs with 

crosslinked proteins of less than 16 kDa [228], [229], [230], [231]. TOPI-DNA crosslinks are resolved 

by tyrosyl-DNA phosphodiesterases (TDP1) and NER [223].  

Platinum-containing chemical agents, such as cisplatin, are broadly used for anti-cancer 

treatments, such as ovarian cancer and breast cancer [232]–[235]. They will induce intra-strand 

crosslinks and inter-strand crosslinks in cancer cells [236], [237], [238]. RNA Pol II will be stalled at 

intra-strand or inter-strand crosslink lesions and function as a DNA damage sensor to trigger the TC-

NER pathway, and thus remove these TBLs [239]. In addition, inter-strand crosslinks can also be 

repaired by HR or translesion synthesis (TLS). 
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DNA double-strand breaks (DSBs) 

Double strand breaks (DSBs) have been reported as a serious type of DNA damage. DSBs can 

be induced by X-ray or some chemical agents during replication or transcription [240]–[242]. It will 

affect the transcription initiation and elongation when DSBs are near or at transcription sites. However, 

DSB-induced transcription blocking is not a physical blockage because it can be run off by RNA Pol II. 

This transcriptional blockage induced by DSBs is regulated by kinases ATM and DNA-PK signaling 

pathways, as well as some proteins, such as transcriptional factor NELF (Negative elongation factor) 

and chromatin remodeling and organizing factor cohesin [243], [240], [244], [245]. ATM regulates the 

transcription suppression near DSB sites at transcription start sites (TSS) by recruiting RNF8/RNF168 

E3 ubiquitin ligases to force RNA Pol II to pause and thus decrease the phosphorylation of RNA Pol II 

at Ser2 [246]. Of note, ATM also phosphorylates PBAF (Polymorphic BRG-/BRM-associated factor), 

which belongs to the SWI/SNF chromatin remodeling complexes. These phosphorylations will induce 

chromatin structure changes and negatively regulate transcription. ATM-dependent transcription 

repression has been proposed to activate the NHEJ pathway to repair the DSB. However, the 

mechanisms remain unclear [247], [248]. In contrast, DNA-PKcs is reported to regulate DSB-induced 

transcriptional repression within gene bodies by removing RNA Pol II. The stalled RNA Pol II will be 

degraded by DNA-PKcs signaling with the involvement of the HECT E3 ubiquitin ligase WWP2 (WW 

Domain Containing E3 Ubiquitin Protein Ligase 2) to promote the repair of DSBs by the NHEJ pathway 

[249], [250]. WWP2 is recruited by DNA-PKcs in response to DSBs and then ubiquitylates eight lysine 

residues of the CTD of RNA Pol II subunit, RPB1. This will result in the removal of the stalled RNA 

Pol II for proteasomal degradation from the DSB sites in the gene bodies [249]. NELF promotes RNA 

Pol II to pause at the transcription start sites (TSS) with the aid of DSIF (DRB sensitivity inducing 

factor) to inhibit transcriptional elongation [251]. NELF-E, a subunit of NELF, can be phosphorylated 

by ATM and recruited to DSB sites to inhibit transcription [244]. Furthermore, poly (ADP-ribose) 

polymerase 1 (PARP1) has been shown to regulate DSB-induced transcription repression by modifying 

RNA Pol II to enhance its interaction with the NELF complex [244], [245]. The association of NELF 

with RNA Pol II is reported to promote the DSB repair by both NHEJ and HR pathways [244].  

DNA double-strand break repair 

Double-strand break repair can be accomplished through different pathways, which are 

commonly classified into two broad categories based on whether or not a homologous DNA sequence 

is used as a template, like Homologous recombination (HR) and non-homologous end-joining (NHEJ). 

DNA double-strand breaks rapidly recruit and activate PARP1, as one of the earliest events [252]. 

PARP1 synthesizes a structurally-complex polymer composed of ADP-ribose units upon activation, 

which aids in local chromatin relaxation and the recruitment of DNA repair factors by inducing the 

ADP-Ribosylation of histones and other associated proteins. Both HR and NHEJ pathways include 

similar steps to the NER pathway: DNA damage recognition, DNA end processing, and ligation. 

However, the involved proteins differ in HR and NHEJ.  
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Non-homologous end joining (NHEJ) 

Non-homologous end joining (NHEJ) is the direct resealing of two broken ends that occur 

regardless of sequence homology. Arguably, the NHEJ pathway is more straightforward, which uses 

minimal processing of the break ends before rejoining them. NHEJ is initiated by the detection of the 

DSBs by the Ku heterodimer (Ku70-Ku80, or XRCC6-XRCC5) within seconds. It forms the DNA-

dependent protein kinase catalytic subunit (DNA-PKcs) (DNA-PKcs) holoenzyme with Ku70/Ku80 

[253]. Upon DNA-PKcs recruitment to DSBs sites, DNA-PKcs is activated to phosphorylate itself and 

its targets, including Protein Artemis (DCLRE1C), which trims DSB ends via its nuclease activity to 

remove the single nucleotides from DNA ends [254], [255], [256]. In addition, PARP1 also facilitates 

the Poly(ADP-ribosyl)ation (PARylation) of DNA-PKcs to increase its activity [257], [258]. Further, 

this DNA-PKcs/Ku70/Ku80 complex promotes the recruitment of downstream NHEJ factors XRCC4, 

XRCC4-like factor (XPF), DNA ligase 4 (LIG4), which mediate the rejoining process. The LIG4-

XRCC4-XPF complex and the newly identified PAXX (paralog of XRCC4 and XLF) re-ligates the 

blunt DNA ends [259]. Since repair by NHEJ can include end-processing steps and does not rely on the 

sequence homology of a sister chromatid, it is inherently error-prone and can contribute to genome 

instability through chromosomal translocations and deletions [260]. An alternative but less characterized 

NHEJ pathway is Ku-independent. Fittingly, it is termed alternative end-joining (aEJ) or 

microhomology-mediated end-joining (MMEJ), as it relies on the presence of small stretches of 

homology (5-25 nts) between the sequences flanking the DSB [261]. Since overlapping DNA flaps are 

excised, aEJ always results in sequence deletions [262], [263]. Although being active throughout the 

cell cycle, NHEJ is relatively more important during G1 (Figure 11) [264], [265].  

Homologous recombination (HR) 

In contrast to NHEJ, homologous recombination (HR) necessitates the use of a homologous 

DNA sequence as a template to recover sequence information lost at the break site and involves 

extensive DNA-end processing as well [263]. As expected, HR is extremely accurate, resulting in error-

free repair. HR predominantly uses the homologous DNA sequence from the sister chromatid as a 

template rather than the homologous chromosome [266]. This tight regulation is ensured through a 

strong inhibition of HR during G1 when a sister chromatid is absent and the nature of the newly 

replicated chromatin, which favors HR. Therefore, HR is restricted to late S and G2 of the cell cycle 

[267], [268]. DSBs are recognized by the MRN complex, which is formed by MRE11, RAD50, and 

NBS1 and recruited by PARP1 [269], [270], [271]. The MRN complex, with the aid of CtBP-interacting 

protein (CtIP), generates short 3’ overhangs, known as “DNA end resection” [272]–[274]. Similar to Ku  



Introduction  

18 

 

 

Figure 11: DSB repair pathways. The main steps of the non-homologous end joining (NHEJ) and homologous recombination (HR) repair 
mechanisms are shown. Homologous recombination can occur via multiple pathways, all of which share the same initial steps (Holliday 
junction resolution, synthesis-dependent strand annealing (SDSA), break-induced replication (BIR), and holiday junction dissolution). The 
cell cycle is a major determinant of which DSB repair mechanisms are used. NHEJ occurs throughout the cell cycle, but mainly in the G1 
phase. Homologous recombination occurs only during the S/G2 phases [275].  

 

and DNA-PKcs in NHEJ, MRN is important for the recruitment and activation of ATM (Ataxia 

Telangiectasia Mutated) kinase. ATM mediates a signaling cascade on chromatin surrounding the break 

site through a series of PTMs and protein recruitment and amplifies the damage signal [276]–[278]. The 

resections are extended by Exonucleases 1 (EXO1), Bloom syndrome protein (BLM), DNA replication 

ATP-dependent helicase DNA2 (DNA2), which generates extensive tracks of ssDNA that are rapidly 

covered by the heterotrimer RPA (RPA1-2-3). The binding of RPA stabilizes the ssDNA by preventing 
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its degradation, the formation of secondary structures, and the spontaneous recombination between 

regions of microhomology [279]–[281]. Then recombinase RAD51 replaces RPA, and directs homology 

search and strand invasion of the homologous template, resulting in the formation of a displacement 

loop (D-loop) structure [282]–[285]. After strand invasion, POLδ or translesion polymerases use the 

invading strand in the D-loop as a primer for strand elongation [286]. 

Most of the extended D-loops are disrupted and subsequently repaired by synthesis-dependent 

strand annealing (SDSA). SDSA always results in a non-crossover [287]. The extended D-loop can also 

be captured or invaded on the other end to form a double Holliday junction (dHJ). As a result of the 

BLM-TOP3A-RMI (BTR) complex, which drives the two junctions towards each other before they are 

cleaved, dHJ dissolution can result in non-crossover products [287], [288], [289]. Crossover products 

are formed when the GEN1 resolvase or the MUS81-EME1/SLX1-SLX4 nuclease complex is used. 

Alternatively, non-error-free pathways, such as break-induced replication (BIR) and single-strand 

annealing (SSA), can also take place (Figure 11) [290]. 

  



Introduction  

20 

 

1.3 TBLs affect transcription and RNA metabolism 
1.3.1 Transcription is shut down in response to TBLs 

TBLs in transcribed genes cause a global transcriptional shutdown, for example, in response to 

UV-induced damage, while some individual genes are highly upregulated as a result of DNA damage. 

RNA-seq analysis for the level of newly synthesized RNA (by RNA Pol II) following UV irradiation 

revealed an immediate inhibition of transcription elongation within 1h after UV and subsequent 

inhibition of transcription initiation at the transcription start sites (TSS) in both damaged and un-

damaged genes within 3h after UV irradiation [291], [292]. This is accompanied by the release of RNA 

Pol II from promoter-proximal pause (PPP) sites and the global loss of the hypophosphorylated form of 

RNA Pol II, decreasing its hypophosphorylated form globally [293], [191]. The normal transcription 

level is fully restored after 24-48 hours post UV stress. However, transcriptional initiation recovers 

faster than elongation as the latter remains slow for many hours [291], [294]. Furthermore, transcription 

appears to be ‘spatially restricted’ for long periods of time, with the promoter-proximal 20–25 kb of 

genes showing much more activity than areas further downstream in response to UV-induced DNA 

damage (Figure 12) [292], [293], [295]. This is also one of the reasons that almost all genes induced by 

DNA damage are short, and more short mRNAs are produced upon UV irradiation. 

 
Figure 12: UV induces transcription inhibition. Recovery dynamics is summarized. 

 

 In addition, RNA Pol II shifts from promoter-proximal pause sites to the slow elongating mode 

of RNA Pol II, thus increasing TBL detection, providing space for repair proteins, and preventing 

collisions between the DNA damage repair and transcription machinery [295]. De novo transcription of 

short genes is temporarily increased, boosting TBL detection chances by RNA Pol II, which is regulated 

by phosphorylation events, such as those that take place at the p38-NELFE axis [292], [296]. After UV 

irradiation, p38 MAPK signaling is activated and promotes the releasing of the RNA-binding protein 

RBM7 from the 7SK small nuclear ribonucleoprotein (snRNP), which sequesters active p-TEFb into 

inactive 7SK snRNP, resulting in chromatin localization and activation of p-TEFb [297]. The p38 

MAPK also phosphorylates NELFE and promotes its dissociation from RNA Pol II on chromatin. 

Subsequently, these regulations will induce changes in the phosphorylation of RNA Pol II, stimulating 

a wave-like release of the promoter-proximal paused RNA Pol II into productive elongation [296]. These 

actions, taken together, induce the continuous release of promoter-proximal paused RNA Pol II into 

productive elongation, possibly accelerating TBL detection, recognition, and subsequent TC-NER 

initiation. 

https://www.sciencedirect.com/topics/neuroscience/snrnp
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1.3.2 Splicing of pre-mRNA in response to UV irradiation 
Most pre-mRNAs mature to mRNAs co-transcriptionally by the addition of a 7-methyl 

guanosine cap to the 5’ end (capping), the removal of intronic sequences via splicing catalyzed by the 

spliceosome, and the endonucleolytic cleavage at the 3’ end followed by the synthesis of a 

polyadenosine (poly(A)) tail, known as polyadenylation [298]–[301].  

Alternative splicing requires the use of various splice site combinations, resulting in a variety 

of splicing patterns, including alternative 5′ splice site selection (Alt5), alternative 3′ splice site selection 

(Alt3), the skipping of complete exons (SE), and the retention of introns (RI) (Figure 13) [302], [303]. 

Alternative splicing of pre-mRNA is an important mechanism for increasing the complexity of gene 

expression, cellular differentiation, and organism development [304]–[308].  

 

Figure 13: The simplified scheme of splicing types. It was created with BioRender.com. 

 

TBLs appear to induce alternative mRNA splicing. UV irradiation affects splicing efficiency 

and decisions by changing the transcription elongation rate to induce spliceosome mobilization, such as 

the removal of spliceosome subunit small nuclear ribonucleoproteins (snRNP) from chromatin [309]. In 

response to UV irradiation, alternative last exon (ALE) splicing occurs preferentially at the 5′ end of 

genes, such as the pro-apoptotic mRNA isoforms of Bcl-x [310], [311]. TBL-induced alternative 

splicing is known to be mediated by two major stress kinases, ATR and ATM. ATR is activated after 

UV damage and mediates hyperphosphorylation of RNA Pol II, which causes transcription to slow and 

alternative splicing to occur. Nonetheless, it appears that the formation of UV-induced DNA dimers 

(e.g.,  CPD), rather than stalled RNA Pol II, is responsible for this process [312]. UV-induced TBLs 

also stimulate noncanonical ATM activation. In response to UV, late-stage spliceosomes are rapidly 
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excluded from RNA Pol II stalled sites, increasing R-loop formation, which activates ATM and further 

regulates spliceosome dissociation and global alternative splicing events [309], [313]. 

1.3.3 Polyadenylation of pre-mRNA 
Polyadenylation (poly(A)) is the process by which pre-mRNA is cleaved by endonucleases, and 

the poly(A) tail is added at the cleavage/polyadenylation sites (polyA sites or pA sites) [314]. Alternative 

polyadenylation (APA) produces multiple mRNA polyadenylation isoforms through coordinative 

actions of several factors. The 3′-processing factors are the major targets of APA regulation. The 

interaction of specific sequence elements within the pre-mRNA with the 3’ end processing complex 

determines the 3’ end cleavage site. This complex is assembled by the poly(A) polymerase and four 

multisubunit complexes: cleavage polyadenylation specificity factor (CPSF), cleavage factors Im and 

IIm (CFIm and CFIIm), and cleavage stimulation factor (CSTF) [315]–[318]. Normaly, APA processing 

includes the following steps: (1) CFIm (cleavage factor I) binds to the UGUA field of pre-mRNA 

upstream of the pA site and attracts CPSF and CSTF to assemble at the end of RNA Pol II; (2) CPSF 

binds to the specific pA signal sequence (e.g., AAUAAA) and CSTF is transferred to the new mRNA 

precursor to bind to the GU or U-rich sequence [319]–[322]; (3) Then CPSF and CSTF initiate the 

cleavage after the pA signal sequence for around ~ 35 nucleosides, and polyadenylation binding protein 

(PABPN1) will bind to the polyadenylation tail sequence to start the APA process [323], [324]; (4) 

When poly(A) polymerase-mediated polyadenylation is going, adenosine tails of 50–250 nucleotides 

(nt) are prepared, and CPSF dissociates from the binding sequence; (5) PABPN1 determines when the 

polyadenylation process stops and then Poly(A) polymerase starts dissociating from the RNA [325], 

[326], [327]. The combination of the preceding 5 steps and the 5′-capping process promotes mRNA 

maturation. Eventually mRNA is exported from the nucleus to the cytoplasm for translation [316], [318], 

[322], [328]–[332]. 

APA is a dynamic and spatio-temporally coordinated process involving a number of key factors. 

Approximately 50-80% of mammalian pre-mRNA typically contains multiple polyA sites (PAS) [333], 

[334], [335]. Current studies show that the distance between the proximal and distal PASs, the RNA Pol 

II elongation rate, and the efficiency of PAS recognition at both proximal and distal sites determine the 

use of the proximal PAS [336], [337], [338]. Normally, the usage of the proximal PAS generates short 

isoforms. This may result in the suppression of translation, which is regulated by many factors in cells 

(reference). Among them, the necessary mRNA 3′ processing factor CFIm appears to be especially 

important as CFIm-mediated APA regulation has been linked to tumor suppression, hepatocellular 

carcinoma as well as neurological disorders [318], [339], [340]. It is regulated by the CFIm complex. 

The CFIm complex is made up of CFIm25 (also known as NUDT21 or CPSF5), CFIm59 (CPSF7), and 

CFIm68 (CPSF6), which are members of the SR superfamily proteins. CFIm25 binds specifically to a 

UGUA motif and forms a dimer. CFIm68/59 binds to the CFIm25 dimer via their RNA recognition 

motif (RRM) domains to form a tetrameric CFIm complex [341]–[345]. The depletion of CPSF5 or 

CPSF6, but not CPSF7, results in the selection of proximal PAS and a shortening of the 3′ UTR 
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(untranslated region) in HEK293 cells [346], [328]. Especially, CPSF6 plays an important role in 

activating mRNA 3′ end processing by binding to the RE/D domain of the CPSF subunit FIP1L1, thus 

promoting the recruitment of core processing machinery in yeast and mammalian cells. More recently, 

the function of CPSF6 in regulating APA has been linked to the progression of hepatocellular carcinoma 

(HCC) through the short isoform of NAD(P)H Quinone Dehydrogenase 1 (NQO1). The high levels of 

CPSF6 were linked to a poor prognosis in HCC patients [347]. In addition, the phosphorylated CPSF6 

at the arginine/serine (RS)-rich domain binds less efficiently to FIP1L1, resulting in more short mRNA 

production [318], [340]. This suggests that the hyperphosphorylation of CPSF6 seems to inhibit their 

functions (Figure 14). 

 
Figure 14: The CFIm complex and the regulation of alternative polyadenylation activity by CPSF6. A. The CFIm complex. The CFIm 
complex binds to the conserved upstream UGUA region to mediate the cleavage reaction and recruit other proteins. After forming a complex 
with PAP, this complex moves through the pre-mRNA in a 5′ to 3′ direction. When the adenosine acidification signal CPSF arrives at the 
AAUAAA region, it recognizes the polyadenylation signal AAUAAA and cleaves the mRNA. After that, CSTF binds to the GU- or U-rich 
sequence. Between the polyadenylation signal AAUAAA and the cleavage site is a U-rich region bound to the FIP1L1 subunit of the CPSF. 
PAPs catalyze the addition of untemplated adenosines, while Symplekin acts as a scaffold protein. B. The phosphorylation of CPSF6 
regulates APA. In the steady-state, CPSF6 is a nuclear protein. Following the formation of the CFIm complex in the nucleus, RSLD 
phosphorylation governs the choice of pre-mRNA PAS. Nuclear import proceeds efficiently in the absence of RSLD phosphorylation of 
CPSF6, but RSLD hypophosphorylation results in a significant number of abnormally distal PASs. When CPSF6 is missing from the nucleus 
due to gene knockout or the expression of a mutant protein that is unable to bind TNPO3, such as hyperphosphorylated CPSF6, PASs shift 
dramatically to the proximal position. PAS stands for polyadenylation site [348]. The figure is created with BioRender.com. 

 

Moreover, CFIm subunits have been found in purified human spliceosomes [349]. It implies 

that CFIm is involved in splicing regulation. Recently, it was discovered that CPSF binds to spliceosome 

subunit U1-70K and regulates global alternative splicing [350]. It has been demonstrated that 

spliceosome subunit U2AF65 interacts with CFIm59 to stimulate mRNA 3′ processing [351]. These 

interactions between polyadenylation factors, CFIm complex and splicing factors at terminal exons of 

pre-mRNA possibly provide a common binding platform or regulatory machinery for cross-regulation 
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and coordination of APA and alternative splicing processing. Last intron removal is known to be 

influenced by alternative polyadenylation in conjunction with alternative splicing [352], [353]. 

However, whether APA events influence alternative splicing decisions at upstream exons is not very 

well characterized. Recent studies proposed that the mechanistic link between APA and pre-mRNA 

splicing is restricted to terminal exon definition [354], [355]. The generation of different 3′-UTRs is 

primarily responsible for the regulation of mRNA isoform stability and translatability. Therefore, the 

coordination of APA and upstream AS could result in alternatively spliced mRNA isoforms with distinct 

3’-UTRs that govern mRNA half-lives and protein product functions [356]. 

1.3.4 Production of short mRNA is increased in response to UV irradiation 
 As mentioned above, UV irradiation induced RNA Pol II stalling at transcription blocking 

lesions. RNA Pol II molecules are dynamically and synchronously released from promoter-proximal 

regions into elongation in response to UV irradiation, promoting the detection of TBLs and accelerating 

the surveillance by global transcription, evidenced by RNA Pol II progressive accumulation at TBLs 

and a general transcription inhibition in gene bodies [291]. Although UV irradiation induced 

transcription inhibition globally, RNA-seq and ChIP-seq analyses have revealed that more short genes 

 
Figure 15: UV induces more short mRNA production in cells. Stalled RNA Pol II induced by UV irradiation will affect the co-
transcriptional recruitment of splicing factors (SFs) and polyadenylation factors (PAFs). Consequently, it will induce alternative splicing 
or alternative polyadenylation, thus producing more short mRNA in cells to promote a productive TC-NER and efficient transcription 
recovery (as was shown for the short isoform of ASSC3 [292]). 
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are expressed because of RNA Pol II elongating wave-like in active genes following UV irradiation, 

resulting in more short mRNA products in cells after DNA damage.  

Moreover, in response to UV-induced TBLs, the inhibition of RNA Pol II forward translocation 

also affects the co-transcriptional mRNA maturation processes, such as pre-RNA splicing. Studies 

established that the E3 ligase MDM2 is alternatively spliced into an inactive protein isoform, stabilizing 

p53 following UV irradiation [357], [358], [359]. More recently, the Svejstrup group carried out RNA-

seq and revealed that UV light induced alternative splicing response, in which genes are expressed into 

a shorter mRNA incorporating alternative last exons (ALEs) that are more proximal to the transcription 

start site. Remarkably, some of these shorter transcripts appear to play additional roles in the cellular 

stress response. For example, upon the induction of TBLs, a short isoform (25 kb, 4 exons) of ASCC3 

is produced rather than a long isoform (>370 kb, 42 exons), which is the largest subunit of activating 

signal co-integrator complex (ASCC) and was characterized as a DNA helicase that unwinds DNA by 

translocating on one strand in 3’-to-5’ direction during DNA alkylation repair [360]. This ASCC3 ALE 

short isoform does not encode a protein but rather functions as a non-coding RNA required for efficient 

transcription recovery after UV-induced DNA damage, evidenced by the fact that deficiency of the short 

ASCC3 isoform inhibited transcription recovery after UV irradiation (Figure 15) [292]. 

However, more details on the exact mechanism of more short mRNA production following UV 

irradiation need to be characterized. 

1.3.5 R-loop formation interplays with TBLs 
R-loops are three-stranded structures consisting of a displaced single-stranded DNA (ssDNA) 

and DNA:RNA hybrids. During normal transcription, the nascent RNA binds strongly to the template 

DNA strand, resulting in the formation of a strange DNA:RNA hybrid structure that displaces the non-

template ssDNA [361]. R-loops form behind the elongating RNA Pol II co-transcriptionally. Genome-

wide mapping studies indicate R-loops are abundant at gene promoters [362], [363]. R-loops aid some 

gene transcription at their promoters by preventing the binding of transcriptional repressors or DNA-

methylating enzymes (DNMTs) or acting as transcription factor binding sites [364]. R-loops as Janus-

faced modulators could also block transcription by enforcing RNA Pol II stalling. It has been shown 

that R-loops inhibit transcription in vitro [365]. R-loops could also inhibit transcription by blocking the 

transcription factors’ binding at the gene promoter [366]. During transcription termination, R-loops 

promote RNA Pol II pausing and the cleavage of the pre-mRNA from its template, either by recruiting 

exonucleases for releasing the pre-mRNA (e.g., XRN2) or R-loop resolution factors (e.g., DHX9 and 

SETX (Senataxin)) or by recruiting the RNAi-silencing machinery. It has been very well established 

that the loss of DHX9, SETX, and XRN2 will lead to R-loop accumulation and induce a defective 

termination [367], [368], [369].  

On the other hand, DSB- and UV-induced persistent stalling of RNA Pol II appears to 

accumulate the formation of R-loops from nascent RNA [370]. Recent studies showed that UV-induced 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/exonuclease
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TBLs induce the exclusion of late-stage spliceosomes from DNA damage sites which are composed of 

U2, U5, and U6 small nuclear ribonucleoproteins [371]. This displacement of co-transcriptional 

spliceosomes from arrested RNA Pol II increases R-loop formation. This R-loop formation in TBLs 

causes non-canonical activation of the ataxia-telangiectasia mutated (ATM) kinase, which signals the 

further mobilization of spliceosomes from RNA Pol II located distal to DNA lesions [371]. Additionally, 

in response to UV-induced TBLs, ATM signaling culminates in wide-spread alternative splicing and 

gene expression changes [309].  

Persisting R-loops are genotoxic by interfering with DNA replication, transcription, and DNA 

repair through increasing the likelihood of replication fork collapse after colliding with stalled 

transcription complexes and promoting unscheduled replication via transcription-associated 

recombination. For example, TBL-induced arrest or backtrack of RNA Pol II will hinder replication fork 

progression and result in transcription-replication collisions when a replication fork comes in from the 

opposite direction in a head-on orientation relative to transcription, which is most commonly seen at 

transcription start sites [372]–[378]. Such head-on collisions result in widespread checkpoint activation, 

as evidenced by gammaH2AX spreading and ATR activation [379].  

Based on in vitro and in vivo studies, cells are equipped with specialized RNA hydrolases 

(RNaseH1 and H2) or RNA/DNA helicases (e.g., Aquarius, DHX9, SETX, Bloom Syndrome RecQ 

Like Helicase (BLM)) that unwind the DNA:RNA hybrids to counteract R-loop toxicity. In addition, 

other factors are also reported to prevent or resolve R-loop accumulation, which are involved in TC-

NER (e.g., XPF and XPG), RNA processing (e.g., THO-TREX complex), transcription, and chromatin 

remodeling [380], [381].  

1.3.6 The consequence of TBLs 
Unresolved TBLs eventually induce a global transcription arrest and cell cycle arrest, allowing 

cells to process stalled RNA Pol II and the TC-NER pathway. Failure of TBL removal will result in: (1) 

an accumulation of unrepaired DNA damage; (2) a failure to resume transcription; (3) a dysregulation 

of cell cycle progression; and (4) increased cell death. Persistently stalled RNA Pol II will also increase 

the formation of R-loops, which will promote DNA breakage and subsequent transcriptional inhibition, 

impairing cellular functions further. All of these biological consequences manifest clinically as 

photosensitivity, premature aging, neurodegeneration, cancer, and immunodeficiency. Mutations in 

NER proteins lead to hereditary disorders of high skin photosensitivity. For example, the most well-

studied TCR deficiency diseases are Cockayne Syndrome (CS) and UV-sensitive syndrome (UVSS). A 

mutation in any of the XP factors (XPA-G) causes Xeroderma Pigmentosum (XP) [382]–[384]. The 

deficiency or mutation in CSA/CSB will cause Cockayne Syndrome [385], [386]. Patients with CS or 

XP frequently exhibit accelerated aging, progressive neurological degeneration, and severe 

photosensitivity [387], [388].  
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1.4 Translation in response to DNA damage 
Almost all protein-coding mRNAs (except histones) have 3′ ends polyadenylated. The poly(A) 

tail protects mRNAs against degradation and its length influences translation initiation. RBPs binding 

to the 3′-UTR upon export to the cytoplasm may recruit polyadenylation or deadenylation proteins that 

may enhance or repress mRNA transcript translation. 

Global translation control is achieved by regulating the availability and/or phosphorylation 

status of canonical eukaryotic initiation factors (eIFs) and their binding partners, whereas specific 

subsets of mRNAs are regulated by sequence/structured elements within the mRNAs 5’ and 3’-UTRs 

and the proteins that interact with these elements [389]. The mechanism used by most mRNAs to initiate 

translation is known as cap-dependent scanning, which involves binding of the eIF4F complex (which 

includes eIF4E, eIF4G, and eIF4A) to the mRNA’s 7-methyl G cap. The 40S ribosomal subunit is 

recruited through an eIF4G-eIF3-40S interaction with the ternary complex, which includes eIF2, GTP, 

and the initiator tRNAimet, and eIF2 is required for initiator tRNAMet delivery to the translation machinery 

[389], [390], [391].  

The response to DNA damage is heavily reliant on signaling to gene expression. UV and 

ionizing radiation both increase the transcription of some genes, including those involved in NER, such 

as XPC, DDB2, PCNA, and GADD45A [392], [393]. It has also been reported that UV irradiation 

significantly inhibits cellular protein synthesis. This paradox could result from the differential regulation 

of mRNA translation, which has been observed in other cell stress conditions, such as heat shock [394]. 

Studies for mRNA translation efficiency profiling during cell stress revealed that certain mRNAs avoid 

the global inhibition of protein synthesis [395]. Furthermore, many of these mRNAs are translated via 

alternative translation initiation mechanisms, such as internal ribosome entry (IRE). These mRNAs, in 

general, encode proteins that are required for the stress response. For example, selective mRNA 

translation increases the synthesis of chromatin remodeling proteins during apoptosis, like Histone 

acetyltransferase 1 (HAT1) [396], [397]. However, during the response to hypoxic stress, mediators of 

the unfolded protein response are preferentially translated, like activating transcription factor 4 (ATF4) 

[398], [399]. These changes are mainly regulated by translation initiation factors, such as eIF2. UV light 

has been shown to induce eIF2 phosphorylation that is DNA-PKcs or GCN2 (eIF-2-alpha kinase 

GCN2) dependent and subsequently regulate translation [400], [401], [402].  

Furthermore, ribosomes play a major role in translation besides translation initiation factors. In 

eukaryotic cells, ribosome biogenesis is a complex process in which the 35S pre-rRNA is processed to 

mature 18S, 5.8S, and 25S rRNAs, which are then assembled with the large number of ribosomal 

proteins that comprise the small (40S) or large (60S) ribosomal subunits [403], [404]. The majority of 

these steps occur in the nucleolus, but the final ones appear in the nucleoplasm or after nascent subunits 

are exported to the cytoplasm. The complexity of the processing and export pathway and the large 

number of factors involved raise the possibility of errors and the generation of defective preribosomal 
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subunits [405]–[409]. Ribosome biogenesis is a tightly controlled process that is closely linked to cell 

growth and division [403], [409], [410]. Some studies have revealed that cellular stress (such as 

oxidation and alkylation), induces the ubiquitylation of ribosome subunits (the 40S and 60S subunit) 

depending on the activity of E3 ligase ZNF598 (Zinc Finger Protein 598) [411], [412], [413]–

[416]. ZNF598 is in a complex with the translation repressor proteins EIF4E2/4EHP and GIGYF2 [417]. 

ZNF598 is also required for ribosome stalling at polyA sequences, and its E3 ubiquitin ligase activity is 

linked to the inhibition of ribosome function and translation arrest by ubiquitylating the 40S subunit 

ribosomal proteins RPS10 and RPS20 [418], [419]. When ribosomes stall, the ribosome-associated 

quality control (RQC) pathway is activated, which targets collided ribosomes and causes subunit 

dissociation, followed by the proteasomal degradation of the nascent peptide [414], [420]. 
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1.5 Post-translational modifications (PTM) in NER 
1.5.1 Post-translational modifications 

Studies have discovered that the human proteome is far more complex than the human genome 

in the last decades. While the human genome is thought to contain between 20,000 and 25,000 genes, 

the total number of proteins in the human proteome is estimated to be over one million [421]. These 

estimates show that a single gene can encode multiple proteins. Mechanisms that generate different 

mRNA transcripts from a single gene include genomic recombination, transcription initiation at 

alternative promoters, differential transcription termination, and alternative splicing or polyadenylation 

of pre-mRNA, as well as translation regulation, which were explained above. During or shortly after 

polymerization of the translation process, a linear chain of amino acids folds into a complex shape giving 

the protein a distinct three-dimensional structure and further forming complexes with other proteins to 

apply specific functions [422]–[427] (Figure 16).  

 

Figure 16: The simplified scheme of protein structures adapted from [428]. 

Moreover, proteins have a variety of functions in cells, with the contribution of post-

translational modifications (PTM) to increase in complexity from the genome to the proteome. PTMs 

are chemical modifications that regulate proteins’ activity, localization, and interaction with other 

cellular molecules such as proteins, DNA, RNA, and lipids. PTMs occur at specific amino acid side 

chains or peptide linkages mediated by enzymatic activity. It is estimated that 5% of the proteome is 

made up of enzymes that perform over 200 different types of PTMs, including kinases, phosphatases, 

transferases, and ligases, which add or remove functional groups, proteins, lipids, or sugars from the 

amino acid side chains. In addition, proteases also modify proteins by cleaving peptide bonds to remove 

specific sequences or regulatory subunits. 

Furthermore, the human proteome is dynamic and changes in response to a variety of stimuli. 

Moreover, post-translational modifications are frequently used to regulate cellular activity. PTMs have 

been reported to be important in DNA damage repair (DDR) through altering protein activity without 

requiring de novo protein synthesis by attaching small molecules to substrate proteins. Protein PTMs 

play a key role in the first phase of DDR because they mediate protein-protein interactions and regulate 
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protein trafficking, localization, activity, and stability, assuring accurate and timely removal of DNA 

lesions. The most prominent PTMs are phosphorylation, ubiquitination, sumoylation, acetylation, 

methylation, and poly(ADP-ribosyl)ation (Figure 17).  

 
Figure 17: Several examples of protein post-translational modifications. This figure was created with BioRender.com. 

 

1.5.2 Protein ubiquitylation 
Ubiquitylation is a complex and reversible covalent modification catalyzed sequentially by a 

series of enzymes. Ubiquitin is a highly conserved 8-kDa protein made up of 76 amino acids that is 

covalently attached to the εNH2 of lysine in target proteins via ubiquitin’s C-terminal glycine [429], 

[430], [431]. Ubiquitylation occurs in three steps in mammalian cells. First, ubiquitin is activated by one 

of the two activation enzymes (E1), with the aid of ATP. The activated ubiquitin is then transferred to 

one of the ~40 ubiquitin-conjugation enzymes (E2). Finally, ubiquitin is attached to the target protein 

via one of the ~600 ubiquitin ligases (E3) via an isopeptide bond between the C-terminus of ubiquitin 

and the [epsilon]-amino group of the lysine residue in the target protein [431], [432] (Figure 18A). 

Ubiquitin contains seven lysines which can be linked together to form a polyubiquitin chain. 

Polyubiquitylated proteins are then recognized by the 26S proteasome, which catalyzes ubiquitin 

degradation and ubiquitin recycling (Figure 18B). This process may be repeated until multiple lysine 

residues of the target protein are ubiquitinated, or ubiquitin chains are formed, connected through 
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specific isopeptide bonds (K6, K11, K27, K29, K33, K48, K63, N-terminal methionine) [432]–[436]. 

These various ubiquitin modifications take on distinct conformations and result in specific outcomes for 

proteins in cells. For instance, Lys48 is linked to another ubiquitin on target proteins to form the most 

common polyubiquitin chain. This chain facilitates protein recognition and degradation by the 

proteasome complexes or lysosomes [437]–[439]. However, target proteins are not degraded by the 

proteasome after Lys63-linked polyubiquitylation. Lys63-linked polyubiquitylation has been reported 

to be involved in DNA repair, protein kinase activation, and other biological processes [440]–[443]. 

Furthermore, ubiquitination is a reversible process that can be reversed by over 100 

deubiquitinating enzymes (DUBs) [444]. DUBs are classified into two groups based on their catalytic 

sites: Cysteine peptidases and metalloproteases. DUBs are further classified into seven protein families 

based on sequence and structure similarity: Cysteine peptidases, ubiquitin carboxyl-terminal hydrolases 

(UCH), ubiquitin-specific proteases (USP), ovarian tumor proteases (OTU), Machado-Josephin domain-

containing proteases (MJD), motif-interacting with ubiquitin-containing novel DUB family (MINDY), 

and zinc finger with U (ZUFSP). Only the JAB1, MPN, and MOV34 families (JAMM) are 

metalloproteases [445]–[448]. DUBs, like ubiquitin ligases and conjugases, typically bind specific 

ubiquitin linkage types as substrates to cleave single ubiquitin monomers from the distal end of a chain 

or by breaking the bond between the proximal ubiquitin and the substrate [449]–[451]. DUBs regulate 

ubiquitin signaling by removing ubiquitin and thus disassembling chains and thereby signals while 

recycling ubiquitin for further conjugation [452]. 

 

 

Figure 18: The simplified scheme of ubiquitylation and the proteasome. A. The diagram of the 26S proteasome. Left panel: Schematic 
diagram of the 26S proteasome. Positions of subunits are indicated accordingly. Right panel: Subunit structure of core particle (20S 
proteasome) is depicted schematically. Caspase-like, trypsin-like, and chymotrypsin-like activities are associated with the 1, 2, and 5 
subunits, respectively. B. The ubiquitylation steps and recycling of ubiquitin. Ubiquitin is activated by a ubiquitin-activating enzyme 
(E1) in an ATP-dependent manner. It is transferred to a ubiquitin-conjugating enzyme (E2) and can be specifically attached to the substrate 
with the assistance of an E3 ligase. Ubiquitin chains are formed through the repeated attachment of ubiquitin. Deubiquitination enzymes 
are responsible for ubiquitin removal (DUBs). Proteasomes and lysosomes will degrade ubiquitylated proteins [453], [454]. 

 

Ubiquitylation in NER 

RNA polymerase II (RNA Pol II) stalling acts as a DNA damage sensor for the TC-NER 

pathway. The stalled RNA Pol II at TBLs undergoes proteolytic clearance via a ubiquitin-proteasome 
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system with the participation of multiple E3 ubiquitin ligases for RNA Pol II ubiquitination and the 

involvement of CSB and CSA. CSB contains a ubiquitin-binding domain (UBD) in the C-terminal 

region as well as in the central region. A highly conserved CSA-interacting motif (CIM) was recently 

discovered in the C-terminus of CSB, upstream of the UBD domain. RNA Pol II-CSB will recruit CSA 

via the CIM motif [455]. Then the CRL4CSA (CSA-DDB1/ Cul4A/Roc1) E3 ubiquitin ligase complex is 

recruited by interacting with the C-terminal CSA-interacting motif (CIM) of CSB. The CSB-CRL4CSA 

complex is subsequently activated by dissociating from the COP9 signalosome, which plays a central 

role in the ubiquitination of RNA Pol II and CSB in human cells [456]–[459]. Recently, studies have 

shown a single DNA damage-induced ubiquitination site (K1268) in the largest subunit of RNA Pol II, 

RPB1, plays a key role in TC-NER. The loss of ubiquitination at RPB1-K1268 results in a failure of 

RNA Pol II removal from TBLs on transcribed strands and transcription recovery in response to UV 

irradiation is impaired [460]–[462]. Recent research has provided more insight into this process by 

identifying the transcription elongation factor ELOF1 as a new TC-NER factor in the regulation of RNA 

Pol II ubiquitination after UV irradiation. In normal cells, ELOF1 binds to elongating RNA Pol II which 

is close to the K1268 site and thus stimulates transcription elongation. When cells are treated with UV 

light, ELOF1 interacts with CRL4CSA and directs the E3 ligase catalytic domain to the proximity of the 

K1268 site, subsequently promoting RNA Pol II ubiquitination without affecting the association of the 

CSB-CRL4CSA complex with stalled RNA Pol II. Following this step, the Valosin-containing protein 

(VCP)/p97 complex co-extracts ubiquitinated CSB and RNA Pol II from DNA lesion sites, allowing for 

the sequential incorporation of arriving core NER factors into the pre-incision complex. VCP/p97 

eventually presents ubiquitinated RNA Pol II to the proteasome for degradation, whereas 

deubiquitination rescues ubiquitinated CSB [463], [460]. In addition, UVSSA (UV Stimulated Scaffold 

Protein A) is recruited to the stalled and ubiquitinated RNA Pol II complex via the interaction with the 

N-terminal CSA-interacting region (CIR) of CSA, USP7 (ubiquitin-specific proteases 7), and ubiquitin 

chains [461], [464], [465]. USP7 is involved in the deubiquitination of RNA Pol II and CSB to prevent 

their degradation [466].  

1.5.3 Protein phosphorylation 
Phosphorylation is a common and widely used posttranslational modification that is mediated 

by kinases attaching phosphate groups to a substrate protein’s serine, threonine, histidine, or tyrosine 

residues [467], [468], [469], [470]. Signal transduction from upstream sensors to downstream effectors 

occurs in a kinase signaling cascade which is composed of the phosphorylation of a series of proteins, 

such as a first kinase phosphorylating and activating a second kinase, which then phosphorylates and 

activates the third kinase to phosphorylate the target proteins [471]–[473]. Phosphorylation is a 

reversible process as well. Dephosphorylation is the separation of a phosphate group from a substrate 

protein [474]–[476]. 

Many kinases play a role in promoting and regulating the DNA damage response. ATM, ATR, 

and DNA-PKcs are the most prominent examples, with the former two considered the primary 
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transducers or master regulators of the DDR response [248], [477], [478]. All three kinases are members 

of the phosphatidylinositol 3-kinase-related kinase (PIKKs) family, have a similar structure, and 

phosphorylate serine or threonine residues frequently followed by glutamine (S/T-Q motif) [479], [480]. 

When activated, these kinases phosphorylate hundreds of substrates, controlling a wide range of cellular 

processes. Some substrates (e.g., H2AX) can be phosphorylated by all three kinases, whereas others are 

specifically targeted by one but not the others [481], [482]. Despite their similarities, these kinases serve 

different functions in the DDR [248], [483]. The function of ATM and ATR in DNA repair has been 

described above.  

Cyclin-dependent kinases (CDKs) 

In addition, cyclin-dependent kinases (CDKs) also play a key role in the cellular response to 

stress or under normal conditions, such as the cell cycle. CDKs respond to extracellular and intracellular 

signals to regulate cell division by forming a heterodimer complex with cyclins, which function as 

regulatory subunits. There are 20 CDKs and 29 cyclins in human cells. CDK1, CDK2, CDK3, CDK4, 

CDK6, and CDK7 are directly involved in cell-cycle transitions and division, whereas CDK7–11 are 

involved in gene transcription. Throughout the cell cycle, the expression of CDKs varies cyclically.  

The eukaryotic cell cycle is a sequence of events that occur in a cell as it grows and divides, 

including DNA replication, chromosome segregation, and cell division. Typically, cells spend most of 

their time in interphase, in which it grows, replicates their chromosomes, and prepares for cell division. 

Then cells exit interphase, go through mitosis and completely divide into two daughter cells. The 

resulting daughter cells enter their own interphase and begin a new round of the cell cycle. The cell 

cycle usually is divided into four phases: the gap phase 1 (G1), controlling cell growth; the S-phase, 

hosting DNA replication; the gap phase 2 (G2), organizing the genetic material and preparing for the 

cell division; and the mitosis (M) phase, where the cell divides the two copies of the genetic material 

into two daughter cells. Cells can also exit the cell cycle and enter a dormant state known as the G0 

phase (Figure 19). Among the five stages in a 24-hour cell cycle in an animal cell, interphase lasts the 

longest, while the other stage, M-phase lasts only 30 minutes to 1 hour (Figure 19). However, embryonic 

cells complete the cell cycle in 15–30 minutes or less; in this case, the cell enters S-phase immediately 

after M-phase. It also implies that all of the inputs required for the next stage are already present because 

they are constantly synthesized in embryonic cells. 

The activities of complexes composed of cyclins (A, B, D, E) bound to cyclin-dependent protein 

kinases control cell cycle progression (CDKs). The D-type cyclins activate the CDK4 and CDK6, which 

are required to enter and progress cells into the G1-phase. Cyclin E associates with CDK2 to progress 

from the G1 to the S phase. Cyclin A, which is linked to CDK2, allows progression through the S phase. 

Cyclin A, which is associated with CDK1, initiates the M phase during the G2 phase. Cyclin B then 

activates CDK1 and promotes the M phase of the cell cycle (Figure 19). The synthesis and degradation 

of cyclins during cell cycle progression, the phosphorylation status of CDKs, or the binding of CDK 



Introduction  

34 

 

inhibitory proteins to cyclin-CDK complexes all influence the formation and activity of cyclin-CDK 

complexes.  

When cells contain DNA damage that needs repair, they activate a DNA damage checkpoint, 

which stops the cell cycle until DNA damage is removed. Checkpoint arrests occur at various stages of 

the cell cycle, including the G1/S transition (the G1 checkpoint), S phase progression (the intra-S phase 

checkpoint), the G2/M boundary (the G2/M checkpoint) (Figure 19). Different types of damage activate 

ATR-CHK1 and ATM-CHK2 pathways at checkpoints. The degradation or inhibition of CDC25 

phosphorylation and p53-dependent induction of the p21 CDK inhibitor both inhibit Cdk activity. CDK-

dependent events inhibit the origin firing of replication fork by inhibiting CDK and CDC7 kinase 

activity. Checkpoint activation causes either cell death or increased cell survival, and disruption of these 

critical signaling pathways may result in the disruption of essential cellular functions. More checkpoints 

exist, such as the Spindle checkpoint and the Morphogenesis checkpoint. The spindle checkpoint causes 

the cell cycle to stop at M-phase until all chromosomes are aligned on the spindle. This checkpoint is 

critical for chromosome distribution equality. Morphogenesis checkpoint detects cytoskeleton 

abnormalities and arrests cell cycle at G2/M transition. 

 

Figure 19: The regulation of cell cycle by kinases. The eukaryotic cell cycle consists of the G1 and G2 phases, the S-phase, and the M 
(mitosis) phase. Cells can also enter a dormant state known as the G0 phase. M phase includes Prophase, Metaphase, Anaphase, Telophase, 
and Cytokinesis. Colored arrows indicate different stages of the cell cycle. The cell cycle is controlled by complexes of cyclins binding to 
cyclin-dependent protein kinases (CDKs). Cyclin-CDK complexes are shown aligned with the arrow denoting the corresponding cell cycle 
phase. Cyclin-CDK complexes are regulated by checkpoint pathways, which prevent cells from progressing to the next stage when it is not 
permitted [484]. 

 

Mitogen‑activated protein kinase (MAPK) pathway 

Besides ATM, ATR, DNA-PK and CDKs, another kinase family has been characterized to be 

important in cellular processes, the mitogen‑activated protein kinase (MAPK) family. Environmental 

stresses, such as ultraviolet irradiation, heat shock, genotoxic agents, growth factors, and inflammatory 

cytokine stimulation, can activate MAPK pathways [485], [486]. These MAPK signaling cascades 

transduce signals by sequentially activating three to five layers of protein kinases known as MAPK 
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kinase kinase kinase (MAP4K), MAPK kinase kinase (MAP3K), MAPK kinase  (MAP2K), MAPK and 

MAPK-activated protein kinases (MAPKAPK). MAPKs are evolutionarily conserved enzymes that 

require dual phosphorylation on the threonine-X-tyrosine catalyzed by MAP2K kinases. MAPKs 

phosphorylate specific serine (S) and threonine (T) residues of target substrates, including other protein 

kinases and many transcription factors [487]. The first three central layers are considered a fundamental 

core unit, whereas the last two layers appear in some cascades and vary depending on cells and stimuli. 

Based on the components of the MAPK layer, four MAPK cascades have been defined: ERK1/2, c-Jun 

N-terminal kinase (JNK), p38 MAPK, and ERK5 [488], [489], [490], [491]. The JNK and p38 MAPK 

pathways are primarily associated with cell stress and apoptosis, whereas the ERK/MAPK signaling 

pathway is associated with cell proliferation and differentiation and plays a critical role in the cell signal 

transduction network [492], [493], [494], [495]. 

Phosphatases tightly regulate the MAPK pathways. MAPK phosphatases (MKPs) or dual-

specificity phosphatases (DUSPs) control the inactivation of MAPKs [496]. The majority of MKPs have 

phosphatase activity toward p38 MAPKs and ERK. MKP1/DUSP1, MKP5/DUSP10, MKP7/DUSP16, 

and DUSP8 have been reported to dephosphorylate p38α and p38β MAPKs [496]. In addition, the 

protein phosphatase (PP) 2A and PP2C families can also regulate the phosphorylation of p38 MAPK 

[496]. In response to UV-light, WIP1/PPM1D, a member of the PP2C family, deactivates p38 and thus 

inhibits the p53 pathway [497], [498]. The UV-light response activates MKP1 through p38, which 

dephosphorylates JNK and thus suppresses apoptosis [499].  

p38 MAPK pathway 

The p38 MAPK is composed of four isoforms: p38α (MAPK14), p38β (MAPK11), p38γ 

(MAPK12), and p38δ (MAPK13), with ~60% sequence similarity among the four isoforms [500], [501]. 

p38α is ubiquitously expressed at a high level in most tissues, whereas p38β appears to be expressed at 

a very low level. p38γ and p38δ tend to have restricted expression patterns and may have specialized 

functions. The activity of p38 kinases is tightly regulated and involves activation by a dedicated kinase. 

The p38 MAPK can be activated by MKK3 and MKK6 kinases and also be phosphorylated by MKK4, 

which is well known as a JNK activator, via dual phosphorylation on threonine-180 and tyrosine-182 

[502]. In addition, autophosphorylation may also contribute to p38 MAPK activation [503]. Upon 

activation, p38 proteins can translocate from the cytosol to the nucleus, where they orchestrate cellular 

responses by mediating the phosphorylation of their downstream transcription factors (e.g., p53 and 

ATF2), RNA binding protein (e.g., NELFE, RBM7), and other kinases (e.g., MNK1/MNK2, and 

MSK1/MSK2) which in turn phosphorylate other important proteins (e.g., HSP27, and eIF-4E) [504], 

[505], [506]. The p38 pathway is important in the regulation of cell survival in response to stress by 

regulating many protein phosphorylation changes, allowing rapid control of processes such as cell cycle 

progression, DNA damage repair, or mRNA processing. P38 regulates the phosphorylation of kinases, 

transcription factors, and mRNA stability regulators in the immune response, which collectively 

regulates the expression of cytokines and other factors involved in inflammatory processes. P38 MAPK 
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causes cell cycle arrest by upregulating cyclin-dependent kinase (CDK) inhibitors, such as p53 or 

GADD45, or by downregulating cyclin D or CDC25 via a variety of mechanisms [507], [508], [509], 

[510]. P38 has a number of targets including MAPK-activated protein kinase 2 (MK2). P38 MAPK 

activates MK2 via phosphorylation at Thr-222, Ser-272, and Thr-334 [511]. MK2 has several 

phosphorylation targets, but its primary function is as a master regulator of RNA-binding proteins, 

indirectly controlling gene expression at the translational level [512].  

In response to UV irradiation, the p38-MK2 cascade regulates the phosphorylation of NELFE 

or RBM7, allowing RNA Pol II to release and increase the transcription of specific genes, including 

genes required for telomere maintenance or DNA repair [296]. Additionally, following UV irradiation, 

p38-MK2 will arrest the cell cycle by inducing the G2/M checkpoint by deactivating CDC25B and 

CDC25C phosphorylation. Furthermore, p38 MAPK can directly phosphorylate DNA repair regulators 

like CtIP, which helps to coordinate the DNA damage response while also limiting replication stress 

and chromosome instability [513], [514]. In addition, it has been shown that p38 MAPK signaling is 

involved in the phosphorylation of XRCC1 at T358 and T367, thus regulating the recruitment of XRCC1 

to oxidative stress sites [515]. It has been proposed that p38 can act as a tumor suppressor via activating 

the p38 MAPK, increasing cell apoptosis in response to chemotherapeutic agents [516], [517]. 

JNK MAPK pathway 

JNK is another subtype of the MAPK signaling pathway and is known as stress-activated kinase 

(SAK) in mammalian cells. JNK proteins are encoded by three genes: MAPK8 (encodes JNK1), 

MAPK9 (encodes JNK2), and MAPK10 (encodes JNK3), sharing 85% identity, which is alternatively 

spliced to produce at least ten isoforms. JNK1 and JNK2 are found in almost every cell, whereas JNK3 

is found primarily in the testis, heart, and brain [518]. JNK is activated by a cascade reaction. Stress 

signals are delivered by small GTPases (Rac, Rho, and cdc42) to a series of kinase cascades, and 

eventually, JNK is activated by the upstream kinases MKK4 and MKK7 (MAPK4 and MAPK7) [519]. 

The activated JNKs are translocated from cytoplasm to nucleus, where it regulates the activity of 

multiple transcription factors (e.g., c-Jun, ATF2, ELK1, p53, and NFAT4). In addition, activated JNK 

also phosphorylates many cytoplasmic substrates such as cytoskeletal proteins and mitochondrial 

proteins like Bcl-2 and Bcl-xl [520]. Consequently, JNK can regulate gene expression, subsequently 

regulating cell proliferation, differentiation, survival, and apoptosis, as well as autophagy and cell 

motility ( 

Figure 20). The cellular response can range from induction of apoptosis to increased survival 

and altered proliferation depending on the stimuli and the strength and duration of JNK activation. Under 

normal conditions, JNK2 primarily targets JUN for degradation, whereas JNK1 phosphorylates and 

stabilizes JUN following stimulation, leading to transcriptional activation [521]–[523].  

The role of JNK has been very well unraveled in the regulation of cell apoptosis, and their 

inhibition has typically been associated with a resistant phenotype to various genotoxic stimuli, such as 
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chemotherapeutic drugs [524]. For instance, the transcription factor AP1, which is made up of Fos and 

Jun family members, is a major JNK target. JNK promotes c-Jun and ATF-2 phosphorylation, which 

results in the activation of AP-1 (Activator Protein 1) and the expression of Fas/FasL signaling pathway-

related proteins. The binding of FasL onto Fas can mediate the activation of caspase 8, and thus 

prototypically activate downstream factors of caspase 3 to cause apoptosis [525], [526]. On the other 

hand, JNK mediates the phosphorylation of the anti-apoptotic proteins Bcl-2/Bcl-xL at multisite to 

change the mitochondrial membrane potential, resulting in the release of cytochrome C, the activation 

of caspase 9 and further caspase 3 to induce apoptosis [527], [528]. JNK can sensitize cancer cells to 

genotoxic stress-induced cell death. For example, quinuclidine derivative 6 induces the apoptosis of 

human breast cancer by reducing the expression level of Bcl-2, Bcl-xL, and increasing mitochondrial 

apoptotic pathways by activating the release of cytochrome C [529]. JNKs’ oncogenic functions are 

primarily based on their ability to phosphorylate JUN and activate AP1, whereas their tumor-suppressive 

functions are most likely related to their pro-apoptotic activity.  

 
 

Figure 20: The scheme of JNK MAPK signaling cascade. Environmental stresses (such as UV), inflammatory cytokines, and growth 
factors can all activate the JNK MAPK pathway. The Rho family of small molecule GTPases transmits stress response signals to this 
cascade. Activated JNK regulates the activity of various transcription factors after being transported into the nucleus, thereby mediating the 
transcriptional activation of c-JUN, ATF2, ELK1, p53, and other transcription factors that play important roles in physiological and 
pathological processes such as cell cycle, proliferation, apoptosis, and cellular stress. 

 

 

 

In addition, factors such as the signal intensity and crosstalk between different JNK isoforms 

are important for pro- and anti-oncogenic functions in different cell types and stages of tumor 

development, such as human hepatocellular carcinoma (HCC) and head and neck squamous cell 
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carcinoma (HNSCC). Several studies have shown that JUN is required for the development of HCC by 

inhibiting the pro-apoptotic function of p53 [530]. Similarly, JNK1 deficiency (but not JNK2 deficiency) 

has been shown to reduce susceptibility to diethylnitrosamine (DEN)-induced HCC formation [531]. 

Impairment in liver cell proliferation and tumor formation is caused by JNK1 downregulation caused 

by decreased expression of MYC and increased expression of the CDK inhibitor p21 [532]. 

Pharmacological JNKs inhibition with an inhibitory peptide also reduced HCC development in mice by 

a DEN–phenobarbital protocol and in xenografted HCC cells, implying that JNK1 targeting should be 

considered as a new therapeutic approach for HCC treatment [533]. The DMBA–TPA analysis has 

revealed that JNK1 and  JNK2 to tumor development of mouse skin carcinogenesis, which is a widely 

used and well-established two-stage skin carcinogenesis protocol that depends on tumor initiation with 

DMBA (7,12-dimethylbenz(a)anthracene) and promotion with TPA (12-O-tetradecanoylphorbol-13-

acetate). Unlike in liver cells, JNK1-knockout mice appeared to be more susceptible to skin tumors, 

whereas papilloma formation was found to be significantly reduced in JNK2-knockout mice [534], 

[535]. These findings suggest that JNK2 has an oncogenic function, whereas JNK1 appears to be a 

suppressor of skin tumor development. At the molecular level, it was proposed that the specific functions 

of JNK1 and JNK2 in skin tumors could be explained by differential regulation of ERK and AKT 

signaling, as well as altered AP1 DNA binding activities. Future research should look into whether these 

differences are the molecular basis for the cell context-dependent JNK phenotypes observed in skin 

versus liver. 

JNK activation also contributes to autophagic induction. High-mobility group box 1 protein 

(HMGB1), makes myeloid leukemia cells resistant to conventional anticancer treatments by increasing 

the transcriptional activity of JNK and inducing the JNK-dependent autophagy. In addition, JNK 

signaling is required for the upregulation of LC3 in human nasopharyngeal carcinoma cells during 

ceramide-induced autophagy. 

Recent research has elegantly demonstrated JNK plays a role in response to stress. Oxidative 

stress can trigger a variety of responses, including autophagy and cell death via the JNK pathway. In 

response to ROS, the JNK-AP-1 signaling pathway is activated and plays an essential role in the 

regulation of JNK-dependent autophagy [536]–[538]. Most recently, JNK was shown to promote the 

repair of UV-induced photolesions by JNK activating the phosphorylation of the microRNA biogenesis 

protein DGCR8 upon RNA Pol II stalling [539]. However, the clear mechanism is unknown. Therefore, 

it is meaningful to uncover the role of the JNK MAPK pathway in response to TBLs. 

1.5.4 Acetylation in NER 
Acetylation is reported to be involved in regulating transcriptional activity and protein stability 

[540], [541]. XPA plays an essential role in correctly positioning the DNA repair machinery at DNA 

damage sites by interacting with other NER factors. Recent studies showed that UV irradiation induced 

the acetylation of XPA at lysines 63 and 67. The acetylated XPA can be deacetylated by Sirtuin 1 
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(SIRT1) [542]. In addition, in response to UV irradiation, the acetylation of histone H3 lysine 9 (H3K9) 

increases the accessibility of the NER machinery to DNA lesions [543], [544].  

1.5.5 Methylation in NER 
Methylation primarily modifies proteins on arginine and lysine residues, which is catalyzed by 

S-adenosylmethionine- (AdoMet-) dependent enzymes that donate a methyl group to these residues’ 

side-chain nitrogen atoms. Arginine methylation affects a variety of cellular functions, including RNA 

processing, signal transduction, transcriptional regulation, and DNA repair [545]–[547]. In the last step 

of NER, Flap endonuclease-1 (PEN1) plays a vital role. The methylation of FEN1 promotes the 

interaction between FEN1 and PCNA, thus increasing the NER efficiency [548]. 

1.5.6 SUMOylation in NER 
SUMOylation is a process similar to ubiquitinylation with a three-step enzymatic process. This 

process attaches SUMO to a substrate via an isopeptide bond between SUMO’s C-terminal carboxyl 

group and a lysine residue in the substrate, similar to ubiquitylation. Although the enzymes of the SUMO 

pathway are similar to those of the ubiquitin pathway, they are specific for SUMO. SUMOylation begins 

with the activation of the SUMO C-terminus by a SUMO-activating enzyme (E1) in an ATP-dependent 

manner. A SUMO that has been activated is transferred to the SUMO-conjugating enzyme Ubc9 (E2). 

Then SUMO is transferred from Ubc9 to the substrate with the help of one of several SUMO-protein 

ligases (E3s). UBC9 and the E3s ensure substrate specificity [549], [550]. Many proteins have been 

reported to be SUMOylated in the NER pathway, such as DDB2, CSB, and XPC [549]. In response to 

UV irradiation, the SUMOylation of XPC by SUMO-1 increases its stability by inhibiting degradation 

via a ubiquitin-proteasome system to initiate DNA damage recognition in the NER pathway [551]. 

Inhibiting SUMOylation reduced the recruitment of CSB at UV-irradiated DNA lesions and the recovery 

of transcription. 

1.5.7 PARylation in NER 
PARylation is a reversible PTM catalyzed by poly(ADP-ribose) polymerases (PARPs), which 

form an ester bond between ADP-ribose and the carboxyl-group of acidic amino acids [552], [553]. The 

poly(ADP-ribosyl)ation of histone H1 relaxes chromatin fiber at DNA lesion and enables DNA repair 

machinery to access damaged DNA [554]. In response to UVR-induced DNA damage, XPA has been 

shown to associate with PARP-1 and PAR to be recruited to DNA lesions [555]. 
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1.6 Mass spectrometry-based proteomics 
DNA damage is unavoidable, regardless of whether the physiological or abnormal conditions. 

In response to DNA damage, DNA repair pathways are activated to remove the damaged DNA or induce 

cell cycle arrest or apoptosis. During the process, PTMs modulate enzymatic activities and regulate 

protein stability, localization, and protein-protein interactions in cells. The development of specific 

detection and purification methods are the main technical challenges in studying all these biological 

processes. PTMs will also be better studied with the advancement of life science technology and 

chemical synthesis and the application of computer image modeling, which will contribute to a better 

understanding of the role of PTMs in DNA repair. Elucidating the molecular mechanisms of DNA repair 

pathways involving PTM signaling could reveal new and selective therapeutic approaches to target 

cancers. 

Fortunately, a variety of new and refined proteomics technologies are overcoming these 

technical challenges, such as quantitative proteomics analysis based on mass spectrometry (MS). MS 

was first used to trace heavy isotopes through biological systems, nearly 100 years after it was developed 

to measure elemental atomic weights and the natural abundance of specific isotopes. MS was later used 

to sequence oligonucleotides and peptides and also nucleotide structures [556].  

Mass spectrometry is a powerful analytical technique that can be used to determine the mass-

to-charge ratio (m/z) of one or more molecules in a sample. These measurements are frequently used to 

calculate the precise molecular weight of the sample components. Therefore, mass spectrometers are 

typically used to identify known material, quantify unknown or known compounds, and elucidate the 

structure and chemical properties of various molecules through molecular weight determination [557]–

[559]. The entire process entails converting the sample into gas-phase analyte ions, with or without 

fragmentation, which is then classified based on their specific m/z ratios and relative abundances. To 

achieve this, all mass spectrometers have three vital parts: the ion source, the mass analyzer, and the ion 

detector. The nature of these components differs depending on the mass spectrometer’s purpose, the 

type of data required, and the physical properties of the sample [559].  

MS-based proteomics usually is performed with two strategies: Top-down or bottom-up. In 

“top-down” proteomics, intact proteins are analyzed, which theoretically allows for simultaneous 

detection of all existing modifications as well as correlations between these modifications. In contrast, 

in “bottom-up” proteomics, analytes are peptides, not entire proteins [560].  

1.6.1 Sample preparation and electrospray ionization 
In “bottom-up” proteomics, sample preparation differs depending on the purpose and 

complexity. But there are still some common steps: Proteins are isolated from biological material, such 

as cells and tissues, then disulfide bridges are reduced, and the resulting free cysteines are alkylated. 

Then proteins are digested with a sequence-specific protease, typically trypsin, which is highly active 

and tolerant of many additives like 2 M Urea. Trypsin cuts C-terminally of lysine and arginine, leaving 
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positive charges on the peptides and making them detectable by MS. Protein digestion produces a 

complex mixture of peptides [561]. In order to reduce the sample complexity, fractionation is usually 

applied to separate peptides based on their physicochemical properties, including polarity, 

hydrophobicity, charge, and size. There is offline and online fractionation [562]. For example, the Fe-

IMAC or TiO2 based enrichment or immunoprecipitation with diGly remnant specific antibodies steps 

followed with strong cation exchange (SCX) are commonly performed to enrich phosphorylated 

peptides or ubiquitinated peptides respectively and improve the detection of PTM-modified peptides, 

which is more complex and challenging [562], [563]. To further decrease the sample complexity before 

introducing to MS, peptide mixtures are commonly separated by ion-pair reversed-phase high-

performance chromatography (RP-HPLC) at low pH. High peak capacities and peptide resolution make 

this technique highly suitable for bottom-up approaches. It is achieved through differential solvophobic 

interactions of unipolar side chains with the non-polar stationary (e.g., octadodecyl alkane chains, C18) 

and mobile phase. Peptide retention and thereby resolution can be further increased by the addition of 

ion-paring reagents (amphiphilic molecules) that mediate the interaction of polar peptide chains with 

the stationary phase. In HPLC, the concentration of organic solvents in the mobile phase is gradually 

increased to achieve the consecutive elution of peptides. As a result, peptide retention increases as 

peptide hydrophobicity increases (Figure 21) [563]. 

 
Figure 21: Schematic of the workflow of bottom-up proteomics and Orbitrap Q Exactive mass spectrometer. Proteins are extracted 
from cells and digested by trypsin into a peptide mixture. Peptides are further fractionated through enrichment followed by strong cation 
exchange. Peptides are ionized and transferred into the gas phase by ESI. Ionized peptides will be introduced into the mass spectrometer 
and accelerated forward towards the quadrupole mass analyzer, functioning as a mass filter. Then peptides are stored and focused in the C-
trap before being channeled to the HCD collision cell for fragmentation or the orbitrap for MS1 and MS2 spectra acquisition. Some parts 
of the image were created with BioRender.com. 
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Samples are loaded into the mass spectrometer as liquids, gases, or dry particles, which are then 

vaporized and ionized by the ion source such as ElectroSpray Ionization (ESI), Atmospheric Pressure 

Chemical Ionization (APCI), Matrix-Assisted Laser Desorption Ionization (MALDI) [564]. Our lab uses 

ESI to get gas-phase ions and introduce these analytes into MS. The peptide solution exits the reverse 

phase column to a thin capillary (emitter) via an electric field. As a result, peptides are in the formation 

of the tailor cone. The liquid is dispersed into small, multiply charged droplets as the Coulomb forces 

become stronger. The liquid evaporates as it moves through the electrostatic field towards the mass 

spectrometer’s vacuum system, increasing the charge density on the droplets. When the Coulomb forces 

exceed the surface tension (Rayleigh limit), the charges repel each other, causing the droplets to explode 

into even smaller ones (Coulomb explosion) and subsequently introduce peptides into MS as single ions 

[565]. 

1.6.2 Mass analyzer 
Once ionized, ions are sorted and separated based on m/z ratios via a mass analyzer, which is 

the heart part of the mass spectrometer [566]. To date, there are various types of mass analyzers, 

including quadrupole, ion trap, orbitrap, Fourier transformation, time of flight (TOF), and magnetic 

sector analyzers. Each of them has its own set of trade-offs in terms of operation speed, separation 

resolution, and other operational requirements [564]. Common to all mass analyzers is the manipulation 

of analyte trajectories in an electromagnetic field through the application of direct (DC) and alternating 

(AC) currents. They differ in terms of resolution, mass accuracy, sensitivity, and dynamic range. The 

mass range determines the m/z limit for ion measurement by a mass analyzer. The rate measured by the 

analyzer in a specific mass range is referred to as the scan speed. The mass accuracy is defined as the 

difference between the measured m/z and the exact m/z of an ion. And resolution is the ability to 

distinguish between two peaks with slightly different m/z values. Modern mass spectrometers frequently 

combine at least two different mass analyzers, allowing for flexible data acquisition  [567]. Two such 

hybrid mass spectrometers (Q Exactive plus and Exploris 480), incorporating both a quadrupole and an 

orbitrap mass analyzer, were used in our lab (Figure 21). The mass analyzer is frequently used in 

conjunction with the ion detection system, determining the reliability and quality of the analysis  [567]. 

1.6.3 Peptide detection 
After passing through the mass analyzer, ionized peptides are detected and converted into an 

analytical signal that shows m/z ratios along with their relative abundance, resulting in a mass spectrum 

by comparing them to known m/z standards. Detectors are capable of producing an electric current 

proportional to the abundance of incident ions. As the number of ions leaving the mass analyzer at any 

given time is usually quite small, amplification is commonly used to obtain a usable signal. However, 

some detectors are designed to count ions of a single mass at a time. Therefore, they detect the arrival 

of all ions sequentially at one point. Other detectors (such as photographic plates or image current 

detectors) can count multiple masses and detect the arrival of all ions along a plane at the same time 

[568].  
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1.6.4 Peptide and protein identification using tandem mass spectrometry 
Modern mass spectrometers automatically select the most intensely ionized peptides from the 

top N parent or precursor ions (MS1), followed by fragmenting them in a high collision-induced 

fragmentation cell, allowing the specific peptides to be recorded (MS2) [568]. Fragmentation itself is 

commonly achieved by collision-induced dissociation (CID) or higher-energy c-trap/collision 

dissociation (HCD), in which peptide ions collide multiple times with inert neutral gas molecules (Ar, 

He, N2). The kinetic energy is converted into internal vibrational energy, resulting in the bond breakage. 

In both methods, fragmentation occurs primarily at the peptide bond, which is advantageous for 

sequence determination. However, CID has a higher preference for low energy bonds, resulting in more 

neutral loss ions, and it also suffers from peptide loss in the low mass region. In the Exploris, ions with 

a specific m/z value are first accumulated, focused in a C-trap, and then accelerated towards the Ion-

Routing Multipole for HCD. HCD-induced fragmentation typically produces b and y ions. In an ideal 

scenario, fragments differ by only one amino acid, allowing the peptide sequence to be determined. This 

procedure is referred to as tandem MS (MS/MS) [569].  

The acquired mass spectra lay the groundwork for peptide and thus protein identification. The 

MS1 spectrum provides information about the peptide mass, whereas the MS2 spectrum allows the 

peptide sequence to be determined. In theory, this allows for the derivation of the entire peptide sequence 

(de-novo-sequencing). MS/MS-based peptide identification is typically performed via database 

searching in data analysis programs like MaxQuant. MS2 spectrums are matched to theoretical ones, 

generated by in silico digestion of proteins from a chosen proteome database or a spectral library. 

Probabilities for the best matches are calculated, and peptide identities are assigned based on software 

and user-specific parameters. A target-decoy approach is used to assess the accuracy of the assignments. 

Spectra matching to the decoy database is wrong by definition, allowing for the calculation of a false 

discovery rate (FDR) [570]. High-quality peptide identifications can be obtained by combining both 

pieces of information and using stringent cut-offs. An identified peptide should ideally match a specific 

protein. In reality, proteins share parts of their primary sequence naturally. Therefore, a protein can only 

be identified if a unique peptide is measured. This is known as the protein inference problem [571].  

1.6.5 Peptide and protein quantification 
To accomplish the quantification of proteins and peptides, different techniques can be applied 

depending on the demand, such as label-free quantification (LFQ), stable isotope labeling with amino 

acids in cell culture (SILAC), and isobaric isotope labeling with tandem mass tag (TMT) [572]. One 

disadvantage of LFQ is that samples are processed and measured separately, resulting in low 

reproducibility. In contrast, SILAC allows for early mixing and measurement of multiple samples at the 

same time. However, SILAC is typically limited to three conditions and produces more complex MS1 

spectra compared to LFQ [573]. TMT is added to samples at the peptide level, allowing for peptide 

multiplexing up to 18 conditions and a direct comparison between different them in replicates [574]. 

Additionally, multiplexing allows deep peptide coverage in a reasonable time and results in a low 
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number of missing values compared to LFQ. TMT tags consist of a reactive group, a mass normalization 

spacer, and a reporter group. The reactive N-hydroxysuccinimide (NHS) ester reacts with primary amino 

groups such as peptide N-termini or lysine-amino groups. Following that, the labeled peptides are pooled 

and processed together to reduce technical variation in the downstream process. Therefore, in different 

samples, peptides with identical sequences share the same chemical structure and mass, while they are 

made up of distinct combinations of heavy carbon and nitrogen isotopes due to the TMT tags. These 

peptides will contribute to the same MS1 signal in MS. After fragmentation, the sample-specific reporter 

groups with unique m/z ratios are released and used for relative quantification in the same MS2 scan. 

Therefore, TMT quantification will suffer co-isolation interference when more than one peptide is 

fragmented from MS1 and subsequently induce reporter quantification interference. Several methods 

have been used to address these issues, including software corrections, additional gas-phase 

manipulation, measuring reporter ions in the third dimensions (MS3), and quantifying peptide fragments 

complementary to the reporter ions (TMTc) [574]. 
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1.7 Aims of the study 
UV irradiation has been previously shown to produce reversible transcription-blocking lesions, 

including pyrimidine dimers (CPDs) and the 6,4-pyrimidine dimers (6,4-PPs). Protein phosphorylation 

is central for spatial and temporal response to these transcription-coupled DNA damages to achieve the 

regulation of different processes. However, a systematic investigation of these changes on the cellular 

proteomics scale remains poorly studied. In this doctoral thesis, we used skin cell, keratinocytes as a 

model system. We employed tandem mass-tag-based quantitative mass spectrometry (TMT-MS) to 

quantify the changes of global proteome and phosphoproteome with a great spatial and temporal 

resolution, at different time points spanning from 30 min to 18 hours after UV irradiation. This permitted 

to characterize phosphorylation signaling that regulates different cellular responses to UV: (i) 

transcriptional shutdown, (ii) the recognition and repair of DNA lesions, (iii) the early and the late 

transcriptional restart, as well as (iv) when transcription is fully recovered. We especially hope to 

uncover specific phosphorylation signaling cascades associated with these 4 distinct stages of the 

cellular response to UV irradiation. We aim to provide a resource for identifying players required for a 

variety of cellular mechanisms in transcriptional regulation and DNA repair. 

By using a specific JNK1 kinase inhibitor, we are able to uncover the dependencies of 

phosphorylation events during response to UV-induced DNA damage on the JNK1 MAPK pathway. 

Further, with various biochemistry methods, we try to mechanistically reveal the role of the 

transcription-related kinase JNK in response to UV stress. 
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2 Results 
2.1 Analysis of the phosphoproteome and proteome landscapes in response to UV 

irradiation-induced DNA lesions by TMT-based mass spectrometry 
To explore the dynamics of the cellular response following UV irradiation, we measured changes 

in global protein levels, protein phosphorylation, and chromatin-associated proteomes across different 

time points post sub-lethal UV irradiation of HaCaT cells. For this multi-sample analysis, we took 

advantage of TMT labeling coupled with mass spectrometry (MS).  

2.1.1 UV induces conformational changes in DNA structure changes and transcription 
inhibition 

UV irradiation of HaCat cells resulted in the formation of both CPD and 6-4PP photolesions in 

a dose-dependent manner (Figure 22A, B). Along with the formation of lesions, UV irradiation reduced 

cell viability with LC50 of 15 J/m2 at 48 hours post-irradiation (Figure 22C). The two photolesions were 

resolved with different kinetics, with the 6,4-PP levels returning to undetectable baseline levels by 12 

hours post-UV irradiation. By contrast, the CPD photolesions persisted up to 24 hours post-irradiation 

(Figure 22E, F). Furthermore, UV irradiation rapidly inhibited RNA Pol II-dependent transcription as 

measured by 5-EU incorporation. Transcription started to recover 1 hour post-UV and returned to 

normal levels 18-24 hours post-UV (Figure 22D).  

For a comprehensive screen, we selected 4 different time points post-UV to analyze the 

(phospho)proteome: at an early time point (0.5h) when transcription is inhibited, at later time points (2 

and 6h) when cells are focusing on the DNA repair and transcription restart, and at a later time point 

(18h) post-UV irradiation when transcription is recovered completely (Figure 23). Briefly, human 

keratinocyte HaCaT cells were treated with a median lethal dose of UV irradiation (15 J/m2), and left 

for recovery for 30 minutes, 2 hours, 6 hours or 18 hours. Then cells were processed for chromatin 

fractionation or lysed in modified RIPA buffer for total proteome and phosphorylated peptides 

enrichment (Figure 23). Proteins were precipitated in acetone followed by in-solution digestion into 

peptides using both LysC and trypsin. The peptides originating from differentially treated cells were 

labeled with the TMT11-plex kit and mixed accordingly. Phosphopeptides were enriched using TiO2 

beads after sample labeling. To allow for downstream data normalization, a reference sample, mixed 

from all other samples, was included in each TMT batch. The samples were fractionated by micro SCX 

(strong cation exchange) chromatography and applied to an easy-nLC RP chromatography coupled to 

the Orbitrap Exploris mass spectrometer (Figure 23). Following measurement, raw intensities were 

normalized and used for statistical analysis. Of these steps, protein digestion, peptide labeling, peptide 

fractionation, and data normalization are described in more detail in the data analysis part. 
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Figure 22: UV irradiation induces DNA dimers and transcription inhibition. HaCaT cells were treated with the indicated dosages of 
UV light and cells were immediately fixed for immunofluorescence microscopy (A and B), or cells were left to recover for indicated hours 
and then fixed for immunofluorescence microscopy (D, E, F). Cell viability was evaluated using the CellTiter-Blue viability assay. 
Titration curves are shown for three replicates. Reported LC50 values were calculated from all replicates (n = 3). One-way ANOVA was 
used to calculate the significance (****p-value < 0.0001) (C). This experiment was done by Claudia Scalera. Boxplot displaying the 
quantification of the mean 6,4-PP, CPD or EU intensity per nucleus for cells. Center of boxplots indicates the median and whiskers the 
10th-90th percentile. ****P-value < 0.0001, One-way ANOVA. 
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Figure 23: Proteomics analysis of the cellular response to UV irradiation-induced DNA damage. HaCaT cells were treated with 
UV(15J/m2). Cells were lysed with fractionation procedure for chromatin-bound proteins (blue) or lysed in RIPA buffer, precipitated in 
acetone, and digested with both LysC and trypsin. Peptides were labeled with TMT, fractionated by SCX, and analyzed by LC-MS/MS 
(orange). Alternatively, phosphopeptides were enriched using TiO2 beads after TMT labeling (black). The phosphorylation dataset analysis 
was done by Matthias Ostermaier. 

 

2.1.2 UV stress-induced changes in protein levels 
In the global proteome analysis, we identified 10,110 protein groups. For high confidence 

protein identification, we further excluded proteins identified with no proteotypic and less than two 

peptide identifications. Further, only proteins identified in all four replicates were included. After 

filtering with this criteria, 6,083 protein groups were left to be analyzed statistically (Figure 24B). 

Uniform Manifold Approximation and Projection (UMAP) showed high reproducibility and the 

replicates clustered according to treatment (Figure 24A). As expected, protein levels remained largely 
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unchanged at the early recovery time point (0.5h) after UV irradiation. Only 51 proteins showed 

significant (1.5 fold change, FDR ≤ 0.05) change in levels, which explains the relatively poor clustering 

of the treatment replicates (Figure 24B). We observed an increase of proteins that show significant 

changes in levels after longer recovery times, especially after 18 hours of recovery (Figure 24A).  

In contrast, after a longer recovery post-UV irradiation, more proteins are found to be regulated 

that are involved in protein modification and mRNA metabolic processes, especially after 18h (Figure 

25). Network analysis (Confidence = 0.7) of the 142 proteins using the STRING database, Ensemble of 

Gene Set Enrichment Analyses (EGSEA) with REACTOME and GO annotation revealed that these 

proteins fall into several categories, such as “DNA repair and cell cycle,” “mRNA metabolic process,” 

“cytokine response in the immune system” and “cellular organization” (Figure 25 and Figure 26). 

Surprisingly, proteins involved in the immune response are upregulated when transcription is fully 

recovered and DNA lesions are removed completely, for example, Interferon-stimulated genes coded 

proteins including ubiquitin-like protein ISG15, and Interferon-induced protein with tetratricopeptide 

repeats (IFIT) like IFITM3, IFIT1 and IFIT3. Other studies also revealed that these genes are more 

transcripted upon UV stress, which are indicated with purple rings in network (Figure 26). This strongly 

suggested that UV stress induces an inflammatory response in primary cells.  

 
Figure 24: UV stress induces protein level changes. A. UMAP for the correlation of global proteome analysis between different replicates. 
B. The number of proteins with significantly regulated levels for each time point is depicted in the bar plots after different time point 
recoveries from UV light-induced DNA damage in HaCaT cells. The overlap of regulated proteins for 2h, 6h and 18h (n= 4; FDR ≤ 0.05; 
fold-change ≥ 1.5). C. Volcano plot of regulated proteins at 0.5h post UV treatment. (n= 4; FDR ≤ 0.05; fold-change ≥ 1.5).  
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Figure 25: Heatmap of GSEA analysis for proteins with regulated protein levels after different recovery time points post-UV 
irradiation. The color panel indicates the significant score of enrichment. (n= 4; fold-change ≥  1.5, or ≤ 1.5; p-value ≤  0.01 is indicated 
with an asterisk). 
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Figure 26: Network of proteins with regulated levels at 18h after UV treatment. Proteins with upregulated levels at 18h are indicated 
with orange, and with downregulated levels are labeled with grey (FDR ≤  0.05, fold change≥1.5 or ≤1.5) (Confidence = 0.7). Green and 
purple circles indicate downregulated or upregulated transcription levels in MRC5VA cells at 20h after UV exposure (15J/m2) [575]. 

 

2.1.3 UV-stress induced protein localization on chromatin 
In total, we identified 4,790 protein groups from the isolated chromatin fractions. Missing values 

were replaced by random numbers drawn from a normal distribution with a width of 0.3 and down shift 

of 1.8. Similar to the global proteome, for high confidence protein identification, we further excluded 

proteins identified with no proteotypic and less than two peptide identifications. Only proteins identified 

in three out of four replicates in at least one treatment group were included. After filtering with this 

criteria, 3,542 protein groups entered the statistical analysis (Figure 27B). Statistical analysis shows 

regulated proteins (1.5 fold change, FDR ≤ 0.05) in at least two replicates out of four replicates for each 

condition.  

Similar to the proteome analysis, relatively good clustering of the treatment and four replicates 

is indicated in UMAP (Figure 27A). During the short recovery phase from UV irradiation (0.5h), only 

8 proteins are recruited to chromatin, which includes single-stranded DNA protein RPA3, 

transmembrane BAX inhibitor motif containing 1 (TMBIM1), Peroxiredoxin-4 (PRDX4), eukaryotic 

translation initiation factor 4E (EIF4E2) and GRB10 Interacting GYF Protein 2 (GIGYF2) (Figure 27B 

and C). Of note, the general transcription initiation factor TFIIH and its associated cyclin-dependent 

kinases 7 (CDK7) are rapidly removed from chromatin upon UV stress (Fig. S2B). 7SK snRNP (small 

nuclear ribonucleoprotein) component, HEXIM1 is also removed from chromatin. The re-localized 

HEXIM1 may bind to the proximal and distal parts of 7SK, concluding the formation of the canonical 
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7SK snRNP to inhibit the activity of P-TEFb. This will further inhibits the release of paused RNA Pol 

II to the gene body. 

 
Figure 27: Analysis of proteins that are removed from or recruited to chromatin during the response to UV stress. A. UMAP analysis 
of biological replicates for quantitative mass spectrometric analysis for chromatin-bound proteins after different recovery time points post 
UV light-induced DNA damage in HaCaT cells. B. The number of proteins that are significantly removed from or recruited to chromatin 
at each time point is depicted in the bar plots (n= 4; FDR ≤ 0.05; fold-change ≥ 1.5, or ≤ 1.5). C. Scatter plot for chromatin-bound proteins’ 
profile at 2h against the chromatin protein landscape with proteosome inhibitor MG132 treatment from the Svejstrup lab [576]. Proteins 
removed from chromatin (n= 4; FDR ≤ 0.05; fold-change ≥ 1.5, or ≤ 1.5) and not regulated upon MG132 treatment are labeled (n=2; 
FDR ≤  0.05, fold-change ≥ 1.5, or ≤ 1.5). D. Volcano plot of the logarithmized ratios UV/UT for proteins recruited to or removed from 
chromatin after 0.5h (left) and 6h (right) recovery post UV irradiation (n= 4; FDR ≤ 0.05; fold-change ≥ 1.5, or ≤ 1.5). 
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Figure 28: Volcano plot of the logarithmized ratios UV/UT for proteins recruited to or removed from chromatin after 6h recovery 
post UV irradiation (n= 4; FDR ≤ 0.05; fold-change ≥  1.5, or ≤ 1.5). 

 

The restart of transcription, at 6h after UV stress, leads to different patterns of protein 

association to chromatin compared to early time points that reflect transcription inhibition. The survival 

of motor neurons (SMN) complex components (DDX20, GEMIN4, and GEMIN5) are recruited to 

chromatin, which are essential for the biogenesis of small nuclear ribonucleoproteins (snRNPs) in cells 

(Figure 28) [577]–[580]. Notably, HEXIM1 comes back to chromatin. All of these changes indicate the 

disassembling of 7SK snRNP, aiding the release of paused RNA Pol II and the restart of transcription 

(Figure 28). Moreover, the UV-lesions detection DDB1-DDB2 complex dissociates from chromatin 

(Figure 28). It suggested that UV-lesions initial detection has been finished. Notably, NADH 

dehydrogenases, NDUFB2 and NDUFA1 are removed from chromatin. It could be the result of ROS 

induction by UV stress [581], [582]. After 18 hours of recovery post UV stress, we found that most of 

the recruited proteins are involved in the regulation of the cell cycle during G1/S transition. 

Subsequently, these changes result in the cell cycle arrest and DNA synthesis block, as we also observed  

(Figure 29 and Figure 30).  

To identify overrepresented signatures among the different proteins that are differentially 

recruited to or removed from chromatin at different recovery phases, we carried out EGSEA, similar to 

the global proteome dataset, which integrates 12 prominent gene set testing algorithms to obtain 

biologically relevant results [583]. The significantly enriched GO, KEGG, and REACTOME signatures 

were further grouped based on hierarchical clustering and named according to the most prominent 

feature (Figure 30). Immediate response pathways to UV light are involved in “transcription 

regulation,” “NER” and “TC-NER.” In later responses, proteins recruited to chromatin fall into 
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categories related to “cell cycle,” “DNA damage checkpoint,” and “proteasome,” and proteins removed 

from chromatin fall into the category of “translation initiation” (Figure 30).  

 
Figure 29: Cell cycle is arrested at G2/M phase after 18 h recovery post UV irradiation. FUCCI HaCaT Cells were treated with UV 
(15J/m2), then left to recover for different time points. Nuclei were stained with DAPI, and flow cytometry analysis was performed. Around 
21,000 cells were mesured. 

 

Together, all these significant changes suggest that UV irradiation induces the removal of 

transcription regulators and translation initiation complex; and the recruitment of some splicing factors 

to chromatin after a short recovery time while cells are dealing with transcription inhibition. Proteins 

involved in other subsequent effects, such as ROS response and cell cycle arrest, are recruited to 

chromatin after the longer-term recovery from UV irradiation. 
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Figure 30: Heatmap of GSEA analysis (GO-terms) for proteins that are removed from or recruited to chromatin after different 
recovery time points post-UV induction. The color panel indicates the significant score of enrichment. (n= 4; fold-change ≥  1.5, or ≤ 
1.5; p-value ≤  0.01 is indicated with an asterisk). 



 Results  

59 

 

2.1.4 Different kinase modules are regulated in response to UV stress 
The phosphoproteome clustered nicely according to the different recovery time points as shown 

by UMAP (Figure 31A). In total, we identified 37,450 phosphorylation sites. Of which, 26,500 sites 

were of high confidence (localization probability > 0.75). 17,848 phosphorylation sites on 4,775 proteins 

were quantified in four replicates. Among these quantified phosphorylation sites, 1,886 (10.6%) sites 

have not previously been identified within the PhosphoSitePlus database 

(https://www.phosphosite.org/) (04/2021). In comparison with the proteins level, protein 

phosphorylation changes occur rapidly in response to UV stress. The number of regulated 

phosphorylation sites increased further with longer recovery times, peaking after 6 hours. Interestingly, 

more downregulated phosphorylation sites were also observed at this time point (Figure 31B). After 18 

hours of recovery post UV irradiation, there is a decrease in differential phosphorylation of 

downregulated sites (Figure 31B). 

To explore which kinases respond to UV stress, we compared kinase activities using two 

different approaches. First, linear motif enrichment analysis was carried out using a stretch of 13-amino 

acids surrounding the differentially regulated phosphorylation sites. Overrepresentation of amino acids 

was displayed using IceLogo and enriched motifs were identified by sequence annotation followed by 

Fisher’s exact tests. At all recovery phaes, upregulated phosphorylation (peptide fold-change ≥ 2, FDR 

≤ 0.05) shows a similar overrepresentation of amino acids. A significant overrepresentation of proline 

(P) and glutamine (Q) on position +1 were displayed (Figure 32). However, down-regulated 

phosphorylation shows a different pattern at later time points compared to 0.5h recovery post UV stress, 

with a significant overrepresentation of proline (P) on position +1 within a S/T-P motif (Figure 32).  

In order to better understand the dynamic of kinases activity, we performed the Kinase-Substrate 

Enrichment analysis (KSEA), which calculates Z-scores based on collective phosphorylation changes 

[375]. Kinase prediction by KSEA revealed that kinases ATM, ATR, and PRKDC (DNA-PK) were 

strongly activated at all time points, leading to an overrepresentation of the indicative S/T-Q motif and 

the activity of the downstream checkpoint kinases CHK1 and CHK2 (Figure 31C) [377]. 

Complementary to this, the most substantial reduction in kinase activity was reported for the cyclin-

dependent kinases CDK1 and CDK2 in all conditions. A similarly substantial reduction in the activity 

of the kinases CDK5, NEK2 and AURKA/B, and the partial recovery after 18 hours as we observed are 

expected (Figure 31C), as it is also indicated in the linear-motif analysis for down-regulated 

phosphorylation sites (Figure 31D). Interestingly, MAPK is rapidly activated, with its activity 

decreasing over time. Especially the whole MAPK cascade is predicted to be activated, including 

MAPK8, MAPK9 and MAPK11. Their activity decreases to the average level at later time points, at 6h 

and 18h post UV irradiation, as we also observed in western blotting (Figure 31C, E). This pattern was 

also shared with predicted kinase activation, including RPS6KA1, RPS6KB1/2, CAMK2D, PKD1, 

PRKD1, PRKG1 and PRKCE.  
 

https://www.phosphosite.org/
https://www.genome.jp/entry/C00064
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Figure 31: Different kinases are responding to UV stress at different time points. Phosphorylation modified peptides were filtered for 
missing values. Additionally, site numbers are reported (phosphorylation sites ≥ 0.75 localization probability). A. UMAP analysis of 
biological replicates for quantitative mass spectrometric analysis of phosphorylation sites after different recovery time points from UV 
light-induced DNA damage in HaCaT cells. B. The number of significantly regulated phosphorylation sites for each time point is depicted 
in the bar plots (n= 4; FDR ≤ 0.05; peptide fold-change ≥ 2). C. Kinase prediction by KSEA. The comparison between 6h and 0.5h is named 
as “6 vs 0.5”. (Z-score ≥ 1.5, p-value ≤ 0.01 are indicated with an asterisk). D. Linear motif analysis for down-regulated phosphorylation 
sites. E. Line plot shows the dynamic changes in selected kinases (n= 4). Experiment was done by me and data analysis was done by 
Matthias Ostersmaier. 
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Figure 32: Sequence motif analysis of treatment-specific phosphorylation sites by IceLogo. Sequence windows of significantly down- 
or upregulated phosphorylation sites were compared to all quantified phosphorylation sites. Overrepresentation of amino acids at specific 
conditions is displayed in percent (n= 4 FDR ≤ 0.05; peptide fold-change ≥ 2). The experiment was done by me, and data analysis was 
done by Matthias Ostersmaier. 

 

Notably, the complementary pattern of kinase activation for protein kinase CK2 (isoforms 

CSNK2A1 or CSNK2A2) is predicted by KSEA (Figure 31C). The activation of CK2 was only 



Results  

62 

 

identified for later time points but not for the early time point where MAPK shows high levels of activity 

(Figure 31C). This potentially correlates with cell cycle progression in response to UV irradiation. 

Moreover, the decreased activity of mTOR is observed at 18h (Figure 31C).  

KSEA analysis allows us to investigate the known and potentially novel substrates of specific 

kinases. In the well-studied ATR/ATM cascade, we found some well-known phosphorylation sites to 

be regulated after UV irradiation, such as BRCA1 (pS1466) and exonuclease 1 (EXO1) (pS714) [584], 

[585], [280], [586]. In addition, many new phosphorylation sites are regulated; for example, sites on 

NER initiation factor XPC, structural maintenance of chromosomes 3 (SMC3), and RNA binding 

proteins MATR3 were quantified (Figure 33B). These events potentially expand the role of ATR/ATM 

in response to DNA damage. For the MAPK family, JNK1 kinase substrates are mainly transcription 

factors, such as ATF2 (pT69/T51) and JUN (pS63). AURKB regulates the phosphorylation of TPX2 

(pS121 and pS125) in response to DNA damage [587], [588], [589]. Notably, UV light induced the 

reduction of mTOR activity which phosphorylates translation initiation factor EIF4EBP1 (pT46, pT70 

and pS65) (Figure 33A).  

By applying GO, KEGG and REACTOME GSEA analysis, we found that the terms 

“transcription regulation” and “mRNA processing” were enriched among proteins with upregulated 

phosphorylation sites at early recovery time post UV irradiation (Figure 34). However, “cell cycle”, 

“chromosome organization and segregation,” and “nuclear division” terms were enriched among 

proteins with down-regulated phosphorylation sites at 18 hours (Figure 35). This emphasizes the cell 

cycle arrest at 18h recovery after UV irradiation. Many NER and translation initiation factors are also 

dephosphorylated (Figure 33C). Downregulated phosphorylation sites also emphasize the 

dephosphorylation events that play a crucial role in response to UV-induced DNA damage (Figure 35). 

When comparing 6h to 0.5h for the up-regulated phosphorylation sites on proteins, we observed a 

significant increase of enrichment of “alternative splicing” and “5’-RNA processing” terms, 

highlighting the regulation of RNA metabolism in response to UV-induced DNA damage, especially 

during transcription restart at 6h (Figure 37A). As we also observed, the phosphorylation of alternative 

polyadenylation factors increased at 6h comparing 0.5h (Figure 37B). We assessed the alternative 

polyadenylation (APA) in response to UV stress by using a dual fluorescence reporter [318], [590]. In 

this construct, both GFP and dsRed genes are expressed in a bicistronic mRNA and both can be 

translated (GFP translation is driven by an internal ribosomal entry site (IRES)). One PAS is inserted 

between the two GFP and dsRed, and another PAS is behind GFP (Figure 37C). By monitoring the 

intensity of dsRed, we could evaluate the polyadenylation efficiency and/or relative usage of two APA 

sites. Therefore, the dsRed/GFP ratio provides a quantitative measurement of APA activity (Figure 

37C). We observed significantly increased APA after UV irradiation that peaked at 6h. As a positive 

control, the deficiency of CPSF6 induced a higher APA activity (Figure 37C) [591]. 

In summary, these results show that UV irradiation immediately induced transcription inhibition 

and the phosphorylation of transcription factors. After a short recovery, while transcription was 
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recovering and restarting, mRNA processing factors were found to be more phosphorylated by MAPKs 

to regulate the RNA metabolism, such as alternative splicing and RNA 5’-end processing. After a longer 

recovery, when transcription was completely recovered, proteins involved in the cell cycle and 

chromosome organization were observed to be less phosphorylated due to the decreased activity of the 

CDKs and AURKA/B and the cell cycle arrest induced by UV irradiation. 

 
Figure 33: Heatmaps of proteins with regulated phosphorylation sites which are predicted to be phosphorylated by different kinases 
in response to UV light. A. Phosphorylation sites are predicted in kinases JNK1, mTOR and AURKB cascades. B. Phosphorylation sites 
are predicted in the kinase ATM cascade. The comparison between 6h and 0.5h is named as “6 vs 0.5”. (FDR ≤ 0.05 is indicated with an 
asterisk, peptide fold-change ≥ 2). 
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Figure 34: GO terms enrichment analysis was carried out for proteins with upregulated phosphorylation sites after UV irradiation 
and the highest scoring GO terms for the biological process are displayed. The color panel indicates the significant score of enrichment. 
(n=4; peptide fold-change ≥ 2; p-value ≤ 1x10-4 are indicated with an asterisk). 
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Figure 35: GO terms enrichment analysis was carried out for proteins with downregulated phosphorylation sites and the highest 
scoring GO terms for the biological process are displayed.  The color panel indicates the significant score of enrichment.  (n=4; peptide 
fold-change ≤ 2;  p-value ≤ 1x10-4 are indicated with an asterisk). 
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Figure 36: Heatmaps of protein groups in different pathways with regulated phosphorylation sites. A. RNA binding proteins B. 
Translation factors C. NER factors (n=4; FDR ≤ 0.05 is indicated with an asterisk, peptide fold-change ≥ 2) 
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Figure 37: UV stress induced increased alternative polyadenylation activity. A. GO terms enrichment analysis was carried out for 
proteins with upregulated phosphorylation sites after the comparison of 6h to 0.5h, and the highest-scoring GO terms for the 
biological process are displayed. The terms with the highest scores for cellular compartment, biological process and molecular function 
are shown here. This analysis was done by Matthias Ostersmaier. B. Heatmap of alternative polyadenylation factors with regulated 
phosphorylation sites (n=4; FDR ≤ 0.05 is indicated with an asterisk, peptide fold-change ≥ 2). C. The dual fluorescence reporter 
construct was used to monitor the usage of the two different PAS (upper). Quantification analysis of APA activity per nucleus 
during the response to UV irradiation (lower). U2OS cells were transfected with CPSF6 siRNA or CTR siRNA. Then cells were 
transfected with a vector containing the dual fluorescence reporter, dsRed and GFP. After 48 hours post-transfection, cells were irradiated 
with UV light (15J/m2) and fixed, followed by imaging analysis. Images were acquired with Opera Phenix High Content Screening System 
(PerkinElmer). A 20X water immersion objective (numerical aperture (NA) 1.1) was used. The nuclear intensity was analyzed by automated 
“Harmony High Content Imaging and Analysis Software” (PerkinElmer). Cells in the periphery of the image were excluded from further 
analysis. One-way ANOVA was used to calculate the significance (n=3; 300 cells were measured per replicate, ****p-value < 0.0001). 
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2.1.5 Integration and summary of the proteomics analysis 
UV irradiation causes conformational changes in the DNA structure, which subsequently 

induces transcription blocking in cells. Thus, DDR is triggered in cells, which results in changes in 

transcription level, RNA modifications, protein level, protein localization, posttranslational 

modifications, protein-protein interactions, and proteins’ degradation. While studying these changes 

separately can already provide significant insight into the cellular response to DNA damage, it is 

challenging to highlight the most meaningful factors with this long list of proteins changes. 

To illustrate this point, we combined information from our phosphorylation, the global proteome 

and the chromatin datasets with the transcriptome upon UV treatment in Human MRC5VA cells, the 

phosphoproteome, the chromatin-bound proteins profile with MG132 treatment, the ubiquitination and 

RNA Pol II-IP dataset (http://www.biologic-db.org) from the Svejstrup lab upon UV treatment in 

HEK293T cells [592], [593].  

First, we compared the datasets that we generated for different recovery time points (e.g., 

phosphoproteome, global proteome and chromatin-bound proteome) (Figure 38 and Figure 39). We 

did not observe much overlap for the datasets after 0.5h recovery from UV irradiation (Figure 38A). 

Surprisingly, we found more overlaps between the phosphorylation dataset at 6h and 18h of proteome 

or chromatin-bound proteome datasets (Figure 38B). Some proteins were phosphorylated at early time 

points and then recruited to chromatin after 6h or 18h post UV irradiation. They are mainly involved in 

chromosome organization and cell cycle, for example, kinesin family member KIF18B, cyclin-A 

(CCNA2) (Figure 39A, Figure 38A and B). Notably, the protein level of CCNA2 and KIF18B also 

increased upon UV induction. This suggests that the increased level of the proteins likely results in a 

more phosphorylated form and an increase in chromatin recruitment.  

 
Figure 38: Proteins with regulated phosphorylation sites overlap with regulated proteome and chromatin-bound proteome. 

 

 

http://www.biologic-db.org/
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Interestingly, DNA repair factor TPX2 was dephosphorylated due to the decreased AURKB 

activity and recruited to chromatin at after 18 hours (Figure 39A and Figure 38B). Proliferation marker, 

MKI67 coating chromosomes during mitosis and nucleolar and coiled-body phosphoprotein 1 

(NOLC1), are recruited to chromatin, but less phosphorylated at 18h recovery post UV irradiation. 

NOLC1 has been reported to connect to RNA polymerase I to regulate rRNA processing and cell 

organization (Figure 39A and Figure 38B) [594].  

 

Figure 39: Overlaps of our proteome, chromatin-proteome and phosphorylation datasets (15 J/m2, 0.5, 2, 6, 18h recovery, HaCaT 
cell) with the dataset (the phosphoproteome and RNA Pol II-IP) from the Svejstrup lab upon UV treatment in HEK293T cells (15 
J/m2, 3h recovery) (http://www.biologic-db.org) [592]. A. Network (Confidence = 0.7) for proteins recruited to chromatin at 18h post 
UV irradiation. The red circle labeled the proteins with upregulated phosphorylation sites. The green circle labeled the proteins with 
downregulated phosphorylation sites. Asterisk (*) indicates upregulated protein levels. B. The overlap of our phosphoproteome dataset at 
2h and 6h with the phosphorylation dataset, named as “UV_phospho (biologic, 2016)”, and with the RNA Pol II interactome (UV-POLII-
IP) (C) from the Svejstrup lab. 

 

In contrast, scaffolding protein PARD3, catenin CTNNA1 and centromere protein F (CENPF)  

were dephosphorylated and disassociated from chromatin at 18 hours (Figure 39B). However, their 

protein levels did not change (Figure 69). Therefore, it seems that the phosphorylation states of these 

proteins regulate their re-localization. Remarkably, mRNA splicing factor RBM10 was highly 

phosphorylated at 18h recovery after UV light treatment and the protein level was also increased. 

http://www.biologic-db.org/
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However, its transcription level and ubiquitylation did not change upon UV stress (Figure 24D and 

Figure 69). The phosphorylation level of RECQL (ATP-dependent DNA helicase Q1) was decreased 

at 6h and 18h. However, the protein level increased at 18h. The Svejstrup lab has reported the 

transcription level of RECQL increasing after 24 hour recovery post UV irradiation (15 J/m2), but not 

after 8 hour recovery (Figure 69). Thus, clearly the increased protein level of RECQL (at 18h in our 

dataset) results from this reported increase in transcription observed after 24h recovery. Ubiquitylation 

is a trigger to degrade proteins [595]. We compared our global proteome data sets (proteome data) with 

the ubiquitylation data set (Figure 69) from the Svejstrup lab. We observed that PCNA, DDB2 and 

RPS20 protein levels were decreased with increased ubiquitylation levels. This corresponds to previous 

research that shows UV stress induces ubiquitylation of PCNA and DDB2 [596]–[598].  

In addition, comparing our phosphoproteome dataset (UV_phospho_2h and UV_phospho_6h) 

with the phosphoproteome dataset of the Svejstrup lab (UV_phospho (biologic, 2016)), proteins with 

regulated phosphorylation sites at 2h have around 10% overlap, and a higher overlap is observed for the 

6h dataset (Figure 39C). Notably, some proteins are phosphorylated and have UV-induced interaction 

with RNA pol II after 3 hours post UV treatment  (Figure 39D), such as PHD finger protein 3, PHF3. 

PHF3 is reported to accumulate at DNA lesions and promote G2 checkpoint recovery [599]. Recently, 

it has been shown that the PHF3 SPOC domain binds to the RNA Pol II Ser2 to regulate transcription 

and mRNA stability, thus playing a key role in proper neuronal differentiation [600]. 
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Taken together, the results presented in this chapter show that UV irradiation induces not only 

the activation of some well-known kinases (such as ATM and ATR), but also the activation of 

transcription-related kinases, MAPK and RPSKs. In addition, UV irradiation also induces the 

deactivation of cell cycle-related kinases, for example, CDKs and AURKs (Figure 31 and Figure 40). 

The dynamic regulation of phosphorylation states results in changing protein levels. Subsequently, it 

also influences the proteins’ relocalization, particularly regarding the chromatin-bound proteins. All 

these cooperative spatial and temporal dynamic changes regulate many cellular processes to assist cells 

in recovering from the transcription block induced by UV irradiation. At an early recovery time (0.5h), 

when transcription is shut down, DNA repair and transcription processes are highly regulated. While 

transcription recovers and restarts (2h and 6h); gene expression, RNA processing including mRNA and 

ncRNA process, and translation initiation are regulated by the changes in the associated proteins’ levels 

and phosphorylation. All these changes result in the cell cycle arrest at a later time (18h), when 

transcription is completely recovered. Of note, there is a more inflammatory response at 18h when 

transcription blocking lesions are obliterated completely (Figure 40). 

 
Figure 40: A simplified results scheme summarized based on our quantitative mass spectrometry screening data. 

 

For our interests, looking into the transcription-related kinase MAPK pathway, we focused on 

identifying the substrates of one of its members, the JNK1 pathway, as described in the next chapter.  
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2.2 Identification of the JNK pathway cascade by combining chemical JNK 
inhibitor and quantitative phosphoproteome analysis 

2.2.1 JNK1 is activated in response to UV stress  
To identify substrates and functions of the JNK signaling cascade, we performed 

phosphoproteome analysis with the chemical inhibition of JNK1 (JNK1-IN-8), which is the first 

irreversible JNK inhibitor for JNK1, JNK2 and JNK3 [601], [602].  

As we monitored above, JNK1 activation is mainly at early time recovery from UV irradiation. 

Therefore, we decided to investigate the cascade after short recovery post UV irradiation to identify 

most substrates of JNK signaling, where we observed the highest activity of JNK. We observed its 

activity after different recovery times ranging from 30 minutes to 24 hours. We could observe strong 

activation of JNK after 30 minutes and the activation showed a peak between 30 and 60 minutes post 

UV irradiation. After 60 minutes, the phosphorylation decreased (Figure 41A and Figure 73). So we 

decided to study the JNK activity at 1h recovery post UV irradiation. 

 

Figure 41: The JNK signaling is activated in response to UV light and determination of JNK1 inhibitor concentration based on target 
phosphorylation and cell viability. A. HaCaT cells were treated with UV light (15 J/m2) and left to recover for different times. The whole-cell 
lysate is analyzed with western blotting. B and C. HaCaT cells were pre-treated with indicated JNK1 inhibitor (JNKi, JNK1-IN-8) concentration 
or mock treatment for indicated incubation time points and then irradiated by UV light (15 J/m2), followed by 1h recovery post UV irradiation. 
Then cell viability was evaluated using the CellTiter-Blue viability assay (n=3) (C). Whole-cell lysates were analyzed with western blotting (B). 

 

Quantitative methods offer an effective way for determining the concentration of JNK1 

inhibitor. We pre-treated HaCaT cells with different concentrations of JNK1 inhibitor before UV 

irradiation, and then cell viability was measured by Cell Titer Blue assay to determine the LC50. We 

found 0.01μM of JNK1 inhibitor already induced 50% cell death (Figure 41C), however it did not 

successfully inhibit the phosphorylation of its well-known substrate c-JUN (Figure 41B). Since a higher 

concentration of JNK1 inhibitor did not induce more cell death than 50% observed with 0.01μM (Figure 
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41C), and based on our western blot analysis, we decided to use 1μM and 5μM of JNK1 inhibitor. The 

phosphorylation of c-JUN is inhibited at these concentrations. 

2.2.2 JNK activity is essential during recovery from UV stress 
In order to assess the importance of JNK1 activity in the cellular response to UV light-induced 

DNA damage, we first checked the removal of UV-induced CPD dimers with or without JNK1 activity 

after recovery from UV irradiation in HaCaT cells. We observed that CPD dimers were completely 

removed around 48 to 72 hours post UV irradiation. In contrast, CPD foci still persisted after 72 hours 

 
Figure 42: JNK1 is essential for the cellular response to UV irradiation. A. Experimental flow for the micropore UV irradiation using a 
combination of a microfilter mask and UV light. HaCaT cells were pre-treated with JNK1 inhibitor (5μM) or mock-treated for 1h and then 
irradiated by UV light (15 J/m2). Cells were left to recover for the indicated time points post UV irradiation. Cells were fixed and stained with 
the specific antibody for CPD dimers. Images were acquired with Opera Phenix High Content Screening System (PerkinElmer). Quantification 
of the CPD intensity in the nucleus during recovery from UV treatment is shown in a boxplot (B), and representative images are shown in (C). 
One way ANOVA was used to calculate the significance (****p-value < 0.0001). D. HaCaT cells were pre-treated with JNK1 inhibitor (5μM 
and 10μM) or mock-treated for 1h and then irradiated by UV light (4, 8 and 12 J/m2), then left to grow for 10 days. Cells are stained with 
Crystal violet solution. The error bars show the mean and the SD of results obtained in three technical replicates. A two-sided Student’s t-test 
was used to calculate the significance (n=3; ***p-value < 0.0001). E. HaCaT cells were transfected with two different JNK1 siRNAs or a 
control (CTR) siRNA for 72h and then irradiated by UV light (15 J/m2), then left to recover for the indicated time points post UV irradiation. 
Then cell viability was evaluated using the CellTiter-Blue viability assay. One way ANOVA was used to calculate the significance ( n=3; 
****p-value < 0.0001). 
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when JNK1 activity was inhibited (Figure 42B and C). This is also reflected in cell survival and cell 

viability. JNK1 inhibition decreased the ability of cells to form colonies. The higher concentration of 

JNK1 inhibitor resulted in a further decreased ability to form colonies (Figure 42D). In line with this, 

cell titer blue assay also showed reduced cell viability with around 50% decrease after JNK1 depletion 

with different siRNAs. However, XPC knockdown did not reduce cell viability (Figure 42E). These 

results show that JNK1 activity plays a crucial role in both the short-term response and the long-term 

response to UV irradiation. 

2.2.3 Quantitative proteomics identifies UV stress-induced, JNK-dependent signaling 
We carried out multiple phosphoproteome analyses using the specific JNK inhibitor combined 

with either TMT-labeling-based or SILAC-labeling-based quantification.  

In the TMT-labeling phosphoproteomics analysis, HaCaT cells were pre-treated with 1μM JNK 

inhibitor or with DMSO (vehicle) for 1h before irradiating cells with UV (15 J/m2), after which cells 

were left to recover for 30min. Then we harvested cells and processed the lysates following the TMT-

phosphoproteomics workflow described above (Figure 43A). Pearson analysis showed a nice 

correlation between replicates and clear clustering of different treatments (Figure 43B). We quantified 

31,900 phosphorylation sites. After applying all quality filters as explained in the first chapter, 21,476 

sites (67.3%) were used for the following statistical analyses (Figure 43C). Quantitative and statistical 

analysis revealed that 467 phospho-sites (2.2%) on 284 proteins were significantly upregulated and 202 

phosphorylation sites (0.9%) on 134 proteins were downregulated upon UV stress. When JNK1 activity 

is inhibited, 87 phosphorylation sites (18.6%) on 67 proteins are downregulated after UV stress (Figure 

43C). JNK1 is a proline-directed serine/threonine-protein kinase. In line with this, sequence motif 

analysis of peptides phosphorylated in a JNK-dependent manner revealed a significant 

overrepresentation of proline (P) on position +1 within an S/T-P motif (Figure 43D). 

To better understand the biological processes associated with the proteins with JNK-dependent 

phosphorylation sites upon UV induction, GO terms analysis was carried out. Most proteins are RNA-

binding proteins and fall into the “gene expression” and “mRNA processing” categories in the String 

database (Figure 44A and B). 

Among these proteins, we found well-known JNK substrates, such as transcription factors ATF7 

and c-Jun (Figure 44 C) [603], [604]. Putative JNK1 substrates after UV stress are primarily RNA-

binding proteins involved in gene expression and RNA processing (e.g., transcription regulator BRD4, 

translation factor EIF4H, splicing factor HNRNPA1 and SRSF2) and form a nice interaction network 

(Figure 44C). Some DNA repair factors were observed to get less phosphorylated after JNK inhibition, 

such as Flap endonuclease 1 (FEN1) and CDKN2A interacting protein (CDKN2AIP). Interestingly, 

Protein Phosphatase Methylesterase 1 (PPME1), DNA Methyltransferase 1 (DNMT1), Lysine 

Demethylase 2B/3A (KDM2B, KDM3A) and Ribosomal Protein S6 Kinase A4 (RPS6KA4) were less 

phosphorylated upon JNK inhibition (Figure 44C).  
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Figure 43: Phosphoproteomics analysis of JNK substrates upon UV stress in HaCaT cells based on the TMT-labeling MS. A. 
Experimental workflow for quantitative mass spectrometric analysis of phosphorylation sites after inhibition of c-Jun amino-terminal kinase 
1 (JNK1i) (1μM) upon UV (15J/m2) light-induced DNA damage in HaCaT cells with TMT-labeling. B. The bar graph shows the number 
of significantly up-, non-, and downregulated phosphorylation sites after JNK inhibition in TMT labeled phosphoproteomics analysis in 
HaCaT cells (n=4; fold change ≥ 1.5, FDR ≤ 0.05). C. Correlation of phosphoproteome with JNK1 inhibitor between replicates. For each 
experiment intensity, a ratio was calculated against the untreated intensity mean. Pearson correlations were calculated from the log2 
transformed ratios. D. JNK phosphorylates proteins on a S/T-P motif after UV light. Sequence motif analysis of the JNK-dependent and 
UV-induced phosphorylation sites was carried out with IceLogo (2022). This analysis was done by Matthias Ostersmaier. 

 

In the SILAC-based phosphoproteomics analysis, light-labeled U2OS cells were mock-treated, 

medium-labeled U2OS cells were treated with UV light (40 J/m2, 1h recovery), and heavy-labeled U2OS 

cells were pre-treated with the specific 5μM JNK1 inhibitor followed by UV light irradiation (Figure 

45A). This analysis revealed that 741 (4.22%) and 153 (1.72%) out of 17,546 phosphorylation sites were 

significantly upregulated and downregulated after UV light, respectively (Figure 45B). Notably, 264 

phosphorylation sites (35.6%) significantly decreased after JNK inhibition (Figure 45B). Similar to 

phosphoproteome analysis, we also carried out sequence motif analysis for phosphorylated peptides in 

a JNK-dependent manner upon UV stress. It also revealed that JNK1 phosphorylates proteins on an S/T-

P motif (Figure 45C). 
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Figure 44: A and B. GO terms enrichment analysis was carried out for proteins with with JNK1 activity-dependent phosphorylation 
sites in response to UV stress. The highest-scoring GO terms for the molecular function and biological process are displayed in (A) or in 
(B). C. Network of proteins with JNK1-dependent phosphorylation sites in response to UV stress (Confidence = 0.7). D. Heatmap of JNK 
substrates in all conditions. (n=3; peptide fold-change ≥ 1.5; FDR ≤  0.05 are indicated with an asterisk). This analysis was done by Matthias 
Ostersmaier. 

 

To further determine the substrate of JNK1 for our subsequent studies, we combined our 

SILAC-JNKi phosphoproteomics data with chromatin landscape changes (at 2h post UV irradiation), 

which may be induced by the differential phosphorylation state of proteins. Within these 2 datasets, only 

one protein overlapped: the Cleavage factor Im (CFIm) complex component, CPSF6, with two 

phosphorylation sites on T404 and T407 is a putative JNK substrate that shows dissociation from 

chromatin at 2 hours post UV stress (Figure 44D, Figure 45D and Figure 46).  
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Figure 45: Phosphoproteomics analysis of JNK substrates upon UV stress in SILAC-U2OS cells. A. Experimental workflow for 
quantitative mass spectrometric analysis of phosphorylation sites after inhibition of c-Jun amino-terminal kinase 1 (JNK1i) (5μM) pre-
treatment and UV (40J/m2) irradiation in U2OS cells with SILAC labeling. B. The bar graph shows the number of significantly up-, non-, 
and downregulated phosphorylation sites after JNK inhibition in SILAC-labeled U2OS cells (n=5, fold change ≥ 2, FDR ≤ 0.05). C. JNK 
phosphorylates proteins on a S/T-P motif after UV light. Sequence motif analysis of the JNK-dependent and UV-induced phosphorylation 
sites was carried out with IceLogo (2018). D. Scatter plot shows the logarithmized SILAC ratios UV/Mock and UV +JNKi /UV+DMSO of 
quantified phosphorylation sites. UV light-induced, JNK-dependent phosphorylation sites are shown in red (n=5, fold change ≥ 2, FDR ≤  
0.05). The experiment was done by me, and the data analysis was done by Matthias Ostersmaier. 

 

 
Figure 46: The overlap of JNKi phosphoproteomic data with the full proteome and the chromatin-proteome at 2h post UV stress 
(A) and CPSF6 protein domains scheme with indicated phosphorylation sites at T404 and T407 (C). RRM stands for RNA recognition 
motif. NLS stands for nuclear localization sequence. RS domain stands for arginine/serine repeat domain. B. Line plot shows CPSF6 level 
dynamic in the full proteome and the chromatin-proteome from the first chapter. 
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2.3 CPSF6 - a new putative substrate of the JNK pathway in response to UV 
irradiation 

2.3.1 CPSF6 is proximal to JNK1 after UV irradiation 
Since phosphorylation events require kinases to have direct contact with substrates, we carried 

out a proximity ligation assay (PLA), which can generate strong signals in situ, when two molecules 

exist at most within 40-nm of each other in cells [605]. This assay allowed the investigation of CPSF6 

and JNK proximity after UV stress. It revealed that UV light significantly increased the number of PLA 

signals between CPSF6 and JNK1 or p-JNK in HaCaT cells. With inhibited JNK1 activity, the signal 

was reduced (Figure 47). 

As a complementary method, we employed proteome analysis based on proximity labeling. 

JNK1 was fused to an engineered biotin ligase, TurboID, which uses ATP to convert biotin into biotin–

AMP, a reactive intermediate that covalently labels proximal proteins with biotin [606]–[608]. These 

biotinylated proteins can be enriched using Neutravidin beads and analyzed by MS analysis, (the 

“TurboID-MS” approach) (Figure 53A). We observed that CPSF6 had a significantly increased 

 

Figure 47: CPSF6 is proximal to the activated JNK1. Proximity ligation assay (PLA) for CPSF6 and JNK1 or pJNK1. HaCaT cells were 
pre-treated with 5μM JNK inhibitor or with DMSO, and then subjected to UV (40J/m2) irradiation. Cells were left for 1h recovery and fixed 
with 4% PFA, then processed according to the manual of PLA kit using CPSF6, JNK1 and phosphorylated JNK1 antibodies. Images were 
acquired with Opera Phenix High Content Screening System (PerkinElmer). One-way ANOVA was used to calculate the significance (n=3; 
****p-value < 0.0001). 
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enrichment by JNK1 proximal labeling upon UV treatment. This result confirms that CPSF6 is proximal 

to activated JNK1 after UV irradiation (Figure 47 and Figure 48). 

 
Figure 48: TurboID-JNK1 proteomic analysis in U2OS cells. A. The scatter plot shows the logarithmized SILAC ratios of JNK1 
proximal interactors in U2OS cells, with biotin condition compared to without biotin (A) and UV light irradiation compared to mock-treated 
cells (B). Significantly enriched proteins are labeled in green and proteins with less biotinylation are marked in blue (n=3; fold change≥1.5, 
or ≤1.5, FDR ≤ 0.05). Cells were transfected with TurboID-JNK1-NLS. After 48h of transfection, cells were treated with UV (40J/m2) 
irradiation and labeled with 50 μM biotin after 30 mins recovery post UV treatment, followed with the same analysis as Figure 53. 

 

2.3.2 CPSF6 re-localizes into paraspeckles in a JNK-dependent manner 
As part of the CFIm complex, CPSF6 acts as a key regulator determining mRNA length by 

affecting APA [318], [339]. It has been reported that low levels of CPSF6 lead to preferential cleavage 

of the pre-mRNA at the proximal APA sites, thus producing more short mRNA [318]. Therefore, we 

first checked whether the CPSF6 protein level is sensitive to UV light by western blotting. We could 

not see any changes in whole-cell lysates consistent with our proteome data upon UV treatment (Figure 

49B). However, we observed the removal of CPSF6 from chromatin 0.5h post UV irradiation in HaCaT 

cells, which reached the peak after 6h, as we did observe from the chromatin-bound proteome analysis 

upon UV irradiation. In contrast, PCNA was recruited to chromatin after 0.5h recovery post UV 

irradiation. The levels of XPC decreased with more ubiquitylation at 0.5h and then slowly started 

recovering after a longer recovery time (Figure 49A). 

As we observed re-localization of CPSF6 from chromatin after UV light irradiation, we 

investigated whether CPSF6 interactome also changes in these conditions. We employed SILAC-based 

quantitative MS to compare the interaction profile of CPSF6 upon UV stress and in mock-treated cells 

(Figure 49C). This analysis revealed 320 proteins putatively interacting with CPSF6 (Figure 49D, 

Figure 50). CPSF6 interacts with many histone proteins, such as HIST1H. Besides the CFIm complex 

components and known interactors CPSF5, NUDT21 and FIP1L1, many RBPs were detected, including 

transcription-related factors (RNA Pol II, CDK9, RNABP2) and RNA splicing factors (HNRNPC, 

HNRNPA3, SRSF1/7/9/10) ( Figure 50) [21]. The CFIm complex might be stabilized as CPSF5 showed 

increased interaction with CPSF6 after UV irradiation (Figure 49D). This, in turn, might regulate pre-
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mRNA processing, accelerating the release of nascent transcripts from chromatin, and subsequently 

protecting cells from UV-induced DNA damage.  

UV stress also induced many interactions with higher affinity with CPSF6. These proteins 

interact tightly in a network, mainly falling into the cellular organization “tight junction” (Figure 51). 

Notably, UV stress induced FUS to interact with CPSF6 (Figure 49D), suggesting that FUS might be 

involved in  CPSF6 re-localization from chromatin in response to UV stress. 

In order to track the subcellular localization of CPSF6 during the response to UV stress, we 

employed proximity labeling proteomics analysis. CPSF6 was fused to an engineered biotin ligase, 

TurboID, which uses ATP to convert biotin into biotin–AMP, a reactive intermediate that covalently 

labels proximal proteins with biotin [606]–[608]. These biotinylated proteins can be enriched using 

streptavidin and analyzed by MS  (Figure 53A and B). 

 

Figure 49: CPSF6 dissociates from chromatin in response to UV light and interaction partners of CPSF6 are regulated during the 
response to UV light. A. CPSF6 is removed from chromatin after UV light irradiation. Protein fractions are from UV light (40J/m2, different 
recovery times) treated HaCaT cells. B. Total proteins are analyzed by western blotting after UV light (40 J/m2, different recovery times) 
treatment in HaCaT cells.C. Experimental workflow for quantitative mass spectrometric analysis of CPSF6 interaction partners after UV 
light (40J/m2, 1h recovery). SILAC-labeled cells were lysed and followed by incubation with IgG or CPSF6 antibody-coupled protein G 
Sepharose beads. Immunoprecipitated proteins were resolved on SDS-PAGE and digested in-gel into peptides, followed by LC-MS/MS. 
D. The scatter plot shows the logarithmized SILAC ratios of CPSF6 interaction partners in cells with UV light irradiation compared to 
mock-treated cells. Significantly enriched interactors of CPSF6 are labeled in red and proteins with less abundance are marked in blue (n=3; 
fold change≥1.5, or ≤1.5; FDR ≤ 0.05). 
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Figure 50: Network of CPSF6 interactors in untreated U2OS cells (Confidence = 0.7). Significantly enriched interactors of CPSF6 
after UV treatment are labeled in red, and proteins with less abundance are marked in blue, singletons are left out (n=3; fold change ≤1.5, 
FDR ≤0.05).  

 

Figure 51: Network for proteins with which an increased interaction with CPSF6 is observed after UV irradiation (Confidence = 
0.7) (n=3; fold change≥1.5; FDR ≤ 0.05). 



 Results  

83 

 

 

Figure 52: CPSF6 phosphopeptide analysis revealed reduced interaction with histones. A. Experimental workflow for quantitative 
mass spectrometric analysis of CPSF6 peptide interactors after UV light (40J/m2,1h recovery). Biotinylated phosphorylated CPSF6 peptides 
corresponding to T404 and T407 were bound to NeutrAvidin agarose. Phosphorylated and dephosphorylated peptides were incubated with 
purified cell lysate. B. The scatter plot shows the logarithmized SILAC ratios of CPSF6 peptides between replicates for dephosphorylated 
peptides compared to phosphorylated peptides. Proteins that interact more with dephosphorylated peptides are highlighted (n=2; fold 
change≥1.5, FDR ≤0.05). 

 

TurboID-tagged CPSF6 successfully generated biotinylation in cells, monitored with Alexa-

streptavidin antibody (Figure 53C). We established that TurboID-CPSF6 biotinylated proteins (1.5 fold 

change, FDR ≤ 0.05), including CFIm complex, many spliceosome components and mRNA transport 

factors (Figure 53D). Upon UV stress, core components of paraspeckles were enriched (1.5 fold change, 

FDR ≤ 0.05), such as SF3B3, RBM25 and HNRNPA1 (Figure 53E). The interaction of CPSF6 to other 

CFIm complex components increased in response to UV stress as the complex components were more 

biotinylated by Turbo-ID-CPSF6. Very similar results were observed in the “APEX-MS” approach with 

overexpressing APEX-CPSF6 in U2OS cells (Figure 75). These results suggest that CPSF6, with other 

CFIm complex components, is translocated from chromatin into paraspeckles after UV stress (Figure 

53C). 

To confirm the relocalization of CPSF6 during the response to UV stress, we applied 

immunofluorescence analysis in HaCaT cells. After UV stress, we observed that CPSF6 forms “rosettes” 

in the nucleus, usually recognized as paraspeckles in the nucleus. At the same time, we observed the co-

localization of CPSF6 and PSPC1, which is a core component of paraspeckles (Figure 53F) [19]. 

Notably, following JNK inhibition, CPSF6 formed fewer rosettes in the nucleoplasm after UV light 

irradiation (Figure 53F and Figure 54). 
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 Figure 53: CPSF6 re-localizes from chromatin into paraspeckles in response to UV light. A. A scheme for the principle workflow for 
identifying components of the TurboID-tagged CPSF6 complex. B. Experimental workflow for quantitative mass spectrometric analysis of 
TurboID-tagged CPSF6 complex after UV light (15J/m2, 6h recovery). SILAC-labeled cells were transfected with TurboID-tagged CPSF6. 
After 48 hours of transfection, cells were treated with UV light (15J/m2, 6h recovery). After 5.5h recovery post UV irradiation, we added biotin 
(50μM) to medium and incubated the cells for 30 minutes. Cells were lysed and then incubated with NeutrAvidin beads to enrich biotinylated 
proteins. Immunoprecipitated proteins were resolved on SDS-PAGE and digested in-gel into peptides, followed by LC-MS/MS. C. 
Immunofluorescence analysis for TurboID-CPSF6 overexpression and biotinylation in SILAC U2OS cells. D. The scatter plot shows the 
logarithmized SILAC ratios of CPSF6 proximal interactors in cells by comparing the biotin treatment with the mock treatment. E. Rank plot 
of enriched proteins in UV-treated cells compared to untreated cells with biotin labeling. (n=3; fold change≥1.5, FDR ≤ 0.05). F. 
Immunofluorescence analysis in HaCaT cells shows CPSF6 forms “rosettes” after UV light irradiation. Cells were irradiated with UV light 
(15J/m2, 6h recovery), or pre-treated with JNK1 inhibitor (5µM, 1h) followed by UV light irradiation (15 J/m2, 6h recovery). Cells were fixed 
with 4% PFA and nuclei were stained with DAPI. Representative images are shown after Deconvolution with Imaris. 
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These results indicate that JNK activity regulates the re-localization of CPSF6 into paraspeckles 

in response to UV stress. Recently, it has been shown that CPSF6 is one of the core components of 

paraspeckles and re-localizes into paraspeckles after transcription inhibition [58], [610], [611]. 

Paraspeckles are reported as a site in which long noncoding RNAs (lncRNAs) are sequestered and edited 

[59], [612]. It is plausible that after CPSF6 is translocated from chromatin into paraspeckles after UV 

light, it takes part in regulating pre-mRNA cleavage and polyadenylation within paraspeckles. 

 
Figure 54: The quantification analysis of CPSF6 nuclear foci in HaCaT cells. 100 cells were quantified in each condition. One-way 
ANOVA was used to calculate the significance (n=3; ****p-value < 0.0001). 

 

To further investigate whether the phosphorylation of CPSF6 by JNK interferes with its 

localization, we checked the localization of CPSF6 phosphorylation mutants. We studied the 

localization of phosphorylation-defective mutants by microscopy analysis. We established doxycycline-

inducible cell lines that overexpress GFP-tagged CPSF6 wild-type and JNK targeted-phosphorylation 

site mutants T404A-, T407A-, T404/407A-CPSF6 (Figure 55A). GFP-tagged CPSF6 WT was still 

removed from chromatin as endogenous CPSF6 after UV irradiation. IF imaging also revealed GFP-

tagged CPSF6 WT was mainly located in the nucleus and formed “rosettes” after UV light treatment 

(Figure 55C, D). In contrast, CPSF6 T407A did localize in the nucleus and the cytoplasm did not form 

“rosettes” in response to UV stress. However, the CPSF6 T404A mutant still behaved very similarly to 

the wild type of CPSF6 (Figure 55D). From the predicted structure of CPSF6 with AlphFold2 

(December 2021), the phosphorylation site T407 is close to the N-terminal, which has been reported to 

be the potential nuclear sequence (Figure 55E). It hints that the phosphorylation site on 407 plays a key 

role in the localization of CPSF6 in the nucleus and its re-localization into paraspeckles in response to 

UV stress. 
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 Figure 55: GFP-CPSF6 dissociates from chromatin in response to UV light. A. Tet-on system and the generation of doxycycline (dox) 
inducible CPSF6-GFP cell lines. B. Western blotting shows the overexpression of GFP-CPSF6 in doxycycline (dox) inducible GFP-CPSF6 
HaCaT cells after 3 days with dox induction. C and D. GFP-tagged CPSF6 is removed from chromatin after UV light irradiation. Protein 
fractions are from UV light (40 J/m2, different recovery times) treated HaCaT cells. D. Immunofluorescence analysis in dox inducible GFP-
CPSF6 HaCaT cells shows CPSF6 forms nuclear foci after UV light irradiation. Cells are irradiated with UV light (15J/m2, 6h recovery). Cells 
were fixed with 4% PFA and nuclei were stained with Hoechst. E. CPSF6 structure predicted with AlphaFold (Feburary, 2022). T407 
phosphorylation site is labeled. 

 

2.3.3 CPSF6 “rosettes” show LLPS characteristics 
Paraspeckles are non-membrane organelles in the nucleus generated by protein liquid-liquid 

phase separation (LLPS) using RNAs as seed [58], [613]. Phase‐separated compartments appear as 

liquid droplets through multivalent and weak interactions between biological polymers. Multivalent 

interactions can be provided by low‐complexity intrinsically disordered domains (IDRs) or structured 

domains [614], [615]. 

To find out whether CPSF6 contains IDRs, we applied computational analysis of amino acid 

sequences of CPSF6 using Predictor of Natural Disordered Region (PONDR, http://www.pondr.com/, 

2019). We found 64.61% disordered sequence overall, which means CPSF6 contains low-complexity 

http://www.pondr.com/
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regions and long intrinsically disordered regions with proline-rich domains (Figure 56A). Previous 

studies show that a high content of proline-rich domains facilitates the condensate formation of proteins 

[616], [617]. This further indicates that CPSF6 is likely to undergo phase separation. To confirm whether 

CPSF6 “rosettes” have LLPS characteristics, we treated cells with  1,6-hexanediol, which has been used 

to disturb liquid-like droplets[618]. We observed CPSF6 “rosettes” completely dissolved within 30 

minutes after adding 5% of 1, 6-hexanediol to the medium (Figure 56B). Ammonium acetate (NH4OAc) 

has been reported to disturb RNA foci [619], [620]. After treatment with NH4OAc, CPSF6 “rosettes” 

completely dissolved within 5 minutes, similar to what we observed after 1, 6-hexanediol treatment 

(Figure 56B). 

To determine the biophysical properties of CPSF6 rosettes, we performed a live-cell imaging 

analysis of the dynamics and morphology of individual rosettes post UV. The number and average focal 

radius of CPSF6 rosettes increased over time during the first 3 hours, followed by a decreased rosette 

number but increased size between 6 to 8 hours, resulting from the coarsening of CPSF6rossetes  

(Figure 56C). The progression of growth and coarsening is also a characteristic of LLPS.  

Another important characteristic of liquid-liquid-like condensates is their rapid dynamic internal 

reorganization and rapid exchange between phases, which can be revealed by fluorescence recovery 

after photobleaching (FRAP) [621], [33]. Therefore, we used the cell line expressing GFP-tagged 

CPSF6 in HaCaT cells and photobleached individual GFP-CPSF6 foci at different time points after UV 

to check whether CPSF6 shows LLPS characteristics. We observed a fast and homogeneous recovery 

within 10-12s after 2h recovery from UV stress. An increase in FRAP recovery time was observed after 

bleaching in 6h recovery cells where CPSF6 rosette number peaked and increased in size compared to 

2h. This behavior confirms a progressive increase in internal viscosity as previously reported for 53BP1 

foci and other nuclear bodies (Figure 56D) [620].  

Together, these results demonstrated that CPSF6 undergoes LLPS in response to UV stress. 
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2.3.4 The phosphorylation of CPSF6 is essential for alternative polyadenylation in 
response to UV irradiation 
UV light not only induced CPSF6 re-localization into paraspeckles, but also the re-localization 

of other RNA binding proteins into nuclear granules, such as pre-mRNA splicing factor U2AF65, 

phosphorylated splicing factor SF3B1 (pSF3b155), RNA Pol II and RNA Pol II pSer2 (Figure 57). 

Previous studies have proposed that the RS domain of U2AF65 drives a liquid-liquid phase separation 

and further contributes to the complex mechanisms leading to specific splice site choice on RNA [622]. 

In cells, the carboxy-terminal domain (CTD) of RNA Pol II is an intrinsically disordered low-complexity 

region that drives RNA Pol II hub formation that regulates chromatin organization, pre-mRNA 

transcription and processing [623]–[625]. Therefore, we propose that UV-induced transcription 

inhibition may induce re-localization of nuclear RBPs to membraneless compartments, regulating 

splicing and polyadenylation. 

 
Figure 56: CPSF6 “rosettes” shows LLPS characteristics. A. Computational analysis of amino acid sequence of CPSF6, in Predictors of Natural 
Disordered Regions (PONDRs). Score of  >0.5 is predicted to be a disordered domain. B. Immunofluorescence analysis in HaCaT cells shows CPSF6 
rosettes that have LLPS characteristics after UV light irradiation. Cells were irradiated with UV light (40J/m2, 6h recovery) followed by treatment 
with 5% final concentration of 1, 6-hexanediol for 30 minutes or 50 mM NH4OAC for 2 minutes. Cells were fixed with 4% PFA and nuclei were 
stained with DAPI. C. Live imaging analysis for GFP-CPSF6 foci in HaCaT cells shows CPSF6 rosettes have LLPS characteristics after UV light 
irradiation. Cells were irradiated with UV light (40J/m2) and then monitored under VisiScope Spinning Disk Confocal Microscope. Quantification 
analysis was done in Imaris and plotted in GraphPad (n=3). D. FRAP analysis of GFP-CPSF6. Fluorescence recovery kinetics of GFP-CPSF6 in non-
irradiated HaCaT cells and UV treated cells. Images before bleaching, immediately after the photobleach event (0s), and after recovery (15s). The 
photobleached region is indicated by an arrowhead. Relative intensities are plotted versus time in seconds. The FRAP curve shows the mean and 
standard error across three independent replicates (n=50 in each replicate). 

 



 Results  

89 

 

 
Figure 57: UV induced other RBPs’ re-localization. HaCaT cells were treated with UV light (20J/m2) and left for 6h recovery. Cells were 
fixed with 4% PFA and respective antibodies were applied for staining. Nuclei were stained with DAPI. Representative images are shown after 
Deconvolution with Imaris (n=3). 

 

To investigate the regulation of alternative polyadenylation post UV irradiation, we checked the 

polyadenylated RNA levels in cells by measuring the level of oligo(dT) incorporation. Globally, we 

observed a decreased total level of polyadenylation (Figure 58A). This could be the result of 

transcription shut down induced by UV light. Interestingly, we observed the re-localization of polyA 

RNA. PolyA RNA was equally distributed in cells in the normal state. After UV irradiation, polyA RNA 

formed condensates in the nucleus and co-localized with SRSF2 and partially co-localized with PSPC1. 

Thus, UV light also induced the re-localization of RNAs together with RBPs (Figure 58B). Based on 

this observation, we hypothesized that CPSF6 re-localizes into paraspeckles together with RNA as a 

polyadenylation factor. 
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Figure 58: Polyadenylation is regulated during the response to UV light irradiation. A. Quantification analysis of polyA RNA in every 
nucleus during the response to UV irradiation. HaCaT cells were irradiated with of UV light (20J/m2) and cells were fixed, followed by 
RNA fluorescence in situ hybridization (FISH) with oligo(dT) to mark polyA RNA and with the indicated antibodies. Nuclei were stained with 
DAPI. Images were acquired with Opera Phenix High Content Screening System (PerkinElmer). The nuclear intensity was analyzed by 
automated “Harmony High Content Imaging and Analysis Software” (PerkinElmer). Cells in the periphery of the image were excluded from 
further analysis. One-way ANOVA was used to calculate the significance (n=3; ****p-value < 0.0001). Representative images are shown after 
Deconvolution with Imaris. The close-up view is shown on the right side (B). C. Experimental design of RNA-protein complex purification 
using MS2-MBP. Synthesized DNA contains sequences generating pre-mRNA with PAS sites and three MS2 binding sites (hairpins) at the 
3’-end. After in vitro transcription, pre-mRNA were bound to MS2-MBP protein into a form (MS2-MBP-pre-mRNA). We applied HaCaT 
nuclear extracts to MS-MBP-pre-mRNA to capture proteins on pre-mRNA and coupled the complex to amylose beads via MS2-MBP. Then 
we eluted the captured proteins and performed western blotting or LC-MS analysis. D. The scatter plot shows the logarithmized SILAC ratios 
of captured proteins by pre-mRNA in cells with UV light irradiation compared to mock-treated cells. Significantly enriched proteins are labeled 
in blue and proteins with less abundance are marked in green (n=3; fold change≥1.5,  or ≤1.5, FDR ≤ 0.05). 

 

 To test our hypothesis, we checked the binding affinity of CPSF6 to RNA that contains 

polyadenylation sites. We synthesized an RNA sequence that contains polyadenylation sites and a 

hairpin structure, allowing maltose-binding protein (MBP) affinity-purification from mock-treated or 

UV-irradiated cells [626]. Then we quantified the co-purified proteins either with MS or western 

blotting. There was a significantly increased binding of CPSF6 to RNA after UV irradiation (Figure 

58C and D). It has been shown that CPSF6 regulates alternative polyadenylation (APA) activity by 

interacting with FIP1L1 [318]. Interestingly, we observed a stronger interaction of CPSF6 with FIP1L1 

and other CFIm complex components after UV irradiation in the above result (Figure 49D). An 

implication of this is the possibility that the CFIm complex re-localizes into paraspeckles together with 
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RNA upon UV irradiation, thus regulating the alternative polyadenylation in response to UV light-

induced stress. 

In mammalian cells, UV light induces more short mRNA production by the regulation of distal- 

or proximal-polyadenylation site (PAS) usage [627], [592]. To study if the re-localization of CPSF6 

plays a role in regulating the alternative polyadenylation (APA) in response to UV stress, we used a dual 

fluorescence reporter, as previously explained [318], [590]. We observed significantly increased APA 

after UV irradiation that peaked at 6h, which is also the time point with the highest abundance of CPSF6 

condensates. Consistent with a previous study, the deficiency of CPSF6 induced a higher APA activity 

(Figure 59A) [591]. To connect the role of CPSF6 with UV-induced higher APA activity, we checked 

if UV-induced phosphorylation is needed for CPSF6 functioning in APA regulation during the response 

to UV irradiation. We checked the APA activity using the reporter in CPSF6 WT and phosphomutant 

cells after UV treatment. Surprisingly, we found that the overexpression of wild-type CPSF6 and T404A  

 
Figure 59: Knockdown of CPSF6 affects alternative polyadenylation in response to UV stress. C. Quantification analysis of the APA 
activity mean during the response to UV irradiation in CPSF6-deficient cells and CPSF6-overexpressing cells. Unpaired t test was used to 
calculate the significance (n=3; ***p-value < 0.05). D. ASCC3 long and short mRNA levels after qRT-PCR analysis in CPSF6-deficient cells 
and CPSF6-overexpressing cells. Cells were transfected with CPSF6 siRNA or CTR siRNA. Then cells were transfected with CPSF6 
overexpression vectors. After 48 hours of transfection, mRNA was extracted according to the RNA extraction kit, followed by qRT-PCR 
according to the instructions of the quantitative PCR kit. ANOVA was used to calculate the significance (n=4; ****p-value < 0.0001). C. 
Immunofluorescence microscopy analysis of EU incorporation in CTR and CPSF6 depleted cells, see Figure 59. Representative images 
for the untreated cells are shown here (D). One-way ANOVA was used to calculate the significance (n=3; ****p-value < 0.0001). 
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mutant increased APA activity similar to the deficiency of CPSF6. In contrast, CPSF6 with T407A 

mutation showed a different effect, in which CPSF6 was not capable of re-localizing into paraspeckles 

and instead leaked into the cytoplasm (Figure 59A and Figure 55D).  

The previous study has shown that UV induces more ASCC3 short mRNA production to help 

cells recover from UV irradiation [592]. We used ASCC3 mRNA in its short and long forms as a read-

out to confirm that CPSF6 regulates the APA activity in response to UV irradiation. Quantitative real-

time PCR revealed that upon CPSF6 knockdown in untreated cells, an increased level of ASCC3 short 

mRNA and a decreased level of the long mRNA were observed. However, when CPSF6 was depleted 

and the cells were treated with UV irradiation, short ASCC3 was not increased. In WT CPSF6 

overexpressing cells, an increased level of ASCC3 short mRNA was observed, but not in CPSF6 T407A 

or T404/407A mutants’ cells (Figure 59B). Moreover, we observed a significant transcription inhibition 

in CPSF6-deficient cells (Figure 59C and D). 

Taken together, all this evidence suggests that the re-localization of CPSF6 plays a key role in 

the regulation of APA activity during the response to UV-induced stress.  

2.3.5 The phosphorylation of CPSF6 is essential for cell survival in response to UV stress 
To establish the importance of CPSF6 in response to UV light, we checked the DNA damage 

foci removal efficiency in CPSF6-deficient cells. We found knocking down of CPSF6 significantly 

increased γH2AX level in cells; knockdown of known DNA repair factors, XPC and AQR were used as 

positive controls (Figure 60D). Moreover, CPSF6-deficient cells still contain a high level of DNA 

damage foci (6,4-PPs) and DNA damage response foci (γH2AX) after 24 hours of recovery post UV 

irradiation compared with control cells where 6,4-PPs and γH2AX foci are removed after 12h recovery. 

This finding indicates that knocking down of CPSF6 slows down the removal of DNA damage foci 

during the response to UV light (Figure 60A, B and C). Notably, overexpressing wild-type CPSF6 or 

T404 mutant in CPSF6-deficient cells rescued this effect, but not the overexpression of the T407A or 

the T404/407A phosphomutants (Figure 60C).  

We performed cell survival assays to investigate if the effect of CPSF6 we observed during the 

DDR was reflected in cell viability. CPSF6-deficient cells were more sensitive to UV light and had less 

ability to form colonies. Similar to the observation of γH2AX levels, overexpressing the phosphorylation 

mutant on the 407 site of CPSF6  did not rescue this decreased viability, whereas overexpressing wild-

type CPSF6 restored colony formation levels (Figure 61). Taken together, the phosphorylation of 

CPSF6 is essential for cell survival during the response to UV light-induced DNA damage. 



 Results  

93 

 

 
Figure 60: The phosphorylation of CPSF6 is essential for γH2AX removal in response to UV light irradiation. A, B and C. Quantification 
analysis of 6,4-PP and γH2AX levels per nucleus during the response to UV irradiation in HaCaT cells. Doxycycline (dox) inducible GFP-
tagged CPSF6 HaCaT cells were transfected with CPSF6 siRNA or CTR siRNA. Then cells were added dox (0.5μg/mL) for 48 hours. Cells 
were irradiated with UV light (20J/m2) and left for the indicated time to recover. Cells were fixed and then immunofluorescence staining and 
imaging analysis were performed. Images were acquired with Opera Phenix High Content Screening System (PerkinElmer). The nuclear 
intensity was analyzed by the automated “Harmony High Content Imaging and Analysis Software” (PerkinElmer). Cells in the periphery of 
the images were excluded from further analysis. One-way ANOVA was used to calculate the significance (****p-value < 0.0001). D. 
Representative images for untreated or 1h post UV-treated cells from A are shown. E. HaCaT cells were transfected with CPSF6, XPC and 
AQR siRNA. 72 hours after transfection, cells were lysed and western blotting analysis was performed with the indicated antibodies. 
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Figure 61: Knockdown of CPSF6 reduced the ability of HaCaT cells to form colonies after UV light irradiation. Cells were from the 
same pool in B and C of  Figure 60. Cells were irradiated by UV light (4, 8 and 12 J/m2), and left to grow for 10 days. Cells were stained with 
Crystal violet solution. The error bars show the mean and SD of results obtained in three technical replicates. A two-sided Student’s t-test was 
used to calculate the significance (n=3; ***p-value < 0.05).  
 

 
Figure 62: Model of the JNK1-CPSF6 axis regulating in response to UV stress. UV stress induced JNK activation immediately. The 
activated JNK phosphorylates CPSF6 on 407 site. The phosphorylated CPSF6 disassociated from transcription machinery on chromatin and re-
localized into paraspeckles with mRNA via liquid-liquid phase separation. This re-localization regulates alternative polyadenylation and 
transcription recovery in response to UV stress-induced transcription blocking lesions. 
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2.4 R-loop regulation in response to UV stress  
2.4.1 UV stress induces the phosphorylation of R-loop factors 

Recent studies have shown that UV-induced TBLs induce displacement of co-transcriptional 

spliceosomes from stalled RNA Pol II, resulting in R-loop formation at DNA damage sites [371].  

To learn more about the mechanism of R-loop regulation during the response to UV stress, we 

consulted our phosphorylation dataset. Indeed, we found that phosphorylation of many R-loop 

regulators are regulated by UV light induction, such as ATAD5, senataxin (SETX), DExH-Box Helicase 

9 (DHX9), and a large increase in phosphorylation of splicing factor SRSF2 was observed  [628], 

[629],[630], [631] [368], [632], [633], [634], [635] (Figure 63A). At the same time, we also observed 

the re-localization of SRSF2 (Figure 57). It has been shown that RNA processing proteins inhibit R-

loop formation by occupying RNA transcripts, reducing the chance of RNA invading DNA [636], [637]. 

Among all R-loop regulators with regulated phosphorylation sites, after network and GO-enrichment 

analysis, mainly RNA binding proteins are found in our dataset that fall into categories related to “cell 

cycle,” “chromatin organization,”  and “RNA processing” (Figure 63B). ATPase Family AAA Domain 

Containing 5 (ATAD5) has been shown to prevent R-loop formation through unloading PCNA and 

RNA helicases [628]. Nuclear DNA Helicase II, DExH-Box Helicase 9 (DHX9) promotes the formation 

of both pathological and non-pathological R-loops with impaired RNA splicing. When splicing factors 

are absent in cells, the occurrence of R-loops coincides with the extended interaction of DHX9 with 

RNA Pol II. This results in forming a DNA–RNA hybrid, which traps RNA Pol II on chromatin and 

may then prevent DNA replication [632].  

While it is intriguing that we find these factors to be differentially phosphorylated upon UV 

treatment, how their phosphorylation affects their function in the regulation of R-loop formation during 

the response to UV-induced DNA damage remains uncharacterized. It might influence their localization 

on chromatin and subsequently induce R-loop formation or protect cells via resolving R-loops on DNA 

upon UV irradiation. 
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Figure 63: R-loop factors’ phosphorylation is regulated upon UV light induction. A. Heatmap of published R-loop factors with regulated 
phosphorylation sites in response to UV light. (peptide fold-change ≥ 2, FDR < 0.05 are indicated with an asterisk). B. Interaction network of 
all potential R-loop regulators identified in the APEX-HBD screen from our lab with regulated phosphorylation sites (confidence = 0.7) [638].  
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2.4.2 UV stress induces R-loop formation  
To test R-loop formation in HaCaT cells, we performed a typical method, dot-blot, to quantify 

the R-loop levels with the widely-used monoclonal antibody S9.6 [639], [640]. R-loop levels were 

increased after UV irradiation, and we used the knockdown of AQR as a positive control. These dots 

were resolved by RNaseH1 digestion (Figure 64D) [641]. Furthermore, we carried out 

immunofluorescence imaging analysis using the DNA:RNA hybrid binding domain (HBD) antibody 

and its catalytically-dead mutant (WKK) antibody, which was developed in our lab [362]. This analysis 

demonstrated that HBD intensity decreased after 30min recovery post UV treatment and increased later, 

at 6h and 8h when transcription restarted after UV irradiation. At these later time points, the HBD 

intensity is higher than the normal state in HaCaT cells. It is also sensitive to RNaseH1 treatment and 

can not be recognized by the WKK antibody (Figure 64A). As a positive control, knockdown of AQR 

 
Figure 64: UV irradiation induces R-loop formation. A. Quantification analysis of HBD levels per nucleus during the response to UV 
irradiation in HaCaT cells. Cells were irradiated with UV light (15J/m2) and left for the indicated time to recover. Cells were fixed with ice-
cold methanol, followed by RNaseH1 or mock treatment at 37℃ for 1h. Then cells were processed with immunofluorescence staining and 
imaging analysis. Images were acquired with Opera Phenix High Content Screening System (PerkinElmer). Cells in the periphery of the image 
were excluded from further analysis. One-way ANOVA was used to calculate the significance (****p-value < 0.0001). B. Quantification 
analysis of HBD levels per nucleus in AQR-deficient cells. Cells were transfected with CPSF6, XPC and AQR siRNA or CTR siRNA and the 
same analysis was performed as described in A. C. Cell cycle analysis of HBD intensity per nucleus during the response to UV light. Cell 
cycle analysis was based on DAPI sum intensity of each nucleus. D. Dot-blot analysis in HaCaT cells upon knockdown of AQR and UV 
irradiation. Genomic DNA was collected after different recovery times post UV treatment or 48 h post-knockdown of AQR. Half of the sample 
was treated with RNaseH1 to control signal specificity. The gDNA was spotted in different concentrations and the membrane was probed with 
the S9.6 antibody before being stripped and consequently probed with dsDNA antibody as a loading control. Representative images of 
membranes probed with S9.6 and dsDNA antibodies. 

 



Results  

98 

 

also increased HBD intensity in the nucleus, which is not recognized by the WKK antibody (Figure 

64B). 

Finally, since R-loops have been reported to be regulated throughout the cell cycle, we 

performed the immunofluorescence experiment looking at the HBD intensity during different phases of 

the cell cycle [642]. This experiment showed that the pattern of the HBD intensity observed in untreated 

cells and post UV irradiation did not show any cell cycle phase specificity (Figure 64C).  

Moreover, we observed RNA Pol II co-localization with R-loop foci labeled by the HBD 

antibody post UV irradiation (Figure 65A). Interestingly, we found that the phosphorylated RNA Pol 

II at Ser2, which promotes transcription elongation, showed a similar behavior (Figure 65B) [168]. 

 
Figure 65: Immunofluorescence analysis of co-localization of HBD and RNA Pol II (A) or RNA Pol II phosphorylated at Ser2 (B). 
HaCaT cells were treated with UV (20J/m2) irradiation. Cells were left for 6h recovery and fixed with ice-cold methanol, followed by staining 
with respective antibodies. Nuclei were stained with DAPI and images were captured under the confocal microscope. Representative images 
are shown after Deconvolution with Imaris. 

 

In addition, R-loops may accumulate on DNA when the replication fork collides with the 

transcription machinery during the response to UV light-induced DNA damage [628], [643]. Thus, we 

monitored the interaction between the transcription and replication machinery using PLA. We used 

antibodies against RNA Pol II and PCNA to mark transcription and replication fork, respectively. 

Indeed, we observed an increase in the PLA signal between RNA Pol II and PCNA in HaCaT cells 

immediately after 30 min post UV irradiation (Figure 66A). To detect the PLA signal specifically on 
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chromatin, we removed soluble proteins in the nucleus by performing pre-extraction prior to fixation 

[644], [645]. With pre-extraction, the decrease in PLA signal that was observed after 30 min, which then 

increased again at 6h post UV irradiation, was consistent with the HBD antibody staining results (Figure 

66B).  

 
Figure 66: Proximity ligation assay (PLA) analysis for RNA Pol II and PCNA. HaCaT cells were treated with UV (20J/m2) irradiation. 
Cells were left for different times of recovery and fixed directly with 4% FA (B) or first pre-extracted with 4% NP40 before fixation with 4% 
FA (C), then processed according to the manual of PLA kit using RNA Pol II and PCNA antibodies. Nuclei were stained with DAPI. Images 
were acquired with Opera Phenix High Content Screening System (PerkinElmer). The nuclear intensity was analyzed by automated “Harmony 
High Content Imaging and Analysis Software” (PerkinElmer). Cells in the periphery of the image were excluded from further analysisA. 
Representative images are shown. B. Quantification analysis of PLA signals per nucleus for cells directly fixed with PFA. C. Quantification 
analysis of PLA signals per nucleus in cells that were pre-extracted first and then fixed with PFA. One-way ANOVA was used to calculate 
the significance (n=3; ***p-value < 0.0001). 

 

In summary, all these results showed that R-loops form on transcription-replication collision 

sites during the response to UV light when transcription restarts. The increase we observed in R loop 

formation could also be due to the fact that RNA processing proteins are re-localized post UV 

irradiation. We have shown that UV-induced RNA processing factors re-localize into paraspeckles after 

6h. This is consistent with the increase in R-loop levels observed after 6h recovery (Figure 66A). The 

exact cause for this increased R-loop formation remains to be elucidated. 
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2.4.3 Establishment of the proximity proteomics with split promiscuous biotin ligase 
(split-TurboID-MS) 
As we observed UV stress induced dynamic level changing of R-loop formation. To investigate 

the exact mechanism in response to UV stress, we aim to capture proteins required for R-loop regulation 

at different recovery phases.  

To get a more specific map of complexes that are involved in R-loop regulation, we took 

advantage of the more advanced biotin ligase, split-TurboID, a promiscuous biotinylation enzyme split 

into two inactive fragments. Co-expressed two fragments can be brought together by a drug, protein-

protein interaction, or organelle contact to reconstitute TurboID enzymatic activity. It has been shown 

that RNaseH1 forms a dimer to resolve R-loop [646]. We fused HBD to two TurboID fragments (N or 

C), named split-TurboID-N/C, to map the protein composition of R-loop accumulation sites in SILAC 

U2OS cells (Figure 67A). They are successfully overexpressed, generating biotinylation signals in cells 

(Figure 67B and C). By comparing with other R-loop databases (APEX-HBD proteome and R-

loopBase), we observed a significant overlap with known R-loop regulators (Figure 67D and E). In the 

future, we will apply the established “Split-TurboID-MS” method based on TMT labeling over HBD, 

or PCNA and RNA Pol II, to map the complex dynamics involved in R-loop regulation, at different time 

points spanning from 30 min to 18 hours after UV irradiation. 

Collectively, the cooperative activities of replication fork progress, transcription bubble 

maintenance, and mRNA processing machinery contribute to preventing R-loop accumulation. How 

these individual components regulate R-loop homeostasis and how their respective regulation 

determines the local prevalence of these hybrid structures throughout the genome upon UV induction 

still need to be further investigated. 
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Figure 67: Proximal complex of HBD-split-TurboID-MS. A. A scheme for the principle workflow for identifying proximal components of 
split-TurboID reconstitution of HBD [647]. HBD fused with split-TurboID-N and C are co-transfected in heavy and medium conditions. After 
24 hours of transfection, biotinylation labeling was induced by adding biotin (50μM) in medium and incubating for 12 hours. Cells were lysed 
and pooled together, followed by incubation with NeutrAvidin beads to enrich biotinylated proteins. Immunoprecipitated proteins were 
resolved on SDS-PAGE and digested in-gel into peptides, followed by LC-MS/MS. D. The scatter plot shows the logarithmized SILAC ratios 
of enriched proteins in heavy conditions compared to mock cells without any transfection. (n=3; fold change≥1.5, FDR ≤0.05). B and C. 
Western blotting and immunofluorescence analysis in U2OS cells for the overexpression of HBD fused with split-TurboID-N/C and 
biotinylation. Cells were fixed with 4% PFA and nuclei were stained with DAPI. Representative images are shown after Deconvolution with 
Imaris. E. Overlap of HBD-Split-TurboID and R-loop regulators in literature [363], [638]. 
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3 Discussion 
3.1 The landscape of temporal response to UV stress based on quantitative 

mass spectrometry analysis 
Our study aimed to track the proteomic events in several phases of the process during the 

response to UV light-induced DNA damage: Immediate response-transcription shutdown, transcription 

recovery phase, and after transcription is recovered and DNA lesions are removed. We monitored the 

changes in protein levels, phosphorylation, and localization on chromatin by applying quantitative 

proteomics analysis. Phosphorylation can provide information for the understanding of molecular 

mechanisms underlying changes in protein level and localization upon UV stress. Different phases have 

different action tactics during the response to UV stress.  

3.1.1 UV stress induced kinase activation and deactivation in a time-dependent manner 
MAPKs are activated at an early timepoint post UV light treatment. The cascade can be activated 

by an array of stimuli like extracellular mitogens, growth factors, cytokines, as well as stress signals like 

interleukins, irradiation, or chemotherapeutics [648]–[650]. MAPKs are involved in several cellular 

processes such as transcription, translation, apoptosis, and DNA repair [651]–[655]. AKT1 shows a 

similar pattern with MAPKs. AKT1 can be activated through similar mechanisms and show extensive 

cross-talk with MAPKs [656]–[660]. Complementary to the MAPKs signaling, the increased CK2 

(CSNK2A1/2) activity was observed at 6 and 18h post UV irradiation when MAPKs are no longer 

activated (Figure 31). This may signify that the strong MAPK activation (observed at early time points) 

suppresses CK2 activity. Some research has indicated that MAPKs and CK2 have extensive cross-talk, 

limiting or increasing each other’s activity in rice, immune cells, and acral melanoma[661]–[666]. CK2 

has been reported to regulate apoptosis and to promote DNA repair through the phosphorylation of 

MDC1 and  RAD51 [667]–[670]. In yeast, CK2 is the terminal effector in a signal transduction cascade 

that downregulates TFIIB. Theoretically, conventional DNA damage sensors and transducers are likely 

to be upstream of CK2 [671], [672]. However, the mechanism of CK2 in response to UV irradiation-

induced DNA damage has to be further studied in mammalian cells. We observed a strong deactivation 

of AURKA/B and CDK1/CDK2 after UV treatment (Figure 31C). Aurora kinases and CDKs play 

pivotal roles in regulating spindle assembly, chromosome segregation, and cytokinesis to ensure faithful 

segregation of chromosomes during mitotic cell division. AURKA favors the G2/M transition by 

promoting centrosome maturation and mitotic spindle assembly in a complex of AURKA-p53/p73. 

AURKB is part of the chromosomal passenger complex, which is crucial for microtubule binding to 

kinetochores and segregation of chromosomes [732]–[735]. The depletion of AURKA sensitizes 

esophageal squamous cell carcinoma to UV light [736]. The cross-talk between Aura kinases and 

MAPKs is also reported as the activated MAPK/ERK signaling pathway mediates robust AURKA 

promoter activation in melanoma [737].  
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3.1.2 UV stress induced cell cycle arrest 
Notably, we observed the G2 checkpoint kinase WEE1 is activated at 18h post UV stress. WEE1 

is reported to phosphorylate CDK1 on Tyr15, resulting in the inactivation of the CDK1/cyclin B1 

complex and hence preventing entry into mitosis [738]. Indeed, we found CDK1 is phosphorylated with 

two sites, Thr14 and Tyr15, at 18h post UV stress but not at an early time point. In addition, CDK1 

phosphorylation on these two sites also can be generated by another G2 checkpoint kinase, PKMYT1. 

Moreover, WEE1 directly interacts with APC/C components, composted of fizzy and cell division cycle 

20 related 1 (CDH1), CDC20, cell division cycle 27 (CDC27), functioning as a negative regulator on 

the anaphase-promoting complex/cyclosome (APC/C) activity [739].  

UV stress-induced all these kinases’ activations or deactivation resulted in the cell cycle arrest 

at the G2/M phase at 18h. 

3.1.3 Changes in global protein levels induced by UV stress 
Very few significant changes were observed on the protein level at 0.5h, immediately after UV 

treatment, when transcription is shut down. With transcription shut down, there are much more changes 

at the transcriptome level, expectedly, as seen in the published transcriptome data [575], [673], [674]. 

At 0.5h, the upregulation of ASCC1 may indicate a potential effect from UV light-induced DNA 

alkylation as ASCC1 is important in the DNA alkylation repair by coordinating the recruitment of the 

activating signal cointegrator 1 complex (ASCC) to DNA damage sites. DNA binding proteins such as 

transcription repressors (ZBTB4 and HMGB1) are downregulated (Figure 24C). Zinc finger and BTB 

domain-containing protein 4, ZBTB4, is reported to bind to methylated CpG to repress the transcription 

of p21. The decrease of ZBTB4 subsequently induces the stimulation of the activator p53, which has 

been well-demonstrated to regulate the cellular response to stress and transcription [675], [676]. Human 

nonmelanoma skin cancers show a highly UV-specific mutation pattern at the p53 gene. These mutations 

also induce the UV-specific mutations at methylated CpG sites, which are part of a solar UV-specific 

mutation signature [677], [676]. Surprisingly, the kinase Ras-1 suppressor, KSR1, is downregulated 

(Figure 24C). This might lead to the ERK cascade activation, which is activated in response to cellular 

stress [678]. However, MAPK kinase binding protein MAPKBP1 is down-regulated. In contrast, 

upregulated proteins are involved in translation, such as ribosome large subunit RPL37A and small 

subunit RPS3 (Figure 24C). Some proteins are also involved in protein degradation, such as 

ubiquitylation ligase UBE2E. TGFβ regulator SMAD2 and NF-κ-B regulator, Activating Signal 

Cointegrator 1 Complex, Subunit 1, ASCC1, which are reported to be involved in DNA repair, are also 

upregulated [679], [680]. ASCC1 contains a putative RNA ligase-like domain near the C-terminus. 

ASCC1 interacts with the ASCC complex through the ASCC3 DNA helicase and coordinates the proper 

recruitment of the ASCC complex during alkylation damage response [681], [682]. These regulations 

of transcription factors and DNA repair factors indicate that in short-time recovery, DNA repair events 

are highly regulated and coupled with transcription events, which is expected.  
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More protein levels are significantly regulated with longer time recovery, particularly at 18h 

(Figure 24). From the heatmap for regulated proteins at different time points post UV irradiation, we 

can also see that the expression level of many proteins is continuously regulated during the DNA repair 

process (Figure 69). For instance, ANXA2 (Annexin A2) protein level is downregulated through all 

timepoints upon UV treatment. ANXA2 has been reported to be involved in many cellular processes. 

ANXA2 expression is also regulated in a cell cycle-dependent manner in the nucleus. UV induces 

ANXA2 nuclear aggregation to prevent genomic damage by reactive oxygen species signaling [682]. 

ANXA2 degradation was reported to be correlated with cellular apoptosis induced by p53-mediated 

pathways. It can be used to detect and diagnose cancer progression for some cancers [683], [684]. Upon 

the loss of ANXA2, tumor cells suffer apoptosis through proapoptotic p38MAPK JNK/Akt signaling 

due to hydrogen peroxide stimulation (e.g., induction of oxidative damage) [685]. Knockdown of 

ANXA2 also inhibits cell division and proliferation. We did observe cell cycle arrest after 18h recovery 

post UV irradiation. Cell cycle-related proteins are also downregulated, such as RECQL and CCNA2, 

which control both the G1/S and the G2/M transition phases of the cell cycle [686]. ANXA2 also helps 

reduce inflammation in mononuclear cells by acting as an endogenous inhibitor of phospholipase A2 

(PLA2) [687]. Therefore, it has been hypnotized that inhibition of ANXA2 could be a potential treatment 

for inflammation-related disease progression [688], [689].  

After a longer time recovery, many proteins with regulated protein levels are involved in DNA 

damage repair (Figure 24). As we also observed, many proteins involved in cytokine signaling in the 

immune system are upregulated, such as Interferon-induced protein with tetratricopeptide repeats, IFIT1 

and IFIT3, Interferon-induced transmembrane protein 3, IFITM3 (Figure 24). IFITMs can restrict the 

early stages of replication for a wide variety of viruses, including Influenza virus, West Nile viruses, 

Ebola viruses, and Coronavirus [690], [691], [692]. And the high level of IFITM3 could decrease the 

inflammatory response through the TLR4 signaling pathway [693]. It has been shown UV irradiation 

results in alterations in immune surveillance at the local and systemic levels. Cytokines expressed are 

reported to play an essential role in this process [694].  

Many RNA-binding proteins are upregulated at 18h, such as spliceosome proteins HNRNPU 

and RBM10. However, some splicing factors are down-regulated, such as HNRNPA3 and SNRPG 

(Figure 69). It might be because they belong to different sub-families during splicing events [695], 

[696]. It has been shown that in fibroblasts derived from patients, C9orf72 repeats and nuclear RNA 

foci were accumulated upon reducing the HNRNPA3 level, which regulates DNA damage response 

[697]. C9orf72 arginine-rich dipeptide repeats inhibit mRNA decay through recruiting proteins and 

mRNA into granules [698]–[701]. In contrast, HNRNPU is reported to preferentially bind to sense G-

quadruplex RNA foci, which is generated from hexanucleotide repeat expansions in C9orf72 [702], 

[703], [704]. 
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3.1.4 Re-localization of chromatin-associated proteins induced by UV stress  
Among the regulated chromatin-bound proteins, at early time recovery, we found proteins 

involved in GG-NER and TC-NER are recruited to chromatin and transcription factors that positively 

regulate transcription are removed from chromatin. PRDX4 is recruited to chromatin upon UV stress. 

PRDX4 is known to protect cells from oxidative stress [705], [706]. UV stress may induce ROS in the 

nucleus, leading to PRDX4 recruitment. Interestingly, translation initiation factors EIF4E2 and GIGYF2 

are recruited to chromatin which will inhibit translation initiation (Figure 27C) [707]–[709]. This is also 

in line with the rapid transcription inhibition after UV irradiation. Moreover, 7SK component, HEXIM1 

are rapidly removed from chromatin upon UV stress (Figure 27C). CDK7 is one of the kinases which 

phosphorylates Ser5 and Ser7 of the heptapeptide (YSPTSPS) of the RNA Pol II CTD, promoting 

promoter clearance and the initiation of transcription [710]–[713]. It has been shown that HEXIM1 

inhibits transcription by interacting with P-TEFb, and the HEXIM1 protein levels gradually decrease in 

response to UV stress [296]. 

During transcription recovery, translation initiation complex and RNA processing factors are 

released from chromatin (Figure 30). Their phosphorylation status might regulate the removal of 

translation factors from chromatin since we did observe these proteins to be highly dephosphorylated, 

and some of them are phosphorylated at a later time when transcription is recovered. Thus we can 

speculate that the regulation of transcription and translation are coupled along the journey of recovery 

from UV-induced DNA damage.  

At 18h, when transcription is recovered, proteins involved in the cell cycle process are recruited 

to chromatin and proteins involved in cell junction are removed from chromatin (Figure 30). 

Interestingly, RPS20 and PCNA are removed from chromatin (Figure 69). The Svejstrup lab has 

published that the ubiquitylation of these 2 proteins is upregulated after UV treatment. In addition, their 

ubiquitylation can be inhibited by the proteasome inhibitor MG132 [592]. So, the removal of RPS20 

and PCNA from chromatin may be due to their proteasomal degradation. However, we did not observe 

a change in their protein level in our total proteome data. In addition, the mono-ubiquitylation and poly-

ubiquitylation of PCNA has been reported to regulate the assembly of the multi-protein complexes that 

promote damage bypass pathways [714]–[716]. As for RPS20, ZNF598 was identified to mediate the 

regulatory ubiquitylation of RPS20. The deficiency of RPS20 ubiquitylation results in defective 

resolution of stalled ribosomes and subsequent readthrough of poly(A)-containing stall sequences [417]. 

The ubiquitylation of ribosome subunits plays a critical role in mammalian ribosome-associated quality 

control (QC) pathways [717]. RPS20 is reported to bind to MDM2 and inhibit MDM2 E3 ligase activity, 

resulting in p53 stabilization and cell cycle arrest. This RPS20-Mdm2-p53 signaling pathway is critical 

for ribosome biogenesis surveillance [718]. Therefore, we can speculate that UV stress induced 

ribosomal biogenesis stress. 
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3.1.5 Chromatin-bound proteomics strategy challenges 
Chromatin contains about twice as many proteins as DNA [719]. Chromatin-bound proteins 

have crucial roles in various biological processes in the eukaryotic cells. In our chromatin-bound 

proteome profile studies, the extraction protocol has a potential bias [720]. This approach is prone to 

contamination by cytoplasmic proteins [721]. Also, with this approach, mitotic chromatin could not be 

caught due to its much lower abundance in the cell population. Recently, the Chromatin Enrichment for 

Proteomics (ChEP) method was established that relies on formaldehyde crosslinking before the 

biochemical extraction of the chromatin proteome. It is a relatively simple procedure to reduce the 

contamination of cytoplasmic proteins [722]. It has been successfully used to study chromatin in several 

cell types of different organisms [723], [724], [725]. However, chromatin remains a biochemically 

troublesome organelle due to its highly charged nature. ChEP approach still results in cytosolic 

contamination, such as mitochondrial proteins [726]. A more recent application of crosslinked 

chromatin enrichment, Density-based enrichment for MS analysis of chromatin (DEMAC) has been 

developed, including crosslinking nuclei, lysis, and subsequent ultracentrifugation of the crosslinked 

lysate in a buoyant density gradient produced from cesium chloride [727]. Nuclear isolation before 

crosslinking and keeping chromatin in a soluble state may result in less contamination from cytoplasmic 

proteins crosslinking to chromatin. However, its application may be limited due to the demand for 

ultracentrifugation. A more feasible alternative is proximity labeling which has been widely used for the 

purification of subcellular component proteomes. More specifically, we can apply the most recently 

established “split-TurboID” over two chromatin markers. In this method, when these two proteins are 

proximal, the enzymatic activity is reconstituted, resulting in biotinylation of the proximal proteins in 

vivo.  

Additional modifications during sample preparation may also be considered. Incorporating a 

single-pot solid-phase sample preparation process into chromatin proteomics applications could be one 

of the promising ways [728]. This method employs paramagnetic beads to collect proteins and peptides 

in a single tube efficiently, minimizing sample loss.  

Finally, the MS data collection could be improved as well. Data-independent acquisition (DIA) 

is a potential route to investigate. Data-dependent acquisition has been the standard approach for MS 

for a long time. Peptides are sequenced depending on the peptide abundance in data-dependent 

acquisition. As a result, very low–abundant peptides are frequently hidden by other high-abundant 

peptides [729], [730]. Because of the high abundance of histone proteins in chromatin, this could be a 

difficulty in MS-based chromatin investigations. Peptides within a defined m/z range are fragmented 

comprehensively with DIA, regardless of their abundance within that m/z range [731]. As a result, DIA 

should theoretically provide a more extensive analysis of peptides, making it more suitable for chromatin 

proteome investigation in MS-based experiments. 
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Although we observed some interesting findings by combining several transcriptome datasets 

with our proteome datasets to get a complete view of the cellular response to UV light, there are still 

cautions to be taken. The transcriptome datasets were generated in different cell lines, unlike our 

proteome datasets generated using HaCaT cells. The best option would be to perform the transcriptome 

analysis in HaCaT cells during recovery from UV treatment which is not available in public resources. 

In summary, our findings provide the following insights for future research:  The regulation of 

mRNA processing, modification and translation, R-loop regulation and ribosomal biogenesis are 

significantly and tightly regulated in response to UV stress. 

3.2 Identification of JNK cascade substrates in response to UV stress 
A comparison of our phosphoproteomics analyses with TMT-labeling and SILAC-labeling 

revealed that much fewer JNK-dependent phosphorylation sites were quantified in the TMT-labeling 

dataset in response to UV light. One of the reasons could be tracked to the dosage of UV light and the 

concentration of JNK1 inhibitor. Indeed, we did observe stronger JNK activity with a higher dosage of 

UV light. SILAC-labeled phosphoproteome was done with stronger UV light (40J/m2) and a higher 

concentration of  JNKi (5μM). It would bring much more off-targets of JNK downstream signaling 

identification. On the other hand, these two experiments were performed in different cell lines, HaCaT 

cells and U2OS cells. As natural cellular biological processes vary in different tissues, this may also be 

a factor in the difference we observed between the two datasets. Indeed, we observed very little overlap 

between these two datasets (Figure 73). Compared to the TMT-labeling phosphoproteomics analysis 

with JNK1 inhibitor, more proteins (206 proteins) with UV light-induced and JNK-dependent 

phosphorylation sites were identified as potential JNK1 substrates in the SILAC-based quantification. 

Among these proteins, some well-known JNK substrates, such as transcription factors ATF2 and c-Jun, 

were found as well (Figure 45D) [602], [603].  

The phosphorylation of CPSF6 is inhibited in both cell lines after JNK1 activity inhibition, 

especially on the 407 site. A standard way to validate CPSF6 as a substrate of JNK1 would be to perform 

an in vitro kinase assay with JNK1 protein to see if it shows kinase activity on CPSF6. However, this 

method did not work in our hands because we could not observe any JNK1 activity in vitro, not even 

for the positive control, c-JUN. However, we can still test, albeit in a less direct way, if the 

phosphorylation at the T407 site on CPSF6 is the target site of JNK1 by checking the PLA signal 

between CPSF6 WT and JNK1 versus CPSF6 T407A mutant and JNK1 in HaCaT cells. 

3.3 The regulation of phase separation in response to UV stress 
Nuclear proteins forming condensates is an adaptive stress response. Especially, poly(A)-

binding proteins act as a physiological stress sensor [740]. We observed that UV induced several RBPs’ 

translocations, for example, RNA Pol II and SR protein, SRSF2. The phosphorylation on Serine residues 

of SR proteins regulates their intranuclear movement and pre-mRNA splicing functionalities [741], 

[742], [743]. RNA Pol II undergoing phase separation is reported to take place via binding of its C-



 Discussion  

109 

 

terminal domain to FUS, which plays a key role in several steps of RNA metabolism due to regulating 

phase separation in cells [744]–[748]. In addition, we found many RBPs’ phosphorylations are highly 

regulated upon UV treatment, such as SRSF2. It can be speculated that its translocation may have 

resulted from its phosphorylation. As we mentioned above, PTMs play an essential role in the formation 

of phase separation [37], [749]. Phase separation has been observed in response to double-strand breaks 

at DNA lesion sites [619], [750]–[755]. Nuclear proteins forming condensates is an adaptive stress 

response. Especially, poly(A)-binding proteins act as a physiological stress sensor [740]. We observed 

the global re-organization of RBPs in the nucleus after UV irradiation. We speculate that the formation 

of these nuclear granules is an adaptive system for cells to store proteins in condensed speckles during 

the DNA repair process. These speckles may protect proteins from degradation or mis-translocation into 

the cytoplasm, and the sequestering of the RBP proteins results in a clean and spatially more available 

environment for other enzymes to access DNA lesions. Moreover, the re-localization of splicing factors 

also indicates that the regulation of splicing events and splicing complexes re-organization in response 

to UV irradiation. UV stress induced paraspeckles formation. Paraspeckles are initiated by the specific 

long non-coding RNA (lncRNA) of NEAT1 (nuclear paraspeckle assembly transcript 1). Paraspeckles 

have been widely reported to be a storage of retained RNA in the nucleus [54], [61]–[63]. It suggested 

that UV induced-transcription blocking probably subsequently resulted in the retaining of RNA in the 

nucleus, such as non-coding RNA. 

In addition, the formation of paraspeckles also highlighted the importance of lncRNA. However, 

to date, the role of lncRNA in response to DNA damage has been poorly studied. lncRNA has been 

reported to be induced by DNA damage through the recruited RNA polymerase II at double-strand break 

sites and plays an essential role in DNA damage repair foci formation, such as 53BP1 [756]. It might be 

valuable in future research on the function of lncRNA in response to transcription blocking lesions. 

3.4 The regulation of APA by CPSF6 in response to UV stress 
The cleavage factor I mammalian (CFIm) complex is composed of cleavage and 

polyadenylation specificity factor 5/7 (CPSF5/7) and serine/arginine-like protein CPSF6. It regulates 

alternative polyadenylation (APA) through the interaction of CPSF6 and FIP1L1 with mRNA 

downstream of cleavage sites. Loss of CFIm function results in higher usage of proximal 

polyadenylation sites and shortening of mRNA 3’ untranslated regions (UTRs) [346], [757]–[761].  

Our study found that another phosphorylation site on T407 near the proline-rich domain is crucial 

for CPSF6 localization in the nucleus in response to UV light. This translocation was the key effect on 

APA regulation under UV stress. Moreover, this translocation is mediated by liquid-liquid phase 

separation. We found FUS was induced to interact with CPSF6 upon UV treatment. It seems that UV 

irradiation enhanced the phase separation of CPSF6, which is potentially driven by FUS. This 

observation still needs to be studied further by checking the localization of CPSF6 after FUS depletion. 
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However, FUS depletion may be problematic to study because of all the complex biological processes 

FUS is involved in.  

The C-terminal RS domain of CPSF6 is a binding domain for the β-karyopherin transportin 3 

(TNPO3), contributing to its nuclear localization. CPSF6 T407A mutant displayed a mis-translocation 

into the cytoplasm. The mutation may have an effect on the C-terminal nuclear localization sequence 

(NLS). The arginine/serine (RS)-like domain (RSLD) of CPSF6 that mediates TNPO3 binding is critical 

for its nuclear import. TNPO3 might be engaged in the cytoplasm for nuclear transport when CPSF6 is 

phosphorylated at the 407 site. However, we did not observe TNPO3 interacting with CPSF6 in our 

interactome. This can be investigated by performing in vivo or in vitro interaction assays to test the 

interaction between CPSF6 or its phosphomutants and TNPO3 in the future.  

We observed the wild-type CPSF6 cells have an increased APA activity post UV stress, whereas 

it is not observed in phosphorylation mutant on 407. However, without UV treatment, we observed 

contrasting results. CPSF6 mutants may act as a competitor with endogenous CPSF6 and interfere with 

its function in cells (Figure 59C). As we showed, the phosphorylation on 407 of CPSF6 mainly affects 

its re-localization into paraspeckles. Combining this information with the current data highlights the 

importance of CPSF6 re-localization in APA activity regulation during the response to UV light.  

UV stress induced CPSF6 less interacting with RNA Pol II. CPSF6 knockdown affects 

transcription and transcription-related DNA damage foci 6,4-PP removal efficiency after UV stress. We 

could speculate that disassociation of phosphorylated CPSF6 from RNA Pol II, subsequently affects the 

stability of RNA Pol II at DNA damage sites. These reactions will result in the persistent RNA Pol II at 

DNA damage sites, thus impairing the transcription speed and the removal of UV stress-induced 

damage. We can check if the phosphorylation of CPSF6 plays a role in the interaction with RNA Pol II 

with PLA or immunoprecipitation in CPSF6 wild-type and phosphomutant cells.  

CPSF6 knockdown also induced more short-mRNA production. It might be due to the lowered 

level of CPSF6 interfering with the interaction between FIP1L1 and mRNA [772]. It could also result 

from the altered phosphorylation status of CDK9 and RNA Pol II, which is regulated by protein 

phosphatase 2A (PP2A) stability as reported in CD4+ cells [773]. The phosphorylation of RNA Pol II 

also alters the production of ASCC3 short mRNA [774]. So we can check whether the depletion of 

CPSF6 also induces differential phosphorylation levels of RNA Pol II in HaCaT cells.  

To get a global idea of polyadenylation events during the response to UV light, with an emphasis 

on the function of CPSF6, we plan to perform nascent RNA sequencing. An example for one 

experimental set-up would be performing 3T-seq in wild-type cells and CPSF6 phosphorylation mutant 

cells in response to UV light, which allows us to profile the transcriptome-wide APA sites.  

It has been suggested that CPSF6 has a function in transcription during development, as mutations 

in the gene cause gene expression to be disrupted in embryos [610], [775], [776]. More recently, CPSF6 

has been reported to play a role in HCC (hepatocellular carcinoma) progression by regulating the APA 
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of NQO1, which is a primary liver malignancy with few therapeutic options [346]. However, it is not 

revealed how CPSF6 regulates the APA in HCC. In addition, the JNK pathway has also been linked to 

HCC with double face roles: Tumor-suppressing and tumor-promoting [777], [778]. Recently, JNK 

inhibition has been reported to reduce LAMP2A (lysosomal-associated membrane protein 2A) stability 

in HCC cells specifically but not in immortalized liver cell lines, thus increasing the toxicity of 

lysosomotropic agents. This cancer-specific effect suggested that JNK1 inhibition could be for 

therapeutic treatment for liver cancer [779]. Our study could support another possibility that the potential 

function of JNK in HCC progression could have another module: JNK phosphorylates CPSF6 to 

regulate the APA in HCC, although we found this JNK-CPSF6 pathway in skin cells. 

3.5 The R-loop formation regulation in response to UV stress  
RBPs play a key role in preventing R-loop formation during transcription in eukaryotic cells, 

for instance, SR rich proteins SRSF1, SRSF2 and SRSF3 [780], [781], [782]. We also observed the 

phosphorylation alter of RBPs upon UV induction, for example, SRSF2 and SETX1. How their 

phosphorylation regulates R-loop formation or resolving during the response to UV-induced DNA 

damage still needs to be further characterized in the future.  

A very recent study has found that elongating RNA Pol II accumulates together with RNA:DNA 

hybrids at sites of head-on transcription-replication collisions [783]. We observed R-loop formation is 

triggered upon UV treatment via PLA assay of PCNA and RNA Pol II. These R-loop foci co-localize 

with RNA Pol II and phosphorylated RNA Pol II at Ser2, promoting its elongation at 6h recovery after 

UV irradiation when transcription restarts, where transcription machinery might run into the replication 

fork. To further investigate which proteins are also spatially involved in the local R-loop formation or 

resolving during this process induced by UV irradiation, we can apply the established “Split-TurboID-

MS” over PCNA and RNA Pol II, and combine it with TMT-labeling to capture the complexes at these 

transcription-replication conflict sites after different recovery times post UV treatment (Figure 67). 
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4 Materials and Methods 
4.1 Lists of consumables, equipment, and software 
Table 1: Buffers/Solutions/Consumables 

Cell culture Composition / vendor 

Dialyzed FBS (10,000 molecular weight cut-off) Thermo Fisher Scientific 

D-MEM for SILAC without lysine and arginine Sigma Aldrich 

Dulbecco’s Modified Eagle Medium (D-MEM) Gibco 

Dulbecco’s Phosphate-Buffered Saline (D-PBS) Gibco 

Fetal bovine serum (FBS) Gibco 

Human keratinocytes cells (HaCaT) ATCC 

Human bone osteosarcoma epithelial cells (U2OS) ATCC 

Human embryonic kidney cells (HEK293/T) ATCC 

L-arginine (Arg0) Cambridge Isotope Laboratories 

L-lysine (Lys0) Cambridge Isotope Laboratories 

L-arginine-U-13C6 99% (Arg6) Cambridge Isotope Laboratories 

L-lysine-4,4,5,5,-D4 96–98% (Lys4) Cambridge Isotope Laboratories 

L-arginine-U-13C6-15N4 99% (Arg10) Cambridge Isotope Laboratories 

L-lysine-U-13C6-15N2 99% (Lys8) Cambridge Isotope Laboratories 

L-glutamine Gibco 

Penicillin/Streptomycin Gibco 

Polybrene Sigma Aldrich 

Puromycin InvivoGen 

Trypsin-EDTA (0.05% ) Gibco 

Inhibitors and agents   

1,6-Hexanediol Sigma Aldrich 

4-nitroquinoline (4NQO) Sigma Aldrich 

5-Ethynyl-uridine (5-EU) Jena Bioscience GmbH 

Actinomycin D Cell Signaling Technology 

Ammonium acetate (NH4OAC) Sigma Aldrich 

Biotin Sigma Aldrich 

Biotin phenol Iris Biotech 

5,6 dichloro 1 β D 

ribofuranosylbenzimidazole (DRB) 
Sigma Aldrich 

Hydrogen peroxide (H2O2) Sigma Aldrich 

JNK1-IN-8 Selleckchem 

Transfection  

Linear polyethylenimine transfection (PEI, HCl Max, 40000) Polysciences, Inc. 

Lipofectamine RNAiMAX Life Technologies 

Opti-MEM with GlutaMAX Gibco 

Colony formation, cell proliferation, and comet assays Gibco 

0.4% Crystal violet Sigma Aldrich 

CellTiter-Blue Cell Viability Assay Promega 

CometAssay 2 Well ES Unit w/ Starter Kit Trevigen 

SYBR gold Nucleic Acid Gel stain Thermo Fisher Scientific 



Materials and Methods  

114 

 

Cell lysis  

Complete protease inhibitor cocktail tablets Roche Diagnostics 

Modified RIPA buffer 50 mM Tris-HCl pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% NP-40, 
0.1% Sodium-deoxycholate 

N-ethylmaleimide (NEM) Sigma Aldrich 

NuPAGE LDS Sample Buffer (4×) (LDS SB) Thermo Fisher Scientific 

Phosphatase inhibitors:  

1 mM sodium orthovanadate Sigma Aldrich 

5 mM β-glycerophosphate Sigma Aldrich 

5 mM sodium fluoride Sigma Aldrich 

QuickStart Bradford 1x Dye Protein Reagent BioRad 

RIPA buffer 50 mM Tris-HCl, pH 7.4, 1% Triton X-100, 0.5% Sodium 
Deoxycholate, 0.1% SDS • 150mM NaCl  

Cell fractionation  

Fractionation buffer A 10 mM HEPFES pH 7.5, 10 mM KCl, 1.5 mM MgCl2, 0.34 M 
glucose, 10% glycerol, 1 mM DTT, 0.1% Triton-X100 

Fractionation buffer B 3 mM EDTA, 0.2 mM EGTA, 1 mM DTT 

Pull-downs  

GFP Trap agarose Chromotek 

Protein A/G beads  

Strep-Tactin Sepharose IBA lifesciences 

SDS-PAGE and western blotting  

0.45 µm nitrocellulose  Sigma Aldrich 

Blocking buffer 10% skimmed milk solution in PBS-T 

Bovine serum albumin (BSA) Sigma Aldrich 

Dithiothreitol (DTT) Sigma Aldrich 

NuPAG MOPS SDS Running Buffer (20X) Thermo Fisher Scientific 

NuPAGE Bis-Tris gels 4-12%  Thermo Fisher Scientific 

PBS-T 1x PBS, 0.1% Tween-20 

Ponceau S Sigma Aldrich 

Ponceau S solution 0.1% (w/v) Ponceau S, 5% acetic acid 

SuperSignal West Pico Chemiluminescent Substrate Thermo Fisher Scientific 

Transfer buffer 25 mM Tris, 192 mM Glycine, 20% (v/v) methanol, pH 8.3 

Microscopy and flow cytometry  

4% paraformaldehyde (PFA) in PBS Affymetrix 

7-AAD Viability staining solution  eBioscience 

Alexa Fluor 647 azide Thermo Fisher Scientific 

Blocking buffer 5% FBS in PBS-T 

HCS CellMask Red stain Thermo Fisher Scientific 

Hoechst 33342 Thermo Fisher Scientific 

Genomics  

RNase free water Sigma Aldrich 

Copper (II) sulfate pentahydrate in PBS Sigma Aldrich 

Fixation solution 4% FA in PBS 

NeutraAvidin beads Thermo Fisher Scientific 

Permeabilization buffer 0.1% Trion-X100 in PBS 
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Sodium L-ascorbate Sigma Aldrich 

Washing buffer 10 mM Tris-HCl pH 8.0, 200 mM NaCl, 0.5 mM DTT 

Production of recombinant proteins  

D-Tube Dialyzer tubes Sigma Aldrich 

Glutathione Agarose Thermo Fisher Scientific 

Lysis buffer protein purification 50 mM Tris-HCl PH8.0, 300 mM NaCl, 2 mM EDTA, 0.1% 
TritonX-100, 10% Glycerol, 1 mM DTT (add freshly prepared) 

Ni-NTA beads Qiagen 

Rosetta2(DE3)pLysS Novagen 

DNA cloning  

Dh5α Thermo Fisher Scientific 

Dimethyl sulfoxide (DMSO) Sigma Aldrich 

Dpn1 NEB 

Electro ligase NEB 

Gateway LR Clonase II Enzyme Mix  Invitrogen 

High efficiency DH5α E.coli NEB 

NucleoBond Xtra Midi Macherey-Nagel 

Plasmid Mini Kit Qiagen 

Q5 MasterMix NEB 

QIAquick PCR & Gel Cleanup Kit Qiagen 

Mass spectrometry  

In-gel digestion   

Buffer B 80% ACN, 0.5% acetic acid 

Chloroacetamide (CAA) Sigma Aldrich 

Colloidal Blue Staining Kit Life Technologies 

Destaining solution 50% Ethanol, 50 mM ABC buffer pH 8.0 

Digestion buffer 25 mM ABC buffer pH 8.0 

Peptide extraction buffer 30% ACN, 3% TFA 

Sequencing grade Trypsin (0.5 μg/μl in 50 mM acetic acid) Sigma Aldrich 

In-solution digestion  

Denaturation buffer 6 M urea, 2 M thiourea in 10 mM HEPES-NaOH pH 8.0 

Lysyl endopeptidase (Lys-C) Wako Chemicals 

SepPAK C18 cartridges  Waters 

Stage tipping  

Buffer A 0.1% formic acid 

Buffer B 80% ACN, 0.1% formic acid 

C18 elution buffer 50% ACN, 0.1% formic acid 

C18 Empore 47 mm extraction disks CDS Analytical 

Micro-SCX fractionation  

SCX elution buffers 
40 mM acetic acid, 40 mM boric acid, 40 mM phosphoric acid. 
(Adjust pH to the indicated pH values with sodium hydroxide. Add 
40% ACN before use) 

SCX Empore Cation 47 mm extraction disks CDS Analytical 

SCX wash buffer 40% ACN, 0.1% TFA 

Phosphopeptide enrichment  

Phospho binding buffer 50% ACN, 6% TFA 
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Phospho elution buffer 1 5% NH4OH 

Phospho elution buffer 2 10% NH4OH, 25% ACN 

Phospho wash buffer 50% ACN, 0.1% TFA 

Titansphere TiO bulk material (TiO2) 10 μm GL Sciences Inc 

TMT  

hydroxylamine Sigma Aldrich 

TMT labeling buffer 150 mM HEPES pH 8.5, 30% ACN 

TMT10plex Isobaric Label Reagent Set plus TMT11-131C Label 
Reagent Thermo Fisher Scientific 

 

Table 2: Antibodies 

Antibodies Product number Manufacturer Dilution Origin 

γH2AX A300-081A-M Bethyl 1:1000 rabbit 

IgG Alexa Fluor 488, 568 A11001, A11004 Life Technology IF 1:1000 mouse  

IgG Alexa Fluor 488, 568 A11008, A11011 Life Technology IF 1:1000 rabbit  

pCHEK1 (S345) 2344 Cell Signaling Technologies 1:1000 rabbit 

pCHEK2 (T68) 2661 Cell Signaling Technologies 1:1000 rabbit 

pP38 MAPK (Thr180/Tyr182) 9216 Cell Signaling Technologies 1:1000 mouse 

pJNK1 (Thr183/Tyr185) 9255 Cell Signaling Technologies 1:1000 mouse 

pMAPKAPK-2 (MK2) (Thr334) 3007 Cell Signaling Technologies 1:1000 rabbit 

JNK1 1648 Santa Cruz Biotechnology IF 1:1000 mouse 

CPSF6 376228 Santa Cruz Biotechnology 1:500 mouse 

CPSF6 ABIN524444 antibodies-online.com IF 1:200 mouse 

CPSF6 HPA039973 Sigma Aldrich IF 1:1000 rabbit 

PSPC1 16714-1-AP Proteintech 1:500 rabbit 

XPC 14768 Cell Signaling Technologies 1:1000 rabbit 

RNA Pol II (CTD4H8) 47701 Santa Cruz Biotechnology IF 1:1000 mouse 

RNA Pol II Ser 2 (E1Z3G) 13499 Cell Signaling Technologies IF 1:1000 rabbit 

PCNA sc-56 Santa Cruz Biotechnology IF/WB 
1:1000 mouse 

CPD CAC-NM-DND-001 Hölzel Diagnostika Handels GmbH IF 1:500 mouse 

6,4-PP NMDND002 Hölzel Diagnostika Handels GmbH IF 1:500 mouse 

CPSF5 81109 Santa Cruz Biotechnology IF/WB 
1:1000 mouse 

CPSF7 393880 Santa Cruz Biotechnology IF/WB 
1:1000 mouse 

SC35/ SRSF2 556363 BD Bioscience IF 1:1000 mouse 

pSF3B1 (Thr313) 25009 Cell Signaling Technologies IF 1:1000 rabbit 

U2AF65 37530 Abcam IF 1:1000 rabbit 

S9.6 ENH001 Kerafast Dotblot 
1:10000 mouse 

dsDNA 27156 Abcam Dotblot 
1:10000 mouse 

HBD/WKK  In house IF 1:2500  

GFP sc-9996 Santa Cruz Biotechnology 1:1000 mouse 

FLAG M2 F1804 Sigma Aldrich 1:2000 mouse 

HA 7392 Santa Cruz Biotechnology 1:1000 mouse 

H2A     
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AQR A302-547A Bethyl 1:2000 rabbit 

Streptavidin-HRP 21130 Thermo Scientific 1:1000  

Vinculin V9264 Sigma Aldrich 1:10000 mouse 

β-Actin A2228 Sigma Aldrich 1:10000 mouse 

Secondary antibodies coupled to 
horseradish peroxidase 

 
 

Jackson ImmunoResearch Laboratories 

 

IF 1:5000 

 

mouse, rabbit 

 

 

Table 3: Plasmids 

Plasmids Source 

pcDNA-DEST47 Life Technologies 

pcDNA-DEST53 Life Technologies 

pENTR221-CPSF6 IMB 

AdML-M3 Addgene 

pLX304 CMV FKBP-V5-sTurboID (N) Addgene 

pLX304 CMV FKBP-V5-sTurboID-high affinity (N) Addgene 

pLX304 CMV HA-HaloTag-FRB-sTurboID (C) Addgene 

pLX304 CMV HA-HaloTag-FRB-sTurboID-high affinity (C) Addgene 

Lentivirus production  

pMD2.G  Addgene 

psPAX2 Addgene 

plix-402 Addgene 

plix-Nterm-GFP This study 

plix-Cterm-GFP This study 

Protein production  

pDEST pET-His-MBP-3C IMB core facility (Protein production) 

pMBP-MS2 Addgene 65104 

  

  

Table 4: Primers 

Primers Sequence 5’-3’ 

PUC19 

 

Fwd – GTACCGAGCTCGAATTCACTGGCCGTCGTT 
Rev – TGCAGGCATGCAAGCTTGGCGTAATCATGG - [BtnTg] 

 

CPSF6 T404A mutagenesis 

 

Fwd – Phos- CTGGAAGGGAAATGGATGCTGCAAGAACGCCATTG 
Rev – Phos- CTTCACTCAATGGCGTTCTTGCAGCATCCATTTCC 

 

CPSF6 T407A mutagenesis 

 

Fwd – Phos- CTGGAAGGGAAATGGATACTGCAAGAGCGCCATTG 
Rev – Phos- CTTCACTCAATGGCGCTCTTGCAGTATCCATTTCC 

 

CPSF6 T404/407A mutagenesis 

 

Fwd – Phos- GGAAATGGATGCTGCAAGAGCGCCATTGAGTGAAG 
Rev – Phos- CTTCACTCAATGGCGCTCTTGCAGCATCCATTTCC 

 

CPSF6 siRNA1 insensitive mutation 

 

Fwd – Phos- ACGAGAAAAGAGTCGACGACACAAATC 
Rev – Phos- GTCATGACGGTCTCTACTTCGCGATTT 

 

GAPDH- qPCR 

 

Fwd –TTCTCCATGGTGGTGAAGACG 
Rev –ATTCCATGGCACCGTCAAGG 

 

https://www.google.com/search?rlz=1C1GCEB_enDE924DE924&sxsrf=AOaemvKdEbu5zJ9vN-UyRWF8nLXs35APcA:1642909305407&q=MBP-MS2-addgene-plasmid-65104&spell=1&sa=X&sqi=2&ved=2ahUKEwivyK-M-sb1AhUPNOwKHT8HC3MQBSgAegQIARA4
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ASCC3 long isoform- qPCR 

 

Fwd – CCTCCATCGAGTCCCTTCCT 
Rev – AACTAAGTCATCCCACGAGCC 

 

ASCC3 short isoform- qPCR Fwd –  TGGGCCTGACATGGAAGAAG 
Rev – P ATCCAGCCTCCTCTTCTGGA 

  

L3-oligo 

 

Fwd – CCACTTCTTTTTGTCACTTGAAAAACATGTAAAAATAATGTACTAGGAGAC 

ACTTTCAATAAAGGCAAATGTTTTTATTTGTACACTCTCGGGTGATTATTTACCC 
Rev – GGGTAAATAATCACCCGAGAGTGTACAAATAAAAACATTTGCCTTTATTGA 

AAGTGTCTCCTAGTACATTATTTTTACATGTTTTTCAAGTGACAAAAAGAAGTGG 

 

AdML-M3-L3-gibson 

-fragment 

 

Fwd – aaactcttcgcggtctttccCCACTTCTTTTTGTCACTTGAAAAACATGTAAAAATAATG 

Rev – gtacggatatcggatccaagGGGTAAATAATCACCCGAGAGTGTACAAA 

 

AdML-M3-L3-gibson 

-vector 

 

Fwd – TCTCGGGTGATTATTTACCCcttggatccgatatccgtacacc 
Rev – CAAGTGACAAAAAGAAGTGGggaaagaccgcgaagagtttg 

 

pDEST-47-FKBP-V5-TurboID(N)-Flag-
gibson-fragment 

 

Fwd – acaaggacgatgacgacaaatcgaaggagatagaaccatgcagg 
Rev – gcttttttgtacaaacttgtcagaatctgtttagcgttcagcagc 

 

pDEST-47-FKBP-V5-TurboID(N)-Flag-
gibson-vector 

 

Fwd – tgaacgctaaacagattctgacaagtttgtacaaaaaagctgaacgag 
Rev – catggttctatctccttcgatttgtcgtcatcgtccttgtaatcg 

 

pDEST-47-HA-FRB-TurboID (C)-gibson- 
fragment 

 

Fwd – ggctagacaccatggccagcatgtacccatacgacgttccag 
Rev – gcttttttgtacaaacttgtcttttcggcagaccgcagac 

 

pDEST-47-HA-FRB-TurboID (C)- gibson-
vector 

Fwd – gtctgcggtctgccgaaaagacaagtttgtacaaaaaagctgaacgagaaacgtaaaatga 
Rev – ggaacgtcgtatgggtacatgctggccatggtgtctagc 

 

Table 5: siRNAs 

siRNAs Sequence 5’-3’ 

CTR UGGUUUACAUGUUGUGUGA-TT 

CTR pool Dharmacon pool 

CPSF6-1 CGUCAUAAAUCCCGUAGUA -TT 

CPSF6 pool Dharmacon pool 

XPC GCAAAUGGCUUCUAUCGAA -TT 

AQR CUGAAUAUGGCGGUGUAGU 

JNK1 Dharmacon pool 

 

Table 6: Software 

Software  

Adobe Illustrator CC2021  

Clustal Omega (EMBL-EBI)  

Cytoscape version 3.8.2  

SnapGene V5  

Harmony High-Content Imaging and Analysis Software (PerkinElmer)  

IceLogo (University Ghent)  

MaxQuant v1.5.2.8 / v1.6.14.0 (Cox lab)  

Perseus 1.6.14.0 (Cox lab)  
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QuikChange Primer Design II tool (NEB)  

R studio v1.2.1335 / R v3.6.1  

Thermo Xcalibur 3.0.63 (Thermo Fisher Scientific)  

 

Table 7: Machines 

Maschines Vendor 

AF7000 Leica 

Biometra TRIO Thermal Cyclers Analytikjena 

VisiScope Spinning Disk Confocal Microscope Nikon 

ChemiDoc imaging system  BioRad 

Easy-LC-1000 Thermo Fisher Scientific 

Easy-LC-1200 Thermo Fisher Scientific 

GraphPad prism 8 Prism 

NanoDrop 2000 Thermo Fisher Scientific 

NuPage Novex Gel System Thermo Fisher Scientific 

Opera Phenix High Content Screening System  PerkinElmer 

Orbitrap Exploris 480 mass spectrometer Thermo Fisher Scientific 

Plate reader infinite m200 Tecan 

Q Exactive Plus Thermo Fisher Scientific 

Sonifier 450 Branson 

Thermo Scientific 3311 Forma Steri-Cult CO2 Incubator Eppendorf 

Thermoshaker Eppendorf 

UV-C irradiator Inhouse built 

Vacufuge Plus Eppendorf 

Xcell II Blot-Modul  Thermo Fisher Scientific 

 

4.2 Cell culture 
4.2.1 Cell culture 

ATCC provided human osteosarcoma cells (U2OS), human epidermal keratinocyte cells 

(HaCaT) and HEK293T (human embryonic kidney 293). Cells were cultured in D-MEM medium 

supplemented with 10% fetal bovine serum (FBS), 2 mM L-glutamine, and 100 U/ml 

Penicillin/Streptomycin. Puromycin was also added to stable cell lines at a concentration of 1 g/l. For 

experiments based on SILAC labeling, Cells were cultured in medium containing either L-arginine and 

L-lysine (Light), L-arginine [13C6] and L-Lysine [2H4] (Medium), or L-arginine [13C6,15N4] and L-

lysine [13C6,15N2] (Heavy). Cells were washed in PBS, detached with 0.05% trypsin, and resuspended 

in complete D-MEM medium to stop the enzymatic activity. This was followed by spinning down at 

250 x g for 5 minutes and re-plated to the desired confluence. All cells were grown in a humidified 

incubator with 5% CO2 at 37 °C. In addition, when cells are needed to introduce genotoxic treatment. 

Inhibitors (e.g., JNK1) were added to cells before UV irradiation, as indicated in the main text. UV light 

irradiation was performed using the in-house built UV chamber with a detector inside.  
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4.2.2 Transfection of cells 
For siRNA transfection of cells in a 10cm dish, cells were grown to an 60% confluence in 10 

ml complete D-MEM before being transfected. Following that, 8 µl of siRNA (10 µM) and 10 µl 

siRNAMax were diluted in 500 µL Opti-MEM. Similarly, for DNA transfection, 5 µg of plasmid DNA 

and 15 µL polyethylenimine (PEI) was diluted in 500 µL Opti-MEM. Respectively, The mixtures were 

combined into a master mix and incubated for 15 minutes at room temperature. They were then added 

to the cells for 6 hours before the medium was changed to fresh D-MEM. The cells were used for 

experiments 48 to 72 hours after being transfected with DNA or siRNA, respectively. Transfection 

volumes in different culture dish sizes were scaled based on surface area depending on the experimental 

demand. 

4.2.3 Stable cell line production by lentivirus transduction 
For lentivirus production, the virus is produced in HEK293T cells which were co-transfected in 

a 4:3:2 w/w/w ratio with an expression plasmid (pliX-GFP-CPSF6 WT, T404A, T407A, or 

T404A/T407A) and the packaging plasmids psPAX2 and pMD2.G. The supernatant containing the virus 

was collected 72 hours after transfection, filtered through a 0.45 m filter, mixed with the same volume 

of fresh medium, and supplemented with polybrene at an 8 μg/L concentration. U2OS or HaCaT cells 

were transduced by exchanging medium for conditioned supernatant. The virus was removed 24 hours 

later, and the cells were incubated for another 48 hours before stable cells were selected by adding 1 

μg/L puromycin for 7-10 days until all control cells were dead. 

4.3 Methods for DNA modification and analysis 
4.3.1 Gateway cloning 
The pliX-GFP-expression vectors were generated from Destination vectors and Entry / DONR vectors using the Gateway LR Clonase II 
Enzyme Mix, as directed by the manufacturer. The vectors used in this work are listed in 4.1 ( 

Table 3).  

4.3.2 Site-directed mutagenesis 
The QuikChange Primer Design II tool was used to create the primers used for site-directed 

mutagenesis. Mutagenesis of the pENTR221 CPSF6 was carried out using the PCR conditions listed 

below. The resulting linear plasmids were column purified using the QIAquick PCR & Gel Cleanup Kit 

after being treated with 20 U of Dpn1 for 1 hour at 37 °C. The plasmids were ligated using ElectroLigase 

according to the manufacturer’s instructions. 

PCR – MIX   Temperature Time Cycles 

2x Q5 Master Mix 25 µl  98°C 30 sec 1 

Primer Mix 0.5 µM  98°C 10 sec 30 

100 ng Plasmid DNA 100 ng  55 °C 30 sec 30 

H2O Fill up to 25 µl  72°C 30 sec / kb 30 

   72°C 5 min 1 

   12°C hold  
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4.4 Cell-based methods  
4.4.1 Colony-forming assay 

The respective siRNAs were transfected into the cells as indicated in the main text. Doxycycline 

was added at a concentration of 1 μg/L to doxycyclin-inducible cell lines. The following day, 4,000 to 

12,000 cells were re-seeded in 6-well plates. The cells were irradiated or treated with JNK1 inhibitor for 

1 hour before being washed twice with PBS, and the medium was replaced with fresh medium. Cells 

were grown for 10-14 days after treatment. Then surviving cell colonies were stained with crystal violet 

solution and counted under the microscope. Each experiment had three technical replicates and three 

biological replicates.  

4.4.2 Cell viability assay 
2,500 cells were seeded per well in 96-well plates with a volume of 100 μL. The following day, 

cells were treated with JNK1 inhibitor for indicated time or irradiated before the medium was replaced. 

Cell viability was tested after treatment by adding 20 μL of CellTiter-Blue Cell Viability solution for 3 

hours. The Tecan Plate Reader was used to measure bioluminescence with the following settings: 

excitation wavelength 560 nm, emission wavelength 590 nm, number of flashes 25, and integration time 

20 μs. Regression analysis in GraphPad Prism (v8.0.2) was used to calculate the LC50 value. 

4.4.3 Immunofluorescence and confocal microscopy 
For microscopy experiments with Opera Phenix High Content Screening System (PerkinElmer), 

cells were grown in 10 cm dish and transfected with indicated siRNAs. Then 20,000 were reseeded in 

96 well plates (Perkin Elmer 6005550) that were coated with poly-L-lysine (PLL, Sigma-Aldrich). The 

next day, cells were treated with UV irradiation or pre-treated with JNK1 inhibitor. Cells were pre-

extracted with 0.4% NP40 for 30 minutes, then fixed in 4% formaldehyde for 15 minutes, and washed 

three times with PBS. Cells were treated with blocking buffer (3% BSA in PBS) for 1 hour before 

incubation with primary antibodies overnight. Cells were then washed three times in PBS containing 

0.1% Tween-20 (PBS-T) and were incubated for 1 h with fluorescently labeled secondary antibodies. 

After three PBS-T washes, DNA was stained with Hoechst 33342 (Sigma-Aldrich). 

Images were acquired with Opera Phenix High Content Screening System (PerkinElmer). A 

40X water immersion objective (numerical aperture (NA) 1.1) was used. Quantification was analyzed 

by automated “Harmony High Content Imaging and Analysis Software” (PerkinElmer). Cells in the 

periphery of the image were excluded from further analysis. Custom-made R scripts (https://www.R-

project.org/) and GraphPad Prim (v8.0.2) were used to visualize the data after image analysis in 

Harmony. Significance values were calculated with one-way ANOVA followed by post-hoc Sidak’s 

multiple comparisons test in GraphPad Prism (v8.0.2). 
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4.4.4 Proximity ligation assay 
Proximity Ligation Assay was performed according to the manufacturer´s protocol (Duolink®, 

Sigma-Aldrich). Cells were fixed with 4% paraformaldehyde in PBS and permeabilized with 0.25% 

Triton X-100. Samples were blocked with Duolink® Blocking Solution for 1 hour at 37°C in a humidity 

chamber. After removal of the blocking solution, primary antibodies diluted in Duolink® Antibody 

Diluent were added on the coverslips for 2 hours at room temperature in a humidity chamber. Coverslips 

were washed 2× with Washing Buffer A. PLA plus and minus probes were put on in a 1:5 dilution in 

Duolink® Antibody Diluent for 1 hour at 37°C in a humidity chamber. Two washes with Washing 

Buffer A were followed by Ligase treatment in 1× Ligation Buffer for 30 min at 37°C in a humidity 

chamber. Ligation buffer was tapped off and coverslips were washed twice with Washing Buffer A. 

Amplification was achieved by adding the Polymerase in 1× Amplification buffer for 100 min at 37°C 

in a humidity chamber. After washing the samples 2× with 1× Washing Buffer B and 1× with 0.01× 

Washing Buffer B, coverslips were stained with 1 µg/ml Hoechst33342 and mounted using Dako 

mounting medium. Images were taken with a Leica SPE microscope using a 63× 1.4NA oil objective. 

The number of PLA spots per nucleus was quantified using Fiji/ImageJ (v1.53). 

4.4.5 Cell-cycle profiling 
Cells were treated with UV (15J/m2) and left for indicated time before being treated with EdU 

at a concentration of 10 μM for 1 hour. The cells were harvested and washed with PBS before being 

fixed for 10 minutes in 4% PFA and the click reaction was performed using Alexa Fluor 647 Azide. 

Following that, the DNA was stained with either Hoechst (1 μg/mL). Subsequent measurements on the 

Opera Phenix High Content Screening System were used for cell cycle analysis by microscopy (see 

4.4.3). Cell cycle profiles were derived by calculating the Hoechst nuclear intensity sum per nucleu 

combining with EdU intensity. Custom-made R scripts (https://www.R-project.org/) and GraphPad 

Prism (v8.0.2) were used to visualize the data after image analysis in Harmony. 

4.4.6 Fluorescence recovery after photobleaching (FRAP) 
We used established stable cell lines expressing GFP-tagged CPSF6 in HaCaT cells. It is carried 

out on a confocal microscope (VisiScope Spinning Disk Confocal Microscope) equipped with the 

necessary laser. Individual GFP-CPSF6 foci at different time points after UV irradiation are 

photobleached with a laser and then the fluorescence in this region is monitored as it recovers. The 

fluorescence recovery depends on the molecular dynamics of the phase-separated liquid droplets. If the 

phase-separated droplets are liquid-like, the fluorescence recovery is quick. Quantification was analyzed 

in VisView and Imar. GraphPad Prism (v8.0.2) was used to visualize the data after image analysis.  

4.4.7 Live imaging 
An established stable HaCaT cell line expressing GFP-CPSF6 was plated in a chambered 

coverslip with 8 individual wells with high glass bottom (ibidi, #80807). Cells were irradiated with UV 

light (40J/m2). Immediately, cells were monitored for 24 hours at 37°C with the presence of 5% CO2, 
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under a confocal microscope (VisiScope Spinning Disk Confocal Microscope) with the setting: 6 

detection views, every 30 seconds of detection frequency, Fluo-confocal-48 and brightfield. 

Quantification analysis of foci intensity, size and numbers were done in Imaris and the background 

intensity was removed and visualized in GraphPad Prism (v8.0.2). 

4.4.8 1,6-hexanediol and ammonium acetate (NH4OAc) treatment 
Cells were plated on cover slides or 96-well plates 96 well plates (Perkin Elmer 6005550) for 

24 hours. The next day, cells were treated with UV irradiation (20J/m2) and followed by with or without 

5% of 1,6-hexanediol treatment for 30 minutes or  50 mM NH4OAC for 2 minutes. Cells were fixed in 

4% formaldehyde for 15 minutes and washed three times with PBS, followed by the permeabilization 

with 5% of Triton X-100 for 5 minutes. Cells were treated with blocking buffer (3% BSA in PBS) for 1 

hour before incubation with respective primary antibodies overnight. Cells were then washed three times 

in PBS containing 0.1% Tween (PBS-T) and were incubated for 1 h with fluorescently labeled secondary 

antibodies. After three PBS-T washes, DNA was stained with Hoechst 33342 (Sigma-Aldrich). 

Images were acquired with AF7000 Widefield Fluorescence Microscope or Opera Phenix High 

Content Screening System (PerkinElmer). Quantification was analyzed by Fiji/ImageJ (v1.53) or 

automated “Harmony High Content Imaging and Analysis Software” (PerkinElmer) as described as 

above. 

4.4.9 Cell lysis 
Cells were washed twice with ice-cold PBS and lysed with modified RIPA buffer supplemented 

with the desired inhibitors (protease inhibitor, phosphatase inhibitors, 10 μM N-ethylmaleimide 

(NEM)). Additional NaCl was added to samples at a concentration of 500 mM and sonicated. The lysates 

were centrifuged at 16.000 x g for 15 minutes at 4 °C, and protein concentrations were determined using 

the QuickStart Bradford Protein assay. 

4.4.10 Cell fractionation 
Cells were grown in 10cm dish and collected by scraping them in ice-cold PBS and spinning 

them down at 300 x g and at 4 °C. Pelleted cells were lysed in 500 μL fractionation buffer A, incubated 

for 15 minutes at 4 °C with rotation, and spun down at 1,300 x g for 5 minutes. The nuclear pellet was 

washed once with 500 μL buffer A before being resuspended in 500 μL fractionation buffer B 

supplemented with 1 μM DTT and rotated for 30 minutes at 4 °C. The chromatin fraction was pelleted 

for 5 minutes at 1,700 x g and washed once with 500 μL buffer B. Finally, the chromatin fraction was 

resuspended in RIPA buffer (500 mM NaCl), sonicated, and centrifuged at 16,000 x g and at 4 °C for 

15 minutes. All buffers were supplemented with inhibitors (protease inhibitor, phosphatase inhibitors, 

10 μM N-ethylmaleimide (NEM)). 

4.4.11 SDS-PAGE and western blotting 
Protein samples in LDS buffer were separated on NuPAGE Bis-Tris gels with a 4-12% gradient 

at 150 V in MOPS-SDS running buffer. Proteins were transferred onto a 0.45 m nitrocellulose membrane 
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in transfer buffer for 115 minutes using the Xcell II Blot-Modul at 30~45 V. All subsequent steps were 

performed on a shaking platform, and the membrane was washed three times with PBS-T buffer in 

between. PONCEAU staining of the membrane was used first to confirm the transfer quality. The 

membrane was then incubated in blocking buffer (10% milk in PBST or 5% BSA in PBST) for 1 hour 

at room temperature (RT) before being incubated with primary antibody diluted in blocking buffer 

overnight at 4 °C. Finally, the membrane was incubated with a secondary antibody conjugated to 

horseradish peroxidase (1:5000 diluted in 5% milk in PBST) for 1 hour at RT. Images detection was 

achieved in the ChemiDoc imaging system in combination with the SuperSignal West Pico 

Chemiluminescent Substrate. 

4.4.12 Expression and purification of recombinant proteins 
Rosetta (DE3) cells were transformed with the vectors pMBP-MS2 (Addgene 65104) or 

pDEST-pET-His-MBP-3C-CPSF6. A single colony was picked for inoculating overnight shaking at 37 

°C in LB medium supplemented with the appropriate antibiotic. The bacteria were diluted 1:100 and 

grown at 37 °C in an antibiotic-containing LB medium while shaking until an optical density of 0.5 was 

achieved. Protein expression was stimulated with 0.4 mM IPTG, and cells were shaken at 16 °C for 20 

hours before being collected at 4000 xg for 10 minutes. After resuspending the pellet in lysis buffer (30 

mM Tris-Cl pH 8.0, 500 mM NaCl, 1 mM MgCl2, 1 mM DTT, 5% glycerol, 100 U/ml Benzonase, 

EDTA-free cOmplete protease inhibitor cocktail, 15 mM imidazole), it was sonicated for 5 minutes on 

ice (5 mm tip, 20 cycles, output 5). The lysate was cleared for 30 minutes at 21,000 g. Recombinant 

proteins were affinity-purified from cleared lysates using a NGC Quest Plus FPLC system (Biorad) and 

Cytiva columns: HisTrap FF crude (His-MBP-CPSF6) and MBP-Trap (MBP) following the 

manufacturer’s protocols. MBP-MS2 was further subjected to Heparin-based chromatography (HiTrap 

Heparin HP 5 ml, Cytiva, in 30 mM Na-Hepes, 25 mM NaCl, 5% glycerol) following the manufacturers 

protocol. All recombinant proteins were concentrated using Amicon spin concentrators (Merck 

Millipore) and subjected to gel filtration with Superdex 200 16/600 pg (Cytiva) in buffer (25 mM Tris-

Cl pH 8.0, 500 mM NaCl,10 % Glycerol). Peak fractions containing the recombinant proteins after gel 

filtration were pooled. Protein concentration was determined using absorbance spectroscopy and the 

respective extinction coefficient at 280 nm before aliquots were flash-frozen in liquid nitrogen and 

stored at -80°C.  

4.4.13 Splicing complex enrichment with MBP-MS2 RNA pull-down 
Synthesized DNA contains sequences generating pre-mRNA with PAS sites and three MS2 

binding sites (hairpins) at the 3’-end. After in vitro transcription with QuantiTect Reverse Transcription 

Kit (Qiagen), pre-mRNA were mixed with purified MBP-MS2 protein into a form (MBP- MS2-pre-

mRNA). We applied HaCaT nuclear extracts to MBP-MS2-pre-mRNA to capture proteins on pre-

mRNA. Then this mix is incubated with amylose beads which allow capturing proteins via MBP-MS2 

binding for 1.5 hours at 4 °C. Then we eluted the captured proteins with SDS buffer after washing with 

cell lysis buffer and performed western blotting or LC-MS analysis. 
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4.4.14 Biotinylated proteins enrichment with NeutrAvidin beads 
SILAC-labeled cells were transfected with a construct expressing TurboID-tagged CPSF6 

APEX2-tagged CPSF6, or split-TurboID-N/C-tagged HBD. After 48 hours, APEX2-tagged CPSF6 

transfected cells were pre-treated with 500 µM biotin phenol (Iris Biochem) for 2 hours at 37°C, 

followed by incubation with 1 mM H2O2 (Sigma-Aldrich) for 2 minutes at room temperature. Cells were 

washed twice with quenching solution (10 mM sodium azide, 10 mM sodium ascorbate, 5 mM Trolox) 

and followed by washing twice with PBS. TurboID-tagged CPSF6 transfected cells were treated with 

50 µM biotin for 30 minutes. Cells transfected with split-TurboID-N/C-tagged HBD are treated with 50 

µM biotin for 12 hours. Cells were lysed on ice with RIPA buffer (50 mM Tris, 150 mM NaCl, 0.1% 

SDS, 0.5% sodium deoxycholate, 1% Triton X-100). Cell lysates were sonicated with Bioruptor to 

release chromatin-bound proteins with additional NaCl at the final concentration of 500mM. Prior to 

the pull down, equal amounts of differentially SILAC-labeled cell extracts from three conditions were 

combined and incubated with pre-equilibrated NeutrAvidin agarose beads (Thermo Scientific) for 2~4 

hours at 4°C on a rotation wheel. Beads were washed once with RIPA buffer, three times with 8 M Urea 

(Sigma) in 1% SDS, and once with 1% SDS in PBS. Eluted proteins were boiled at 95°C for 15 minutes 

in NuPAGE LDS Sample Buffer (Life Technologies) supplemented with 1 mM DTT. After cooling to 

room temperature, eluted samples were alkylated for 30 minutes in the dark with 5.5 mM 

chloroacetamide (CAA) before being loaded onto 4-12% gradient SDS-PAGE gels. Proteins were 

stained with the Life Technologies Colloidal Blue Staining Kit and digested in-gel with trypsin. Peptides 

were desalted on reversed-phase C18 StageTips after being extracted from the gel and followed by LC-

MS analysis. 

4.4.15 Co-immunoprecipitation 
In a total volume of 500 μL reaction solution, 0.5~2 mg of protein were immunoprecipitated 

with 2 μg of antibody (IgG or CPSF6) and 20 μL of Protein-G beads. The samples were rotated for 1.5 

hours at 4 °C. 1 ml of cold lysis buffer containing protease inhibitors was used to wash the beads four 

times. The beads were then boiled at 95°C for 10 minutes in NuPAGE LDS Sample Buffer before being 

fractionated by SDS-PAGE in 4-12% gradient gels. Proteins were analyzed with immunoblotting or LC-

MS analysis, as previously described. 

4.4.16 In vitro kinase assay 
Biotinylated CPSF6 peptide (Biotin-PPGREMDT(p)ART(p)PLSEAEF) was synthesized by 

GenScript. Peptides were bound to NeutrAvidin agarose beads and subjected to mock-treated or de-

phosphorylated for 2 hours at 30°C with 5 μL phosphatase in phosphatase reaction buffer with MnCl2. 

Following that, 10 μg peptide was incubated with cell lysate for 4 hours at 4 °C with rotation. Beads 

were washed three times with wash buffer (PBS with 0.1% Triton X-100) containing protease and 

phosphatase inhibitors. 
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4.4.17 In vitro phase separation assay (In vitro droplet formation) 
To induce LLPS, MBP-tagged CPSF6 is treated with a specific protease,  Human Rhinovirus 

(HRV) 3C Protease to remove the MBP tag first. Then cleaved proteins are dissolved in LLPS buffer 

and incubated at the specified temperature and monitored under a microscope.  

The cover slides were washed in 2% Hellmanex III solution (Hellma Analytics) for 2 hours 

before being rinsed with ultrapure water. Cover slides are incubated overnight with methoxy 

poly(ethylen glycol) (mPEG) silane with an average molecular weight of 5 kDa (25 mg/mL in 95 % 

EtOH). After that, the cover slides were rinsed with ultrapure water, dried, and sealed with crystal clear 

tape. 5 μM of purified MBP-CPSF6 was diluted in the in vitro droplet formation buffer (25 mM Tris–

HCl pH 7.4, 150 mM KCl, 2.5% glycerol, and 0.5 mM DTT) for indicated times (2, 10, 30, 60 minutes) 

to induce phase separation.  

To assess the sensitivity of liquid-like droplets to aliphatic alcohols, 1,6-hexanediol (1,6-Hex)  

(Sigma Aldrich) was added at a final concentration of 5% was added for 30 minutes. The dynamic of 

the droplet fusion was monitored under the confocal microscope (VisiScope Spinning Disk Confocal 

Microscope). In general, at least 5 images were taken in non-overlapping regions that were thought to 

be representative of the droplet distribution on the slide. FIJI (64V5) was used to process and analyze 

the images. 

4.5 Mass spectrometry-based proteomics 
4.5.1 In-gel digestion  

Alkylated samples with 5.5 mM chloroacetamide (CAA) for 30 minutes in the dark before being 

loaded onto 4-12% gradient SDS-PAGE gels. Proteins were stained with the Life Technologies 

Colloidal Blue Staining Kit. Each lane was divided into 6 to 10 pieces for subsequent processing. Each 

piece was then divided into 1 mm squares. The gel pieces were destained four times with 1 mL 

destaining solution for 20 minutes, and dehydrated twice with 1 mL 100% EtOH for 10 minutes. 

To digest the proteins into peptdies, 50 μL of trypsin solution (125 ng/ μL trypsin in digestions 

buffer) was added to the pieces and incubated for 10~30 minutes at 500 rpm. The pieces were covered 

with digestion buffer and incubated at 37 °C overnight. Then the digestion was stopped by adding 50 

μL peptide extraction buffer. The supernatant was transferred to a new tube after 20 minutes of 

incubation at 500 rpm. Peptide extraction was then achieved in a volume large enough (~100 μL) to 

cover the gel pieces by sequential incubation with extraction buffer, in-gel buffer B, and ACN. 

Supernatants from the same gel piece were combined, vacuum centrifuged at 45 °C to a volume of 100 

l, and subjected to desalting with StageTip purification (see 4.5.6). 

4.5.2 In-solution digest 
For the cell lysates from HaCaT cells, protein concentrations were estimated using the 

QuickStart Bradford Protein assay. Proteins were precipitated in a 4 fold excess of ice-cold acetone and 

incubated overnight at -20 °C before being pelleted by centrifugation at 1000 x g for 5 minutes. The 
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pellets were then redissolved in denaturation buffer at a concentration of 2-8 µg/µl. Cysteines were 

reduced with 2 mM DTT in the dark for 40 minutes before being alkylated with 10 mM CAA. 1 µg 

endoproteinase LysC was added to 75 µg of protein for 6 hours to digest it. The mixture was diluted 1:4 

in 50 mM Tris buffer, PH8.0, and sequencing grade-modified trypsin was added overnight in a ratio of 

1:75. Protease digestion was halted by the addition of 0.5% TFA for 30 minutes incubation at 4 °C. 

Following that, centrifugation at 4000 x g for 10 minutes removed precipitates and supernatant were 

kept for further purification and concentration. Reversed-phase Sep-Pak C18 cartridges were prepared 

by washing them three times with 0.1% TFA and once with 100% ACN. After loading with peptide 

samples, the columns were washed three times with water, dried, and stored at 4 °C. 

4.5.3 TMT labeling 
Peptides were eluted from SepPak columns in 2 mL of 50% ACN, thoroughly dried in a vacuum 

concentrator at room temperature, and resuspended in TMT-labeling buffer (150 mM HEPES pH 8.5, 

30% ACN). The Nanodrop at 280 nm was used to measure peptides concentration, which were then 

adjusted to 5 µg/µl. For each labeling reaction, 100 μg of peptides were mixed with an equal amount of 

TMT label (20 µg/µl) (TMT:peptide ratio of 16:11 (w/w))and incubated in a thermoshaker for 1 hour at 

25 °C and 500 rpm. The labeling reactions were quenched by adding hydroxylamine at a final 

concentration of 0.4% and incubating for 20 minutes at 25 °C and 1000 rpm in the thermoshaker. 

Following that, peptides were diluted in 0.1% TFA, lowering the ACN concentration below 3%. Then 

peptide labeling efficiency was evaluated by running LC-MS analysis. To account for differences in 

labeled peptides between labels, 5% of the samples were pooled, purified on C18 stage tips, measured 

with a mass spectrometer, and adjustment factors calculated. The remaining samples were pooled and 

purified on Sep-Pak C18 columns as previously described (4.6.2). 

4.5.4 Phosphopeptide enrichment 
TMT-labeled peptides were eluted from Sep-PAK columns in 2 ml of 50% ACN and acidified 

to a concentration of 6% TFA. 1 mg of peptides were mixed with 2 mg of TiO2 spheres and incubated 

at room temperature for 1 hour with rotation. Spheres were washed twice with 1 mL of binding buffer 

and once with 1 mL of wash buffer. They were loaded onto a StageTip made of 1 layer of a C8 47 mm 

extraction disk and centrifuged at 500 x g to dry. Phosphorylated peptides were eluted by centrifugation 

at 400 x g with 100 l of elution buffer 1, followed by 100 l of elution buffer 2. To remove NH4OH, the 

eluted peptides were vacuum concentrated at 45 °C for 20 minutes. The pH was adjusted to lower than 

2 with TFA and peptides were fractionated by Micro-SCX (see 4.5.5). 

4.5.5 Micro-tip based strong cation exchange chromatography (Micro-SCX) 
Six disks were cut from 47 mm cation exchange extraction disks with a 17-gauge Hamilton 

syringe and placed into a 200 µL pipette tip to make micro-SCX tips. By centrifuging at 500 x g, SCX-

tips were equilibrated with 50 l of methanol, SCX elution buffer pH 2.5, SCX elution buffer pH 11, and 

100 µL of SCX wash buffer. At 400 x g, acidified peptide samples (pH 2) were loaded onto the SCX-



Materials and Methods  

128 

 

tips. Peptides were then fractionated by eluting them with 100 l of SCX elution buffers at 700 x g from 

lowest to highest pH. Eluates were vacuum centrifuged for 20 minutes at 45 °C to remove ACN before 

being desalted by C18 StageTipping (see 4.5.6). 

pH of SCX-buffers: 

(Chromatin-) proteome: 3.2 / 3.6 / 3.9 / 4.25 / 4.8 / 5.5 / 7 / 11 

Phospho-proteome: 2.5 / 2.8 / 3.2 / 3.5 / 3.75 / 4 / 4.25 / 4.5 / 5 / 5.5 / 6.5 / 11 

4.5.6 Desalting and concentration of peptides 
Peptide purification was carried out with the help of self-made and extremely cost-effective 

stop-and-go extraction tips (StageTips). StageTips were created by cutting two disks from a 47 mm C18 

extraction disk with a 17-gauge Hamilton syringe and inserting them into a 200 µL pipette tip. By 

centrifuging at 500 x g, stage tips were equilibrated with 25 µL of methanol, followed by 25 µL of stage 

tip buffer B and 2 x 25 µL of stage tip buffer A. The samples were loaded onto the tip and washed in 

the same manner with 50 µL Buffer A. StageTips were dried and stored at 4 °C. The peptides were 

eluted into 96-well sample plates with 50 µL elution buffer and vacuum concentrated in a volume of 2 

l. Finally, 3 µL of 0.1% FA was added and followed by introduction into MS. 

4.5.7 MS analysis 
Peptide fractions were analyzed using a quadrupole Orbitrap mass spectrometer (Q Exactive 

Plus or Exploris, Thermo Scientific) coupled to a UHPLC system (EASY-nLC 1000 or EASY-nLC 

1200, Thermo Scientific). Peptide samples were loaded onto C18 reversed-phase columns and eluted 

with a linear  8 to 40% acetonitrile (ACN) gradient containing 0.1% formic acid. The mass spectrometer 

was set to data-dependent mode, which switched between MS1 and MS2 acquisition automatically. The 

Orbitrap was used to collect full survey scan MS spectra (m/z 300-1700). Higher-energy C-trap 

dissociation (HCD) was used to isolate and fragment the ten most intense ions. Peptides with unassigned 

charge states, as well as those with charges less than +2, were not fragmented. The Orbitrap mass 

analyzer was used to collect fragment spectra. The settings for the LC and mass spectrometers are listed 

below. The initial screen’s data was collected entirely on the Exploris mass spectrometer setup. 

4.5.8 MS peptide identification 
MaxQuant (version 1.5.2.8) was used to analyze raw data files. The Andromeda search engine 

compared parent ion and MS2 spectra to a database containing 98,566 human protein sequences 

obtained from the UniProtKB released in 04/2018. Spectra were analyzed with a mass tolerance of 6 

ppm in MS mode, 20 ppm in HCD MS2 mode, strict trypsin specificity, and up to two miscleavages 

allowed. As a fixed modification, cysteine carbamidomethylation was looked for, whereas cysteine 

modification with NEM, protein N-terminal acetylation, methionine oxidation, and phosphorylation of 

serine, threonine, and tyrosine were looked for as variable modifications. The dataset was filtered using 
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posterior error probability (PEP) to achieve a false discovery rate of less than 1% using a target-decoy 

approach. The match between runs and the re-quantify features were switched on. 

TMT samples 

Raw files from TMT samples were analyzed with Maxquant version 1.6.14 with the same 

settings as above. Spectra were compared to a database of 96,788 human protein sequences obtained 

from the UniProtKB in February 2020. Miscleavages of up to three were permitted, and spectra were 

filtered for precursor ion fractions (PIF) greater than 0.75. 

4.5.9 Data processing and visualization 
For the TMT experiments, multiply modified peptides were analyzed separately. Furthermore, 

the intensities of proteins and peptides were normalized to account for loading errors and batch effects. 

For each batch, isotope corrected intensities were first divided by the corresponding reference intensity 

(reference normalization). Then intensity averages for each protein or peptide were calculated per batch. 

Following that, each intensity was divided by the average mentioned above (per-protein/peptide 

centering). The R software environment was used for statistical analysis and data visualization (v3.6.1). 

The limma package was used to calculate moderated t-tests corrected for multiple hypothesis testing 

(Benjamini Hochberg), with peptides/proteins measured in at least two replicates (“FDR”). 

Unsupervised hierarchical clustering was used, and heatmaps were created as a result using the 

pheatmap or the gplots package [784]. The umap package was used for UMAP clustering [785]. 

Gorilla was used to perform GOterm enrichment analysis [786]. IceLogo was used for sequence 

motif analysis, and overrepresented motifs were identified using sequence annotation followed by 

a Fisher's exact test in Perseus (v1.6.14.0) [787]. The STRING database was used to analyze protein 

interaction networks, which were then visualized with Cytoscape (v3.8.2) [788]. Enrichment 

analysis for protein clusters was also performed in Cytoscape using “StringApp” or “ClusterViz” 

[788]. The KSEA algorithm (KSEAapp) was used to predict kinase activities with updated known 

kinase-substrate relations (PhosphoSitePlus, 04/2021) and a prediction NetworKIN cutoff of 5 

[789], [790]. CORAL generated the Kinome analysis with the KSEA predicted kinases’ fold change 

and FDR values (http://phanstiel-lab.med.unc.edu/CORAL/, 11/2021) and the map was redrawn in 

illustrator [791].  

4.6 Genomics 
4.6.1 Quantitative PCR (qPCR) 

HaCaT cells were transfected with siRNA of CPSF6 or control siRNA. Then cells were treated 

with UV (15J/m2) and isolated mRNA with RNeasy Plus Mini Kit (Qiagen) following the 

manufacturer’s protocol. 500 ng of purified RNA was reverse-transcribed into cDNA by using the 

QuantiTect Reverse Transcription Kit (Qiagen). The quantitative real-time PCR was performed using 

SYBR Green (ABI) in a reaction system of 2x SYBR Green mix and a 0.5 M final primer mix. It is 

amplified and monitored in CFX384 BioRad machine. 

http://phanstiel-lab.med.unc.edu/CORAL/
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4.6.2 Quantification of DNA-RNA hybrids using dot blot 
Genomic DNA was extracted using the DNeasy mini kit (Qiagen). The isolated gDNA was 

treated with 1.2 U RNase III (produced in-house) for 2 h at 37°C. After enzyme deactivation at 65°C 

for 20 min, samples were split in half to digest control samples with 10 U RNaseH1 (NEB) overnight at 

37°C. Enzyme deactivation was followed by spotting DNA in a serial dilution on a nitrocellulose 

membrane (NeoLab Migge GmbH) using a dot blot apparatus (BioRad). DNA was cross-linked to the 

membrane by UV light and afterwards blocked with 10% skimmed milk solution in PBS supplemented 

with 0.1% Tween-20. The membrane was incubated overnight at 4°C with the S9.6 antibody (produced 

in-house). After incubation of secondary antibodies conjugated to horseradish peroxidase (Jackson 

ImmunoResearch Laboratories), the signal was detected using SuperSignal West Pico 

Chemiluminescent Substrate (Thermo Scientific). An antibody against dsDNA was probed as a loading 

control after stripping the membrane with β-mercaptoethanol (Sigma) and 0.1% SDS in PBS. The 

detected signal was quantified using Fiji/ImageJ (v1.51), and ratios between the signal resulting from 

S9.6 and dsDNA staining were calculated to quantify global R-loop levels.  
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5 Abbreviations 
6-4PPs  6’-4’ photoproducts  

ABC Ammonium bicarbonate 

ACN Acetonitril 

aEJ Alternative end-joining 

AID Activation-Induced Cytidine Deaminase 

alt-NHEJ  Alternative NHEJ  

APEX Ascorbic acid peroxidase 

AP-site  Abasic site  

ATP  Adenosine triphosphate  

ATR  Ataxia telangiectasia and Rad3 related  

BRCA1  Breast cancer type 1 susceptibility protein  

C18 Octadodecyl alkane chains 

CAA Chloroacetamide 

CID Collision-induced dissociation 

CPT Camptothecin 

CRL  Cullin-RING E3 ligases  

CTR Control 

DDR  DNA damage response  

dHJ  Double HJ  

D-loop Displacement loop 

DNA  Deoxyribonucleic acid  

dNTP  Deoxynucleotide  

dNTPs Deoxyribonucleotide triphosphates 

DSB  Double strand break  

DTT Dithiothreitol 

EGSEA  Ensemble Gene Set Enrichment Analysis  

ESI Electrospray ionization  

EU 5-ethynyl uridine  

FA Formaldehyde 

FDR False discovery rate 

GG-NER  Global genome NER  

GO Gene enrichment 

GSEA Gene Set Enrichment Analysis 

H2O2 Hydrogen peroxide 

HCD Higher-energy c-trap/collision dissociation  

HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid 

HJ  Holliday junction  

HIV Human immunodeficiency virus 

HR  Homologous recombination  

ICL Inter-strand crosslink  

IDLs Insertion-deletion loops  

IF Immunofluorescence 

IMB  Institute of Molecular Biology  

IP  Immunoprecipitation  

IR  Ionizing radiation  
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KD Knock-down 

KDa  1,000 Dalton  

KEGG Kyoto Encyclopedia of Genes and Genomes 

KO Knock-out 

LC50 Lethal concentration - killing 50% of cells 

LC-MS/MS  Liquid chromatography and tandem mass spectrometry  

LFQ Label-free quantification 

LysC Endoproteinase LysC 

m/z  Mass to charge  

m6a  N6-methyladensine  

Micro-SCX Micro-tip based strong cation exchange chromatography 

MMEJ Microhomology-mediated end-joining 

MMR  Mismatch repair  

mRNA  Messenger RNA  

MS  Mass spectrometry  

MS/MS Tandem MS  

MS1 First stage of mass analysis / precursor spectrum 

MS2 Second stage of mass analysis / fragment spectrum 

Multiplicity Number of PTMs on a detected peptide 

NEM N-ethylmaleimide 

NER  Nucleotide excision repair  

NHEJ  Non-homologous end joining  

NHS N-hydroxysuccinimide 

NLS  Nuclear localization signal  

PBS Phosphate buffered saline 

PCR  Polymerase chain reaction  

PEI  Polyethylenimine  

PEP  Posterior error probability  

PTM  Posttranslational modification  

RBPs RNA-binding proteins 

RIPA Radioimmunoprecipitation assay buffer 

RNA  Ribonucleic acid  

ROS  Reactive oxygen species  

RP Reversed-phase  

RP-HPLC Reversed-phase high-performance chromatography 

RPLs 60S ribosomal subunits  

RPSs 40S ribosomal subunits 

RQC Ribosome-associated quality control 

RT  Room temperature (~22-23°C)  

S Serine 

S/TQ motif  Serine or threonine residues followed by glutamine  

SCX Strong cation exchange 

SDS-PAGE Sodium dodecyl sulfate polyacrylamide gel electrophoresis 

SH2/3 Src-homology-2/3 

SILAC  Stable isotope labeling with amino acids in cell culture  

siRNA Short interfering RNA  
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ssDNA  Single stranded DNA  

StageTips Self-made and extremely economical stop-and-go-extraction tips 

T (Protein) Tyrosine 

TC-NER  Transcription-coupled NER  

TEAB Triethylammonium bicarbonate 

TFs Transcription factors 

TiO2 Titanium dioxide 

TLS  Translesion synthesis  

TMT Tandem mass tag 

TMTc TMTcomplementary 

TMT-MS3 TMT-Measuring the reporter ions in the third dimension 

U2OS Human Bone Osteosarcoma Epithelial Cells 

UV  Ultraviolet  

WB  western blot  

WCL Whole cell lysate 

WT Wild type 

Y Tyrosine 

ε-NH2  Epsilon-amino group  
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6 Appendix 

 

Figure 68: Immunofluorescence analysis of the kinetics of CPD (A) and 6,4-PP (B) dimer removal during the recovery from different 
dosages of UV irradiation. See Figure 22.  
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Figure 69: Heatmap of global proteome profiling in HaCaT cell  (n= 4) and the RNA-seq data in MRC5VA cell from the Svejstrup 
lab upon UV induction (15 J/m2, 8h recovery) (n= 2; fold-change ≥  1.5, or ≤ 1.5; FDR ≤  0.01 are indicated with an asterisk). Proteins 
with upregulated ubiquitylation levels are labeled with red and downregulated ubiquitylation levels are labeled with green after UV 
treatment from the Svejstrup lab (http://www.biologic-db.org/ ) [792]. 

 

http://www.biologic-db.org/
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Figure 70: Kinome map for kinase activation for all predicated kinases upon UV irradiation. Kinome map is generated by CORAL 
with KSEA predicted kinases’ fold change and FDR values. Blue indicates down-regulated activity and red indicates upregulated activity. 

 



Appendix  

138 

 

 
Figure 71: Protein numbers with up- or down-regulated phosphorylation sites (A) and GO enrichment of proteins with 
downregulated phosphorylation sites while comparing 6h to 0.5h and the highest-scoring GO terms for biological process and 
molecular function are displayed (B). 
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Figure 72: Heatmaps for predicted ATR (A) and CDK2 kinases (B) (peptide fold-change ≥ 2, FDR ≤  0.05 are indicated with an 
asterisk). 
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Figure 73: JNK1 activation in different cellular fractions post UV irradiation (left) and overlap of JNK-dependent phosphoproteomics 
datasets (TMT-labeling and SILAC-labeling) (right). 

 

 

Figure 74: Western blots analysis for different cellular fractions indicates the removal of CPSF6 from chromatin. See Figure 53. 
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Figure 75: Proximal interactor analysis with APEX-CPSF6 upon UV treatment. A. Experimental workflow for quantitative mass spectrometric 
analysis of APEX2-tagged CPSF6 proximal complex after UV light treatment. SILAC-labeled cells were transfected with APEX-CPSF6. After 48 
hours of transfection, cells were treated with UV light (20J/m2). After 1h recovery post UV irradiation, biotinylation was induced upon adding 500 
µM biotin-phenol for 2 h at 37°C and 1 mM H2O2 for 2 min at room temperature. Samples were pooled after cell lysis and biotinylated proteins 
were purified using NeutrAvidin beads. Immunoprecipitated proteins were resolved on SDS-PAGE and digested in-gel into peptides, followed by 
LC-MS/MS. B. Western blotting analysis for APEX-CPSF6 overexpression and biotinylation in SILAC U2OS cells upon UV treatment from A. C. 
Immunofluorescence analysis of APEX-CPSF6 in U2OS cells after UV light irradiation. Cells were fixed with 4% PFA and nuclei were stained 
with DAPI. Representative images are shown after Deconvolution with Imaris. D. Rank plot of protein groups proximal to APEX-CPSF6. 
Paraspeckle components are highlighted (first 50) between UV treatment and mock treatment. E. Network analysis for proteins enriched upon UV 
treatment. This experiment was done by Matthias Ostermaier. 
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Figure 76: Transcription inhibition induces paraspeckle formation. HaCaT cells were treated with 4NQO (20μM, 1h) (A), DRB (10μM, 
1h) (B) or actinomycin D, ActD (2μg/mL, 1h) (C) and washed out with PBS, then cells were left for recovery for the indicated time (R1, R6, 
R24). Cells were fixed with 4% PFA and stained with CPSF6 and PSPC1 antibodies, and nuclei were stained with Hoechst. Representative 
images are shown after Deconvolution with Imaris. 
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Figure 77: UV induced R-loop formation, see Figure 64 
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Life is life, fight for it. 



192 



Curriculum Vitae 

193 

9 Curriculum Vitae 



194 



195 

PhD is doctor philosophiae in Latin. In the context of Doctor of Philosophy, philosophy was 

applied with its original Greek meaning of “Love of wisdom” [793], [794]. I wish we were all equipped 

with love and wisdom simultaneously during our PhD time. And I wish I have shown you that I am still 

in love with acquiring knowledge and wisdom to apply some methods and methodology to do effective 

research to broaden the knowledge base. 

Thank you very much again for reading through all chapters! 

Tomorrow will be another good day! 
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