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Abstract

Peter Stromberger

Coherent Matter Wave Manipulation in Microgravity

A microgravity environment offers beneficial conditions for research on cold atom clouds.
The trapping potentials are not distorted by gravity, the dynamic of cold atom ensembles
is determined by inter-atomic interactions and interaction with controlled external fields.
Moreover, the time-of-flight is not restricted by the size of the vacuum-chamber. On the
other hand, new challenges arise such as expansion velocities limiting the observability of
the cold atom clouds after a long time-of-flight, less controlled environmental conditions in
comparison to laboratory experiments such as temperature, vibrations, external magnetic
and electric fields.

QUANTUS-2 is a mobile Bose-Einstein condensate (BEC) experiment used for exper-
iments in microgravity in the drop tower in Bremen, Germany. It aims to utilize the
microgravity environment of the drop tower to study coherent manipulation of rubidium
and potassium ensembles. The most significant field of study will be atom interferometry,
which prospectively will allow to test the universality of free fall at new levels of precision.

The main objective of QUANTUS-2 is to investigate atom interferometry in microgravity.
The sensitivity of atom interferometers increases quadratically with the interrogation time
making microgravity an ideal environment. Utilizing a magnetic lens in combination with
collective mode excitations, we were able to reduce the expansion velocity of a BEC below
80 pm/s in all three spatial directions and allow for observation of the BEC after evolution
times greater than 2 seconds. In this thesis the combination of a magnetically lensed
rubidium 87 BEC with Double-Bragg atom interferometry will be investigated. Under
gravity and in microgravity the coherence length of Bose-Einstein condensates released
from different magnetic traps will be investigated. In microgravity the coherence length
and wavefront distortions of magnetically lensed Bose-Einstein condensates will be studied.
On ground measurements with symmetric and asymmetric Mach-Zehnder geometries will
be performed. Additionally, a novel method of determining the optimal collimation of a
magnetic lens with a Double-Bragg Open-Ramsey type interferometer will be presented.

Furthermore, in microgravity it is possible to implement dressed state shell potentials
and confine cold atoms in two dimensions without gravity distortion leading to partially
filled shells. Studying a Bose gas on a shell surface allows to investigate topology dependent
vortex behavior, new collective modes, crossovers from thick to thin shells, and self-
interference effects. We realize shell potentials by radio-frequency dressing the magnetic
sub-states of the hyperfine ground-state F = 2 of rubidium 87. In this thesis measurements
of thermal atoms in shell potentials in microgravity at varying positions from the atom chip,
different detunings and Rabi frequencies will be presented. The results will be compared
to simulations.

Key words: Atom Interferometry, Bose-Einstein Condensate, Magnetic Lensing, Shell
Potentials






Contents

1 Introduction
Testing the Universality of Free Fall . . . . . ... ... ... .. .. ....

1.1
1.2
1.3
1.4
1.5
1.6

Atom Interferometry . .

The QUANTUS collaboration and the Bremen Drop Tower . . . . . . . . ..

Cold Atom Clouds . . . .

Further Research in Microgravity . . . . . .. ... ... ... ... .....

Structure of the Thesis .

2 Experimental Setup

2.1
2.2
2.3
2.4
2.5

QUANTUS-2 Overview .
Atom Chip . . . . .. ..
Fluorescence Detection .
Absorption Imaging . . .

Creating and Transporting a Bose-Finstein Condensate . . . . . . . ... ..

3 Atom Interferometry

3.1

3.2

3.3
3.4
3.5
3.6
3.7
3.8
3.9

Theory Background . . .
3.1.1 Light Atom Interacti
3.1.2 Bragg Diffraction .

(0

3.1.3 Bose Einstein Condensates . . . . . . . . . . . ...

3.1.4 Magnetic Lens . . .
3.1.5 Atom Interferometry

Hardware Setup and Preparatory Measurements . . . . . ... ... ... ..

3.2.1 Atom Interferometry
3.2.2 Atom Interferometry
3.2.3 Spincore PulseBlaste
3.2.4 Atom Interferometry
3.2.5 Transport of the Bos
3.2.6 Increasing the Time-
Rabi Oscillations . . . .

Setup . . ...
Laser . . . . .. .. ... .. ... ... . . ...,
A
Laser Light Path . . . . . ... ... .......
e-Einstein Condensate . . . . . . .. ... ... ..
offlight . . . . ... ... .. ... L L.

Open-Ramsey Type Interferometer . . . . . .. . . ... ... ... .....
Open-Ramsey Type Interferometer with Double Diffraction . . . . . . . . ..

Atomic Shear Interferomet

L

Asymmetric Mach-Zehnder Interferometer . . . . . . ... ... ... ....

Mach-Zehnder Interferome
Summary and Conclusion

ter . . . .. e

13
13
13
16
20
23
24
31
31
32
33
34
36
37
41
46
49
54
o8
62
67



Contents

4 Shell Potentials

4.1 Physical Background . . . ... ... ... .......
4.2 Hardware Setup . . . . . . . ... ... ... ...
4.3 Simulation . . ... ... ... 0 oo
4.3.1 Effects of Gravity . . . . . .. ... ... ... ..

4.4 Preparatory Measurement . . . ... ... ... ....
4.5 Transfer to Shell Potentials . . . . . .. ... ... ...
4.6 Rabi Frequency . . ... ... ... ... ... ...
47 Detuning . . . . .. ..o Lo
4.8 Comparison - Gravity / Microgravity
4.9 Temperature Dependence . . . . . . . . ... ... ...
4.10 Lifetime . . . . . . . . ... ...
4.11 Summary and Conclusion . . . . . .. ... ... .. ..

Bibliography

Appendix

Publications



Contents







CHAPTER 1

Introduction

The drive of modern physics for many decades was to develop an understanding for quantum
gravity. The twentieth century physics yielded a remarkable understanding of the physical
reality by describing the macroscopic world of celestial objects with the general theory of
relativity (GR) and the interactions in the microscopic world with quantum physics. Both
theories were verified with high precision [1, 2]. Still, many research areas in physics, such
as the first fractions of a second after the big bang [3], dark energy and dark matter [4],
and the inside of black holes [5] cannot solely be described by one of the two above.

One way of developing a new theory is to find limits of the old theory. Einstein’s
general theory of relativity is based on two postulates [6]: Einstein’s field equations and
the Einstein’s equivalence principle (EEP). The latter states that gravity can be described
as geometry and GR is a metric theory. The former postulate describes this metric. By
finding limits to the EEP one would find limits to every geometric description of gravity.
The EEP can be divided in three sub-principles:

o Universality of Free Fall (UFF): The trajectory of any uncharged test body is
independent of its internal structure and composition. Famously illustrated to the
public by the Apollo 15 Commander David Scott by dropping a hammer and feather
on the Moon'.

o Local Position Invariance (LPI): The outcome of any local non-gravitational
experiment is independent of when and where in space the experiment was performed.

e Local Lorentz Invariance (LLI): The outcome of any local non-gravitational
experiment is independent of the velocity of the experimental apparatus.

These three sub-principles are related by Schiff’s conjecture [7], which states that a violation
of any of the three sub-principles implies a violation of the other two. To sum up, these
three principles state that gravity couples universally to all types of mass and energy
independent of its internal composition and charge. On the other hand, in quantum
theories forces couple to a certain charge. Electrical charge in case of the electro-magnetic
interaction, hyper-charge in case of the electro-weak interaction, and flavor in case of the
strong interaction [8]. Thus, it is somewhat surprising that gravity couples universally
without any dependence on some kind of charge. In this thesis, the contribution to the
effort to find limits to the UFF-principle will be described.

1 https://moon.nasa.gov/resources/331/the-apollo-15-hammer-feather-drop/
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1.1 Testing the Universality of Free Fall

The violation of the UFF principle is quantified by the E6tvos ratio named after the
Hungarian physicist Lordand Eoétvos. It is the relative difference of the gravitational
acceleration of two bodies g; and go

g1 — g2
g1+ g2

n=2 . (1.1)

If the UFF principle is correct then 1 equals zero. So far, all experiment investigating
this principle yielded a result consistent with n = 0, but with increasing precision. The
UFF was tested by several methods. In the following text the most recent methods will be
summed up.

Lunar laser ranging by Williams et. al. [9] tested the gravitational acceleration of the
FEarth and the Moon towards the Sun by means of reflection of laser pulses on mirrors
placed on the surface of the Moon by Apollo astronauts. A precision of An = 1.4 x 10713
was reached. Schlamminger et. al. [10] measured the E6tvos ratio using a rotating torsion
balance. The authors measured the gravitational acceleration towards Earth of beryllium
(Be) and titanium (Ti) test masses. Be and Ti test bodies of equal mass were mounted on
a cylinder with the rotational axis parallel to the gravitational acceleration. A difference of
gBe and gp; would cause a torque on the fiber the cylinder is mounted to. A precision of An
= 1.8 x 10713 was reached. The most precise measured of the UFF principle was performed
by Touboul et. al. [11] on the MICROSCOPE satellite mission. In that experiment a
precision of An = 0.9 x 1074 was reached. Two concentric hollow cylinders consisting
of a platinum alloy and a titanium alloy were placed into orbit inside a satellite. The
differential acceleration towards Earth was measured capacitively. The high precision
was made possible by accurately controlling the position of the satellite with cold-gas
thrusters. These three measurements were performed on macroscopic objects with either
a significant difference in mass or different constituents such as beryllium and titanium.
A measurement of the E6tvos ratio of free falling cold atom clouds of rubidium 85 and
87 isotopes was performed by Asenbaum et. al. [12]. By means of atom interferometry
the differential acceleration of two cold atom clouds consisting of rubidium 85 and 87
atoms in the gravitational field with respect to a retro-reflective mirror were measured. A
precision of An = 3.8 x 1072 is one to two orders of magnitude smaller than the precision
of the three other experiments. Nevertheless, the exactly known constituents of the probed
objects differentiate this measurement. Moreover, measuring the E6tvos ratio with atom
interferometry is comparatively new and promises significant improvements of the precision
[13]. The research covered in this thesis is contributing to efforts of a collaboration funded
by the German Space Agency to measure the E6tvos ratio of rubidium 87 and potassium
41 isotopes with a precision of 10718,

1.2 Atom Interferometry

Interferometry is a powerful tool to measure physical quantities. Recently, the first ever
detection of gravitational waves was published by the LIGO and Virgo collaboration [14].
The oscillation of space was measured with an interferometer with an arm length of 4 km
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and 3 km, respectively. In an interferometer a physical quantity is measured by the phase
difference it induces between the two interferometer arms. Figure 1.2(a) shows a sketch of
a Mach-Zehnder interferometer [15]. A laser beam initially passes a beam splitter, then it
is reflected at the two mirrors and finally recombined at a beam splitter. The laser beams
in the two output ports interfere constructively and destructively. A phase difference of
zero between the two beams would cause full intensity in one port and zero intensity in
the other port. The sensitivity of the interferometer scales with the area enclosed by the
interferometer [16].

In analogy to an optical interferometer an atomic inter-
ferometer can be realized. Instead of the laser beam a cold
atom cloud is used and beam splitters and mirrors are realized I
with laser pulses driving Rabi oscillations of the cold atom Drop capsuler
ensemble. Hence, the roles of matter and light have been
interchanged. This process is illustrated in Figure 1.2(b). A
phase difference between the two arms is then for example )
induced by a spatially varying potential. This could be the Drop tube — ||
gravitational potential along the y-direction in that graph. 1mm 110m
The sensitivity of the atomic Mach-Zehnder interferometer
scales as well with the enclosed area. The area can be easily
calculated to ks f-T27 where ks is the transfered momentum !
at the beam splitting pulse and T the time between the beam
splitting and the mirror pulse. Hence, the phase sensitivity
of an atomic Mach-Zehnder interferometer is

4.7s 9.2s

AD ~ kepp - T2 (1.2)

Deceleration | |
2 p

Thus, it follows immediately that it is beneficial to increase Catapult ——
the time between the beam splitting and the mirror pulse. _
Very much in analogy to the long interferometer arms of the Fig. 1.1: qu?tmtion of the
LIGO/Virgo interferometers. Typical table-top experiments drop tower. Figure taken
can reach free fall times in the order of 100 ms. Asenbaum from [17].

et. al. achieved a free fall time of 2 s by accelerating a cold atom clouds upwards in a
10 m high vacuum chamber. An experiment with a 100 m high vacuum chamber is in
development at the Fermi National Accelerator Laboratory [18]. Another way of achieving
free fall times of several seconds is to have the whole experimental apparatus in free fall.
This is done in drop towers [19], parabolic airplane flights [20], sounding rocket missions
[21], and on space-missions [22].
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i ~ sin2
mlr\tor Sin® (A®/2) beam splitter mirror
v . \ . ~sin? (AD/2)
AD ~ cos? (AD/2) y
. ¥ ~cos? (AD/2)
—
X AD ~ A 0 T 2T t
beam splitter Ay=kgzh/m-T AD ~ A~k T2
(a) Optical Mach-Zehnder interferometer. (b) Atomic Mach-Zehnder interferometer.

Figure 1.2: Sketch of the optical and atomic Mach-Zehnder interferometer. a) shows an
optical Mach-Zehnder interferometer. An additional phase A® is accumulated on the upper
interferometer arm. The intensity of the two output ports depends on the accumulated
phase. The sensitive to the accumulated phase is proportional to the area enclosed by the
interferometer. b) shows an atomic Mach-Zehnder interferometer. The beam splitters and
the mirror is realized with laser pulses transferring half the atomic ensemble population to an
excited state or the full population to an excited state, respectively. The transferred momentum
to the excited state is keyp. The different interferometer arms can as well accumulate a different
phase and the sensitive to the accumulated phase is proportional to the area enclosed by the
interferometer: AP ~ kspT2.

1.3 The QUANTUS collaboration and the Bremen Drop Tower

The QUANTUS! collaboration was funded by the German Space Agency since 2004. The
aim of this collaboration is to perform experiments on cold atom clouds in microgravity at
the drop tower in Bremen, Germany (see Figure 1.1). The drop tower facility provides
a cylindrical capsule of a hight of up to ~ 2 m and a diameter of ~ 0.7 m in which an
experimental apparatus can be integrated. The core of the drop tower is a 110 m high
vacuum chamber. The cylindrical capsules are either lifted to the top of the vacuum
chamber or placed in the catapult at the bottom of the vacuum chamber. In the drop
mode, when the capsule is placed at the top of the vacuum chamber, a free fall time of 4.7
s can be reached. In the catapult mode, when the capsule is accelerated upwards with 30 g
from the bottom of the vacuum chamber, a free fall time of 9.2 s is reached. In the drop
and the catapult mode the capsule is decelerated in a Styrofoam pebbles filled container
with 40 g. The microgravity quality during the free fall reaches up to 107 g.

The QUANTUS-2 apparatus is one of the two cold atom experiment performing research
in microgravity at the drop tower. Its aim is to perform simultaneous atom interferometry
experiments with rubidium 87 and potassium 41 cold atom clouds in the catapult mode
with an interferometer time 27" > 7 s to test the UFF. This thesis is based on experiments
performed at the QUANTUS-2 apparatus.

1 German abbreviation for quantum gases in microgravity
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1.4 Cold Atom Clouds

Long interferometer times set strict demands on the expansion rates of the cold atom clouds
used for atom interferometer experiments. Previous work at the QUANTUS-2 apparatus
I contributed to, but which is not part of this thesis, reduced the expansion velocity of
a cold atom cloud cooled to degeneracy to below 80 pum/s in all three spatial directions.
This was achieved by combining a magnetic lens [23] with quadrupole mode oscillations of
the cold atom cloud [24]. The results have been submitted to the journal Physical Review
Letters [25].

In Chapter 3 of this thesis atom interferometry experiments with unlensed and lensed
rubidium 87 cold atom clouds will be covered. These experiments will present the necessary
steps to perform experiments with interferometry times of several seconds. This includes

o Efficient beam splitting and mirror pulses: Reducing losses at the three Mach-Zehnder
pulses and increasing detectability after long time-of-flights.

e Determination of the coherence length through self-interference allowed to investigate
dephasing of cold atom clouds.

e Coherence properties of lensed cold atom clouds: It was investigated whether a
magnetic lens decreases the coherence properties of cold atom clouds.

e Mach-Zehnder interferometer measurements under gravity: Allowed to compare
results from dephasing of the cold atom cloud with the contrast of the interferometer.

o Identification of possible systematic effects reducing the interferometer time.

Additionally, a novel method for determining the collimation of a magnetic lens, later
referred to as atomic shear interferometer will be presented.

1.5 Further Research in Microgravity

The emergence of platforms for cold atom research in microgravity was initially motivated
by atom interferometry to utilize the long free fall times. In the wake of available tools for
manipulating cold atom clouds before executing an atom interferometry sequence other
areas of research opened up. The lack of gravity allows, for example, to create exactly
overlapping trapping potentials for different atomic species and to study mixtures [22].
Moreover, atom lasers (matter wave analogues of the optical laser) are realized on ground
by coupling out atoms from a Bose-Einstein condensate [26]. Due to gravity a vertical
beam is formed. Meister et. al. [27] proposed an atom laser in microgravity. In contrast to
the atom laser on ground the dynamics of the out-coupled atoms are only determined by
repulsive interactions. The authors show that this leads to an isotropic coherent matter
wave. Furthermore, the available radio-frequency sources allow to create shell potentials
as proposed by Zobay et. al. [28]. The lack of gravity would allow to populate the shell
potential homogeneously and to study self-interference effects of different parts of the shell
after release from the potential [29], the dynamic of vortices on curved surfaces [30, 31],
some authors even proposed investigating models of neutron stars with shell potentials
[32]. In this thesis the realization of shell potentials with the QUANTUS-2 apparatus will
be studied.
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1.6 Structure of the Thesis

This thesis consists of two separate parts. Chapter 3 is dedicated to the atom interferometry
topic and Chapter 4 will cover shell potentials. These chapters can be read independently.
Chapter 2 will introduce the QUANTUS-2 apparatus and the experimental components
and sequences common to the aforementioned chapters.



CHAPTER 2

Experimental Setup

The experimental context of the QUANTUS-2 apparatus was presented in the previous
chapter. The experimental setup is treated in detail in References [33, 34] and the laser
system in Reference [35]. This chapter will give a brief overview of the experimental
apparatus. Chapters 3 and 4 will provide details on the implementation of the atom
interferometry and shell potentials setup, respectively.

2.1 QUANTUS-2 Overview

The QUANTUS-2 apparatus is an atom chip based experiment with a double MOT'!
chamber made for performing atom interferometry experiments on the timescale of seconds
in microgravity in the drop tower in Bremen [36]. In its final stage it will perform differential
atom interferometry experiments with rubidium and potassium atoms. In its current stage
only rubidium atoms are implemented. The double MOT configuration allows for loading
a MOT with 10® atoms in 150 ms. Trapping frequencies in the range of kHz allow for fast
evaporative cooling in 1 s resulting in a BEC? with 10° atoms. This fast BEC preparation
allows for 2 consecutive experiments in the drop mode and up to 4 consecutive experiments
in the catapult mode, allowing to perform 6 to 12 measurements on a day with 3 drops or
catapult shots. Experiments with free time-of-flights in the range of seconds reduce the
number of experiments.

The laser system was developed at the Humboldt University of Berlin [37] and consists of
one master laser and three master-oscillator-power-amplifier (MOPA) laser with an output
power of 1 W [38]. One laser is used for laser cooling of the 2D+ MOT with a laser power
of up to 50 mW per beam and for the detection of the atoms. Another laser provides
cooling beams with a laser power of up to 15 mW for the 3D MOT. The third laser is used
as a repumper for the two MOT chambers and for the Bragg atom interferometry, where
the laser power per beam is up to 20 mW.

The atom interferometry setup is configured such that it is possible to perform double
Bragg diffraction. Two Bragg lattices are created with a combination of a quarter wave plate
(QWP) and a mirror. The frequency detuning between the laser beams is induced by driving
two Crystal Technologies 3080-125 acusto-optical modulators (AOMs) with the Spincore
PulseBlaster DDS frequency generator. Further details on the atom interferometery setup
are provided in Section 3.2.1.

1 Magneto-optical trap
2 Bose-Einstein condensate
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The whole system is controlled with a National Instruments PXI system. The NI-PXI-
8101 is an embedded controller running a LabView program. The NI-PXI-785/R is a
FPGA providing the real-time control and read-out. Furthermore, the systems has two
NI-PXI-1428 frame grabber cards to read out two Hamamatsu C8484-15G CCD cameras.
The NI-PXI-6723 card has 32 analog-out channels allowing to control devices such as
current drivers.

The laser system and its adjacent components are controlled by an electronics package
internally developed by Thjis Wendrich called T-STACK. It encompasses laser diode drivers,
rich-wave-guide (RW) and tapered amplifier (TA) drivers, frequency controllers, shutter
drivers, frequency generation with a direct digital synthesis (DDS) for AOM control, and
photo diode readout electronics. An exception is the temperature control (TEC) of the
lasers, it is performed with the Meerstetter TEC-1092 and TEC-1091 for the master laser
and the three MOPAs, respectively.

The coils and the atom chip structures are driven with the High Finesse BCSP 10
current generators. An exception are the 2D MOT coils and the H-structure of the atom
chip, it is driven by a current generator internally developed by Manuel Popp [39].

The whole system is powered by a battery platform with LiFePo4 cells developed by
Tammo Sternke [40], which can power the QUANTUS-2 apparatus up to 4 h without a
power supply.

Drop tower PC, monitoring
system

Inertial measurement unit,
g batteries

7,
Figure 2.1: Overview of the QUANTUS-2 apparatus. a) shows the whole capsule on the
transportation cart in the integration hall. To the left is the hull, which is put around the
capsule to keep the pressure around the capsule at 1 bar in the drop tower vacuum tube.
b) shows the QUANTUS-2 vacuum chamber and the atom chip. The system consists of a
two MOT system to achieve MOT loading times of 150 ms and has a mirror MOT, which is
reflected at the atom chip. The atom chip has three layers to provide functionality throughout
the sequence.

2.2 Atom Chip

The atom chip is one of the main component of the QUANTUS-2 apparatus. In combination
with the three Helmholtz-coil pairs it provides the magnetic fields for all trapping steps in
the sequence. The use of the U-structure allows to omit large water-cooled Helmholtz-coils
for the magneto-optical trap. Furthermore, another U-structure on the atom chip is
connected to the National Instruments PXI-5421 arbitrary waveform generator and allows
to perform evaporative cooling and create radio frequency dressed state potentials. The
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atom chip is structured in three layer: the mesoscopic layer, the base chip, and the science
chip (see Figure 2.2). The mesoscopic layer consist of 1 mm diameter copper wires in U-
and H-configuration. The U-structure is used to create a 3D MOT and the H-structure is
used for an loffe-Pritchard type magnetic trap. The second layer, the base chip, consists of
gold structures electroplated on an aluminum nitride substrate. The Z-structure on the
base chip has a wire-width of 500 um. Parallel to the horizontal part of the Z-structure are
two U-wires functioning as radio frequency antennas. The base chip’s Z-structure is used
to create a loffe-Pritchard type magnetic trap and for a magnetic lens potential. The third
layer is dubbed science chip and is similar structured to the base chip, but with wire width
of 50 pm and no U-wires. It is used as well for an loffe-Pritchard type magnetic trap.

Mesoscopic Structures  Base Chip Science Chip
- 35 mm . 35 mm - 25 mm .

Figure 2.2: Overview of the three layers of the QUANTUS-2 atom chip. The full stack can be
seen in Figure 2.1. The U-structure (blue color) on the mesoscopic structures layer contributes
to the magnetic field of the MOT. The H-structure (red color) is used for realization of an
Toffe-Pritchard type magnetic trap. The Z-structure of the base chip (red color) contributes
to the static Ioffe-Pritchard magnetic trap and the lower U-wire (green color) creates the RF
field for evaporative cooling and for the dressed state potentials. The science chip is placed
centered on the base chip. The Z-structure is used as well for the Ioffe-Pritchard magnetic
trap and is indicated by the blue color. Figure adapted from [33].

2.3 Fluorescence Detection

To detect the fluorescence light of the atoms undergoing the transition F' =3 — F = 2
a lens system in front of the large window in the 3D chamber focuses the light onto
Hamamatsu S5107 photodiode. The resulting photocurrent is transformed to a voltage
with a transimpedance amplifier (Femto DLPCA-200). The fluorescence detection is used
to monitor the performance of the experiment and as an input to the cost function of an
optimization algorithm.

2.4 Absorption Imaging

The QUANTUS-2 apparatus has two imaging systems both consisting of the same setup
of two achromatic lenses with f; = 90 mm and fo = 50 mm with a mirror in between
to change the light path by 90° and the Hamamatsu C8484-15G CCD camera. Both are
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based on the saturation absorption imaging principle [41]. The primary imaging system
is tilted by 45° to the x-axis in the x-y plane. The resulting absorption images show the
z-coordinates on the x-axis (later referred to as xl) and a linear combination of the x- and
y-coordinates on the y-axis (later referred to as y/). The secondary detection system is
mounted in the x-z plane with an angle of 52.5° to the x-axis. The imaging beam is reflected
on the atom chip surface before reaching the imaging system. This introduces two shadows.
For the first shadow the laser beam is reflected by the atom chip and passes through the
atomic cloud and for the second shadow the laser beam passes through the atomic cloud
and is then reflected on the atom chip. The x-axis of secondary detection system (later
referred to as :I:") corresponds to a linear combination of the x- and z-coordinates and
the y-axis (later referred to as y”) corresponds to the y-coordinates. Additionally, by
considering the distance between the two shadows the z-coordinate can deduced allowing to
extract full 3D information of the ensemble. Furthermore, the secondary imaging system is
mounted such that it can image the interference fringes resulting from atom interferometry
along the y-direction.

Primary Imaging Angle Secondary Imaging Angle

—_ = === Atom Chip
Atom Chip N ef “
- ‘
— ', 52.5° Shadows
|—:/——< Shadow . —7
\ ~ | A
m reme A o

| 45° = 2oild -

N X X

F 4 , 7 .

Imaging Beam Imaging Beam
Figure 2.3: The two imaging systems of the QUANTUS-2 apparatus. The primary imaging
system on the left is for precisely determining the atom number and extracting the z-position.
The secondary imaging system is used for measuring the fringe spacing in atom interferometry
measurements and for determining the full 3D position of the atomic cloud. Figure taken from
[34].

2.5 Creating and Transporting a Bose-Einstein Condensate

This section will briefly describe the sequence used to create a Bose-Einstein condensate
in chronological order and continue afterwards with transport to positions furthers away
from the atom chip.

1. Magneto-optical trap (MOT): The MOT consists of a 2D+ MOT and a 3D MOT
setup. The pre-cooled rubidium 87 beam from the 2D+ MOT is caught in the 3D
MOT created by the mesoscopic U-wire and the y- and z-Helmholtz coil pairs, and
four laser beams. The x-direction is cooled and trapped by two laser beams and the
y- and z-direction is cooled and trapped by two laser beams reflected on the surface
of the atom chip. After 150 ms the 3D MOT is loaded with 1-10® atoms and has a
temperature of 200 pukK.
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2. Compression MOT (CMOT): To transfer the atoms efficiently from the MOT to the
magnetic trap it is necessary to change the position and to reduce the size of the
atomic cloud. This is done by changing the magnetic field, the detuning, and the
power of the laser beams by a genetic algorithm [33].

3. Optical molasses: To cool the atoms below the Doppler limit an optical molasses is
applied. A temperature of 10 ;K could be reached with this method.

4. Optical state preparation: To maximize the number of atoms in the magnetic trap
the atoms need to be transfered to the |F' = 2,my = 2) state. This is done by driving
the F' =2 — F' = 2 transition with ot light.

5. Toffe-Pritchard trap (IPT): The atoms are initially caught with an Ioffe-Pritchard type
trap consisting of the mesoscopic H-structure and the Z-structure on the base chip
plus the 3 Helmholtz-coil pairs with trapping frequencies of (fy, fy, f-) = (8,58, 62)
Hz. Following that, the atoms are transfered to another IPT consisting of the
base chip Z-structure, the science chip Z-structure, and the x- and y-Helmholtz
coil pairs closer to the atom chip with significantly higher trapping frequencies
(fas fy, =) = (21,1779,1783) Hz. The temperature after that step increases again to
180 uK.

6. Evaporative cooling: The phase space density of the atomic cloud is increased by
radio-frequency induced evaporative cooling. Starting with a frequency of 23.4 MHz
the exponential decrease of the frequency is approximated with seven linear ramps
of the length of 100 ms to 200 ms to a frequency of 1.58 MHz. After the fourth
ramp the atoms are transported to a position further away from the atom chip with
trapping frequencies of (fz, fy, f») = (24.4,456.5,462.3) Hz to increase the efficiency
of the evaporation process. After the final ramp a phase space density of 2.612 is
reached and 3 - 10° atoms remain in the condensate.

7. Transport: After the evaporation the BEC is at position z = 209 um dubbed position
a. Another position with the advantage of being further away from the atom chip and
providing a more harmonic magnetic potential is at z = 1462 um dubbed position c.
The latter position can in contrast to position a not be realized under gravity. Other
positions are a2 and b located at z = 354 ym and z = 813 pum, respectively. They
are primary used to perform experiments on ground. The four positions and their
properties are listed in Table 2.1. For transport to position a2 and b sigmoid current
ramps are used. A special current ramp for transport to position ¢ was calculated
by Corgier et. al. [42] to minimize the excitation of oscillations. More details are
provided in Section 3.2.
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Table 2.1: Properties of different positions dubbed a, a2, b, and ¢. The currents through the
Z-structures of the base- and science-chip were 6 A and 2 A, respectively, for all positions. The
x-coil current was 0.5 A for the positions a to b and 0.1 A for position ¢. The z-coil current was
0 A for positions a to b and -0.0038 A for position ¢. The trapping frequencies were calculated
with the atom chip simulation from the group of Reinhold Walser at TU Darmstadt [43].

Name y-current (A) z-position (nm) (fs,fy, f.) in Hz

a 15 209 (24.4, 456.5, 462.3)
a2 1.1 354 (24.8, 213.3, 218.3)
b 0.6 813 (17.5, 61.1, 59.8)

c -0.374 1462 (9.1, 27.9, 24.6)



CHAPTER 3

Atom Interferometry

As mentioned in the introduction the method of atom interferometry allows to measure
very small inertial forces [44] and to test fundamental physics [45]. The sensitivity of
these measurements scales quadratically with the duration of the measurement [46]. The
microgravity environment of the drop tower can be utilized to perform measurements on free
falling atoms on the time scale of seconds. The long time scales set strict demands on the
atomic source and the free falling experimental apparatus could disturb the measurements.
This chapter will investigate a magnetically lensed Bose-Einstein condensate (BEC) as
an atomic source. The focus will be put on investigating the dephasing of the BEC by
measuring the coherence length. Additionally, a new method for determining the collimation
of a magnetic lens will be introduced, later referred to as atomic shear interferometer.

This chapter will start with the introduction of the necessary concepts to understand
atom interferometry with Bose-Finstein condensates in Section 3.1. Section 3.2 will present
the experimental setup used for atom interferometry measurements. Measurements of Rabi
oscillations with single diffraction Bragg pulses are shown in Section 3.3. Two beam splitting
pulses are combined in Section 3.4 to perform an Open-Ramsey type interferometer. Section
3.5 will do the same for double diffraction and show first measurements in microgravity.
Finally, in Section 3.6 measurements in microgravity where the magnetic lens was combined
with an Open-Ramsey type interferometer are presented. Additionally, asymmetric Mach-
Zehnder interferometer measurements on ground are presented in Section 3.7. In Section 3.8
a symmetric Mach-Zehnder interferometer is used to measure the gravitational acceleration
along the atom interferometry axis of the QUANTUS-2 apparatus.

3.1 Theory Background

This section will introduces the necessary theoretical concepts to interpret the results of
this chapter. Section 3.1.1 will introduce light atom interaction for the 1- and 2-photon
case and state the resulting Rabi frequencies. Section 3.1.2 will use the results of the light
atom section to introduce the concept of Bragg diffraction with a light grating for the case
of single and double diffraction and discuss different diffraction regimes and pulse shapes.
Finally, in Section 3.1.5 atom interferometry with light pulses will be introduced. The
Open-Ramsey type interferometer and the Mach-Zehnder interferometer will be discussed.

3.1.1 Light Atom Interaction

Although, atom interferometry with 1-photon interactions are possible [47] 2- and n-photon
interactions are more common due to longer lifetimes of the excited states and higher
transfered momentum. This section will introduce the concept of Rabi oscillations and its

13
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dependence on the laser power and detuning to the excited state in case of an 1-photon
and 2-photon interactions.

1-photon interaction The wavelength of the laser light used for atom interferometry is
typically in the visible and near-infrared range. Hence, the interaction can be described by
the electrical dipole interaction:

—

E(7,t) ~ Ey(F)eikT=wt), (3.1)

Additional approximations are the size of the atoms being much smaller than the wavelength
of the laser light and the lack of movement of the atom during the interaction. This lead
to an further simplification of for the electrical field:

E(t) = Ege™*. (3.2)

The dynamics of the system is given by the Schrédinger equation
L0 . .
Zﬁ&ﬂj (7,t) = H (7, 1) = (Hatom + Hint (t)) ¢ (7'1) (3.3)

with H;,: = —d- E, where d is the electric dipole moment of the atom. This equation
can be solved with an ansatz were the total wave function is a linear combination of the
eigenfunctions of the two states: e~y () and e~ “2tuy (7)

Y (7 1) = e (t) e ™ty (F) + ¢ (t) e 2 by (7), (3.4)

where ¢; (t) are the time-dependent amplitudes of the two states and /(w2 — wi) their
energy difference. The probability of the atom to be in the state 1 or state 2 is given by
le1|? and |cz|*. By considering near resonant laser light (w &~ ws — w;) and applying the
rotating wave approximation (RWA) one gets

1
P o=lc 2= 2= 1+ cos pt) ,
=l = 5 (1+ cos Qo) .

Py=lea*=1- Py,

where 2y = (ug| d|u1) - Eg/h is the Rabi frequency. For a two state system with a natural
line width I" and a saturation intensity Is,; the Rabi frequency is

[ 1
Q=T .
0 QIsat7 (3 6)

where I is the intensity of the laser beam. By choosing 2yt = w/2 or {29t = 7 one would
transfer half the population or the full population to the excited state. This pulses are
called 7/2 - and 7 - pulses, respectively. They can be set by either adjusting the laser
power or the pulse duration.

The Equation 3.5 can be modified for small detunings ¢ = w — (wy —w;) < w. The
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derivation can be found in Reference [46], resulting in:

92
P:CZ——O(l—COS\/EQ—FQ?t),
P1:|Cl|2:1*P2.

A small detuning has two effects. It increases the oscillation frequency and reduces the
amplitude of the oscillation. Off-resonant 1-photon interaction can not completely invert
the population.

2-photon interaction This concept can be extended for two photon transitions and in the
general case for a n-photon transition. This section will limit the discussion to 2-photon
processes. Figure 3.1 illustrates the concept of one and two photon transitions. The
intermediate levels are virtual states and are not populated in the process; the atom
interacts simultaneously with 2 photons in a coherent process. By choosing a large enough
detuning A to the intermediate state one reduces the losses due to spontaneous emission.
The intermediate state in Figure 3.1 was chosen arbitrary. The intermediate level could
also be located in between the states I and 2 and be used as a mean of exiting states with
lower laser frequencies than the transition frequency. This effect is used for example in
higher harmonic generation [48]. In this case of a 2-photon process the atom is interacting

1-photon 2-photon
[ —

l9) 9)

Figure 3.1: Sketch of 1- and 2-photon interactions. The transition between state |g) and
state |e) in case of an 1- and 2-photon interaction is shown. The light frequencies are denoted
by w; and ws, the detuning to the final state |e) is denoted by e, and the detuning to the
intermediate state |i) by A. The intermediate state |¢) was chosen arbitrary and could be
located at different position. The discussion is in the text.

with two laser beams and the electrical field is of the following form

E(t) = El (t) + EQ (t) = Eoyleiwlt -+ 50726iw2t (38)
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The time-dependent population of the two states can be described by:

Py (t) = Q%p sin? 2,
2 402 ™ (3.9)
P (t)=10- Py
« 2-photon Rabi frequency: (25, = Ql’éifi’Q, with 21 ; and 2,2 being the single

photon Rabi frequencies between the state 1 and the intermediate state and the
intermediate state and state 2, respectively. A is the detuning with respect to the
intermediate state.

« Detuning and AC-Stark shift: 2 = _Q%p—F (e — d40)*. Like in a 1-photon process
a detuning leads to smaller amplitude and faster oscillation frequency. Additionally,
the AC-Stark shifts needs to be considered, because its value is different for the two
momentum states and does not cancel out like in the 1-photon process.

3.1.2 Bragg Diffraction

E/h E/h
\ |4)
1A
w w2 w2
w1 | W1
= Fo
K 5| 5
l9) l9)
0 1 2 p/hk 2 - 0 1 2 p/hk
(a) Single diffraction. (b) Double diffraction.

Figure 3.2: Sketch of the Bragg diffraction process. The parabolic curves show the energy
dispersion of two states, e.g. 5231/2,F =2 and 52P3/2, F = 0. a) Two counter-propagating
laser beams with a laser frequency difference of § + ¢ are driving the transition between two
momentum states |g) = |0hk) and |g) = |2hk) via a 2-photon process. The ground and excited
states are in the same hyperfine state. If they were in a different hyperfine state the process
would be called Raman diffraction. The detuning A to the intermediate state reduces losses
due to spontaneous emission. b) A 4-photon process with two counter-propagating pairs of
lasers drive a transition to the |g) = |+2kk) momentum states.

2-photon processes can be for example realized by two counter-propagating laser beams.
If the initial and final states were different internal states such as the F =1 and F = 2
hyperfine states of the rubidium 87 525, /2 ground state one would call the process Raman
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diffraction. If the initial and the final states are identical and only differ in the momentum
one would call this process Bragg diffraction. The name stems from the analogy to the
scatter process of electro-magnetic waves at a crystal structure, but in this case the roles
of matter and light are interchanged. Two counter-propagating laser beams with equal
frequency would create a standing wave. An incident matter-wave, such as a cold atom
cloud, would be diffracted at that light-grating.

The process of scattering from the |0hk) state via an intermediate state to the |+2hk)
momentum state is called single diffraction and is illustrated in Figure 3.2(a). The two
parabolic curves indicate the quadratic dispersion relation of the 525, s2 - and 52 Py /2
- rubidium 87 states. The energy difference between the two states corresponds to a
wavelength of 780.24 nm or a frequency of 384.23 THz. As indicated by the two different
frequencies w; and wy a resonant transition only occurs if the two laser beams have a
energy difference equal to §. This is due to the momentum difference of the two states and
the frequency difference calculates to

4R K2
Efinal - Einitial - W

Pt (3.10)
= d=w1 —wy = =27+ 15.084kH z.

2m

Hence, the two counter-propagating laser beams with a frequency difference 0 create a
moving grating, at which atoms at rest are being diffracted. A detuning & can also be
introduced, either due to a frequency difference between the two laser beams or due to
residual movement of the cold atom cloud. The population of the ground and excited state
in aforementioned light field is described by Equation 3.9.

3 LR B

i Spontaneous 3
g 102 emission -
= E Kapitzas . E
. p Bapitzas\ Tunneling ]
% 10t b Dirac i
=] E 3
Q B a
2 [
= 10°F E
S = El
) F 3
a : i
= 10~! ¢ Raman-Nath 3

:I IIIIIII 1 IIIIIIII 11 IIIIIII 1 IIIIIIII :

1072 107! 10° 10*
Interaction time 7 - w,

Figure 3.3: Different diffraction regimes for single Bragg diffraction. The explanation is in
the text. Figure taken from [49]
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Different Diffraction Regimes So far only the transitions between two states have been
discussed. In a typical experimental setting the interaction times and the laser intensity
have values where transitions to additional states occur. The possible regimes are shown in
Figure 3.3. The Bragg diffraction regime is a special case of the Kapitza-Dirac regime [50].
In the Bragg regime the atoms are only diffracted to one excited state. This corresponds to
a thick grating in the crystal analogy, or to long interaction times with a light grating. For
shorter interaction times the atoms are diffracted to more than one state and this regime
is called Raman-Nath. For higher laser intensities losses due to tunneling and spontaneous
emission occur. The regime between the Bragg regime and the Raman-Nath regime is
referred to as the quasi-Bragg regime.

Velocity selection and pulse shapes So far in the discussion of the diffraction of atoms
the momentum distribution of the cold atom clouds was not considered. The momentum
distribution causes different Doppler shifts over the atomic cloud, and hence, different
Rabi frequencies. Thus, a laser pulse should accommodate for different momenta with
an according frequency distribution. If the distribution of frequencies in the laser pulse
allows to compensate for different Rabi frequencies over the atomic cloud one would speak
of all momenta being addressed. Typically, not all momenta are being addressed and one
would speak of the velocity selection or acceptance of the laser pulse. Hotter atomic clouds
demand higher velocity acceptance, which can be realized with shorter pulses. Additionally,
the different pulse shapes have difference velocity selections. To illustrate this problem one
consider a 1D thermal ensemble with a temperature of T = 20 nK. The velocity distribution
can be described by a Gaussian distribution:

1 _
fv) = Tors e 2%, (3.11)

where v is the velocity of the atoms and o, = ’”’#T (kp: Boltzmann constant, m: mass
of the atoms). The above equation can be rewritten in terms of momentum p = hk (%:
reduced Planck constant, k: wave vector)
1 _ (nk/m)?
V2o,

e 20 . (3.12)
The blue curve in Figure 3.4(a) shows the momentum distribution. A Gaussian light pulse
can be described by the following equation

f(hk) =

+2

2
g(t) = Ioe *7, (3.13)

where [ is the peak intensity and o; the standard deviation of the pulse. To perform a
Fourier transform and obtain a momentum acceptance in units of ik it is necessary to
transform the time variable: t — t' =t -m/k. The Fourier transformed Gaussian light



3.1 Theory Background 19

pulse calculates to

o (k)

g(hk) = I e Tk (3.14)

O't/

with 0, = oy -m/k and o} = 1/(2mo,). On the other hand, a box pulse is described by an
amplitude Iy and a width 7

IOv t <

o

b(t) = (3.15)

0, otherwise

Doing a variable transformation ¢ — ¢ = ¢ - m/k and performing a Fourier transformation
gives the the following equation for the box pulse

b(hk) = IgTsinc (77k/m - hk) . (3.16)

Figure 3.4(a) show the velocity distribution of the T' = 20 nK thermal ensemble and the
Fourier transformed equations of a Gaussian and a box pulse (Equation 3.14 and 3.15) with
a standard deviation of g, = 14 ps and a box pulse width of 7 = 14 us. The width and
standard deviation were chosen such most of the momenta are being addressed. The width
of the Gaussian pulse can be chosen such that it follows follows the Gaussian distribution
of the atom momenta distribution, while the box pulse distribution in the momentum
space looks significantly different. To address more atom momenta with a box pulse one
need a shorter pulse and would increase the maximum peak power and increase losses due
to spontaneous emissions. The disadvantage of box pulse is further shown in Figure 3.4(b).
For the same area under the curve the box pulse has more than double the amplitude of
the Gaussian pulse. Rigorous calculations have also shown that the Gaussian pulses are
the preferable pulse shapes [51].

Double Diffraction The simultaneous diffraction to two opposing momentum states from
a different hyperfine state was first demonstrated by Léveque et. al. [52]. Simultaneous
diffraction to opposing momentum states from the same hyperfine state was first proposed
by Giese et. al. [53] and first demonstrated by Ahlers et. al. [54]. In this process atoms are
diffracted from the |0%k)- simultaneously to the |£2fik) - momentum states. The process
was dubbed double Bragg diffraction and is a 4-photon process realized with two pairs of
laser. The advantage of this method is that it doubles the sensitivity of a Mach-Zehnder
interferometer by double the transfered momentum (see Equation 3.54). Furthermore, a
more significant advantage is the cancellation of the laser phases in contribution of the final
phase of the Mach-Zehnder interferometer [55] (see Equation 3.53 for the single diffraction
case).

The 7/2-, and m-pulses are defined such that the former leads to the transfer of the
population from the |0hk)-state to the |+£2hik)-states and the latter causes an inversion
of the |£2hk)-states. The Rabi frequency of the double diffraction process relates to the
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=== gaussian pulse: 0 = 14.0 us
= box pulse: T = 14.0 us
—— velocity distribution: T = 20.0 nK
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(a) Momentum distribution. (b) Pulse shape.

Figure 3.4: Velocity selection of different pulse shapes. a) The momentum distribution of a
thermal gas with a 20 nK temperature, the velocity acceptance of a Gaussian pulse with a
standard deviation 14 us, and a box pulse with a width of 14 us arer shown. The Gaussian
pulse resembles the momentum distribution of the thermal gas, while the box pulse deviates
significantly. b) The time profile of the pulses. The box pulse has more than a factor two
higher peak amplitude leading to more losses due to spontaneous emissions, but a lower velocity
acceptance.

single diffraction Rabi frequency by [55]
Qpp = 2sp/V2. (3.17)

While in the single diffraction setup the atoms oscillate between two states in the double
diffraction setup three states are involved. Figures 3.5(a) and 3.5(b) show the Rabi
oscillations of atoms initially starting in the |0hk) - momentum state and the |+2hk) -
momentum state, respectively. In the former case the atoms are transfered to the |+2hk)-
momentum states by a m/2-pulse and the later case half of the atoms are transfered to the
|0hk) - momentum state and 25 % to the |[£2hk)- momentum states each.

3.1.3 Bose Einstein Condensates

The Bose Einstein Condensate (BEC) was predicted by Satyendra Nath Bose and Albert
Einstein in 1924 and first realized by Eric Cornell, Carl Wiemann, and Wolfgang Ketterle
in 1995 [56, 57]. In a BEC the atoms of the cold atom cloud can be described with a single
wave function. The state of the BEC in a external anisotropic harmonic potential can be
described by the Gross-Pitaevskii (GP) equation [58]

2
g At U (7)o Ngu? ()| (1) = o (1), (318)
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(a) Starting in the |0kk) - momentum state. (b) Starting in the |+2fk) - momentum state.

Figure 3.5: Double diffraction Rabi oscillations. a) Atoms initially starting in the |0kk) -
momentum state are transfered to the |+2kk)- momentum states by a m/2-pulse, while b)
atoms starting in the |+2%k)- momentum states are transfered to the |0%ik)- momentum state

(50%) and |+2hk)- momentum states (25% each) by an w/2-pulse. Figures adapted from
Reference [53]

with the interaction strength g = 4wh?a/m, the s-wave scattering length a, the chemical
potential p, the condensate wave function v (7), and the atom number in the condensate
N. A solution to the GP equation can be found with a Hartree-Fock ansatz in case of zero
temperature and is time-independent. In the regime where the atomic interactions are
dominant one can neglect the kinetic energy term and use the Thomas-Fermi approximation

o 7 1/2
b (7) = prp (7) = (M) (3.19)

Ng

for p1 > Ueyt (7) and otherwise ¢ () = 0. The radius for an anisotropic harmonic potential
with the trapping frequencies w; is given by [58]

15Na\ Y° @
Rz:a( o/ a) el (3.20)

a W

where @ the geometrical mean of the three trapping frequencies, and a = /h/md@. Hence,
the initial radius of the condensate is determined by the atom number N in the condensate
and the individual trapping frequency. However, this equation does not describe the
time-dependent behavior of the BEC such as release from the external potential and the
evolution afterwards.

Scaling Approach With a generalized Hartree-Fock ansatz one can get the time-dependent
GP equation

h? . e
_%A + Ue.z:t (Fv t) + Ng,‘/ﬂ (Fv t) 1/) (Ta t) = Zhaﬂj (’Fj . (321>
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In that case the Thomas-Fermi approximation cannot be applied, because the time variation
leads to conversion of potential to kinetic energy. Due to the challenge of finding exact
solutions to this nonlinear partial differential equation Y. Castin and R. Dum [59] developed
the scaling approach. They started with a classical ansatz where each particle experiences
a force

F(7t) = =V (Ueat (7, 1) + gp (7, 1)), (3.22)

where p (7, t) is the spatial density with the condition p (7,0) = N |¢prp (7). For t > 0 the
gas experiences a dilation described by the scaling parameters Aj, Ao, and A3

Ri (t) = i (t) R; (0). (3.23)

Using Equation 3.22 and assuming a potential of the following form

Urt)== Y wit)r], (3.24)

i=1,2,3

one gets three coupled differential equation, which only depend on the frequencies of the
harmonic potential

2
w; (0) 2
;= ——— —w; (t) A\, 3.25
= o — @ O (325)
with the initial conditions A; (0) = 1 and A; (0) = 0. With this results it is possible to
generalize Thomas-Fermi approximation to time-dependent problems. The dynamics of
macroscopic wave function is described by the three scaling parameters and the condensate
density is an inverted paraboloid [59]

=3 3wi0)r(0)/Ni(t)

e OF = N et (320

for positive values, otherwise zero.

Dephasing To obtain a description of the phase evolution of the condensate it is necessary
to derive the continuity equation of the system [58]

0 -
Vv =0, (3.27)
ot
where n is the particle density and ¢ the velocity of the condensate. By multiplying
Equation 3.21 with ¢* and subtracting the complex conjugate of the resulting equation

one arrives at

2 oy B .
oWF g [2— (ww - ww*)} —0. (3.28)

ot mi
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By comparing the above equation with Equation 3.27 one gets

p (0 Ve —uvy)

U= . 2
"7 2 o (3.29)
Expressing the wave function v in terms of an amplitude f and a phase ¢
= fe? (3.30)
yields that the motion of the condensate corresponds to a potential flow
h -
v =—Vao. (3.31)
m
Furthermore, by inserting 3.30 into 3.21 we obtain [58]
9¢ oo, 1o, 2
Y - U.pt(7,1) + Ngf2. 3.32
5 2mfv f o gmu” + (7 t) + Ngf (3.32)

From this equation it follows that the additional contribution to the phase evolution is the
external potential Ugy (7, t)
0A@(Tt) Uext (7, 1)

B = (3.33)

By applying, for example a laser pulse of duration 7, the phase evolves according to
1 T
Ap(70) = 3 / Ura (7 ). (3.34)
Jo

Hence, intensity variations of the laser beam over the condensate would lead to locally
different phase evolution.

3.1.4 Magnetic Lens

The expansion velocity of a BEC after release depends on the trapping frequencies of the
trap and the total atom number of condensed and non-condensed atoms [58, 59]. In case
of atom interferometry, as will be explained in the next section, it is desirable to observed
BECs several seconds after the release from the magnetic trap. This requires expansion
velocities in the range of 100 um/s [25]. A microgravity environment is suited for very
low trapping frequencies in the range of 1 Hz. Leanhardt et. al. [60] demonstrated the
reduction of the geometric mean of the trapping frequencies to w = 27 x (1.12 4+ 0.08)
Hz by compensating gravity with a vertical bias field. This process took 25 s due to the
slow long collisional equilibrium time. The authors further reduced the temperature of the
BEC by reducing the atom number to 2500 through a long hold time in the trap of around
200 s. The resulting temperature was (450 + 80) pK and the thermal velocity around 1
mm/s. This method is not viable in the drop tower due the limited experimental time
of 4.7 s in the drop mode and due to the need for higher atom numbers. Alternatively,
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the expansion velocity of an atomic ensemble can be reduced by applying a well timed
harmonic potential on a freely expanding ensemble as proposed by Ammann et. al. [23].
The basic idea is that after sufficiently long time of flights T the momentum will be a
linear function of the position: p = ma /T, where m is the mass of the atoms. If the atoms
are still located in a region where an approximately harmonic potential U (z) ~ mw?z?/2
can be applied for a short period of time 7 than it is possible to reduce the momenta of
the atoms to almost zero due to the force on the atoms being proportional to the position:
Ap x dU/dx x x « p. The velocity of the atoms after the application of the potential will
not be zero for two reasons. First, the relation p = ma /T is only approximately fulfilled
for long time-of-flights T and second, potentials are only approximately harmonic in a
certain region. Hence, a trade-off between the two factors needs to be made. Figure 3.6
shows an illustration of the process and in the aforementioned source a rigorous treatment
of the process can be found. This method is often referred to as magnetic lensing or as the
original authors referred to delta kick cooling.

Figure 3.6: Illustration of the magnetic
lensing process. The atomic cloud is at

time ¢ < 0 confined in a magnetic poten- \/

Real Space Phase Space
p

tial. The atoms are released from the trap
at time t = 0 and are expanding freely for
a time period of T'. After a sufficient long
time-of-flight the momentum of the atoms
is a linear function of space p = mz/T. In p
the phase space I:epresentation this corre- " e Tst>0
sponds to stretching of the cloud. At time — X

t = T a harmonic potential is applied for
a time period of 7, and the system is de-
scribed byH=p2/2m+H(%—l)V(z), p

%r—;( t<0

2
where II is the Heaviside function and :

V(x) ~ mw?2?/2 an approximately har- v = TH+7p>t2>T
monic potential. The momentum trans-
fered to the atoms is proportional to the
momentum of the atoms due to the linear p
relation between momentum and position:
Ap x dU/dx x x < p. More details are in . —— t>T+7p
the text.

3.1.5 Atom Interferometry

In this section the atom-light interaction and Bose-Einstein condensates will be combined
to realize atom interferometers. In analogy to optical interferometers, atom interferometers
consist of beam splitters and mirrors, but utilize laser light to split or reflect atomic clouds.
Atom interferometers allow to probe the atomic clouds, such as Bose-Einstein condensates,
or to measure external properties such as gravity or acceleration.

First, the Open-Ramsey type interferometer will be introduced. It allows to probe
the properties of the used atomic source. Second, the Mach-Zehnder interferometer will
be discussed, which allows to probe external properties. At last, the asymmetric Mach-
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Zehnder interferometer will be treated. This interferometer geometry is a combination of
an Open-Ramsey type and Mach-Zehnder interferometer and allows to probe the properties
of the atomic source after a Mach-Zehnder sequence.

Open-Ramsey type interferometer The Open-Ramsey type interferometer consists of two
7 /2-pulses separated by an interrogation time Tj,;. A Sketch of the geometry in case
of single diffraction is shown in Figure 3.7 and in case of double diffraction in Figure
3.8. Initially, only the single diffraction case will be discussed. As a source of cold atoms
Bose-Einstein condensates will be considered. The first 7/2-pulses causes the cold atom
cloud to separate in the momentum states |0hk) and |+2hk). The second 7 /2-pulse splits
both momentum states again in the |0hk)- and |+2hk)-states. By choosing the interrogation
time such that there is still an overlap of the wave functions at the second 7/2-pulse the
two output ports after a time-of-flight will consists of two overlapping condensates whose
center-of-mass is separated by 2hkT;,:. This will cause interference of the condensates and
fringe patterns will be visible in the absorption images.

The fringe spacing can be calculated by using the scaling approach introduced prior
in this chapter. The wave function of a Bose-Einstein condensate can be expressed as:
Y (2) = f ()€, where ¢ = az? + fr. a = V2¢ describes the mean-field expansion of
the wave packet and f its center-of-mass motion. The fringe pattern can be calculated by
evaluating the density [¢4 (@) + ¢ (x + 62)|* for two condensates A and B separated by
a distance dx.

[a (@) + 95 (2 + 62)° = [a (2)] + |5 (z + 62)|* + 2Re[v) (2) 5 (x + 6z)]. (3.35)

Evaluating the cross-term will give us the fringe pattern [61]

2Re [1/}2 (CC) wB (x+5x)] — 2\/fA($)fB(JJ+(5.TJ)R€ [ei(*¢A(fE)+¢B(I+5w))j|

(3.36)
=2v/fa(z)fa(x + 6x) cos (kx + ¢y),

where ¢ = adz? + fdx is a constant phase and k = 2adz + 23 the spatial fringe frequency.
Thus, the fringe spacing is given by

2

d= ——+—7—. 3.37
2002 + 2% (3.37)

Taking the time-derivative of Equation 3.23 and inserting the initial radius in the expression
for the velocity gives

. Ai(t)
i(71) =1 . 3.38
writ) = r5s (3.39)
Taking Equations 3.38 and 3.31 together we get an expression for «
m Ai(t)
t) = — 3.39
o) = £ 35 (339
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Neglecting the relative velocity of the two wave packets leads to the following expression

for the fringe spacing
h o Ai(t)

mox )\Z(t)

d(t) = . (3.40)
Hence, the fringe spacing depends on the trapping frequencies of magnetic trap. In the
QUANTUS-2 experiment the atom interferometry beams align with the radial axis of the
Toffe-Pritchard trap (wyqq >> Waziar) and the scaling parameters can be expressed in term
of the radial trapping frequency

Arad = V1 + (wmdt)Q. (3.41)

In the far-field the fringe spacing can be approximated by

T
d:h TOF

3.42
o (3.42)

where dx = 2khT;,: in case of single diffraction and dx = 4khT;,; in case of double
diffraction. T'ror is the total time-of-flight after release from the magnetic trap.

X
-
=
5x = 2RKT
2hk -
Ohk Ok -

0 T post TOF t

Figure 3.7: Sketch of an Open-Ramsey type interferometer with single diffraction. At t = 0
a m/2 - pulse is applied and transfers 50 % of the population into the 2hk momentum state.
After a time of Tj,+ another 7/2 - pulse is applied. At that time the center of mass distance of
the two clouds is 2hk - T}, After sufficient time of flight the two clouds are separated enough
to be distinguished. An interference pattern with a fringe spacing proportional to 1/(2 - T;y:)
can be observed.

In case of double diffraction and non-perfect transfer to the +2hk states atoms remain
in the the state Ohk and are again at t = Tj,: not perfectly transfered to the states +2hk.
This leads to three different overlapping clouds at the three output ports. Two of them
have a center-of-mass difference of 4hk - T5,¢, but the third cloud has only a center-of-mass
difference to the other clouds of 2hk - T;,: leading to a fringe spacing proportional to

1/(2 - Tint).
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Figure 3.8: Sketch of an Open-Ramsey type interferometer with double diffraction. A double
diffraction 7/2-pulse (4-photon process) transfers the atoms to the £2hk momentum states.
After a time of T},; another 7/2-pulse distributes the atoms to the +£2kk and 0hk states. After
a sufficiently long time of flight the three output ports are separated and interference with a
fringe spacing proportional to 1/(4 - Tjpe) is visible.

Mach-Zehnder Interferometer The Mach-Zehnder (MZ) interferometer (sketch in Figure
3.9) is aside from the Michelson interferometer one of the most popular interferometer
geometries used. The interferometer starts with a beam splitter, two mirrors to redirect
the two interferometer arms, and a final beam splitter to recombine the two interferometer
arms. The phase difference between the two interferometer arms is read out through the
intensity difference in the two output ports.

This interferometer geometry can also be realized with an atom interferometer. The
initial and final beam splitter is implemented by a 7/2 - pulse and the two mirrors with
one 7 - pulse. The pulse sequence looks as follows: 7/2 - m - /2. The time between the
pulses should be equal and is denoted by T

In Section 3.1.1 the spatial extent of the light beam was neglected. For the purpose
of a Mach-Zehnder interferometer the interaction of the cold atom clouds with different
relative phases of the light field needs to considered, because a) the size of the atom cloud
spans many wave length and b) the de Broglie wavelength of the atomic source exceeds
the wave length of the used light source. Finally, the population of the output ports of the
MZ interferometer depends on the phase difference between the two interferometer arms
and subsequently the phase of the light field needs to be taken into account.

Analogue to the ansatz for Equation 3.4 the wave function at a time ¢y of a two level
system can expressed as

W (to)) = ce(to) |e) + ¢c4(to) |g) - (3.43)



28 Chapter 3 Atom Interferometry

~sin? A2 .
2 A y /
AD ~ €082 A—:D
—" .
0 T 2T t
(a) Mach-Zehnder with light beams. (b) Mach-Zehnder with atoms.

Figure 3.9: a) Sketch of a Mach-Zehnder interferometer with light beams. The setup consist
of a beam splitter, two mirrors, and a final beam splitter two recombine the beams again.
The intensity at the two output ports is proportional to the phase difference between the two
interferometer arms. (The image was taken from Wikipedia). b) Sketch of a Mach-Zehnder
inteferometer with atoms. The beam splitters are realized with 7/2-pulses and the two mirrors
are realized with one m-pulse. The sketch represents an interferometer in microgravity due to
the linear motion of the atomic clouds.

The probabilities c. and ¢, after a light pulse of length 7 are calculated in [46] and are

Ce(to+7) = e‘i57/2{ce(t0) {cos (%) — i cos @ sin (QST)]
A {2
+ ¢g(tg)e 0t F®) [—i sin 6 sin ( ;T>] }

cy(to+7) = e~ 0/2 {Ce(to)ei(5t°+¢) [z sin € sin (957—)}

e s (557) e (57)]

where § is the detuning, (2, the off-resonant Rabi frequency, sin @ = (2/(2, the ratio of the
resonant and off-resonant Rabi frequency, and cosf = —§/f2, the ratio of the detuning to
the off-resonant Rabi frequency.

(3.44)

and

(3.45)

For a detuning much smaller than the off-resonant Rabi frequency, the probabilities for
7 /2- and m-pulses of a duration of 7/2 and 7, respectively, can be expressed as
ce(to+71) = —z'cg(to)e_iéT/Qe_i(‘St”‘b)

. . 3.46
colto + 7) = —ice(ty)e™/ 2! 0t0F¢) (3.46)
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and
ce(to +7/2) = e 07/4 [Ce(to) — icg(to)e_i(‘st“‘z’)} /2

' . (3.47)

olto +7/2) = €071 [—ic(to) Ot ¢y (10)] V3.
The probabilities after a MZ interferometer with a 7/2 - 7 - 7/2 pulse sequence can be
calculated by successive application of Equation 3.46 and 3.47. The first 7/2-pulse is applied
at t1, the m-pulse at to =T + 7/2 + t1, and the second 7/2-pulse at t3 = 27" + 3/27 + t3
resulting in

Celts +7/2) = —36—57/2e—i[5t2+¢<t2>1(1 — ¢i7/2¢=i4%) (3.48)

where

Ap = ¢(t1) — 2¢(t2) + B(t3), (3.49)

where ¢(t;) are the phases of light at time ¢; in reference to a fixed point in space. This
reference is for example the retro-reflective mirror in the QUANTUS-2 experiment and the
phase shifts are measured in reference to this point. The probability of finding the atoms
in the excited state is then

lco(2T + 27)? = %[1 ~ cos(Ag — 57/2)]. (3.50)

For § = 0 this looks exactly like on of the output ports in Figure 3.9. Furthermore, if no
forces are acting on the atoms and the detuning does not change during the sequence we
get A¢p = 67/2 and all atoms are in the ground state after the full MZ sequence. The next
section will explain how external forces, like gravitational acceleration, are changing the
result.

Sensing with a Mach-Zehnder interferometer The basic principle behind sensing inertial
forces with atom interferometry is the change of the matter wave phase relative to the
driving field, which is fixed to the experimental chamber. The experimental chamber, or
more precisely, the retro-reflective mirror is the local reference frame.. The change of the
phase of the matter wave leads to a change in the number of atoms. Accordingly, measuring
the fraction of the number of atoms in the excited states to the total number of atoms
yields the phase change [46].

In a Mach-Zehnder interferometer a three pulse sequence is executed: 7/2 - 7w - 7/2.
The frequency shift of the driving field shifts in the rest frame of the atoms with —Ee rf -Gt
where Ee 7r is the effective wave vector of the driving field (Eef P = 2k in case of single
diffraction) and g the acceleration vector showing in the direction of gravity. This effect
can be incorporated into Equation 3.49. The linear increase in the detuning leads to a
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effective phase at time t,, of the tree pulses

tn

—

bn=— [ kep-gtdt. (3.51)

to

The overall phase shift Ap = ¢1 — 2¢2 + ¢3 calculates for a pulse separation of T to
A¢ = —kesy - GT°. (3.52)

One could perform a phase-continuous sweep of the synthesizer frequency w(t) = wp +
a(t — tg), where wy is the frequency at the /2 - pulse time tyg. Therefore, the effective
phases at the free pulses are the following

#1(to) = woto — chf - Gte + ¢o
Ba(t2) = (wo + alts — to))ta — keyss - Gt5 + o (3.53)
$3(t3) = (wo + alts — to))ts — kes s - G2 + o,

where ¢q is the initial phase of the synthesizer and wg the resonance frequency of the first
/2 - pulse. This leads to a phase shift in the rest frame of the atoms of

A = (a — kepy - §)T* (3.54)

For a = Ee #f - g the phase shift is zero and the gravitational acceleration is compensated by
the frequency sweep. Hence, the atoms are in the ground state after the second 7 /2-pulse.

For a measurement determining the gravitational acceleration one would perform a scan
of the frequency sweep rate a for at least two interrogation times T to determine the
correct fringe and then do an integration measurement at that fringe.

Asymmetric Mach-Zehnder interferometer The Open-Ramsey type interferometer allows
to test whether there is a stable phase on the Bose-Einstein condensate at a point in
time. During a Mach-Zehnder interferometer sequence dephasing could occur in the
different interferometer arms. For example by an interaction with a potential, which has
a spatial variation in the order of the size of the BEC. This would lead to dephasing
as described by Equation 3.34 and to a loss of contrast in the symmetric Mach-Zehnder
interferometer. The dephasing could be tested by scanning the o parameter in Equation
3.54 and determining whether a sinusoidal oscillation is observable. Due to number of
daily drops limited to 3 at the drop tower the scanning of the oscillation would take
at least a week. Moreover, drop to drop variations in BEC’s velocity, capsule rotation,
Bragg diffraction efficiency, and other sources could reduce the contrast. A method to
test whether dephasing is occurring during the interferometry sequence and whether the
BECs of the two interferometer arms are still coherent is the asymmetric Mach-Zehnder
interferometer (see Figure 3.10). With this method it is possible to probe the coherence
of the two arms of a Mach-Zehnder interferometer with one measurement. In difference
to a symmetric Mach-Zehnder interferometer the second 7/2-pulse is applied 0t seconds
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Figure 3.10: Sketch of an asymmetric Mach-Zehnder interferometer. In contrast to a
symmetric Mach-Zehnder interferometer the last 7/2-pulse is applied ¢ earlier. At that point
the two momentum states are not overlapping completely and are having a center of mass
distance of 2hkdt. After application of the second 7 /2-pulse the center of mass difference is
transferred to the two output ports.

earlier. This resembles the second 7/2-pulse of an Open-Ramsey type interferometer (see
Figure 3.7) with Tj,; = 0t. Due to the earlier 7/2-pulse the two BECs are not overlapping
completely and the output ports show an interference pattern in case of coherence between
the two interferometer arms. The fringe spacing of the interference pattern is described
by the same equation as for the Open-Ramsey type interferometer with Tj,; = 0t (see
Equation 3.42).

3.2 Hardware Setup and Preparatory Measurements

This section will provide information on the necessary setup to perform atom interferometry
and show measurements to quantify the possible systematic errors. Section 3.2.1 will give
an overview of the whole setup. Section 3.2.2 will focus on the frequency control of the
lasers and the occurring systematic errors. Afterwards, Section 3.2.3 will discuss the
frequency generation and control of the acousto-optic modulators. Section 3.2.4 will present
the light path of the atom interferometry beams and investigate the phase stability of the
laser beams. Finally, Section 3.2.5 will describe the transport of Bose-Einstein condensates
in microgravity conditions.

3.2.1 Atom Interferometry Setup

The main parts of the atom interferometry setup were the Schéfter & Kirchhoff 60FC-4-
A18-02 collimator with a beam diameter! of 3.31 mm, the Thorlabs BB1-E03P mirror, and
the Lambda Research Optics WPO-25.4CQ-0-4-780 quarter wave plate (QWP). Figure

1 1/e* diameter
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3.11 shows the setup around the vacuum chamber. The AI beam axis is tilted by 7° to
the vertical axis to avoid standing waves from reflection at the mirrors indicated in the
aforementioned figure. The collimator was placed in a custom designed holder, which can
be moved in the z-direction. A custom made holder allowed to rotate the QWP by 90° and
be fixed with locking screws for the drop. The QWP and the mirror were fixed to tip-tilt
stage, which allowed to adjust the pitch and yaw and fix them with locking screws for the
drop. The residual light passing through the mirror was reflected by two mirrors into an
avalanche photo diode (Hamamatsu C12703) to monitor the Al laser pulses (see Figure
3.11 for sketch and 3D animation of the setup).

Collimator

m[\

e

Tip-tilt stage ,
Quarter wave plate
Retroreflective mirror
Mirror . o
g@ Avalanche photodiode
(a) Front view. (b) Side view. (c) Sketch of the setup.

Figure 3.11: The atom interferometry sctup. a) and b) show the bare 3D chamber with the
atom-chip inside. Gravity points down along the vertical edge of the atom-chip. On top of
the chamber is the collimator holder for the atom interferometry beam (indicated with the
color gold). On the other side of the vacuum chamber is the QWP holder (indicated in brass
color), the tip-tilt stage (indicated in red), and the mirror hold (indicated in copper). At the
bottom of the mirror holder is a cut-out to collect residual light with an avalanche photo diode.
The different colors are for indication. The mentioned components are made of aluminum.
c) shows a sketch of the atom interferometry setup. Laser light of two different frequencies
wy and wy from the two axis of a polarization maintaining single mode fiber is coupled out,
passes the atom chip, and is reflected at the retro-reflective mirror. The polarization is rotated
by 90° with the combination of the retro reflective mirror and the quarter wave plate. The
tip-tilt stage makes sure that the k-vector of the reflected beam is parallel to the k-vector of
the incident beam. The residual light passing the retro reflective mirror is redirected with a
mirror to an avalanche photodiode to monitor the laser light.

3.2.2 Atom Interferometry Laser

Due to restricted space in the capsule no dedicated Bragg laser was used. Instead the
MOPAZ2 laser, which is normally utilized as a repump-laser for the D2 FF =1 — F' =2
transition, was repurposed during the sequence. The challenge is to change the MOPA2
frequency during the sequence by 5 GHz. This is necessary, because the MOPA2 frequency
is 6.568 GHz above the D2 F = 2 — F' = 3 transition and to achieve m-pulses with the
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available laser power we need a detuning of around 1 GHz. The Thijs frequency regulation
card is only capable to change the laser frequency by 1 GHz. For that reason, the card was
modified with a current-by-pass consisting of a MOSFET transistor activated by a TTL
signal to bypass 1.25 mA to 1.50 mA, and hence, reducing the frequency of the MOPA2 by
around 5 GHz.

The beat between the master laser and the MOPA?2 was measured with the Rohde & Schwarz
FSHS spectrum analyzer with and without the current-by-pass 10 times, alternately. Figure
3.12 shows the resulting frequencies. The current-by-pass lowered the frequency by 5300 +
41 MHz. The detuning to the intermediate state was 1268 4+ 41 MHz (relative error of 3.2
%).
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Figure 3.12: Measurement of the offset frequency with the current-by-pass. The frequency
of the MOPA2 laser beat was measured with the Rhode & Schwarz FSHS spectrum analyzer.
Alternately, the frequency without and with the current-by-pass was measured. The shaded
area indicates the 95 % confidence interval. The current-by-pass lead to a frequency jump of
5300 + 41 MHz.

3.2.3 Spincore PulseBlaster

The frequency difference in the kHz range between the two Al laser beams were created
with the Spincore PulseBlaster DDS frequency generator. The output of the two channels
of the DDS were smoothed with two Mini-Circuits SLP-100+ 98 MHz low pass filter.
The frequency of the two output channels were set to 100 MHz and 100 MHz plus the
necessary detuning (e.g 15.084 kHz in case of resonant Bragg diffraction). The two output
channels were combined with the Thijs DDS in the Mini-Circuits ZFSC-2-1-S coupler,
amplified by the Mini-Circuits ZJL-7G 10 dB amplifier, attenuated with the Mini-Circuits
ZX'73-2500-5+, and finally provided to the OPTO-ELECTRONIC AMPA-B-30 1 W AOM
drivers to control two Crystal Technologies 3080-125 acusto-optical modulators dubbed
AOM1 and AOM2. Stability measurements of the radio frequency path were performed.
Figure 3.13 shows the output power of the two PulseBlaster channels and the amplified
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power after the AOM driver. The output power is stable (less than 4 % peak power
fluctuation) and the pulse power shape stays constant as well.

3.2.4 Atom Interferometry Laser Light Path

Figure 3.14 shows the exact path the two Al laser beams are taking until they are combined
and coupled into the AT periscope. The MOPAZ2 laser light is immediately split into two
path with a PBS after entering the distribution module. For the purpose of laser cooling
and detection these two beams are diffracted into the first order of a 80 MHz signal at
the AOM1 and AOM2. For atom interferometry they are diffracted into the first order
of a 100 MHz signal at the AOM1 and AOM2. At marking M1 in Figure 3.14 the two
beams are recombined. Marking M2 is worth mentioning, because the Al path passes
very close to the 3D cooling path. Measurements of the evaporation process with an open
atom interferometry shutter have shown a small amount of 3D cooling light, which is not
measurable after the AI mirror, couples into the Al periscope and reduces the contrast
of the atom interferometer. Therefore, another shutter was added, which blocks the 3D
cooling light before the marked point M2. Finally, the two recombined Al beams are
coupled into the fast and slow axis of the Al periscope. Due to the different paths of the
vertically and horizontally polarized beams a drift in the phase difference between the two
beams could occur. To investigate the phase difference between the beams a polarizing
beamsplitter cube (PBS) was placed in front of the APD. According to [62], the electric
field of a plane wave at an arbitrary point ¥ = 0 can be expressed in the following way

= (agcos(wt+ @)
E(t) = (aycos (wH%)), (3.55)

where a, / a, are the amplitudes and ¢, / ¢, are the phases. By setting one of the
amplitudes to zero one gets a linear polarization. If one sets the difference between
the phases to /2 and chooses equal amplitudes one gets left- and right-handed circular
polarized light

B = (fomlent ). (350

Two orthogonally linear polarized Al laser beams passing through the fast and slow axis
of the QWP would be converted to left- and right-handed circular polarized laser beams.
Choosing the left-handed circular light to have a frequency of w + §, setting the phase only
in the right-handed circular light, and adding both electric fields yields

B(t) = 2a, (:fj ((gg o Z;))) 008 (& + 5/2)t + 6/2). (3.57)

This is a linearly polarized electric field, whose polarization rotates with half the frequency
of the detuning §. Passing the light beam through a PBS would lead to a intensity
modulation of the light beam with the same frequency. Fitting a Gaussian function
modulated by a sinusoidal function to all pulse shapes of the left measurement in Figure
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Figure 3.13: Power Stability of the Spincore PulseBlaster and the following amplifier chain.
For each channel of the Spincore PulseBlaster the stability of the TMDA® power around 100
MHz was measured with the Rhode € Schwarz FSHS spectrum analyzer. Before each repetition
a 5 min pause was included. In each repetitions 5 shots with a pause of 12 s were performed.
The upper row (from left to right) shows the pulse power shape of the first and the fifth shot
of the PulseBlaster output channel 1 (after low pass filter), PulseBlaster output channel 2
(after low pass filter), the AOM driver to AOM2, and the AOM driver to the AOM2. The four
plots below show the peak power of the 15 measurements performed at each channel. The
gray dashed vertical lines (at measurement 5 and 10) indicate the measurement point with a 5
min pause before. The power was set, such that pulse would diffract 50 % of the atoms to an
excited state. No deviation of the first shot after the PulseBlaster and the amplifier chain is
observed.

a Time-division multiple access
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Figure 3.14: Path of the two atom interferometry paths in the distribution module. After
the MOPA2 light is coupled into the distribution module it is split at a PBS. The horizontally
polarized light passes through AOM1 and the vertically polarized light through the AOM2. At
the PBS at marking M1 they are recombined again. Afterwards, they follow the same path
and are coupled into the Bragg periscope at the END position.

3.16 leads to a detuning of (14.78 £ 0.33) kHz, which is equal within the uncertainties to
the set detuning of 15.084 kHz.

The first, tenth, and twentieth signal of a measurement directly after turning on the
experiment is shown in Figure 3.15 . Figure 3.16 does the comparison for all signals encoded
in a color code for three measurement at different times of the day. After the several hours
of measurements the phase stays constant, while directly after turning on the experiment
the phase drifts significantly, although, in one direction. Turning off the chiller leads even
much faster drift of the phase.

3.2.5 Transport of the Bose-Einstein Condensate

Atom interferometry in microgravity allows for interrogation times in the range of seconds,
but to detect atomic clouds after such long time-of-flights requires to reduce their expansion
velocity by, for example, a magnetic lens as described in Section 3.1.4. A magnetic lens
realized with an atom chip reduces the expansion velocity more effectively with potentials
further away from the atom chip due to smaller anharmonic components of the potential
[34, 63]. This requires the transport of the atomic cloud from a position closer to the atom
chip to a position further away, because evaporation is more efficient in steeper potentials
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Figure 3.15: Phase difference between the two beams imprinted in the intensity of the
pulse. The AT laser beam intensity was measured behind a polarizing beamsplitter cube on an
avalanche photodiode. As shown in the text, the overlayed laser beams after passing a quarter
wave plate have a linear polarization, which rotates with half the detuning of the laser beam
frequencies. The phase difference between the beams is seen in the position of the fringes.
This measurement was taken in the morning directly after the experiment was turned on. A
significant drift of the phase can be seen. The full measurement and two other measurements
can be seen in Figure 3.16.

closer to the atom chip [34]. After the evaporation the BEC is at position z = 209 um
dubbed position a. Another position with the advantage of being further away from the
atom chip is at z = 1462 um dubbed position c¢. The latter position can in contrast to
position a not be realized under gravity, because of the weak trapping potential. Other
positions are a2 and b located at z = 354 pum and z = 813 wm, respectively. They are
primary used to perform experiments on ground. The positions are reached by ramping
down the y-coil current to values specified in Table 2.1. The mayor challenge is transporting
the BEC fast (in the order of 100 ms) without exciting strong oscillations, such as dipole
modes, quadrupole modes, breathing modes, or scissor modes [58]. Linear current ramps
excite strong oscillations due to fast acceleration at the beginning and at the end of the
ramp. Sigmoid ramps are more suitable, but they still require long transport times. By
using the method of shortcut to adiabaticity Corgier et. al. [42] calculated a ramp, which
transports the BEC in 150 ms to position ¢ and only excites little oscillations. The residual
oscillations after transport are discussed in the PhD thesis of Christian Deppner [63].

3.2.6 Increasing the Time-of-flight

Albeit having a time-of-flight of several seconds, measurements in microgravity are limited
in data rate by the 3 drops per day. Preparatory measurements need to be done on ground
and are limited by the available time-of-flight. When releasing the Bose-Einstein condensate
from a magnetic trap without transferring momentum in negative y-direction (direction
against gravity) the maximal time-of-flight is limited to 22 ms and 14 ms when detecting
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Figure 3.16: Phase drift in three different measurements. The pulse shapes seen in Figure
3.15 were projected onto a 2D plane to visualize the phase drift. From left to right: 1) Stable
phase after a full day of measurements. 2) Drifting phase after turning on the experiment. 3)
Initially, mildly drifting phase in the middle of a day. After 1250 s into the measurement the
chiller was turned off, which lead to a fast drift of the phase.

the atomic clouds from the primary and the secondary detection system, respectively.

When investigating the self-interference of Bose-
Einstein condensates with an Open-Ramsey type
interferometer or an asymmetric Mach-Zehnder in-
terferometer the secondary detection system needs
to be used, because the fringe orientation is perpen-
dicular to the direction of the atom interferometry
axis, which is along the y direction (7° tilted in the
x-y plane). After applying a beam-splitting pulse
the different momentum states separate with ~ 11
mm/s leading to a separation of ~ 150 pum after 14
ms, which is also approximately the Thomas-Fermi
radius of a Bose-Einstein condensate with N = 200k
atoms 14 ms after release from the magnetic trap
at position a. Considering that the beam-splitting
pulse can’t directly be applied after release from
the magnetic trap, because the mean-field-energy is
transferred into kinetic energy several milliseconds
after release from the trap, and the calculations from
Section 3.1.5 only apply for an interaction-free ex-
panding Bose-Einstein condensate a release-method
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Fig. 3.17: y-z position of the mag-
netic trap at position a with varying
z-bias-coil current. The minimum was
calculated with the simulation pro-

vided

by the TU Darmstadt and the

z-current was varied from -1.0 A to 1.0
A in 0.1 A steps.

increasing the time-of-flight to several 10th of milliseconds is required. The normal vector
of the atom chip is located perpendicular to the gravity vector. Therefore, the atomic
cloud needs to be accelerated parallel to the atom chip surface. To accomplish that the
y-bias-coil and z-bias-coil currents needs to be varied simultaneously. Figure 3.17 plots the
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trap minimum’s y- and z-position for a constant y-bias-coil current and varying z-bias-coil
current. Two different release sequences were implemented. The first flight trajectory was
optimized for low expansion rates and low oscillation mode excitation. Time-of-flights of
34 ms could be reached with this sequence. It will be later referred to as parabolal and
details on it can be found in the PhD thesis of Merle Cornelius [64]. The second release
sequence was optimized for the time-of-flight. It has a higher expansion velocity and a
clearly visible scissor mode was excited. On the other hand, the time-of-flight is with 63
ms significantly higher compared to the parabolal. To this flight trajectory will be later
referred to as parabola2. Figure 3.18 compares the two different flight trajectories and the
resulting absorption images.

Parabolal To accelerate the atomic cloud on an upward trajectory the atom were initially
transported from position a to a position further away from the atom chip by decreasing the
y-bias-coil current from -1.5 A to -0.7 A in 250 ms with a sigmoid current ramp. Afterwards,
the y-bias-coil and z-bias-coil current were set to -0.635 A and -0.57 A, respectively. The
final current values were reached in 2.5 ms and 1.2 ms in case of the y-bias-coil and
z-bias-coil, respectively [34]. After 5.5 ms the z-bias-coil current was set to zero and after
another 0.1 ms the y-bias-coil current was set to zero. With a delay of 0.1 ms the BaseChip
and ScienceChip structures were set to zero. That sequence of steps led to acceleration
upward and away from the atom chip (see Figure 3.18). The positions of the minima of
each step are summed up in Table 3.1.

Table 3.1: Sequence of steps for the trajectory parabolal. The sequence starts at position a.
The type in the step duration column indicates how the current is ramped from the previous
sequence step. The instant type indicates that the current was ramped as fast as the current
driver allowed for, which was in 2.5 ms and 1.2 ms in case of the y-bias-coil and z-bias-coil,
respectively [34]. The final step does not trap atoms, because it does not have a local minimum,
but accelerates the atoms away from the atom chip. After the final step the BaseChip and the
ScienceChip structures were turned off as well.

step (y, z) (x, ¥, 2) rotation
duration (ms) current (A) position (mm) (fos fy» 1) (H2) x-y plane (°)
250 - sigmoid ___ (-0.7, 0.0) __ (0.10, 0.06, 0.67) (20, 78, 84) 10.7
5.5 - instant  (-0.635, -0.57) (-0.43, -0.44, 0.52) (16, 84, 79) 12.4
0.1-instant  (-0.635, 0.0)  (0.13, 0.08, 0.76) (19, 62, 69) 11.7
0.1 - instant (0.0, 0.0) - - -

Parabola2 For this trajectory the atoms were transported from position a to a position
located 0.44 mm below and 0.44 mm displaced in the positive x-direction by ramping the
y-bias-coil and z-bias-coil current to -0.8 A and 1.0 A with a sigmoid current ramp in
100 ms, respectively. Hereafter, the y-bias-coil and z-bias-coil currents were set back to
the values of position a and after 2.7 ms the y-bias-coil current was turned off and after
another 0.4 ms the BaseChip and ScienceChip structures were set to zero. This led to an
acceleration upwards and away from the atom chip as can be seen in Figure 3.18. The
absorption image in that figure shows an elongated Bose-Einstein condensate, whose axis
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does not correspond to the atom chip coordinate axis.

Furthermore, the expansion velocity

is greater than the expansion velocity after the trajectory parabolal. This properties likely
stem from the release from a steeper trap, faster acceleration, and a rotation of the trap
axis during the acceleration (from 10.9° in the x-y plane at the lower position to 3.6° at
position a). The exact steps of this trajectory are shown in Table 3.2. Nevertheless, this

trajectory will prove useful for self-interference exper

iments due to the long time-of-flight

and the greater extension in y-direction in comparison to trajectory parabolal.

Table 3.2: Sequence of steps for the trajectory parabola2. The sequence starts at position a.
In contrast to the parabolal the minimum is pulled down 0.44 mm and accelerated upwards
back to position a. The steeper trapping potential causes the atoms to accelerate faster.
Furthermore, the almost 20 times higher trapping frequency in y-direction in comparison to
the x-direction causes the atoms to mainly accelerate in the y-direction. The final step does
not trap atoms, because it does not have a local minimum, but accelerates the atoms away

from the atom chip. After the final step the BaseChip and the ScienceChip structures were
turned off as well.

step (y, z) (%, y, 2) rotation
H
duration (ms) current (A) position (mm) (fos fus f2) (H2) x-y plane (°)
100 - sigmoid ___ (-0.8, 1.0) __ (0.44, 0.44, 0.21) (20, 136, 146) 10.9
9.7 - instant (-1.5,0.0)  (0.02,0.00,0.21) (24, 456, 462) 3.6
0.4 - instant (0.0, 0.0) - - -
o parabolal
wlf ] oo W\
150 /¢' 1500 600
= - ~ 800|
E 100 E E
2 f—looo ..",\s. <1000
% » % —>001¢ .., %1200 parabola2
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Figure 3.18: Comparison of the flight trajectories of parabolal and parabola2. The position
was determined from the secondary detection system. The missing data points at the parabola2
trajectory are due to atomic clouds being out of the imaging plane. The two absorption
images show the Bose-Einstein condensates after 34 ms and 60 ms time-of-flight in case of the

trajectory of parabolal and parabola2, respectively. The size of the absorption images are equal
and the pixels are square shaped.
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3.3 Rabi Oscillations

To perform atom interferometry measurements it is necessary to implement a beam-splitter
pulse and in case of a Mach-Zehnder interferometer additionally a mirror pulse. Beam-
splitting and mirror pulses are expressed in terms of Rabi oscillation cycles. A beam
splitting pulse performs a quarter cycle and is called a m/2-pulse and a mirror pulse
performs half a cycle and is called a m-pulse. The 7/2- and m-values refer to the argument
of a sinusoidal function. Rabi oscillations of a 2-photon processes are described by Equation
3.7. Either pulse duration at constant power or pulse power at constant duration can be
increased to observe oscillations between the ground and excited state. Figure 3.19 shows
Rabi oscillations at constant power. In this measurement the atoms were freely falling
on the trajectory parabolal (see Section 3.2.6) with an angle of 7° to the Al laser beams.
Prior to this measurement the detuning between the laser beams was optimized for a pulse
duration of 165 us to accommodate the detuning-shift due to gravitational acceleration.
With a fixed detuning the pulse duration was varied and the number of atoms in the two
momentum states were detected by the primary imaging system. One and a half cycles
were scanned. 80 % of the population could be transfered to the excited state with the first
7 - pulse, but only 50 % at the next inversion. The reason for the decreasing efficiency is
the detuning-shift due to gravitational acceleration, which amounts to 12 kHz after 500 us.
We could not mitigate this problem due the missing support for frequency sweeping in our
setup. We continued the optimization by fixing the pulse duration and scanning the pulse
power around the 7 - pulse. We chose pulse durations! with the total length of 80 s, 100
us, and 120 ps. The lower boundary was limited by diffraction to higher momentum states
due to higher peak powers. A diffraction efficiency over 95 % was achieved with an pulse
duration of 80 ps. Additionally, in Figure 3.20 one can see that the 80 us pulse duration is
favorable, because it offers a wider pulse power tolerance around its maximum.

Several source can lead to uncertainties in determination of the Rabi frequency and
cause fluctuations in the efficiency over the course of a measurement. In the end, this
leads to fluctuations of the atom interferometer contrast. Figure 3.22 shows 50 consecutive
measurements of a m/2 - pulse. The first 3 data points deviate significantly from the
50 % diffraction efficiency. The likeliest reason is the AI laser power, shown as well in
the figure. Variations in the Al laser power can stem from the laser itself, the coupling
between different modules, and from the acousto-optic modulator (AOM). During standby
the AOMs are supplied with a 80 MHz sinusoidal signal from a RF source developed in
the QUANTUS collaboration with a power of approximately 1 W. During a sequence
the power of the 80 MHz signal is reduced or turned off to adjust the necessary laser
power. Additionally, for a sequence with AT pulses a 100 MHz sinusoidal signal is provided
to the AOMs from a Spincore PulseBlaster DDS. In Section 3.2.3 it was shown that all
the components up to the AOM show no "warm-up" effect. Hence, it can be concluded
that the AOM is the cause of the "warm-up" effect. The laser power and the coupling
between different modules can be excluded, because the former is typically on several hours

1 The pulse duration is 8 times the o-width of the Gaussian pulse. All the following pulse durations are
stated in that manner.
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Figure 3.19: Scan of the pulse duration of a single diffraction pulse. Prior the detuning of the
laser beams was optimized for a pulse duration of 165 us. A value of 90 kHz was determined.
The pulse power was fixed during the measurement. Due to missing possibility of sweeping
the detuning during a single pulse the population transfer at a pulse duration of 500 pus is
not exceeding 50 %. The gravitational acceleration of the free falling atoms shift the resonant
detuning by approximately 12 kHz.

before a measurement and the latter only changes gradually with temperature changes and

mechanical stress.

Further sources of uncertainties are residual magnetic field gradients causing acceleration

of atoms in the m; = 2 states, variations of the detuning to the intermediate state,
variations in the detuning between the two Al laser beams, polarization instabilities in the
Al optical fiber, variation in the position of the BEC due to the release, and diffraction to
higher order. These sources of uncertainty will be discussed below:

¢ Residual magnetic field gradients: In this measurements the atoms were not

transfer to the my = 0 state via adiabatic rapid passage, but remained in the m; =
2 state. Constant magnetic field gradients over the course of the measurement would
have been included in the determination of the detuning of the Al laser beams and
would have been another source of the acceleration additionally to the gravitational
acceleration. Varying magnetic field gradients could stem from measurements at
the neighboring QUANTUS-1 experiment or by tools and devices put close to the
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Figure 3.20: Comparison of different pulse durations. Single diffraction pulses with an
optimal detuning were used. By reducing the pulse duration and adjusting the detuning the
diffraction efficiency can be increased from 80 % for 165 s pulses to over 95 % for 80 us.
Pulse durations shorter than 80 ;s were not investigated, because short pulses and high laser
power caused diffraction to state higher than 2hk.

experiment. The residual magnetic gradients in the chamber were determined [34]
to be around 1 G/m. The force on the my = 2 is then 0.07 % of the force of the
gravitational acceleration and can be neglected for the sake of determining the 7 -
pulse duration.

e Detuning to intermediate state: In Section 3.2.2 the detuning was determined
to be 1268 £+ 41 MHz (relative error of 3.2 %). The current-by-pass being the reason
for the mayor relative error. By Equation 3.9 the relative error directly translates in
a 3.2 % relative error of the diffraction efficiency (2 ~ %).

e Detuning between the AI laser beams: The two Al laser beams are detuned
by a frequency in the range of 100 kHz by passing two AOMs separately, which are
driven by the two channels of the Spincore PulseBlaster DDS. The one channel has a
frequency of 100 MHz and the other 100 MHz plus the detuning. The PulseBlaster
frequency resolution is 0.28 Hz at a 50 MHz reference clock. Hence, far below the
detuning range.

e Polarization of the AI optical fiber: The two Al laser beams are coupled in the
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two axis of a polarization maintaining single mode fibers and overlayed with a quarter
wave plate and a mirror. A low polarization extinction ratio (PER) would cause parts
of the Al laser beams being overlayed with oneself and creating a standing lattices.
The detuning in the range of 100 kHz necessary to drive a transition to another
momentum state of the falling atoms is sufficiently far away from the standing lattices
(0 kHz detuning) not to cause additional interactions, but the laser power going into
the standing lattices is subtracted from the moving Bragg lattice. The PER in both
axis was above 33 dB under mechanical and thermal stress. Thus, the effects of
polarization can be neglected.

e Variation in the parabolal trajectory: A different trajectory due to variations
in the release of the BEC would cause the atoms to be off resonant due to a different
velocity. The variation of the time point of the apex was determined by making a
time-of-flight measurement and fitting a 2nd degree polynomial to the data. The
resulting 95 % confidence bound was 0.11 ms, which in turn gives a uncertainty of the
detuning of 2.75 kHz (24.985 kHz/ms - 0.11 ms = 2.75 kHz). This is approximately
1-2 % of the Rabi frequency, depending on the chosen parameters.

o Diffraction to higher orders: Unwanted diffractions to higher orders occurs when
the Al pulses are not in the pure Bragg regime (see Section 3.1.2). Diffraction to higher
orders reduce the number of atoms in the output ports of an atom interferometer.
Hence, reducing the signal-to-noise-ratio of the interferometer. Figure 3.21 shows the
fraction of atoms in unwanted orders for a pulse duration of 80 us, 100 us, and 120
pus. It can be concluded that for shorter pulse durations more atoms are diffracted to
other order than +2hk.

It was shown that it is possible to depopulate the ground state to 5 % with a w-pulse.
When only considering the |0fik) and the |+2fik) states the diffraction efficiency is over
95 %. Considering losses into higher orders, such as |—2hk) and |+4hk) the diffraction
efficiency into the |[+2hk) reduces to 80 %. When performing single diffraction experiments
losses to higher orders or lower diffraction efficiencies are equivalent, because they both
cause a reduction of atoms in the output ports. In case of double diffraction, which will
be treated in Section 3.5, the depopulation of the ground state is more important. In
case of an Open-Ramsey type interferometer or a Mach-Zehnder type interferometer the
undiffracted ground state enters the output ports as a spurious cloud and distorts the
result.

Moreover, the diffraction efficiency could be improved by increasing the precision of the
frequency control during the AI pulse, improving the flight trajectory repeatability, and by
introducing the capability to sweep the detuning during an AI pulse. Furthermore, the
measurement shown in Figure 3.22 indicates a problem for measurements in the drop tower
due to a "warm-up'-effect. The mitigation of this problem will be introduced in Section
3.5.
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Figure 3.21: Diffractions to higher order for 80 us, 100 s, and 120 ps pulses. This diffractions
occur due to Al pulses, which are not in the pure Bragg regime. Higher laser power for the
same pulse duration lead to more diffracted atoms to unwanted higher orders. The population
axis refers to the population in reference to the total number of atoms in the |0hk), |+2kk),
and |4hk) states. While in Figure 3.20 the population referred to the number of atoms in the
|+2Rk) in comparison to the atoms in the |[+hk) and |0hk) states.
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Figure 3.22: The stability of the single diffraction 7/2 - pulse was investigated. Consecutive
/2 - pulses were performed in groups of 10. Ten minutes before the measurement no
measurements were performed. After 10 repetitions the measurement was paused for 20 s, 40
s, 60 s, 120 s, and 240 s. Each repetition lasted 10 s. It is clearly visible that the diffraction
of the first measurement after the pause is lower and it directly correlates to the lower pulse
power measured at the avalanche photo diode. Further measurements restricted the lower
pulse power to the diffraction efficiency of the acusto-optical modulator (see Section 3.2.3).
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3.4 Open-Ramsey Type Interferometer

As mentioned before, atom interferometry experiments on long time-scale set strict demands
on the underlying matter wave source [13], such as long coherence length and slow expansion.
Bose-Einstein condensates (BEC) are ideally suited for that application. Slow expansion
rates can be achieved by a release from a shallow trap or further reduced by application
of a magnetic lens and the long de Broglie A\;g lead to long coherence length. The
phase coherence of a BEC or more general a matter wave source can be investigated by
self-interference experiments. Hence, allowing to probe the coherence length. The first
interference experiments were performed in 1997 [65] by releasing two BECs from a double
well trap. Self-interference of a BEC can also be observed by splitting an ensemble and
introducing a center-of-mass difference by means of two 7/2-pulses. The method is called
an Open-Ramsey type interferometer (ORI) and was introduced in Section 3.1.5. The
resulting interference pattern is along the Al beam direction and the periodicity or fringe
spacing is described by Equation 3.42

d— m-Tror
m- k- Tint’

where d is the fringe spacing, Trop is the time-of-flight after release from the trap, Tin:
the interrogation time (time between the m/2-pulses), m the mass of the rubidium 87
atom, and k the wave vector of the laser beam. The coherence length can be deduced by
investigating the contrast as a function of the interrogation time. According to Reference
[66] the decay of the contrast as function of the interrogation time can be described by a
Gaussian. The coherence length L. can be defined as the center-of-mass separation at the
time T¢, when the contrast reduces to a value of 1/e

Le=2-v T, (3.58)

where v, &~ 5.86 mm/s is the recoil velocity. This allows to study decoherence effects, such
as thermal excitations, collisions with the background gas, dephasing due to stray magnetic
field gradients, etc.

In this section ORI measurements on ground with single diffraction will be presented. In the
next section the ORI measurement with double diffraction on ground and in microgravity
will presented. Section 3.6 will present ORI measurements with lensed BECs in microgravity
and Section 3.7 will investigate the coherence length in an asymmetric Mach-Zehnder
interferometer.

The trajectory parabola2 (see Section 3.2.6) was chosen for the Open-Ramsey type
interferometer with single diffraction. It offered much greater size in y-direction (300 um
at parabola2 and 60 um at parabolal for the maximal time-of-flight) allowing to investigate
shorter interrogation times. Additionally, the time-of-flight was long enough to significantly
separate the two output ports. The ORI sequence began 15.5 ms after release from the trap.
The atoms remained in the magnetically sensitive m; = 2 state. The sequence consisted of
two Gaussian pulses of 80 s duration separated by an interrogation time of 150 us to 500
1s incremented in 25 ps steps. After a time-of-flight of 43 ms the atoms were detected
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from the secondary detection system. Each measurement was averaged 10 times. To the
resulting sum of rows of the absorption image was the following function fitted

_ —(z — mc)2
f (Z’) _AG eXp 20_2 +
N2
Arr (1 - %) : (3.59)

(1/2 4+ Cre/2) [sin (277“’ — 4 ¢>] ,

where Ag is the amplitude of the Gaussian, z. the cloud center, ¢ the width of the cloud,
A7 the amplitude of the Thomas-Fermi profile, Rpr the Thomas-Fermi radius, Cp is
the contrast of the Thomas-Fermi profile, d the fringe spacing, ¢ the phase of the sinusoidal
modulation. The total contrast of of the above function was calculated by C' = %.
An example of a fit can be seen in Figure 3.23 for an interrogation time of 500 ps. The
results are shown in Figure 3.24. The interrogation time 7, when the contrast falls to
1/e was determined to be (585 £ 25) us leading to a coherence length of (6.9 +0.4) pm.
The Thomas-Fermi radius in y-direction was determined from a time-of-flight series to
be (92.7 + 7.3) pm at the time of the ORI pulses. This leads to a coherence length of
(7.4+0.7) % of the Thomas-Fermi radius.
The fringe spacing calculated for a time-
of-flight of 58.5 ms agrees with all measured
values expect for interrogation times of 150
um, 175 pm, and 200 pm. At that data
points the measured values are more than
3 standard deviations below the calculated
values. Several issues can cause a reduction
of the coherence length and uncertainties in
the determination of the fringe spacing. A
fully phase-coherent condensate would have
a coherence length of the size of the Thomas-
Fermi radius. The condensate fraction of O sition (um)
the ensemble was only 40 % after acceler- Fig. 3.23: Example of Equation 3.59 fitted to
ation on the trajectory parabola2. This is an absorption image with an interrogation time
significantly lower than the 90 % conden- of 500 ps. The resulting fringe spacing is 46.8
sate fraction after release from the trap at pm and the contrast is 0.35.
position a. The high thermal background
is likely the main reason for the decoherence of ensemble. Further source of decoherence
and uncertainties will be discussed below.
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e Dephasing: According to Equation 3.34 the phase of a BEC changes in an external
potential. This could be for example laser light or a magnetic potential. The atoms
were in a magnetically sensitive state my = 2 and the shutter in front of Al fiber
was open for 14.5 ms. The stray magnetic field gradients were measured to be below
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Figure 3.24: The fringe spacing and the contrast of an ORI with single diffraction. 14.5 ms
after release from the magnetic trap was an Open-Ramsey type interferometer applied. The
interrogation time was varied between 150 pus and 500 us in 25 us steps. The measurements
were repeated 10 times. The total time-of-flight was 58.5 ms. To the sum of rows was Equation
3.59 fitted to extract the fringe spacing and the contrast.

1 G/m. The stray light was 1.2 GHz detuned to the F=2 — F’=3 line. Both effects
are likely negligible to the decoherence due to the high thermal fraction in the atomic
ensemble. Additionally, the wavefront curvature of the beam with the 1/e?-diameter
of 3.31 mm is unlikely to significantly dephase a BEC with a Thomas-Fermi radius
of ~ 100 pm.

m/2 - pulse variations: Deviations of the /2 - pulse diffraction efficiency from 50
% will cause different population sizes in the output ports. This means we have in
each output port two overlapping BECs with different number of atoms. According
to Equation 3.36 different number of atoms in the two BECs per output port should
not change the contrast of the cross-term.

Resolution limit of the imaging system: The resolution of the secondary imaging
system was characterized in Reference [17]. A value of 7.81 um was found. This
value is almost six times smaller than the smallest measured fringe spacing. A fringe
spacing in the order of the resolution would degrade the contrast. Hence, even
considering a degrading resolution would not explain decreasing contrast due to the
resolution limit.

Calibration of magnification: The determination of the magnification of the
optical system is described in Reference [17]. A value of M = (1.77 £ 0.03) was found.
This translates to an uncertainty of the effective pixel size of 0.11 gm. This does not
significantly contribute to the fringe spacing determination.

This measurement showed an Open-Ramsey type interferometer with single diffraction

beam

splitting pulses. The fringe spacing agreed with the prediction for interrogation times

greater than 200 ps. The deviation for shorter times could stem from the approximation

made

in the calculation of the fringe spacing, but was not further investigated. By

measuring the contrast as a function the interrogation time a coherence length of 6.9 + 0.4
pm was determined. This is 7.4 + 0.7 % of the Thomas-Fermi radius. The likeliest reason
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for the short coherence length in comparison to the condensate size is decoherence due to
a high thermal fraction (60 %). The next step will be to perform an Open-Ramsey type
interferometer with double diffraction beam splitting pulses.

3.5 Open-Ramsey Type Interferometer with Double Diffraction
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Fig. 3.25: Rabi oscillation with double diffrac-

tion at low laser power. The steps are due to
fast oscillations with small amplitudes in the
quasi-Bragg regime are visible. A diffraction

efficiency of 95 % was reached at the 7/2-pulse.

To perform double diffraction in our setup
is more challenging than single diffraction,
because the atom interferometry axis shows
in the direction of gravity (titled by 7°). To
transfer the atoms from the 0hk momentum
states to the +2hk states it is necessary
that they interact with two lattices mov-
ing in opposite directions. Hence, the free
falling atoms would always be detuned to
one lattice. The solution is to accelerate
the atoms after release from the magnetic
trap upwards and apply the double diffrac-
tion pulse at the apex. Figure 3.25 shows
the double diffraction efficiency at the apex.
The trajectory parabolal was used for this
purpose, because of smaller easier fit-able
cloud sizes. This allowed to determine the
population in the three output ports more
precisely. For that measurement the pulse

power was chosen such that the 7/2 - pulse is located around 200 us.

Shorter pulse durations were not favor-
able, because they led to losses due to oper-
ation in the quasi-Bragg regime. Even with
lower power the fast oscillations in form of
steps are visible. However, longer pulse du-
rations are also problematic, because the
detuning changes due to gravitational ac-
celeration and can not be adjusted to both
lattices simultaneously. A diffraction effi-
ciency of 95 % was reached. Diffraction to
higher orders was not observed.

To apply two pulses for an Open-Ramsey
type interferometer a trade-off needs to be
made, because only one of the pulses can
be applied at the apex. It was decided to
center the ORI sequence around the apex,
where the first 7/2 - pulse is applied before

y" position (um)

1000
3000 3200 3400 3600 3800 4000 4200

interrotation time = 250 us row profile

X" position (um)

Fig. 3.26: Example of Equation 3.59 fitted to
an absorption image with an interrogation time
of 250 us. The resulting fringe spacing is 44.9
pm and the contrast is 0.74.

the apex and the second after the apex. The trajectory parabola2 was chosen over parabolal
due to longer time-of-flight and larger Thomas-Fermi radius in the direction of the Al
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pulse. A shorter pulse duration of 100 us was chosen due to the higher velocity spread of
the ensemble. 200 s pulses caused the outer fraction of the ensemble not being diffracted.
The short pulse duration reduced the diffraction efficiency to 80 %. The ORI sequence
was then applied around the apex at 30.144 ms after the release. Interrogation times
between 150 ps and 300 ps in 25 ps steps were measured. Each measurement was 10 times
repeated. After a total time-of-flight of 57.9 ms the three output ports were detected with
the secondary imaging system. The time-of-flight of 27.8 ms after the ORI sequence was
not enough to separate the three output such that the row profiles did not overlap. Further
post-processing needed to be done to extract the fringe spacing and the contrast. Two
triangular shapes covering the |4+2hk) and |—2fik) were replaced with empty patches of
the absorption image. An example is shown in Figure 3.26. To the sum of rows of each
absorption image was a Gaussian profile plus a Thomas-Fermi profile modulated by two
sinusoidal functions fitted

B —(z — 2.)?
f(z) =Agexp o7 +
Arp (1 - (QCRQ—””)Q) (1/2 4 Crp/2)- (3.60)
TF

T — X

[(1 — S)sin (27r 7 +¢1> + S'sin (QWx;dxC +¢2)} ,

where Aq is the amplitude of the Gaussian, x. the cloud center, o the width of the cloud,
ArF the amplitude of the Thomas-Fermi profile, Rpr the Thomas-Fermi radius, Cpp is
the contrast of the Thomas-Fermi profile, S the fraction of the sinusoidal modulation with
a double fringe spacing, d the fringe spacing, ¢, the phase of the sinusoidal modulation
with fringe spacing d, and ¢- the phase of the sinusoidal modulation with fringe spacing
2d. The second sinusoidal function was added to accommodate for atoms not diffracted
by the first 7/2-pulse. These atoms are then diffracted by the second 7/2-pulse, due to
the non-perfect diffraction efficiency this introduces a third atomic cloud to each output
port. That third cloud is centered between the two initially diffracted clouds causing a
diffraction pattern with double the fringe spacing (see Equation 3.42). The total contrast
of the above function was calculated by C' = %' Figure 3.27 shows the results of
the measurement. The interrogation time 7, when the contrast falls to 1/e was determined
to be (825 £ 138) us leading to a coherence length of (19.3 £ 3.2) yum. The Thomas-Fermi
radius in y-direction was determined from a time-of-flight series to be (159 &+ 8) pum at the
time of the ORI pulses. This leads to a coherence length of (12+2) % of the Thomas-Fermi
radius. The fringe spacing calculated for a time-of-flight of 57.9 ms agrees with all measured

values.

Microgravity The next step was to perform beam splitter pulses and an Open-Ramsey
type interferometer with double diffraction in microgravity. To achieve high diffraction
efficiencies during a drop at position ¢ a special calibration procedure was necessary. Due
to the mechanical stress on the drop capsule and the day to day variations of the laser
power the rf power for the AOM needed to be adjusted for each drop. Additionally, it is
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Figure 3.27: The fringe spacing and the contrast of an ORI with double diffraction. 30.144
ms after release from the magnetic trap was an Open-Ramsey type interferometer applied. The
interrogation time was varied between 150 ps and 300 us in 25 us steps. The measurements
were repeated 10 times. The total time-of-flight was 57.9 ms. To the sum of rows was Equation
3.60 fitted to extract the fringe spacing and the contrast.

not straight forward to perform a scan around the double diffraction 7/2 pulse, because
the magnetic trap at position ¢ is not able to trap the atoms under gravity and the atoms
need to be at rest at the frame of the atom chip coordinate system to be resonant to both
Bragg lattices. A procedure was developed to achieve a free fall trajectory of the atomic
cloud along the y-direction with little velocity in x- and z-direction. This was achieved by
first accelerating the BEC on an upward trajectory and removing the x- and z-velocity
with a short magnetic lens at the position c¢. Details of that procedure can be found in
Reference [64]. The rf power for a single diffraction 7 - pulse was determined with a scan.
According to Equation 3.17 the laser power necessary for for a double diffraction 7/2 -
pulse is the laser power necessary for a single diffraction 7 - pulse divided by v/2. Table
3.3 shows the double diffraction efficiency in four drops of the campaign. The efficiency
was 90 % or greater except during drop 309. The most likely reason for the diffraction
efficiency of 73 % is hot weather. The diffraction efficiency could be improved by adjusting
the cooling procedure.

Table 3.3: Double diffraction efficiency during the drop campaign. The 7/2 - pulse in drop 281
was applied on an unlensed cloud. The rest of the measurements were performed with lensed
clouds. The low diffraction efficiency in drop 309 was very likely caused by hot temperatures
in the summer, which heated up the drop tower. The efficiency could be again increased to
over 90 % by adjusting the cooling procedure of the drop capsule.

Drop 281 Drop 286 Drop 309 Drop 312
Diffraction Efficiency (%) 90 91 73 92

In microgravity the BEC stayed resonant with the two lattices, because of the center-
of-mass motion after the release from the magnetic trap was less than 156 pm/s [25].
Five measurements were done where the BEC was release from the final magnetic trap at
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position ¢ and after 40 ms time-of-flight an Open-Ramsey type interferometer sequence
with an interrogation time of 520 us. Afterwards, the clouds separated for 40 ms, 80 ms,
and 120 ms. The measurement with a separation time of 40 ms was repeated with atoms
in the my = 2 and the m; = 0 state and the measurement with a separation time of 80
ms was repeated twice in the my = 2 state. The measurements with separation times of
120 ms was performed once in the my = 2 state. The absorption images of the visible
diffraction orders are shown in Figure 3.29. To the sum of rows of each absorption image
was Equation 3.60 fitted. The resulting fringe spacings and contrast of the images in Figure
3.29 are shown in Figure 3.30. The three (two in case of 160 ms time-of-flight) diffraction
orders were fitted separately and the mean and standard deviation was plotted against the
time-of-flight. Figure 3.28 shows the individual fits of the 2hk and 0hk order.

It is possible to estimate the coherence length by averaging the five measured contrast
(C = 0.76) and assuming an initial contrast of 0.85 (average value between the single
diffraction and double diffraction measurement on ground). This results in a 7; of 1410
pm and a coherence length of 33 um. A measurement of the Thomas-Fermi radius in the
y-direction after a time-of-flight yielded a radius of 70 pm. This would result in a coherence
length of almost 50 % of the Thomas-Fermi radius. This value has very high uncertainty
due to only a single interrogation time and an assumption on the initial contrast. If for
example, the initial contrast is assumed to be 1.0 the coherence length decreases to 35 %.
Nevertheless, it can be concluded that the coherence length is significantly higher than at
the ground measurements.
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Figure 3.28: The +2hk and 0hk diffraction order of an Open-Ramsey type interferometer in
microgravity. Equation 3.60 was fitted to the row profile. The sinusoidal modulation is shown
as well. The blue curve corresponds to the fringe spacing expected from the two BECs initially
diffracted at the first w/2-pulse, while the orange curve corresponds to the interference of the
former two BECs with a BEC, which only (partially) diffracted at the second 7 /2-pulse. More
details in the text.
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Figure 3.29: Open Ramsey type interferometer with unlensed BECs in microgravity. The
rows show BECs diffracted into the three orders £2kk and 0hk labeled |£2) and |0), respectively.
The first two columns show the absorption images after 80 ms time-of-flight and in the m; =
2 and my = 0 states. The next two columns show atoms in the my; = 2 after time-of-flight of
120 ms. The last column shows atoms in the m; = 2 as well, but after a time-of-flight of 160
ms. The |—2) diffraction order was not visible due to the long time-of-flight. Experimental
details and the discussion is in the text.
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Figure 3.30: Analysis of the images from Figure 3.29. The images of the Open-Ramsey type
interferometer sequence with unlensed ensembles were analyzed. Equation 3.60 was fitted to all
available diffraction orders. The mean and standard deviation of the resulting fringe spacing is
plotted against the time of flight. The error bars in the fringe spacing plot are smaller than
the markers. The prediction was calculated with Equation 3.42.



54 Chapter 3 Atom Interferometry

3.6 Atomic Shear Interferometer

In Section 3.1.4 the method of magnetic lensing was
introduced. It allows to reduce the expansion veloc-
ity by several order magnitude. In the 2018 drop 1l
campaign the expansion velocity was reduced to (vy, '"“lf
vy, v;) = (77, 43, 53) pm/s [25] allowing for a de-
tectability of the BEC after up to 17 s. The degree Interference
of collimation was determined by a time-of-flight
series. For a fixed lens duration of 2.42 ms, which
was determined before-hand by a simulation based
the scaling-approach and ray-tracing, time-of-flight
measurements between 200 ms and 2000 ms were
performed. In analogy to optics, this corresponds to Output
finding the optimal lens position of a collimator by
minimizing the laser spot at a sufficiently great dis-
tance. During the 2020 drop campaign this method
was verified my choosing magnetic lens durations of
2.0 ms, 2.2 ms, 2.42 ms, 2.70 ms, and 2.85 ms and
determining the ensemble size after 1.5 s of time-of-
flight with the secondary detection system. Figure Fig. 3.81: Optical shear interferome-
3.32 shows the gallery of the absorption images. The ter. Figure taken from thorlabs.com.
gallery verified that a magnetic lens of a duration of

0.22 ms shorter than the determined 2.42 ms lens and with a duration 0.28 ms longer leads
to a greater spatial extent in the x”- and y”-direction. In optics the collimation of a laser
beam is also often adjusted by a shear interferometer. In that case the laser beam is split
and displaced by the two faces of a glass plate placed in the laser beam. The orientation of
the interference pattern determines the degree of collimation. Figure 3.31 illustrates this
method.

The displacement occurs as well in the Open-Ramsey type interferometer. The inter-
rogation time Tj,; between the two m/2-pulses can be seen as the thickness of the glass
plate in the optical shear interferometer. From Equation 3.42 it follows that the fringe
spacing is proportional to 1/7T;,; and to Tror, and independent of the magnetic trap prop-
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Figure 3.32: Cold atom clouds 1.5 s after the magnetic lens. The images were taken with
the secondary detection system. The optimal lens duration is at 2.42 ms and measurements of
two shorter and two longer magnetic lens durations were taken.
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erties. Hence, the Open-Ramsey type interferometer is not applicable for determination of
the expansion velocity from a magnetic trap. Nevertheless, a magnetic lens changes the
expansion velocity of the ensemble and this can be used to assign a virtual time-of-flight
to a certain magnetic lens strength. Figure 3.33 illustrates this method. The better the
ensemble is collimated the longer the virtual time-of-flight will be, leading to a greater
fringe spacing. Therefore, the method of determining the collimation of a magnetic lens
with an Open-Ramsey type interferometer was named atomic shear interferometer in
analogy to the optical shear interferometer. The difference is the determination of the
degree of collimation by the fringe spacing and not by the fringe orientation.
For the measurements the predictions
from the ParticleSim [63] simulation were _
virtual ___ weaker lens

taken to calculate a interrogation time be- time-of-flightﬁ// T trongerlens

tween the 7/2 - pulses such that at least two E ) A

fringes were visible in the resulting output 2 \
ports. Hence, every lens duration had an  § lensed
individual interrogation time. The used sep- g " unlensed

aration times and expected fringe spacings time

are listed in Table 3.4. For the experimental Fig. 3.33: Illustration of the wirtual time-of-
sequence the BEC was released from the flight principle in the atomic shear interferome-
magnetic trap at position ¢, after 80 ms tqr.

time-of-flight the magnetic lens' of varying

duration was applied. Afterwards the atoms were transferred into the magnetic insensitive
my = 0 state by means of an adiabatic rapid passage. 60 ms after the magnetic lens the
Open-Ramsey type interferometer sequence was applied. The same pulse duration of 200
s as in unlensed measurement was used. The interrogation time for the different lenses
are listed in Table 3.4. After another 40 ms the atoms were detected with absorption
imaging. The resulted absorption images of the three output ports taken with the secondary
detection system are shown in Figure 3.34. Each column shows the primary shadows of
the three output ports.

1 BaseChip Z current of 1.828 A, x-bias coil current of 0.1 A, y-bias coil current of -0.0754283 A, and
z-bias coil current of -0.0038 A



56 Chapter 3 Atom Interferometry

Table 3.4: Measurement parameters and fit results of the atomic shear interferometer. The
separation was calculated from the interrogation time by 4hkT;,:. The cloud size and the
expected fringe spacing ds;,, was calculated with the ParticleSim. The fringe spacing dc,, was
determined by fitting the images in Figure 3.34.

Drop  Tiens (ms) Tyt (us)  Separation (wm) Cloud Size (um)  dgim (um)  dewp (wm)

289 0.75 780 9.2 230 62.2 59.8 £ 15
300 1.00 850 10.0 216 62.5 65.2 + 3.6
291 1.50 1054 124 189 64.8 69.1 + 4.8
292 2.00 1535 18.1 163 71.3 82.1 £0.8
294 2.20 2574 30.3 153 58.6 139.5 £+ 4.5
313 2.70 2302 27.1 156 58.8 532+ 7.0
296 2.85 1813 21.3 163 59.3 521+ 7.4
295 3.25 1406 16.5 184 51.7 51.9 £ 11.0

T= 075ms T=242ms T1=27ms T=2.85ms T1=325ms

T=1.0ms T=1.5ms T=2.0ms T=2.2ms

Figure 3.34: Atomic shear interferometer gallery. The three output ports of an Open-Ramsey
type interferometer for different magnetic lens durations are shown. The magnetic lens was
applied 80 ms after release from the final magnetic trap. After another 60 ms the two 7/2
- pulses were performed. The absorption images were taken after 40 ms time-of-flight. The
time between the 7/2 - pulses was chosen such that two fringes would be visible according the
particle simulation.

For the analysis the images were rotated such that the fringes were as horizontal as possible.
The part of the rotated images containing the cold atom clouds were divided in four
columns (see Figure 3.35). The rows of these columns were summed up and a Gaussian
function modulated by a sinusoidal function was fitted to the data

“e)) oo

i) = |12+ C/2sin (27

—(x —x.)?

Ajexp 552
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where C' is the contrast, x. the center of the Gaussian function, d the fringe spacing, ¢ the
phase of the modulation relative to the center position, A; the amplitude of the Gaussian
function, and o the width of the Gaussian function. Equation 3.60 was not chosen as a
fit-function, because the profile of the lensed ensemble does not agree with Gaussian plus
Thomas-Fermi function due to anharmonicities of the lens potential.

The mean and standard deviation of the fitted fringe spacing were normalized to an
interrogation time of 500 pus by dporm = d - 566’;;5.

Figure 3.36 shows the normalized fringe
spacings plotted against the lens duration
and the expected fringe spacings calculated
by the ParticleSim simulations. For lens du-
rations smaller than 2.2 ms the data points .,
agreed with the simulated curve and the
error bars are small. Fringe spacing values
for lens duration longer than 2.42 ms agree
as well with the simulated curve, but have
much greater error bars. This is consistent
with the absorption images in Figure 3.34,
where the interference pattern shows almost
parallel fringes for up to 2.0 ms lens dura-
tion. Afterwards, the deformation of the wavefront decreases the certainty of the fit. The
data point at 2.2 ms stands out at a fringe spacing of more than double the expected
amount.

All of the error sources discussed in Section 3.5 also apply in this case. Additionally,
the magnetic lens introduces a major source of uncertainties. Depending on the duration
of the lens, inter-atomic interactions cannot be neglected. Additionally, the magnetic
potential is not purely harmonic, but has anharmonicities of third and fourth order [34].
This leads to an asymmetric force on the atoms and causes a tail in the spatial atomic
distribution. Moreover, the possibility of a fringe spacing having a two-fold size due to
inefficient beam-splitter pulse needs to be considered and is especially important in case of
the data point at a lens duration of 2.2 ms.

Additionally, the coherence length for lens duration of 0.75 ms to 2.00 ms were estimated
by fitting Equation 3.60 to the sum of rows of the absorption images. With the interrogation
time and the Thomas-Fermi radius in the y-direction listed in Table 3.4 the fit resulted in
a coherence length of 20 % - 30 % of the Thomas-Fermi radius'. This is lower than the 35
% - 50 % estimate for the unlensed Open-Ramsey type sequence. A possible reason for the
decrease of the coherence length could be dephasing due to anharmonicities of the lensing
potential. The potential further away from the atom chip is smaller and causes the phase
of the atoms closer to the atom chip to evolve faster. Nevertheless, the coherence length
should be sufficient to investigate an asymmetric Mach-Zehnder interferometer geometry

|0): right, T = 1.5ms, d = (67.8 +/- 8.3) um

2:85

2.45

y" (mm)

2.40

2.35

3.5 3.6 3.7
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Fig. 3.35: Fit of the |0kk) port for 7 = 1.5 ms.

1 The uncertainty stems from fits of different orders and variation of the initial contrast between 0.85 and
1.0.
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Figure 3.36: Evaluation of the atomic shear interferometer gallery (Figure 3.34). Each image
of a cloud was rotated such that the fringes were as horizontal as possible. Afterwards each
image was split into four columns. A Gaussian modulated by a sinusoidal function was fitted
to the sum of rows in ecach column. The mean and the standard deviation of the fringe spacing
for each lens duration was normalized for an interrogation time of 500 ws. The solid black line
shows the expected fringe spacing from the ParticleSim simulation. All data points except the
data point at 7jens = 2.2 ms agree with the simulation within the uncertainty.

with magnetically lensed Bose-Einstein condensates where dephasing could additionally
occur due to the greater spatial separation during an interferometer sequence.

3.7 Asymmetric Mach-Zehnder Interferometer

The next step towards implementing atom interferometers on long timescales is perform
measurements with a Mach-Zehnder interferometer. The MZ interferometer can be executed
in the symmetric and asymmetric configuration (see Section 3.1.5). The asymmetric MZ
interferometer has the advantage of determining the contrast of the interferometer with
one measurement. This is the same contrast as discussed in the previous sections, namely a
contrast proportional to the coherence length of the ensemble at the time of the interference.
To this contrast will now be referred as to single-shot-contrast. The term contrast in a
symmetric MZ interferometer refers to the amplitude of the sinusoidal oscillation between
the population of the output ports of the interferometer when changing a parameter like «
(see Section 3.1.5).

By measuring the single-shot-contrast at the time of the beginning of the MZ interferometer
sequence with an Open-Ramsey type interferometer and comparing this value to the single-
shot-contrast of the asymmetric MZ interferometer one can deduce the dephasing of the
BEC during the MZ interferometer sequence. This dephasing would also reduce the contrast
of the symmetric MZ interferometer. This does not necessarily guarantee a measurable
contrast in the symmetric configuration of the MZ interferometer. Vibrations of the
retro-reflective mirror or drifts of the laser phase during the sequence would reduce the
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Figure 3.37: Asymmetric Mach-Zehnder interferometer with single diffraction. The measure-
ment was performed for three different interrogation times of 5 ms, 10 ms, and 15 ms. The
atoms were released from the magnetic trap such that they follow the trajectory parabola2. In
the first two cases the first 7/2-pulse was applied 14.5 ms after release from the magnetic trap.
In the last case the 7/2-pulse was applied 9.5 ms after release to maximize the separation
between the two ports. For (a) and (b) the total time-of-flight was 57.5 ms and for (c) 60.5
ms. The absorption images were taken from the secondary detection system.

contrast further. Moreover, no measurable single-shot-contrast at the beginning of the
MZ interferometer sequence does not imply no measurable contrast in the symmetric MZ
interferometer sequence. The single-short-contrast of ensemble with short coherence length,
such as thermal ensembles, might not be measurable, but this does not imply a dephasing
during the MZ interferometer sequence.

Measuring the contrast of a symmetric Mach-Zehnder interferometer in microgravity is
very challenging. Due to the limit of 3 drops per day, a measurement of the contrast
of the symmetric MZ interferometer would take several weeks. An asymmetric Mach-
Zehnder interferometer offers the possibility to investigate the dephasing of the ensemble
by performing single-shot-contrast measurements. This would allow to estimate the
maximal possible interrogation time T of a symmetric Mach-Zehnder interferometer under
the assumption that the vibration of the retro-reflective mirror and the laser phase are
stabilized during the MZI sequence.

Measurements with the asymmetric Mach-Zehnder interferometer were performed on
ground with interrogation times! T = 5 ms, 10 ms, and 15 ms. The trajectory parabola?
was used to maximize the interferometer duration. For T = 5 ms and 10 ms the initial
7 /2-pulse was applied at 14.5 ms after release from the magnetic trap at the same time
as the Open-Ramsey type interferometer measurement. This allowed for investigation of
the dephasing during the interferometer sequence. For T = 15 ms the initial 7/2-pulse
was applied 5 ms earlier at 9.5 ms after release from the magnetic trap. This was done to
maximize the separation between the output ports. The last 7/2-pulse was applied 0.5 ms
to 0.2 ms earlier in case of T = 5 ms and T = 15 ms measurement and 0.47 ms to 0.17 ms

1 The interrogation time in case of the MZ interferometer is different to the interrogation time of the
Open-Ramsey type interferometer, which is denoted T+
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Contrast of an asymmetric Mach-Zehnder interferometer
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Figure 3.38: Contrast of the asymmetric Mach-Zehnder interferometer. For three different
interrogation times the contrast as a function of the asymmetry of the last 7/2-pulse §T" was
measured. The contrast was determined by fitting Equation 3.59 to the sum of rows of the
according absorption image. The contrast decay was modeled by a Gaussian as described in
Section 3.4 and from the time §7T', where the contrast reached a value of 1/e was the coherence
length calculated.

earlier in case of T = 10 ms. The steps size was 0.025 ms. The difference in the T = 10
ms measurement is due to a mistake in the setting of the measurement. The atoms were
not transferred to the my = 0 state and remained in the magnetically sensitive state m
= 2. After a total time-of-flight of 57.5 ms in case of T = 5 ms and 10 ms and of 60.5
ms in case of T = 15 ms the atoms were detected from the secondary detection system.
The measurements were repeated 10 times. The absorption images of for the longest 67T
are shown in Figure 3.37. To extract the contrast and the fringe spacing the images were
processes like the images in Section 3.5. A triangular shaped covered the lower port with a
region of the images without atoms and Equation 3.59 was fitted to the sum of rows. The
resulting contrast is shown in Figure 3.38 and the fringe spacing in Figure 3.39. The fringe
spacing was calculated the same way as in an Open-Ramsey type interferometer, because
applying a 7/2-pulse §T seconds before the complete overlap of the two ports is equal to
separating the BEC for a time Tj,; = 07T. This introduces a center-of-mass difference of dx
= 2hkoT.

The decay of contrast as a function 67 was fitted with a Gaussian function resulting
in a coherence length of L, = (11.7 £ 3.8) pm, (10.9 &+ 3.1) wm, and (6.1 = 1.1) pm for
interrogation times of 5 ms, 10 ms, and 15 ms, respectively. In Section 3.4 a coherence
length of (6.9 4+ 0.4) pm was measured. This is two standard deviations below the coherence
length for T = 5 ms and 10 ms, and equal within the uncertainty to the coherence length
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Figure 3.39: Fringe spacing in the asymmetric Mach-Zehnder interferometer. The time
point of the last m/2-pulse was varied for three interferometers with interrogation times of
5 ms, 10 ms, and 15 ms. The last 7/2-pulse was applied §T" earlier. The fringe spacing was
determined by fitting Equation 3.59 to the sum of rows of the according absorption images. The
expected fringe spacing was calculated with Equation 3.42. The measured fringe spacing located
systematically above the calculated one and the difference increases with the interrogation
time.

for T = 15 ms. This leads to the conclusion that during the interferometer time 2T ~ 10
ms, 20 ms, and 30 ms no dephasing is observed.

Figure 3.39 shows a deviation of the measured and calculated fringe spacing. The
measured fringe spacing is always greater than the calculated one and the deviation
increases with the time in the interferometer. The mean deviation (dezp — deqic)/deaic 18
(4+£1) %, (5£2) %, and (6 £ 2) % for interrogation times of T = 5 ms, 10 ms, and
15 ms, respectively. Fringe spacing deviations were as well observed in the QUANTUS-1
experiment [67] in case of the asymmetric Mach-Zehnder interferometer. They could reduce
the deviations between the prediction and the measurement by calculating the fringe
spacing with a magnetic trap model instead of assuming a cigar shaped condensate with the
weak axis perpendicular to the Al axis. The later case was used in this thesis to calculate
Equation 3.42. The deviation between measured fringe spacing and calculated fringe
spacing in the single diffraction and double diffraction Open-Ramsey type interferometer is
(-0.3 £ 2) % and (0.3 £ 1) %, respectively. In case of the asymmetric MZ interferometer
and the OR type interferometer the BEC was released from the same magnetic trap
excluding the the calculation of the fringe spacing as a source. Therefore, the reason for
the deviation needs to stem from the Mach-Zehnder geometry, likely in the separation of
the center-of-masses.
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Rotation In microgravity another effect, which might reduce the contrast need to be
considered. The normal vector of the fringe planes ¥, is parallel to the vector connecting
the center-of-masses of the interfering BECs v.. On ground @, points in the direction of
the Al beam. The Al beam is oriented in the x-y plane, with a 7° inclination to the y-axis.
Hence, the ¥y vector is perpendicular to the z-axis along which the absorption imaging
occurs. However, the capsule rotates during a drop. The rotation rate in the y-z plane is
up to 0.1 °/s. This rotation causes the ¥, vector to rotate and this in turn causes the Uy
vector to rotate with respect to the z-axis. Taking this together, leads to a reduction of the
contrast as illustrated in Figure 3.40. The exact effect depends on the size of the ensemble
in the z-direction and on the rotation rate, which varies from drop to drop. Additionally,
the rotation causes a center-of-mass movement of the interfering BECs. This requires a
modification of the derivation of Equation 3.42 for the fringe spacing.
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3.8 Mach-Zehnder Interferometer

In this section a symmetric Mach-Zehnder interferometer measurement will be presented.
This will allow to compare the single-shot-contrast to the contrast of the sinusoidal
oscillation between the population of the output ports of the symmetric Mach-Zehnder
interferometer. Furthermore, this measurement will allow check the longterm stability,
identify sources of noise, and to compare the performance of the QUANTUS-2 apparatus
to the QUANTUS-1 apparatus [49]. A measurement of the gravitational acceleration along
the Bragg lattice was performed. Due to 7° tilt of the atom interferometry (AI) beam to
the atom chip and no reliable way to align the Al axis with gravity only the projection on
the gravitational acceleration on the Al beam direction was measured. This measurement
was sufficient to investigate the longterm stability and compare the apparatus to the
QUANTUS-1 apparatus.

The Bose-Einstein condensate was accelerated on the trajectory parabolal. This trajectory
was chosen, because it allowed for a more reliable determination of the atom number due
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to its symmetric shape. On the way to the apex the atoms were transfered in the F' = 2,
my = 0 state by means of adiabatic rapid passage. After the apex the Mach-Zehnder
sequence began. For the measurement Gaussian shaped pulses were used with a full
duration of 80 pus. The m-pulse was achieved by doubling the laser power. After a time-of-
flight the population of the two output ports were determined with absorption imaging
from the primary detection system. For a measurement the detuning of the second and
third pulse was scanned. It was calculated in the following way:

Aoy = Ajp + (T + 80ps)a

(3.62)
Aszy = Agp + (T + 80ps)a,

where Ay, Agy,, and Az, are the detunings of the first, second, and third pulse. 7" is the
interrogation time and « the detuning shift due to the gravitational acceleration. The
detuning of the first pulse was determined to be 61 kHz by maximizing the diffraction
efficiency of a m-pulse. For interrogation times of 7' = 2 ms, 3 ms, and 5 ms « was scanned
from 24.87 kHz/ms to 25.07 kHz/ms in 0.002 kHz/ms steps. The resulting fringes can be
seen in Figure 3.41. The function C/2sin (w * x + ¢) + d was fitted to the data. C' is the
fringe contrast, x, the acceleration, w, the angular frequency, ¢ the phase, and d the offset.
This resulted in a contrast of 85 %, 75 %, and 62 % for interrogation times of 2 ms, 3 ms,
and 5 ms respectively. The fringe minimum for T = 5 ms, which was a located closest to
the minima of the other interrogation times was located at 9.7474 m/s? or a = 24.986
kHz/ms. A long term measurement was performed for 7' = 5 ms. Therefore, 21 data points
around o« = 24.986 kHz/ms were measured and a sinusoidal fit was fitted to the data to
determine the minimum. This resulted in a value for the acceleration. This procedure was
repeated 93 times over 5h and 30 min. The resulting values for the acceleration and the
overlapping Allan deviation [68] are shown in Figure 3.42. This measurement contrasted
the other measurements presented in this chapter by extracting the fringes not from a single
measurement, but taking a series of measurements with different detunings. Additionally,
the duration of 5h30min allowed to benchmark the stability of the QUANTUS-2 apparatus
on long time scale. The sensitivity of the experiment is 3.6 - 10~3(m/s?)/v/Hz and long
term stability is 3.2 - 107° m/s? after 5h30min. During the measurement we were limited
by the shot noise limit. While some of the sources of uncertainty of previous chapters do
apply for this measurement, several others are not problematic in this measurement:

e Resolution limit of the imaging system: In this measurement the atom number
in the two output port were determined by a fit to the sum of columns and rows.
Details in the range of the resolution limit of 7.81 pum were not necessary for the
analysis of the data.

e Calibration of the magnification: The atom number in the output ports were
determined by fitting a gaussian function to the two output ports and determine the
atom number by N = /271 - A - o, where A is the amplitude of the Gaussian and o
the width. A systematic deviation of the calibration would lead to a deviation of the
width, but due to the relative population determining the fringe position, it cancels
out.
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Figure 3.41: Fringe scan at different interrogation times of the Mach-Zehnder type Inter-
ferometer with single diffraction. Each data point was averaged three times. The common
minimum of all three fringe scans is located between 9.74 m/s* and 9.75 m/s?. The contrast
is 85 %, 75 %, and 62 % for interrogation times of 2 ms, 3 ms, and 5 ms respectively. The
fringe minima at lower interrogation times are at a lower value due to non-negligible pulse
duration to interrogation time ratios.

e Thermal atom background: The pulse duration was chosen short enough to

depopulate the ground state to below 5 % (see Section 3.3). Typically, the ensemble
contained over 10 % of thermal atoms. Hence, thermal atoms were as well diffracted
as condensed atoms.

Other effects do contribute to the uncertainties of this measurement:

¢ Variations in the diffraction efficiency: Variations in the diffraction efficiency

lead to the reduction of the contrast. Atom not diffracted at the 7 - pulse reduce the
contrast by reducing the total number of atoms and atoms not correctly addressed by
a m/2 - pulse reduce the contrast of the fringe pattern by not transferring all atoms
to the ground state at the frequency rate compensating the gravitational acceleration.
In addition, shot-to-shot variations of the diffraction efficiency lead a deviation from
a sinusoidal fringe shape and an uncertainty of the determination of fringe minimum.

Phase of the laser beams: Phase drifts of the two laser beams during the MZI
sequence would add additional phases to Equation 3.53 and change the additional
gravitational acceleration. Figure 3.16 shows the phase approximately in the same
state as during this measurement (around 18:00 after a full day of measurements).
The phase measurements are 8 s apart and show a shot-to-shot variations of 53 mrad.
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Figure 3.42: Measurement of the acceleration of the Bragg lattice. With an interrogation
time of 5 ms 21 data points around the minimum found in Fig. 3.41 were taken. This
measurement was repeated 93 times to determine the precision of the apparatus and to
investigate contributing noise sources. The right graph shows the calculated Allan deviation
and the shot noise limit for a contrast of 0.62 and an atom number of 40000. The experiment
is running at the shot noise limit and its performance can only be increased by increasing the
contrast, atom number, or the repetition rate.

If we assume the error between the MZI pulses is the same, although it is likely that
it is smaller, because the pulses are 5 ms apart and not 8 s, we will get an uncertainty
of 8.3-107* m/s? per shot.

e« Wavefront aberrations: The advantage of using BECs for atom interferometry
is their small size compared to the beam profile. We used a collimator with an
1/e?-diameter of 3.31 mm. Figure 3.43 shows the position and the size of BEC for
a time-of-flight of 1 ms to 34 ms after release from the magnetic trap. The size of
the ensemble is approximately 50 um and hence 2 orders of magnitude below the
diameter of the laser beam. The drift during the 3 pulse sequence in z direction is 37
pm and small as well. The laser beam is oriented in y-direction with a tilt of 7° in
x-direction. The fall of the atoms along the y-direction is not problematic, because it
is almost along the k-vector of the laser beam. The 7° tilt contributes to a drift in
x-direction. The drift in x-direction amounts to 80.7 pum and is far below the laser
beam diameter. Nevertheless, wavefront aberrations stemming from impurities on
the vacuum windows or diffraction from the atom chip could have had an effect on
the results.

e Variation of the BEC release: A variation of the detuning of 2.75 kHz was
determined by investigating the release mechanism. This detuning does not influence
the measurement of the a factor, because it only reduces the efficiency of the first
/2 - pulse.

» Residual magnetic field gradients: The residual magnetic field gradient was
measured to be around 1 G/m. Due to the atoms being in the m; = 0 state only
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the quadratic Zeeman effect needs to be considered. With an value of 0.575 kHz/G?
[69] and a constant bias field of 0.9 G. This only leads to an acceleration of 3.8 - 10~
m/s?.

o Fitting error - single shot: Errors in the fitting process lead to uncertainties
in the atom number determination. The cold atom clouds were fitted with a sum
of two Gaussian function, although, they contained thermal atoms and condensed
atoms. This was done due to fit stability. A fitting function with a sum of two
functions consisting of a Gaussian function and a Thomas-Fermi profile is less stable.
The deviation was estimated by comparing the total number of atoms with a pure
Gaussian fit and a combination of a Gaussian and a Thomas-Fermi profile for 100
data points. This led to an offset of (3.0 £0.5) %. The offset cancels out in the
determination of the relative population, but the standard deviation of the offset of
0.5 % contributes to the phase determination. However this averages out, because 21
data points are taken to determine the minimum of the fringe.

¢ Fitting error - single fringe: Per measured fringe was a sinusoidal function fitted
to the 21 points. The uncertainty of this function is the first point in the Allan
deviation plot: 2.7 -10~% m/s?

Taken together, the uncertainty in the phase of the laser beams at the times of the pulses
and the single fitting errors should averaged out in a measurement of a fringe. Residual
magnetic field gradients are 2 orders magnitude below the long time stability of 3.2 - 107°
m/s?. The uncertainty of the fringe position determination is the greatest source of
uncertainty and likely stems from the variation of the diffraction efficiency.

Contrast vs. single-shot-contrast In the previous section it was shown that no measurable
dephasing during the T = 5 ms and 10 ms asymmetric Mach-Zehnder interferometer
measurements was observed. This was done by measuring the single-shot-contrast of the
spatial interference of a split Bose-Einstein condensate as a function of split distance.
Hence, the decay of the single-shot-contrast is a measure for the coherence length. By
investigating the coherence length at the beginning of the Mach-Zehnder interferometer
sequence and at the end it is possible to determine the dephasing during the sequence.
On the other hand, the contrast introduced in this section is the amplitude of the population
oscillation due to variation of the o parameter. Loss of contrast occurs due to dephasing of
the ensemble, vibrations of the retro-reflective mirror, drifts of the laser phase during the
Mach-Zehnder interferometer sequence, and perturbations of the ensemble due to varying
electric or magnetic fields.

In this measurement it was observed that the contrast decreases from 85 % to 62 % by
increasing the interrogation time from 2 ms to 5 ms. Dephasing as a source was excluded
by the single-shot-contrast measurement. The likeliest reason for the decrease of contrast
are vibrations of the retro-reflective mirror and drifts of the laser phase. Residual magnetic
fields have been excluded in the discussion before.
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Figure 3.43: The position and the size of the BEC during the Mach-Zehnder sequence. The
ensemble was imaged with the secondary detection system 1 ms to 34 ms in 1 ms steps after
the release from the magnetic trap. The error bars were calculated from 3 measurements. The
three dashed lines indicate the three pulses of the Mach-Zehnder interferometer. The middle
line does not indicate that the atoms are 120 pum apart at the 7 - pulse in the y-direction (7°
titled in the y-x plane).

3.9 Summary and Conclusion

This chapter showed that it is possible to reproducibly achieve single and double diffraction
efficiencies over 90 % on ground and in microgravity with the QUANTUS-2 apparatus.
This allowed for implementation of Open-Ramsey type and Mach-Zehnder interferometers.
The Open-Ramsey type interferometer measurements verified the predictions for fringe
spacing. The coherence length of the ground experiments was between 7 % - 10 % of
the Thomas-Fermi radius. In microgravity with unlensed BEC the coherence length
was much higher at 35 % - 50%. The combination of the magnetic lens with the Open-
Ramsey type interferometer showed a decrease of the coherence length to 20 % - 30 % for
shorter lens durations. It was not possible to extract the coherence length from a BEC
lensed with a duration close to optimal collimation from the current dataset. The atomic
shear interferometer measurement showed a new method for determining the focus of a
magnetic lens along the atom interferometry beam direction. This could be used in future
measurements when characterizing a new magnetic lens. The asymmetric Mach-Zehnder
measurements on ground showed little to no dephasing during the MZ sequence. While



68 Chapter 3 Atom Interferometry

the longest interrogation time of 15 ms showed a comparable coherence length to the
Open-Ramsey type interferometer the two shorter interrogation times had higher coherence
lengths. The comparison to the symmetric MZ interferometer allowed to exclude dephasing
as the cause of the decrease of contrast with the interrogation time. The likely reason for
the decreasing contrast are vibrations of the retro-reflective mirror and laser phase noise.
Additionally, the long duration measurement of the gravitational acceleration along the
atom interferometry axis showed that the long term stability improves at the shot-noise
limit.



CHAPTER 4

Shell Potentials

Cold atoms are typically trapped with laser light or magnetic fields. Atoms can for example
be trapped at the maximum of a Gaussian beam by dipole forces or at the minimum of a
magnetic field. New methods of trapping atoms allowed to manipulate them in new ways
and to investigate new phenomena. The magnetic trap allowed to cool atoms to degeneracy
and to achieve the first Bose-Einstein condensate [56, 57]. Intersecting laser beams allow
to trap atoms at the minima or maxima of the resulting interference pattern [70]. That
allowed to study models of condensed-matter theory in an experimental setup, such as the
Hubbard model [71].

In 2001 a new method of trapping atoms was proposed by Zobay and Garraway [28] and
in 2004 realized by Colombe et. al. [72]. This method relies on transferring atoms from
bare states trapped in a magnetic trap to dressed states by coupling magnetic sub-states of
a hyperfine ground state with a radio frequency field or coupling different hyperfine states
with microwave fields. Geometries such as a double well [73], a torus [74], or a shell [72]
can be realized. Shell potentials have recently attracted more attention due to increasing
number of experiments performed in microgravity [21, 22, 75]. The lack of gravity allows
to distribute the atoms more evenly on the shell. By releasing ultra-cold atoms from the
shell one could observe self-interference effects and investigate how different parts of the
shell interfere with each other [29]. Another promising field of study are vortices on a
curved surface. A different behavior in comparison to vortices on a flat surface is expected
due to the curvature and the unbound surface [30].

The aim of this chapter is to describe the necessary steps to implement shell potentials
at the QUANTUS-2 experiment in microgravity. With the help of a simulation, ellipsoid
shaped shell potentials will be realized. Their dependence on the RF frequency and power
will be studied. Different positions will be compared, and the occupation of the shell
potentials with thermal atoms of different temperature will be investigated. Finally, in
lifetime measurements the RF power will be identified as the limiting factor for successfully
transferring Bose-Einstein condensates to shell potentials in the QUANTUS-2 apparatus.

This chapter will start with section 4.1, where a short overview of the theoretical
background will be given. Section 4.2 will present the used hardware for the experiments.
Then in Section 4.3 the implementation of the simulation and the according results will be
treated. The experimental part of this chapter will start at Section 4.4, where preparatory
measurements will be presented. Section 4.5 will present the method of transferring atoms
from the bare states to dressed states. In Section 4.6 the measurements of the minimal
coupling strength in microgravity will be presented. Different detunings in microgravity are
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then presented in Section 4.7. Section 4.8 will compare gravity and microgravity results.
Finally, Section 4.10 will conclude with the lifetime measurements in shell potentials under
gravity.

4.1 Physical Background

This section will introduce the necessary physical concepts for understanding dressed state
potentials. Initially starting with the Landau-Zener model [76], which is used to illustrate
dressed states and to calculate expected losses due to flips from dressed states to bare
states.

Landau-Zener model An uncoupled two state system can be described by a Hamiltonian
represented by a diagonal matrix, where the diagonal elements are the eigenenergies of the
System

H= { alt) 0 ] . (4.1)

Without any coupling between the two states the
eigenenergies would cross at a certain time t. By
introducing a coupling between the two states, for |
example a microwave field between the two rubidium
clock states, one introduces a non-diagonal element —a(t)—

_ | a®) B®) alt) e
H= [ 50 —ald) ] (4.2) +a(t)

Diagonalizing the above matrix leads to new eigenen- —e(t)
ergies

energy
l
X

time
E(t) = £/ a2(t) + B2(1). (4.3) Fig. 4.1: Tllustration of the Landau-
Zener model.
Figure 4.1 illustrates this behavior for the Landau-
Zener model, where a(t) = At. An avoided-crossing at ¢ = 0 for a constant coupling can be
seen.

Zeeman splitting 'The aforementioned coupling can be between different hyperfine states,
where a microwave field needs to be used, or between magnetic sub-states of a hyperfine
state. In that case it is sufficient to use a radio frequency field. The degeneracy of this
magnetic sub-states, also referred to as Zeeman levels, can be canceled by applying a
magnetic field. A magnetic field B interacts with the magnetic moment of the nucleus and
the (outer-)electron of a alkali atom such as rubidium. The Hamiltonian of this interaction

—

H=jip B=guF B (4.4)



4.1 Physical Background 71

depends on the total angular momentum F and the magnetic field B in case of small
magnetic fields (10~* - 1072 T in case of rubidium). This equation also depends on the
Landé factor gy and the Bohr magneton 1. By choosing the magnetic field direction along
the z-axis B = Byé. one gets the eigenenergies of the Hamiltonian

E =mygrpuhBo, (4.5)

where m; is the magnetic quantum number. The momentum eigenstate of the total
angular momentum operator was used in this case: F,|F,mys) = m¢h|F, my), where
my = —F,...,+F. The difference between these energy levels is in the range of RF
frequencies (typically in the order of 1 MHz for rubidium).

Magnetic trap Before coupling different magnetic sub-states with a RF field and creating
new states it is useful to trap the atoms beforehand in a magnetic trap. An atom in an
inhomogeneous magnetic field is described by the following Hamiltonian

2

p —
s N ‘B ¢
o T TG f (t)

, (4.6)

where p'is the momentum of the atom and m its mass. Here it was assumed that the change
in the magnetic field due to the motion of the atom is less than the Larmor frequency

WLarmor = gf,Ubh ’E(t)‘ /h

d/dtB

b

< WLarmor- (47)

In that case, the eigenvalues Aimy can be treated as spatially independent, albeit a change
in the direction of the quantization axis. From Equation 4.6 it follows that atoms with
mysgy > 0 are drawn towards lower magnetic field amplitudes (low-field seeker) and atoms
with msgs < 0 towards higher magnetic fields (high-field seeker). The Earnshaw theorem
[77] shows that there are no solutions of Maxwell’s equations in free space with a local
maximum. Hence, only atoms in the low-field seeking state can be magnetically trapped.
Figure 4.2 illustrates how a local magnetic field minimum can be created with a Z-shaped
wire of an atom chip and a bias field. The horizontal part of the wire combined with an
bias field creates a magnetic field minimum, while the vertical wires lift the minimum value
above zero. That configuration is of an loffe-Pritchard type magnetic trap [78] and has no
zero-crossing and does not violate Equation 4.7 at its minimum.

Dressed state potential It is possible to create a dressed state potential by starting at a
static magnetic trap as described in the previous paragraph and then couple the different
Zeeman levels with a RF field. Furthermore, it is enough to consider only the oscillating
magnetic field of the RF field, because transitions between the different Zeeman states are
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Figure 4.2: Illustration of an Joffe-Pritchard magnetic trap created with a Z-wire and a bias
field. The top left corner shows the magnetic potential created by an infinite long straight
wire and a bias field. The resulting magnetic potential has an amplitude of 0 at its minimum.
The top right corner shows the magnetic field of a Z-wire. By bending the wire in opposite
directions one creates magnetic fields, which cancel at the center of the straight wire. The
lower three images show on the left the magnetic field of the vertical wires, the total magnetic
field with isopotential lines in the center, and a cut along the z-axis of the center image. The

resulting potential has a non-zero potential minimum.
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magnetic dipole transitions. The Hamiltonian describing the state of the atom is
H = gy F - Bo() + gpuF - By (7, 1), (4.8)

where By is the static magnetic field and B the oscillating magnetic field of the RF field.
The detailed solution to this Hamiltonian can be found in Reference [79]. The resulting
potential is of the form:

) = ik 02(7) + |27, (4.9)

where m are the quantum number of the new dressed states. Typically, one would use the
maximally polarized state m = I’ to trap atoms. Details of the equation are discussed
below.

o Detuning (%) = Wrarmor(7) — wrr. The Larmor frequency is spatially dependent
due to the magnetic trap. On the other hand, the RF frequency is constant. This
leads to a surface around the magnetic trap minimum, where § = 0. This surface is
called the isomagnetic surface.

—

B
M, where B (7) is the projection of

o Rabi frequency or coupling £2;(7) =
the RF B-field on the static B-field.

o Equation 4.9 was calculated using the rotating wave approximation (RWA). Thus,
the terms rotating with 2wgrpr were omitted. This only holds for a detuning § smaller
than the RF frequency wgrpg.

o Non-RWA calculations lead to a shifted potential minimum [80].

e The dressed state system processes around a new quantization axis, which is tilted
by an angle 6 = arccos (—§/£21) + (s — 1)7/2 to the quantization axis of the static
magnetic field. The new spin states can be deduced from the initial spin states by a
rotation operator |) = e*v/"|m_). Hence, the eigenvalues of the two spin states
are identical [79]: F, |m.) = Fp|m) = mh|m).

In short, the RF frequency wgrpr determines minimum of the dressed potential and the
Rabi frequency 2 the curvature around the minimum of the potential.

Adiabatic condition When transferring the atoms from the bare states to the dressed
states or later changing the shape of the dressed state potential one needs to change the
detuning and the Rabi frequency. Similar to the condition for the magnetic trap (see
Equation 4.7) the rate of change of the quantization axis needs to be considered. The
change of the 6 angle between the new quantization axis and the quantization axis of the
static magnetic field needs to fulfill [79]

6] < 1. (4.10)

This condition, which states, that the change of angle of the new quantization axis and
the quantization axis of the static magnetic field needs to be smaller than the effective
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Rabi frequency §2 = /2 + (22 is similar the condition for the magnetic trap (Equation
4.7), which states that the rate of change of the quantization axis direction needs to be
smaller than the Larmor frequency. This can be interpreted as the precession around the
quantization axis needs to be faster than the change of the quantization axis. Equation
4.10 can be expressed in terms of the detuning § and the Rabi frequency (2;:

60 — 602 I ——
5214_—‘9%1 < 52+Q%. (4.11)

Leading to the criterion for adiabaticity:
; ' 2 2\3/2
0621 — 66| < (6% + 27)7". (4.12)

Landau-Zener losses A major source of atom losses in a dressed state potential are Landau-
Zener losses. The Landau-Zener model was briefly introduced in the first paragraph and
losses occur at the minimum of the avoided-crossing region. This model is used to estimate
non-adiabatic losses from RF dressed state potentials [81, 82]. Burrows et. al. [83]
calculated the decay rate for the Landau-Zener model for a simplified RF dressed state
trap. The underlying magnetic field gradient was linearized, the trap axis were chosen such
that gravity does not contribute to the losses, and a trap with sufficiently strong coupling
to be adiabatic was assumed. This results in a decay rate for an ensemble of atoms of mass
M and in the hyperfine state F:

2w, F n2% [ M
I~ = ——L = 4.13
- eXp( 20 V 2E (4.13)

This equation states the decay rate in a RF dressed potential through non-adiabatic
losses by incorporating the probability of remaining in the dressed states while passing
the crossing point and the number of passes per unit time. The following factors are
contributing to the losses:

¢ Oscillation frequency in RF dressed state trap w,: This frequency is determined by
the curvature around the minimum of a shell potential. For a given detuning a higher
Rabi frequency results in a smaller oscillation frequency.

e Rabi frequency (21: A higher Rabi frequency leads to smaller Landau-Zener losses.
e The curvature of the gradient underlying magnetic field «: Higher gradients lead to
higher losses.

e The total energy E of the ensemble: Colder ensembles lead to smaller losses.

Atom density in the shell potential To be able to compare the simulation results to
measurements it is possible to project the position of the isomagnetic surface on the
primary and secondary detection system. This provides information on the position and
shape of the shell potential. However, to get information on the atom density in the shell
potential one needs to calculate the occupation of the shell potential with atoms for a given
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temperature. Helmerson et. al. [84] performed the calculation for a magnetic trap with a
50 mK thermal ensemble. Starting with a general expression for the atom density in the
trap

n(F) = g / PpP(E), (4.14)

where N is the total number of atoms, P(E) the energy distribution of the trapped atoms
with an energy of E(7,p) = U(7) + p?/2m. Here, U(7) is the potential energy of the atoms
and p and m their momentum and mass, respectively. The partition function Z is given by
the following function

Z = / d3r / d3pP(E). (4.15)

It is assumed that the energy distribution is given by the Boltzmann distribution. The
integration is performed over all trapped atoms. In contrast to Helmerson et. al. the
energy distribution is not truncated, because in our case the temperatures are much lower
in the range of low uK or nK. Moreover, by just comparing the qualitative shape of the
measured absorption image with the simulated absorption image one can set the constant
prefactor for a given temperature to 1. The resulting atom density is given by the following
simple expression

n(7) = exp <_ g;?) . (4.16)

4.2 Hardware Setup

The same hardware setup as for evaporative cooling was used (see Section 2.5). The
National Instruments PXI 5/21 arbitrary waveform generator (AWG) was already inte-
grated in the PXI system and implemented in the control software. The RF frequency is
generated by means of direct digital synthesis (DDS) and could reach up to 43 MHz. The
peak-to-peak voltage is specified to 12 V at a 50 {2 load. The global gain of the amplifier,
later referred just as gain, could be adjusted with a numerical value between 0 and 5.
During the sequence the relative RF amplitude could be adjusted in each sequence step
with numerical values between 0 an 1. The output power as a function of these numerical
values will be shown in Section 4.4. For evaporative cooling and for the adiabatic rapid
passage (ARP) the gain was kept at 3.5. The AWG is connected to the lower U-wire on the
Base Chip (see Figure 4.3). The current flowing through the U-wire is strongly dependent
on the impedance of cables, connectors, vacuum feed-through, and on the U-wire itself.
The impedance of the whole RF chain as a function of the frequency is presented in Section
4.4. The antenna was not modified to match the 50 {2 impedance of the AWG, because
the same setup was used for evaporative cooling and its modification would have tempered
with the evaporation efficiency.
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Figure 4.3: Base and Science Chip structures used for shell potentials. The Z structure of
the Base Chip, indicated with red, contributes to the static Ioffe-Pritchard magnetic trap and
the lower U-wire, indicated by green, creates the RF field. The U-wire part parallel to the
horizontal part of the Z-wire is 20 um wide and there is a 40 ym wide gap between the U-wire
and the 500 pum Z-wire. The Science Chip is placed centered on the Base Chip. The Z-wire
used as well for the loffe-Pritchard magnetic trap is indicated by the blue color. The distance
between the structures on the Base Chip and the surface of the Science Chip is 1.02 mm. The
z = 0 position is located on the surface of the Science Chip.

4.3 Simulation

The properties of the dressed state potential depend on the underlying static magnetic
trap and the RF source. That allows for many possible combinations. The aim of this
section is to find combinations, which are favorable for a shell potentials. Hence, the shape
of the potential should be as spherical as possible, the potential values on the surface of
the sphere should be as homogeneous as possible, and the size of the shell potential and
the thickness of shell should be adjustable. In Section 4.1 it was found that the dressed
state potential can be described by Equation 4.9 for a detuning é = Wrr — WLarmor sSmaller
than the RF frequency wrp by

V() = mh /P + 2P,

where m will be chosen to be equal to the highest polarization state m = F = 2, wrgrmor =
gfub|§0(r)\ depends on the static magnetic field By, and the Rabi frequency (2;(7) =
9¢pB1 (7)/2h depends on the projection of the RF magnetic field on the static magnetic
field (B, = |By x Bgrr|). The static and RF magnetic fields are created with an atom
chip and in case of the static field additional bias coils. That does not allow for a concise
analytical expression for the magnetic fields and hence, a concise analytical expression
for the dressed state potential. In contrast, Colombe et. al. [72] could utilize analytical
expressions for their potential based on a QUIC magnetic trap [85] due to the simple
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geometry of the trap consisting of only three coils. Additionally, that trap configuration
allowed to align the trap axis with the gravity vector simplifying the discussion. Hofferberth
et. al. [73] used a general expression for an loffe-Pritchard magnetic trap [78] to qualitatively
discuss the geometry of their dressed state potential with the aim of realizing a double-
well potential. Their setup was based as well an atom chip, making concise analytical
expressions infeasible. In contrast to our setup, they used two U-wires to create the RF
magnetic field allowing for a rotation of the RF magnetic field direction. Hence, allowing
for circular polarization of the field. In our setup only one U-wire is used (see Figure 4.3)
allowing only for linear RF field polarization. The qualitative discussion of the equation
for the potential simplifies thus for only two cases. For a detuning d below and above zero.
When the detuning is above zero the minimum of the potential is located at the positions,
where wWrgrmor = wrr for a low enough Rabi frequency (2. This minimum determines
a surface, called isomagnetic-surface, in case of conservative magnetic potentials, such
as quadrupole or IToffe-Pritchard type magnetic traps. Hence, creating a shell potential.
The Rabi frequency adjusts the curvature around the minimum, thus, determining the
thickness of the shell. To sum up: the detuning ¢ adjusts the size of the shell potential
and the Rabi frequency §2; adjusts the thickness of the shell. In case of the detuning
below zero the geometry is determined by the Rabi frequency. The detuning only shifts
the potential lower, while a big enough Rabi frequency increases the potential at minimum
of the magnetic trap due to avoided crossing.

A simulation of the magnetic fields created by the atom chip and the bias coils was
developed in the group of Reinhold Walser at the TU Darmstadt [43]. It uses the law of
Biot-Savart to calculate the 3D magnetic fields for a given current.

Initially, it was investigated what magnetic field configuration is the most spherical. This

can be quantified by the trapping frequencies v; (i = x, y, z), where in a perfectly spherical
configuration all three trapping frequencies would be equal. From all possible magnetic field
configurations the search was restricted to magnetic field of an Ioffe-Pritchard type with a
Z-wire current of 2 A in the Science Chip and 6 A in the Base Chip Z-wire (see Figure 4.3).
This configuration was chosen, because measurements in this configuration in microgravity
conditions already exist and the excitations in the BEC are known [25, 34]. Due to the
Toffe-Pritchard type configuration it was expected that a perfectly spherical configuration
can not be achieved. In this configuration two trapping frequencies are approximately
equal and the third trapping frequency is significantly smaller. The spherical property
of this configuration is quantified by the ratio of weak trapping axis to the two strong
trapping axis: 2v,/(vy + v;).
The x-bias-coils current was fixed to 0.1 A and the current through the y-bias-coils was
varied between -1.5 A to -0.2 A to investigate properties such as the frequency offset at
the potential bottom, the z position of the potential minimum, the rotation angle of the
trap eigenaxes with respect to the atom chip coordinate system in the x-y plane, and the
aforementioned ratio of the weak trapping frequency and the strong trapping frequencies
for a potential without gravity. The limits of -1.5 A and -0.2 A were chosen, because at a
y-bias-coils current of -1.5 A is the final magnetic trap position of the evaporation ramp
and at -0.2 A the trap minimum is almost at the edge of the absorption detection system.
The results are shown in Figure 4.4.
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Figure 4.4: Magnetic trap configurations with different y-bias-coils currents. A simulation of
an loffe-Pritchard type trap was created with the following parameters: Base Chip Z current
= 6.0 A, Science Chip Z current = 2.0 A, x-bias-coils current = 0.1 A, z-bias-coils current
= 0.0 A, and the y-bias-coils current was varied from -1.5 A to -0.2 A in 0.01 A steps. The
potential was calculated without gravity. The frequency offset at the potential bottom, the
7 position of the trap minimum, the rotation angle of the trap eigenaxes with respect to the
atom chip coordinate system in the x-y plane, the ratio of the weak trapping frequency to the
strong trapping frequencies, and the three individual trapping frequencies are shown. The
three vertical lines at y-bias-coils currents of -1.1 A, -0.6 A, and -0.374 A show the magnetic
trap configuration used latter as a static magnetic field for shell potentials. The reason for the
choice and the detailed discussion of the above curves is in the text.
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It can be observed that the z-position increases monotonously with decreasing y-bias-coils
current. Around a current of -0.4 A the increase of the z position accelerates significantly.
The frequency offset at the potential bottom and the rotation angle of the trap increase up
to a value of -0.5 A and decrease afterwards. The ratio of the weak trapping frequency
to the strong frequency increases rapidly at a y-bias-coils current of -0.3 A and has a
value of 0.7 at a current of -0.2 A. Nevertheless, this value is not representative of the
approximation of a sphere, because the overall trapping frequency ratio changes. While at
higher y-bias-coils currents the trap has a prolate form (two strong trapping frequencies and
one weak trapping frequency) at lower y-bias-coils currents the shape is oblate (two weak
trapping frequencies and one strong trapping frequency). For example, at a y-bias-coils
current of -0.2 A the weak trapping axis (x-axis) has the same trapping frequency (3.5
Hz) as the former strong trapping frequency in z-direction, while the y-direction trapping
frequency has a value of 6 Hz. Hence, the maximum ratio of the weak trapping frequency
to the strong trapping frequencies can not exceed 0.4 by just decreasing the y-bias-coils
current. For that reason, the lowest y-bias-coils current was set to -0.374 A. This position
was already used in the magnetic lens measurements and a transport ramp from the
evaporation position (y-bias-coils current of -1.5 A) was calculated with the method of
shortcut-to-adiabaticity [42] to reduce the excitations in the Bose-Einstein condensate
during transport. Choosing a position further away from the atom chip would require new
calculations and would not improve the spherical shape of the shell potential significantly.
The magnetic trap at that position cannot trap atoms under gravity and can only be
realized in microgravity. To do measurements under gravity two other positions were
chosen with y-bias-coil currents -0.6 A and -1.1 A. These positions can trap atoms under
gravity, are approximately 0.5 mm apart, have significantly different ratios of the weak and
strong trapping frequencies, and measurements at these positions were already performed
prior to shell potential measurements. The x-bias-coils current for these two positions was
set to remain at 0.5 A. This is the chosen current during the evaporation and changing this
current to 0.1 A would change the stronger trapping frequencies from approximately 450 Hz
to 550 Hz and 60 Hz to 65 Hz for positions with a y-bias-coils current of -1.1 A and -0.6 A,
respectively. The weak trapping frequency stays approximately the same. This change of
the trapping frequency excites oscillations and should be omitted, if possible. Nevertheless,
due to comparability with former measurements [34, 40], where the x-bias-coils current was
set to 0.1 A for a y-bias-coils current of -0.374 A to reduce the rotation in the x-z plane
from 14.0° to 10.6°, the current was set here as well to 0.1 A. The simulated magnetic field
configurations are summed up in Table 4.1. To the potentials with a y-bias-coils current
of -1.1 A, -0.6 A, and -0.374 A will be from now on referred to as position a2, b, and c,
respectively.

After identifying three different static magnetic traps. The shell potential based on these
magnetic traps were calculated. For the RF magnetic field a current of 0.1 A through the
lower U-wire was set. This value was chosen close to the typically experimental AC current
values, but can be easily adjusted by multiplying the resulting magnetic field vector by a
factor f = éﬁﬁ. This is not possible with the static magnetic field configuration, because
it consists of the magnetic fields of 5 different structures. For the three configurations from
Table 4.1 the static and RF magnetic field was simulated on a grid with a 2 x 2 x 2 um?
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Table 4.1: Properties of different positions dubbed position a2, b, and c¢. The currents
through the Z-structures of the base chip and science chip for all positions were 6 A and 2 A,
respectively. The z-bias-coils current was 0 A for all positions. The z-position of the minimum
of the magnetic trap, the ratio of the trapping frequencies (2v, /(v + v,)), and the value of the
potential bottom were calculated with the atom chip simulation from the group of Reinhold
Walser [43].

Name I, (A) I, (A) z (nm) 2v./(vy+v.) frottom (MHz)

a2 0.5 -1.1 354 0.11 1.894
b 0.5 -0.6 813 0.29 2.452
¢ 0.1 -0.374 1462 0.34 1.969

resolution. The detunings were set to 406 kHz, 48 kHz, and 31 kHz for positions a2, b,
and c, respectively. This values lead to an approximately equal size in the x-direction of
1 mm. The currents through the lower U-wire were set to 28.6 mA, 11.0 mA, and 7.5
mA. These values were experimentally determined to be the lowest possible currents to
still transfer atoms into the shell potentials. The detuning and the Rabi frequency was
calculated independently by

0= WLarmor (m — WRF

o, _ lorlns |BL(7)| (4.17)
b 2h

Using matlab’s isosurface, patch, and isonormals functions the surface, where 6 = 0 Hz
was plotted (see Figure 4.5). This surface is the potential minimum of the shell potential
in the rotating wave approximation. The Rabi frequency 2, was projected on the surface
with the isocolors functions. This procedure allows to observe the shape of the potential in
3D and to view the Rabi frequency on the surface. Ideally, the Rabi frequencies would be
equal everywhere on the surface to achieve equal potential values around the minimum.
This is not possible in our setup due the location of the RF antenna on the atom chip.
This leads to an asymmetric Rabi frequency distribution on the potential surface due to
the side of the shell potential closer to the atom chip having a higher RF B-field value.
As expected, the higher ratio of the weak trapping frequency to the strong strapping
frequency at a position further away from the atom chip lead to a more spherical shell
geometry. Furthermore, the distribution of the Rabi frequency on the isosurface is getting
more symmetrical further away from the atom chip. At position a2 the highest coupling
is at the positive x-direction and decreases in direction of increasing z and decreasing x.
Additionally, two bands of higher coupling are observed at positive and negative y-direction.
At position b the coupling is more symmetrically distributed on the isosurface, albeit being
stronger on the positive x-direction and lower z-direction values. Further away from the
atom chip at position ¢ the x-direction Rabi frequency asymmetry has mainly vanished,
only a Rabi frequency asymmetry between smaller and higher z-direction values is observed.
Nevertheless, the difference is lower. At position ¢ the difference is 0.4 kHz, at the position
b the difference is 0.95 kHz, and at position a2 4.7 kHz. Hence, the shell potential at



4

.3 Simulation 81

position ¢ is the most spherical and homogeneous of the three investigated potentials.
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Figure 4.5: Simulation of the shell potentials at positions a2, b, and ¢. The trap parameters
of the static magnetic traps at those positions are listed in Table 4.1. The RF frequency was
chosen to be 2.3 MHz, 2.5 MHz, and 2.0 MHz for the positions a2, b, and c, respectively.
This value lead to a detuning of 406 kHz, 48 kHz, and 31 kHz for the positions a2, b, and c,
respectively. The x- and y-axis dimensions were fixed to -0.6 mm to 0.6 mm in the x-direction
and -0.3 mm to 0.3 mm in the y-direction for all 3 plots. The length of the z-axis was chosen to
be 0.6 mm and centered at the minimum of the magnetic trap. The RF frequencies were chosen
such that the extension in the x-direction was approximately the same. The RF power was
chosen to be the minimal necessary RF power to transfer the atoms to dressed states. The RF
power for position a2 corresponded to an AC current of 28.6 mA, for position b the RF power
corresponded to an AC current of 11.0 mA, and for position ¢ the RF power corresponded to

an AC current of 7.5 mA.

The detuning and the Rabi frequency from Equation 4.17 were combined to calculate
the full potential: 2h,/62 + 22. Slices were calculated in the x-y plane, x-z plane, and the
y-z plane. The location of the x-y plane was set to z = 0.354 mm, 0.813 mm, and 1.462
mm for positions a2, b, and c¢, respectively. For the x-z and y-z plane the other coordinate
was set to 0 mm. The calculation was performed with an increased resolution of 1.0 um.
Additionally, the potential along the z-direction for (x, y) = (0, 0) mm was calculated with
a resolution of 0.5 um (0.125 pm in case of position a2). Figures 4.6, 4.7, and 4.8 show
the plots for position a2, b, and ¢, respectively. In addition to the observations from the
isomagnetic-surface plots the following remarks can be added

« Potential difference along z-direction: The potential was calculated at (x, y)
= (0, 0) mm. The Rabi frequency at position a2 is not symmetrical along the
z-direction. Hence, the potential along the z-direction does not show the highest and
lowest potential value. This leads to a smaller potential difference at position a2
than at b (0.755 kHz and 1.506 kHz, respectively).

e Flattened shape at the atom chip facing side: The plots of the x-z planes in
Figures 4.6, 4.7, and 4.8 show less curvature in the x-direction at the atom chip
facing side of the potential. This curvature decreases with decreasing distance to the
atom chip. This is due to the influence of the vertical wire-parts of the Z-wire. For
future measurements with Bose-Einstein condensates and observations of vortices on
the shell surface position ¢ could be beneficial, because the curvature exerts a force
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on these vortices [30].

« Rotated shape in the x-y plane: The rotation of the eigenaxes of the magnetic
trap with respect the axes of the atom chip coordinate system in the x-y plane are
reflected in the rotated shape of the shell potential. This rotation is not an issue
in microgravity, but under gravity this rotation is significant, because the shift of
the potential values due to gravity depends on the y-position. Hence, the rotation
introduces a potential shift.

In the discussion so far it was concluded that position ¢ is beneficial in regard to how
spherical and homogeneous the potential is. Additionally, it is trivial to conclude that
shell potentials based magnetic traps with lower trapping frequencies result in a greater
size of the shell potential for the same detuning, because the curvature of the magnetic
field around the magnetic trap minimum is smaller. Figures 4.6, 4.7, and 4.8 verify this
reasoning.

At last, the thickness property needs to be investigated. The potential around the minimum
of position a2 and ¢ along the z-direction for (x, y) = (0, 0) mm was calculated for the
maximal possible RF power and the lowest possible RF power, where atoms are still
transfered to the dressed states (this was determined in Section 4.6). For the detunings the
same values as in the previous calculations were chosen (406 kHz and 31 kHz). For position
a2 the minimal and maximal AC currents are 28.6 mA and 78.8 mA, respectively. For
position ¢ this values are: 7.5 mA and 82.0 mA. Figure 4.9 shows the resulting potential
values. The y-axis range was set to 20 kHz and the minimal y-axis value to the minimum
of the potential. The x-axis range for position a2 is 4 um and for position ¢ 40 pm. From
the x-axis range it is already obvious that the thickness of the shell potential - which for
example can be defined as the distance from the potential minimum, where the thermal
atom density falls below 1/e - is at position a2 is much smaller than at position ¢. Assuming
an ensemble temperature of 100 nK and using Equation 4.16 one can calculate the 1/e -
distance for the four above potentials: for position a2 1.6 um in the low power case and
2.3 um in the high power case. In case of position ¢ these values are 32 um and 53 pm.

4.3.1 Effects of Gravity

To include the effect of gravity one need to modify Equation 4.9 by the gravitational
potential term:

V() = mh 82 + 1) g 7 (415)

where mpy is the mass of the rubidium 87 atom and ¢ the gravitational acceleration vector.
The gravitational acceleration causes a relative potential shift of 2136 kHz/mm. Figures
4.10 and 4.11 show the calculated potentials under gravity and in microgravity at position
a2 and b. Position c is not possible under gravity and thus was not considered. The
potential at position a2 is only slightly deformed: the overall shell shape was preserved,
but the potential values are lower the bottom of the shell potential. On the other hand,
the potential at position b is changed significantly: the shell shape has deformed into a
half-shell and at the lower part is an elongated deformation in the positive x-y direction
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Figure 4.6: Slices through the shell potential at position a2. The potential was calculated for
a detuning of 406 kHz and a RF power corresponding to an AC current of 28.6 mA. Image
a) shows the potential along the z-direction for (x, y) = (0, 0) um. The potential minimum
at greater z-distance is lower than the potential minimum at smaller z-distance. This is due
location of the RF antenna at the atom chip and the decreasing magnetic field amplitude along
the z-direction. The potential difference is 755 Hz. Furthermore, the potential minimum at
greater z-direction distance is wider than the potential minimum closer to the atom chip. This
shape stems from the static magnetic field, which was created by a Z-structure on the atom
chip and has a steeper curvature closer to the atom chip (see Figure 4.2). Tmages b) and c)
show slices through the x-z and x-y plane. In the first image the plane was located at y = 0
pm and in the latter image at z = 354 pm (the minimum of static magnetic trap). In Image
b) the cigar-shape of the potential is very well visible. This is due to Ioffe-Pritchard type
configuration of the static magnetic trap. The elongated from reflects the ratio of 0.11 between
the weak trapping axis and the strong trapping axes. Additionally, image c) shows the tilt
of the potential due to the Z-structure. The potential is tilted in the direction following the
vertical wires of the Z-structure (see Figure 4.2).
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Figure 4.7: Slices through the shell potential at position b. The potential was calculated for
a detuning of 48 kHz and a RF power corresponding to an AC current of 11.0 mA. Image
a) shows the potential along the z-direction for (x, y) = (0, 0) um. The potential minimum
at greater z-distance is lower than the potential minimum at smaller z-distance. This is due
location of the RF antenna at the atom chip and the decreasing magnetic field amplitude along
the z-direction. The potential difference is 1506 Hz. Furthermore, the potential minimum
at greater z-direction distance is wider than the potential minimum closer to the atom chip.
This shape stems from the static magnetic field, which was created by a Z-structure on the
atom chip and has a steeper curvature closer to the atom chip (see Figure 4.2). In Image
b) the cigar-shape of the potential is very well visible. This is due to Ioffe-Pritchard type
configuration of the static magnetic trap. The elongated from reflects the ratio of 0.29 between
the weak trapping axis and the strong trapping axes. Additionally, image ¢) shows the tilt
of the potential due to the Z-structure. The potential is tilted in the direction following the
vertical wires of the Z-structure (see Figure 4.2).
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Figure 4.8: Slices through the shell potential at position ¢. The potential was calculated
for a detuning of 31 kHz and a RF power corresponding to an AC current of 7.5 mA. Image
a) shows the potential along the z-direction for (x, y) = (0, 0) wm. The potential minimum
at greater z-distance is lower than the potential minimum at smaller z-distance. This is due
location of the RF antenna at the atom chip and the decreasing magnetic field amplitude
along the z-direction. The potential difference is 351 Hz. Furthermore, the potential minimum
at greater z-direction distance is wider than the potential minimum closer to the atom chip.
This shape stems from the static magnetic field, which was created by a Z-structure on the
atom chip and has a steeper curvature closer to the atom chip (see Figure 4.2). In Image
b) the cigar-shape of the potential is very well visible. This is due to Ioffe-Pritchard type
configuration of the static magnetic trap. The elongated from reflects the ratio of 0.34 between
the weak trapping axis and the strong trapping axes. Additionally, image ¢) shows the tilt
of the potential due to the Z-structure. The potential is tilted in the direction following the
vertical wires of the Z-structure (see Figure 4.2).
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Figure 4.9: Comparison of the curvature at the minimum of the shell potentials. The potential
was calculated along the z-direction for (x, y) = (0, 0) mm for a detuning of 406 kHz and
31 kHz in case of position a2 and c, respectively. The two figures shown the region around
the minimum closer to the atom chip. The black curves shows the potential for the lowest
possible RF power, where atoms are still transfered to shell potentials. The blue curves show
the potentials for the highest possible RF power in the setup. The y-axis is set to a range of
20 kHz. The x-axis range is 4 pm in case of position a2 and 40 pm in case of position c.

observable. The atom occupation of the shell potentials at position a2 and b under
gravity and microgravity was calculated with Equation 4.16. A temperatures of 4 pK
was chosen for both potentials. This temperature is close to the typical temperatures of
the investigated thermal ensembles and illustrate the difference in occupation of the shell
potential in microgravity and under gravity. The results are shown in Figures 4.12 and
4.13. As expected, the atoms are mainly occupying the lower part of the shell under gravity.
Furthermore, the tilt in the x-y plane causes the atoms to have a higher density in the
positive x-direction under gravity as well. Finally, the small thickness of the shell potential
at position a2 confines the atoms closer to the minimum of the shell potential than at
position b.
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Figure 4.10: Shell potential at position a2 under gravity and in microgravity. Shown is a x-y
plane at z = 354 pum. A detuning of 406 kHz and a RF power corresponding to an AC current
of 28.4 mA was chosen. The potential was calculated according to Equation 4.18, where the
magnetic quantum number was chosen to m = 2. The lower image was calculated without the
gravitational part of the equation. Under gravity lower potential values are shifted towards
the positive y-direction. However, the overall shape of the potential is preserved.
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Figure 4.11: Shell potential at position b under gravity and in microgravity. Shown is a
x-y plane at z = 813 pm. A detuning of 48 kHz and a RF power corresponding to an AC
current of 11.0 mA was chosen. The potential was calculated according to Equation 4.18,
where the magnetic quantum number was chosen to m = 2. The lower image was calculated
without the gravitational part of the equation. The potential under gravity is significantly
deformed and does not resemble a shell geometry anymore. This is due to the potential energy
across the potential being around the same magnitude as the relative potential shift due to the
gravitational acceleration.
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Figure 4.12: Atom occupation in the potential at position a2. Comparison of the distribution
of thermal atoms with a temperature of 4 uK in the shell potential at position a2 with a
detuning of 406 kHz and a RF power corresponding to an AC current of 28.4 mA with and
without gravity. This potential is the same as shown in Figure 4.5(a). The slices are in the y-z
plane and located at x position from -0.4 mm to 0.4 mm in 0.2 mm steps. The atom occupation
in the potential is calculated with Equation 4.16. The color code indicates the normalized
probability of finding an atom at the spatial position. Black on the gray scale represents a value
of zero and white represents a value of one. With a temperature of 4 K the whole potential
could be occupied in microgravity. On the other hand, under gravity the atoms located at
the lower part of the shell (gravity showing in the positive y-direction). The rotation of the
potential in the x-y plane leads to a higher occupation of the part of the potential located at
positive x-direction.
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Figure 4.13: Atom occupation in the potential at position b. Comparison of the distribution
of thermal atoms with a temperature of 4 uK in the shell potential at position b with a detuning
of 48 kHz and a RF power corresponding to an AC current of 11.0 mA with and without
gravity. This potential is the same as shown in Figure 4.5(a). The slices are in the y-z plane
and located at x position from -0.4 mm to 0.4 mm in 0.2 mm steps. The atom occupation
in the potential is calculated with Equation 4.16. The color code indicates the normalized
probability of finding an atom at the spatial position. Black on the gray scale represents a value
of zero and white represents a value of one. With a temperature of 4 pK the whole potential
could be occupied in microgravity. On the other hand, under gravity the atoms located at
the lower part of the shell (gravity showing in the positive y-direction). The rotation of the
potential in the x-y plane leads to a higher occupation of the part of the potential located at
positive x-direction.
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4.4 Preparatory Measurement

RF source measurements To compare shell potential measurements and simulations
knowledge of the AC current through the U-wire as a function of RF frequency and RF
power is necessary. The impedance of the RF U-wire on the base chip and the connecting
coaxial cable was measured with network analyzer (HP 3577A). The RF power output of
the National Instruments PXI 5421 arbitrary waveform generator was measured with the
Rhode & Schwarz FSH6 spectrum analyzer. The power measurement was performed at a
frequency of 2 MHz. The results are shown in Figure 4.14. A polynomial of 2nd degree
was fitted to the RF power as a function of the LabView power setting. The fitting results
are shown in Equation 4.20. The AC current through the U-wire is calculated by

vV Psog - 5082

I(P Rr)=2
(Pson, Rr1) 500 T Ry

(4.19)

where Ps is the measured power shown in Figure 4.14(a) and Ry, the impedance shown
in Figure 4.14(b).

140 RF power with ;nd degreg polynomial fit Impedence of the RF U-wire
o Gain = 3.5 D
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(a) RF power of NI PXI 5421. (b) Impedence of RF U-wire.

Figure 4.14: RF power and impedance of the RF setup. The RF power was measured with
a Rhode & Schwarz FSH6 spectrum analyzer. The input impedance of the device was 50 f2.
For each gain setting a 2nd degree polynomial function was fitted to the data. The resulting
parameters are shown in Equation 4.20. The impedance of whole RF chain starting from the

RF source (cables, connectors, vacuum feed-through, U-wire) was measured with a network
analyser (HP 3577A).

Gain = 3.5 : power = —0.0428 + 0.6207 - z + 67.15 - 22 mW
Gain = 4.0 : power = +0.1150 — 0.3704 - = + 85.54 - 22 mW
Gain = 4.5 : power = +0.5081 — 2.3230 - z + 108.2 - 22 mW
Gain = 5.0 : power = —0.0861 + 0.7703 - x + 128.4 - 22 mW

(4.20)

Temperature measurements The temperature of a cold atom cloud can be decreased by
slowly decreasing the trapping frequencies of a magnetic trap. Shell potentials were created
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after evaporating cooling of cold atoms and transporting them with a sigmoid current
ramp to the final position. This leads to different temperatures at different positions.
Furthermore, atoms can only be trapped at position ¢ in microgravity and a time-of-flight
measurement to determine the temperature at that position was not possible due to limited
number of drops. To estimate the temperature in microgravity and to have a model for
the temperature at different positions time-of-flight measurements after current ramps to
different y-bias-coils currents were performed.

Temperature estimate at position c
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Figure 4.15: Cold atom cloud temperature after transport. The temperature after transport
to a position further away from the atom was measured for three different final evaporation
frequencies. First the atoms were cooled by evaporative cooling at a magnetic field configuration
with a y-bias-coils current of -2.1 A and then transported with a sigmoid ramp in 150 ms to
the final position determined by a y-bias-coils current between -1.5 A and -0.5 A. Afterwards
a time-of-flight series was taken to determine the temperature of the cold atom cloud. To
estimate the ensemble temperature at y-bias-coils current of -0.374 A a linear fit was applied
to the data.

The measurement was performed for three different final RF frequencies of a short
evaporation ramp (2.0 MHz, 2.7 MHz, and 3.7 MHz). The final magnetic field configuration
at the end of the evaporation ramp was (Base Chip Z, Science Chip Z, x-bias-coils, y-
bias-coils) = (6, 2, 0.5, -2.1) A. With a sigmoid current ramp the y-bias-coils current was
reduced from -2.1 A to a final value between -1.5 A and -0.5 A in 150 ms. After a hold time
of 10 ms the atoms were released from the trap and a time-of-flight series was measured.
To the resulting absorption images was a Gaussian profile fitted. The temperature of the
ensemble can be calculated from the kinetic energy in one dimension: %m v = %l{:bT.
For a sufficiently long time-of-flight the o-width of the Gaussian profile depends linearly
on the time-of-flight and thus, the change of ¢ is the velocity. Taken together, this leads to
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the following equation
T = ('fszb/kzb (4.21)

where mp, is the mass of the rubidium 87 atom and k; the Boltzmann constant. The
temperature plotted against the y-bias-coils current is shown in Figure 4.15. A first degree
polynomial was fitted to the data to estimate the temperature at a y-bias-coils current of
-0.374 A (position ¢). This resulted in temperatures of 530 nK, 270 nK, and 110 nK for
a final evaporation frequency of 3.7 MHz, 2.7 MHz, and 2.0 MHz, respectively. This are
only rough estimates of the temperatures in the magnetic trap at position ¢, because of
three reasons. First, the measurements were performed under gravity. This deforms the
potential due to gravitational tilt (e.g. (17.5, 61.1, 59.8) Hz for position b in microgravity
and (17.4, 54.4, 61.7) Hz under gravity). Second, the measurements were performed with a
x-bias-coils current of 0.5 A. During the drops at position ¢ the x-bias-coils current was
0.1 A and thus the trapping frequencies were higher ((9.1, 27.8, 24.6) Hz instead of (8.4,
24.9, 21.0) Hz). Third, the linear model for the temperature losses validity close to 0 K.
Nevertheless, taking the good agreement with the linear model for the measured values and
the consistent dependence of lower final evaporation frequency and the lower temperature
it was decided that the above estimated temperature are good enough for a rough estimate
of the temperature.
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4.5 Transfer to Shell Potentials
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Figure 4.16: Illustration of the transfer to the dressed states. The different lines illustrate
bare and dressed states in a harmonic magnetic potential with a radio frequency (RF) coupling.
The title of each plot indicates the RF frequency in relation to the offset frequency of the
potential bottom. This could be the situation of an atom in the F = 1 state in an Ioffe
Pritchard magnetic trap, where the m = 0 state is not indicated. The cross section would
be along one confining axis. The bare states m = 1 and m = -1 are indicated with a black
dashed line and the dresset states m = 1 and m = -1 with the solid blue lines. Initially in the
left picture a Rabi frequency with a frequency of 5 % of the potential bottom offset frequency
and a RF frequency of 10 % of the potential bottom frequency is applied. The dressed state
already deviate slightly from the bare states due to avoided crossing of coupled states. By
increasing the RF frequency (and keeping the Rabi frequency constant) the bare states are
shifted to the zero potential line and for RF frequency greater than the potential bottom offset
frequency a crossing occurs. Due to avoided crossing of coupled states two minima are formed.
Atoms formerly located in the m = 1 state are thus transfered into the m = 1 state. The
energy difference at the minimum of the dressed state potential between the m = +1 states is
twice the Rabi frequency.

To transfer atoms from the bare states to the dressed states a coupling between different
Zeeman states needs to be established. The rubidium 87 atoms are initially in the magnetic
trap in the F = 2, my = 2 state. The atoms at the bottom of the magnetic trap at
position a2 have a frequency offset of 1.894 MHz. This is the energy difference between
different m-states. To adiabatically transfer the atoms from the highest bare state to the
highest dressed state one needs to start with a frequency below the potential bottom and
ramp the frequency through the potential bottom to a frequency above it. This process is
illustrated for a harmonic trapping potential in Figure 4.16. The duration of the ramp
needs to be slow enough such that the atoms follow the potential adiabatically as described
with Equation 4.12. Furthermore, the Rabi frequency needs to be high enough such that
the Landau-Zener losses (see Equation 4.13) are minimized.

This Section limits the description of the transfer to dressed states to position a2. The
objective was to transfer as many atoms to dressed states as possible. Initially, after a
short evaporation sequence, 7 - 10% atoms were in the magnetic trap. The transfer ramp
needs to take the following points into account
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e The RF frequency needs to be set before the RF power is ramped up. Doing it
the other way round would violate the adiabaticity criterion (see Equation 4.12).
Additionally, the aforementioned equation determines how fast the frequency and
power is allowed to change.

e RF power: The Rabi frequency is proportional to the RF power. Thus, higher RF
power leads to less Landau-Zener losses (see Equation 4.13) and a more efficient
transfer to the shell potential.

e Opening of the shell: When the RF frequency passes the potential bottom offset
frequency the potential starts to significantly deform and the trapped atoms are
accelerated to follow the potential minimum. This process could excite oscillations
and even lead to a loss of atoms. Hence, the opening time of the shell needs to be
adjusted with respect to the loss of atoms and induced oscillations.

o Lifetime in the shell potential: Typically, the lifetime in shell potentials is in the order
of seconds [72] and one does not need to take the shell opening time into account.
Due to limiting RF power in this experiment some shell potentials have a lifetime
in the order of the shell opening time. Hence, the acceleration of the atoms during
the shell opening needs to be weighted against the lifetime in the shell. For lifetime
measurements see Section 4.10.

Two different transfer procedures were tested. The first procedure, referred to as procedurel,
combined the passing of the RF frequency through the potential bottom offset frequency
with the opening of the shell. The starting frequency and the opening time were varied.
The second procedure, referred to as procedure2, separated out the passing of potential
bottom in an additional ramp. The shell opening time in this case was fixed to 150 ms
and the start and stop frequency around the potential bottom was varied.
Procedurel started with ramping up the

frequency linearly in 1 ms to an initial value e |
and afterwards ramping the RF power to its \\ |

frequencyi b

procedure 1
final value linearly in also 1 ms. The ramp =

of the RF power does not violate the adi-
abaticity criterion, because it is far above

the minimum RF power changing time of 1 012 spening time time (ms)
us calculated by Equation 4.12 for typical - __________ Y
detunings and Rabi frequencies. The RF ;’V /—

frequency was then linearly ramped from e N

the initial value to a final value located freq“e“w? Bracedurs 2

above the potential bottom offset frequency.
Figure 4.18(a) shows the measurement per-
formed in a shell potential with a detuning
of 206 kHz and maximal possible RF power.
The initial RF frequency was varied from Fig. 4.17: Tllustration of two transfer ramps.
0.3 MHz to 1.8 MHz. Finally, the frequency

was ramped in 150 ms to a final value of 2.1 MHz to open the shell. The value of 150 ms

e : time (ms)
0 1 2 3/12 153/162
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was found by trying out several durations; later the opening time will be systematically
investigated. After a hold time of 10 ms the atoms were released from the shell potential
by instantaneously switching off the RF power and the bias coils. The Z-structures of
the atom chip were switched of 0.4 ms later. The response of the bias coils lead to an
acceleration away from the atom chip. After 12 ms time-of-flight the atomic cloud was
detected with absorption imaging. No dependence on the initial frequency to the detected
atom number could be observed.

Transfer to A = 206 kHz, RF amplifier gain = 5.0 Transfer to A = 406 kHz, RF amplifier gain = 3.5
4.0 3.5
S 35 =30
= =
] @
a 3.0 a
£ £ %°
3 3
= 25 =
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1.5 |
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start frequency (MHz) start frequency (MHz)
(a) Maximal RF power. (b) Average RF power and higher detuning.

Figure 4.18: Simple transfer procedure from bare states to dressed states. To transfer atoms
from the bare states to the dressed states the RF frequency was ramped from a frequency
below the potential bottom offset frequency of 1.894 MHz, called "start frequency" here, to the
final RF frequency of 2.1 MHz (a) or 2.3 MHz (b) within 150 ms linearly. Further difference
between (a) and (b) was a higher RF power achieved by increasing the RF amplifier gain from
3.5 to 5.0. In (a) no clear dependence on the "start frequencies” is visible. The fluctuations
are within 2 standard deviations. In (b) there is a decline towards higher "start frequencies"
observable. The most likely explanation for the difference between (a) and (b) is the much
higher lifetime of 430 ms in (a) in comparison to (b) 80 ms. Due to the ramp duration of 150
ms the decline in atom number for (b) is much more significant than (a). Hence, a lower start
frequency causes the atoms to be for a shorter period of time in dressed state potential with a
higher detuning. For details of the lifetime dependence on RF power and detuning see Section
4.10.

In contrast, with a lower RF power and higher detuning a dependence can be observed.
For a final RF frequency of 2.3 MHz and a RF power corresponding to a Rabi frequency
of 25 kHz a significant dependence can observed in Figure 4.18(b). The reason is the
short lifetime, which will be discussed in Section 4.10. In the case of the maximal RF
power the lifetime was around 400 ms, while for the lower RF power the lifetime was
around 80 ms. Hence, by changing the initial frequency and keeping the ramp duration
constant one changes the time in the shell potential. To investigate whether a shorter
ramp duration is possible a scan of the ramp duration between 10 ms and 300 ms in 10 ms
steps was performed. By calculating the standard deviation of the x’- and y’-position for
hold times between 0.1 ms and 20.1 ms it was concluded that 150 ms were enough to not
excite oscillations in x’-direction and to reduce them by a factor of three in the y’-direction
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compared to a ramp duration of 10 ms. The results are shown in Figure 4.19.

For procedure2 the shell opening time was kept constant at 150 ms and started at a
frequency slightly above the potential bottom offset frequency. Similarly to procedurel
the RF frequency was linearly ramped to the "start frequency" value within 1 ms and
afterwards the RF power was ramped linearly to the maximal value within 1 ms. The
frequency was ramped linearly in 1 ms / 10 ms from the start value to the "stop frequency"
value above the potential bottom offset frequency. The "start frequency" was scanned from
1.4 MHz to 1.9 MHz in 0.1 MHz steps and the "stop frequency" was scanned from 1.90
MHz to 2.00 MHz in 0.02 MHz steps. The final shell configuration had a detuning of 206
kHz (RF frequency of 2.1 MHz) and the maximal RF power was used. Both for a duration
of 1 ms, shown in Figure 4.20, and for a duration of 10 ms, shown in Figure 4.21, no
higher transfer efficiency than with procedure! (shown in Figure 4.18(a)) could be achieved.
Furthermore, it can be observed that the transfer efficiency declines for increasing "stop
frequency" values.

Procedurel was chosen for all future measurements, because the additional ramp through
the potential bottom at procedure2 did not improve the efficiency. Moreover, procedurel
allowed to use the same ramp for all shell potentials, because it did not need to be adjusted
for different potential bottoms. For all future measurements a start frequency of 0.3 MHz
and a ramp time of 150 ms was chosen. The only exception was the shell potential at
position ¢ in microgravity. Due to the limited number of available measurements the
initial frequency was chosen closer to the potential bottom (start frequency of 1.8 MHz) to
avoid opening the shell to quickly in case of a lower potential bottom than the simulation
predicted. A too quick opening would lead to loss of atoms due non-adiabatic transfer of
the atoms. The dependence of the transfer procedure on the RF power will be discussed in
the next section.
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Figure 4.19: Transport duration scan of procedurel for a final frequency of 2.3 MHz (406
kHz detuning). The RF frequency was set to 0.3 MHz. Linear ramp durations between 10 ms
and 300 ms in 10 ms steps were measured. For each ramp duration the hold time in the final
dressed state trap was varied between 0.1 ms and 20.1 ms in 2 ms steps. At the end of the
hold time all magnetic fields and the RF field were turned off instantaneously. After 6 ms an
absorption image of the cloud was taken. The upper graphs show the center x’- and y’-position
of the cloud. A clear oscillation is visible for a ramp duration of 10 ms in the x’-direction. In
the y’-direction no oscillation is visible, but a drift in one direction. The oscillation amplitude
decreases with increasing ramp duration. The standard deviation of the positions of each ramp
duration are shown in the lower two graphs. A ramp duration of 150 ms was chosen, because
no further decrease in the standard deviation in the x’-direction is visible.
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Figure 4.20: Transfer procedure (procedure2) from the bare states to the dressed states with
an additional ramp through the potential bottom offset frequency (1 ms duration). The same
final shell potential values as in Figure 4.18(a) were used. In contrast to procedure! the opening
shell time was kept at 150 ms starting at a frequency slightly above the potential bottom offset
frequency. An additional ramp through the frequency bottom was added. More details are
provided in the text. It can be concluded that the transfer efficiency was not increased in
comparison to procedurel.

Chapter 4 Shell Potentials
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Figure 4.21: Transfer procedure from the bare states to the dressed states with an additional
ramp through the potential bottom offset frequency (10 ms duration). The same measurement
as in Figure 4.20, but with a duration of 10 ms instead of 1 ms. More details are in the
aforementioned figure and in the text.

4.6 Rabi Frequency

In the simulation section the Rabi frequency was identified to be connected to how
homogeneous the potential is on the surface and to the thickeness of the shell surface.
Furthermore, Landau-Zener losses are proportional to the Rabi frequency as described in
Section 4.1.

The Rabi frequency is determined by the RF power and by the distance of the shell potential
to the atom chip. Shell potentials closer to the atom chip demand higher detunings to
achieve similar size. Hence, a higher Rabi frequency is necessary to achieve the same shell
thickness as shown in Section 4.3.

The minimal Rabi frequency necessary for positions a2 and ¢ were determined. For
position a2 the measurements were performed on ground and for position ¢ in microgravity.
For position a2 the transfer procedure! described in Section 4.5 was used: In 1 ms the RF
frequency was ramped linearly to 0.3 MHz, afterwards the RF power was increased to the
final value with a 1 ms linear ramp. Afterwards, the RF frequency was ramped to the final
value of 2.3 MHz in 150 ms and held for 10 ms to 50 ms in the shell potential. Finally, an
in-situ absorption image with a laser frequency detuned 12.15 MHz to the F=2 — F'=3
was taken (see Figure 4.22). The LabView RF power settings were scanned from 0.1 to
0.6 in 0.02 steps. The global RF gain setting was set to 3.5 This corresponded to a Rabi
frequency of 3.1 kHz to 18.4 kHz in 0.63 kHz steps. By visually inspecting the absorption
images one concludes that at a Rabi frequency of around 10 kHz the atoms are starting to
be transferred to the dressed states. At around 18 kHz most of the atoms are transferred
to dressed states. The minimal Rabi frequency will be defined as the Rabi frequency, which
was sufficient to transfer atoms to the shell potential and create an absorption image visible
deviating from absorption images with a lower Rabi frequency at a hold time of 10 ms.
Hence, the minimal Rabi frequency is 10.5 kHz corresponding to an AC current of 28.6
mA or a LabView power setting of 0.5.
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Figure 4.22: Rabi frequency scan at posi-
tion a2. The transfer procedure described
in Section 4.5 was used. Hence, the RF
power was initially set to 0.3 MHz, then
the RF power was ramped to the final
value. RF power LabView settings from
0.1 to 0.6 in 0.02 were scanned. For each 10ms  20ms  30ms  40ms 50 ms

power setting 5 different hold times from

10 ms to 50 ms were measured. The final .
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The minimal Rabi frequency at position ¢ was measured for a detuning of 31 kHz.
The transfer to dressed states was performed slightly different to procedurel. Instead of
choosing the initial frequency to be 0.3 MHz it was chosen to be 1.8 MHz due to the
shallow magnetic trap and a small detuning of 31 kHz. If the initial frequency was chosen
to be 0.3 MHz the frequency would be most of the shell opening time below the frequency
bottom offset of 1.969 MHz the shell opening would happen very quickly. A systematic
determination of the transfer procedure was not possible due to the limited number of
drops. Five different LabView power settings were chosen: 0.010, 0025, 0.075, 0.125, and
0.250. This corresponds to Rabi frequencies of: ~0.0 kHz, 0.1 kHz, 0.6 kHz, 1.0 kHz, and
2.0 kHz. Figure 4.23 shows the result of these measurement. The simulated isomagnetic
surface is projected on those images. The images with a Rabi frequency of up to 0.6 kHz
indicate that no significant amount of atoms were transferred to dressed states. Starting at
a Rabi frequency of 1.0 kHz most of the atoms are transferred to the dressed states. The
overall shape of the atomic cloud in relation to the isomagnetic surface indicated by the
white line at Rabi frequencies 1.0 kHz and 2.0 kHz is comparable and it is concluded that
1.0 kHz is the minimal necessary Rabi frequency. This corresponds to a LabView power
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setting of 0.125 at a global RF gain setting of 3.5. The according AC current is 7.5 mA.
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t
E
>

x(mm)

Figure 4.23: Scan of the Rabi frequency at position ¢ and a detuning of 31 kHz in microgravity.
The RF frequency was ramped linearly from 1.8 MHz to 2.0 MHz in 150 ms. The rf power was
kept constant. The five shown Rabi frequencies were tested. At a Rabi frequency of 0.6 kHz
part of the atoms are being transfered to the dressed state. At 1 kHz most of the atoms are
transferred to the dressed states.

At position ¢ the minimal Rabi frequency was additionally determined for a detuning of
231 kHz. In the sequence only the final RF frequency was changed from 2.0 MHz to 2.2
MHz. Measurements with LabView RF power of 0.025, 0.250, and 1.000 were performed,
corresponding to a Rabi frequency of 0.1 kHz, 1.3 kHz, and 5.3 kHz. The result can be
seen in Figure 4.23. At a Rabi frequency of 1.3 kHz part of the atoms are transferred to
the dressed states and a part stays in the bare states. Due to the size of the shell potential
they can be clearly distinguished. At a Rabi frequency of 5.3 kHz all atoms are transferred
to the dressed states. Thus, the minimal Rabi frequency is between 1 kHz and 5 kHz, but
due to the limited amount of possible measurements this was not further investigated. In
comparison to a shell potential with a detuning of 31 kHz the minimal Rabi frequency
is likely higher. This could result, because of two reasons. First, atoms in bare states
could not clearly be distinguished from atoms in dressed states at absorption images with
a detuning of 31 kHz. Hence, the minimal Rabi frequency is higher in that case. Second,
with a higher detuning at the same Rabi frequency leads to steeper curvature around the
shell minimum (V ~ /6% + £2%). This in turn leads to higher Landau-Zener losses (see
Equation 4.13).

Another observation should be mentioned: it is clearly visible that the shape of the
isomagnetic surface deviate from the atom distribution. This measurement was repeated for
a hold time of 50 ms instead of 10 ms. The result can be seen in Figure 4.28 (second image
from the left). The simulation agrees with the measurement better in the x’-direction,
but still deviates in the y’-direction. This indicates that the deviation could stem from
atoms moving on the shell surface. The atoms are stronger confined in the x’-direction in
comparison to the y’-direction. The hold time of 50 ms was probably not enough to move
the atoms to the minimum of the shell potential in the y’-direction.
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Figure 4.24: Scan of the Rabi frequency at position ¢ and a detuning of 231 kHz in
microgravity. The RF frequency was ramped linearly from 1.8 MHz to 2.2 MHz in 150 ms.
The rf power was kept constant. The three shown Rabi frequencies were tested. At a frequency
of 1. kHz part of the atoms are being transfered into the dressed state, but a significant part
remains in the bare states in the center of the image. At at a Rabi frequency of 5.3 kHz the
atoms are fully transferred into the dressed states.

4.7 Detuning

In this section the dependence of the shell potential on the RF frequency is investigated.
The RF frequency will be given in terms of the difference between the frequency offset at
the trap bottom of the magnetic trap and the used RF frequency. To satisfy the RWA
criterion the detuning needs to be smaller than the RF frequency. This was satisfied in all
cases.

The size of the detuning determines the size of the shell potential, because according to
Equation 4.9 the shell potential has a minimum at the points in space where the Larmor
frequency equals the RF frequency. In a sense the shell potential probes the shape of
magnetic trap by trapping atoms on a surface of equal Larmor frequency dubbed the
isomagnetic surface. From Equation 4.9 it is also obvious that the detuning determines the
thickness of the shell for a constant Rabi frequency, because for a greater detuning ¢ the
Rabi frequency {21 has a smaller contribution.

The shell potentials at the positions a2, b, and ¢ with different detunings were investigated.
The position a2 was investigated on ground, while the position b and ¢ were investigated
in microgravity. The shell potential at position b was as well investigated in microgravity,
because gravity distorts the shell potential at that position significant as can be seen in
Figure 4.11. In-situ absorption images of the shell potentials at position a2 were taken
simultaneously from the primary and the secondary imaging system. For positions b and ¢
the images of the secondary detection system had a very low signal-to-noise ratio and are
not shown here.

For the position a2 three different detunings are shown in Figure 4.25 and 4.26: 200 kHz,
400 kHz, and 800 kHz. This detunings were realized with RF frequencies of 2.194 MHz,
2.394 MHz, and 2.794 MHz. Figure 4.25 and 4.26 show the measurements taken from the
primary and secondary detection system, respectively. The measurements were performed
for three different hold times of 10 ms, 30 ms, and 50 ms to account for atom movement in
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Figure 4.25: Scan of the detuning at position a2 under gravity viewed from the primary
detection system. The images were taken in-situ simultaneously from the primary and the
secondary detection system with a detection frequency sweeping from a detuning -20 MHz to
20 MHz of the F=2 — F’=3 line in 40 us. The absorption images of the secondary detection
are shown in Figure 4.26. The white line indicates the projection of the simulated isomagnetic
surface on the detection system. Three different detunings (horizontal axis) and three different
hold times (vertical axis) were scanned.

the trap and for short lifetimes. The measurements at position b (see Figure 4.27) were
performed in microgravity with detunings of 48.1 kHz, 348.1 kHz, and 748.1 kHz realized
with RF frequencies of 2.5 MHz, 2.8 MHz, and 3.2 MHz. The Rabi frequencies were 19
kHz, 17 kHz, and 16 kHz. The temperatures were 5 pK in case of a detuning of 48.1 kHz
and 26 K in case of the other two detunings. The reason for the much higher temperature
were the restricted microgravity duration during that two drops. The evaporation stage
was omitted and atoms were transferred to shell potentials directly from the magnetic trap.

At position ¢ (see Figure 4.28) four different detunings were investigated: 31.2 kHz,
231.2 kHz, 431.2 kHz, and 631.2 kHz. This corresponds to a RF frequency of 2.0 MHz, 2.2
MHz, 2.4 MHz, and 2.6 MHz. In case of the first two detunings the temperature of the
ensemble was estimated to be 0.5 K (see Section 4.4). For the last two detunings only a
upper limit of 16 4K can be given, though, the temperature was likely lower, because the
16 K correspond to an ensemble at a steeper potential at position b.

The experimental results agreed with the simulation. Deviations were observed at
position a2 with a detuning of 200 kHz from the secondary detection system and at
position ¢ with a detuning of 231.2 kHz. In the first case the potential tilt due to gravity
pulling the atoms to lower parts of the potential plus the small size and hence higher
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Figure 4.26: Scan of the detuning at position a2 under gravity viewed from the secondary
detection system. The images were taken in-situ simultaneously from the primary and the
secondary detection system with a detection frequency sweeping from a detuning -20 MHz to
20 MHz of the F=2 — F’=3 line in 40 pus. The absorption images of the primary detection are
shown in Figure 4.25. The white line indicates the projection of the simulated isomagnetic
surface on the detection system. Three different detunings (horizontal axis) and three different
hold times (vertical axis) were scanned.

susceptibility to position correction uncertainties could explain the deviation. In the second
case the size of the potential might be the cause. The absorption image presented in
this section was taken after a hold time of 50 ms and in the previous section after a hold
time of 10 ms. With a hold time of 50 ms the deviation in the x’-direction decreased in
comparison to the hold time of 10 ms. Hence, the deviation in the x’-direction could stem
from the ensemble not being at the minimum of the potential. The greater deviation in
the y’-direction might be explained by the size of the potential in that direction. 50 ms
hold time could have been not long enough for the atoms to reach the minimum of the
potential.
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Figure 4.27: Scan of the detuning at position b in microgravity. The first two images show a
closed shell potential, while the projection of the isomagnetic surface indicate an opening up of
the potential. The atoms are mainly located at the atom chip opposing site of the potential.
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Figure 4.28: Scan of the detuning at position ¢ in microgravity. The Rabi frequency at the
minimum of the shell potential in the images with a detuning of 31.2 kHz and 231.2 kHz were
1.0 kHz and 5.3 kHz, respectively. The RF power in the last two images stayed the same as in
the second image, but the simulation indicate that the isomagnetic surface was not a closed
surface and we had not a shell potential, but an open potential with a minimum at the furthest
distance from the atom chip.
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4.8 Comparison - Gravity / Microgravity

A microgravity environment is beneficial for shell potential, because the potential tilt due
to gravity is not distorting the the potential, atom are more homogeneously distributed on
the shell, and shell configurations further away from the atom chip can be realized. The
effects of gravity have already been discussed in the simulation section (see Section 4.3.1).
Figures 4.29 and 4.30 show the comparison between a microgravity and gravity environment
of shell potentials at positions a2, b, and ¢ in the in-situ images from the primary and
secondary detection system, respectively. The projection of the isomagnetic surface from
the simulation on the absorption image is indicated with the white line. Detunings of
406 kHz, 48 kHz, 31 kHz, and Rabi frequencies of 31 kHz, 19 kHz, 1 kHz were chosen



106 Chapter 4 Shell Potentials

for configurations at position a2, b, and ¢, respectively. The thermal atoms in the bare
states had a temperature 12 uK at position a2, 5 4K at position b, and 0.5 uK at position
c. The atoms at position a2 and b were transfered to dressed states by ramping the RF
frequency from 0.3 MHz to a frequency of 2.3 MHz and 2.5 MHz in 150 ms, respectively.
The configuration at position ¢ was transfered to dressed states by ramping the frequency
from 1.8 MHz to 2.0 MHz in 150 ms. In-situ images of the atoms were taken simultaneously
from the primary and secondary detection system by sweeping the detuning from -20 MHz
to 20 MHz in reference to the the F=2 — F’=3 line. The images under gravity were taken
just before the drop and are only minutes apart from the images in microgravity.

At position a2 no clear distinction between gravity and microgravity images is visible
from the primary detection system. The difference is visible in the secondary detection
system. While under gravity the atom density is higher at positive x” and y” direction
in the images in microgravity the regions of higher atom density is at negative x” and
y” direction. This agrees with the simulation results shown in Figures 4.10 and 4.5(a).
The difference at position b is more obvious and can be seen in the primary detection and
secondary detection images. In the primary detection system in microgravity the atom
density is higher on the atom chip opposing side of the isomagnetic surface, while under
gravity the atom density shape is less clearly distributed with respect to the isomagnetic
surface. From the secondary detection system under gravity the atom density is located
mainly below the isomagnetic surface, while in microgravity the atom density is located
around the isomagnetic surface. This is consistent with the simulations shown in Figures
4.10 and 4.5(a), where the gravitational acceleration significantly tilts the potential. At
position ¢ no shell potential under gravity is possible.
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Figure 4.29: Comparison of shell potentials at positions a2, b, and ¢ in microgravity and
under gravity from the primary detection system. The white line indicates the position of the
isomagnetic surface. The shell potential under gravity at position ¢ contains no atoms, because
the magnetic trap at that position is to weak to trap atoms.
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Figure 4.30: Comparison of shell potentials at positions a2, b, and ¢ in microgravity and
under gravity from the secondary detection system. The white line indicates the position of
the isomagnetic surface. The shell potential under gravity at position ¢ contains no atoms,
because the magnetic trap at that position is to weak to trap atoms.
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4.9 Temperature Dependence

The temperature of a thermal ensemble determines how far a shell potential is occupied
with atoms and hence the absorption image shape. The occupation is described with
Equation 4.16. The occupation of the shell potential at position ¢ with a detuning of 31
kHz and a Rabi frequency of 1.0 kHz was investigated. The temperature was adjusted by
changing the final RF frequencies of the evaporation ramp to 3.7 MHz, 2.7 MHz, and 2.0
MHz. By extrapolating temperature measurements on ground the following temperatures
were estimated: T7 = 530 nK, T5 = 270 nK, and T5 = 110 nK, respectively. Details on the
measurement can be found in Section 4.4.

The atoms were transferred to the shell potential at position ¢ the same way as described
in Sections 4.7 and 4.6. The shell potential was detected with the primary detection system
after a hold time of 10 ms in-situ by sweeping the detection frequency in 40 us from -20
MHz to 20 MHz of the F=2 — F’=3 line. The resulting images are shown in Figure 4.31.
Additionally, the same images for the temperatures 77 = 530 nK and 75 = 270 nK were
taken with a constant detection frequency 12.15 MHz detuned to the F=2 — F’=3 line
(40 ps detection duration). These images are shown in Figure 4.32.

All images show an approximately equally sized ellipsoidal area. In images with a
temperature of 530 nK a tail in positive and negative y’-direction can be observed. This
tail is less pronounced at the images with a temperature of 270 nK and not visible in the
image with a temperature of 110 nK. In images with a temperature of 530 nK and 270 nK
an increased density can be seen at the ends the positive and negative y’-direction for the
sweeping and constant detection. In case of the 110 nK image the signal-to-noise ratio is to
low to identify the increased density. Aside from that, in the images taken with a sweeping
detection frequency the atom density is equally distributed over the images. The image

530 nK / sweeping 270 nK / sweeping 110 nK / sweeping

-0.5 -0.5 -0.5

0.0 0.0 0.0

y' (mm)

0.5 0.5 0.5

1.0 1.5 2.0 1.0 1.5 2.0 1.0 1.5 2.0
X' (mm)

Figure 4.31: Different ensemble temperatures at position c. The shell configuration had
a detuning of 31 kHz and a Rabi frequency of 1.0 kHz. The in-situ images were taken by
sweeping in 40 us the detection frequency from -20 MHz to 20 MHz of the F=2 — F’=3 line.
The temperature of the ensembles were determined by extrapolating the data from Figure 4.15.
Lower temperatures were achieved by setting the final evaporation frequency lower. That in
turn lead to a lower atom number and hence lower signal-to-noise ratio.
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Figure 4.32: Different ensemble temperatures at position c. The shell configuration had a
detuning of 31 kHz and a Rabi frequency of 1.0 kHz. The in-situ images were taken with a
constant detection frequency of 12.15 MHz detuned to F=2 — F’=3 line. The temperature of
the ensembles were determined by extrapolating the data from Figure 4.15. Lower temperatures
were achieved by setting the final evaporation frequency lower. That in turn lead to a lower
atom number and hence lower signal-to-noise ratio.

taken with a constant detection frequency and an ensemble temperature of 530 nK shows
an increased density in the positive x’-direction. At a temperature of 270 nK this is not
observed anymore. To sum up, the images show increased density at positive and negative
y’-direction and only for a temperature of 530 nK and constant detection frequency an
increased density in positive x’-direction can be observed.

To compare the results qualitatively with the expected atomic distribution on the shell
potential simulated absorption images were created. The potential was calculated on a
2 x 2 x 2 um? grid and the occupation with atoms was calculated with Equation 4.16. By
summing up the calculated values along primary detection system direction (45° rotated
in the x-y plane, see Figure 2.3) simulated absorption images were created. To recreate
the pixel size of the experimental setup the simulated images were projected on an array
with a pixel size of 3.58 pu using 3rd order spline interpolation. The simulated absorption
images for temperatures of 530 nK, 270 nK, and 110 nK are shown in Figure 4.33(a). Due
to the resolution of 2 um a sharp edge can be seen. When the QUANTUS-2 apparatus
was constructed in 2010 the resolution of the primary detection system was measured to
be 5.52 pum [86] at the focus of the system located at (x, y, z) = (0, 0, 0) um. Ensemble
size and interference measurements indicate that the resolution has degraded and is likely
around 20 pm. This could possibly stem from a shift of the focus due to mechanical stress
during the drop operation. To account for a lower resolution, the images were blurred with
a Gaussian filter with a width of 11 um, 21 pm, 32 wm, 43 um, and 54 pm. The results are
shown in Figure 4.33(b). With increasing Gaussian width an increased density at positive
and negative y’-direction can be observed. Nevertheless, an increased density at the outer
parts of the shell can be here as well observed. Furthermore, to account for image noise a
Poissonian distribution was added to the image. The mean of the distribution was chosen
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to be located at 10 % to 50 % of the maximal pixel value of the image, hence, simulating
a signal-to-noise ratio of 10 to 2. The results for a Gaussian width of 32 pum and 54 um
are shown in Figure 4.33(c) and 4.33(d), respectively. The images with added noise and a
Gaussian width of 54 um resemble the measurement with a constant detection frequency
and an ensemble temperature of 530 nK the most. On the other hand, the simulated
images agree less with the images taken with a sweeping detection frequency, because the
experimental images show an equal density distribution aside from the increased density at
positive and negative y’-direction.

The comparison of the simulation with the experimental images showed that the increased
density at the positive and negative y’-direction could be explained by the resolution limit
of the imaging system. Furthermore, the higher density at the region at higher x’-direction
values (further away from the atom chip) visible in the images with the constant detection
frequency could be reproduced in the simulated images. On the other hand, this asymmetry
was not visible in images with the sweeping detection frequency. In general, it is not straight
forward to extract the atomic density from in-situ absorption images due to different local
quantization axes. The transition probability between two states 1; and 1); depends on
the electric dipole moment d and the polarization of the laser beam &

dig = (| d i) - &

Hence, a lower density in the image could stem due to the product d- g being lower.
Furthermore, during the F=2 — F’=3 transition the transition probability depends on
detuning of the sub-states to the F=2/F’=3 line. Hence, at different potential values the
transition probability and thus the imaged density is different. For that reason, it was
expected that by sweeping the detection frequency one would image the atoms independent
of the local detuning. Nevertheless, the constant detection frequency resulted in better
qualitative agreement with the simulation.

To further investigate the atomic density in the images it would be beneficial to increase
the signal-to-noise ratio by averaging several in-situ images. Additionally, by considering
the local quantization axis and potential value on the simulated grid while adding the
atomic density one could improve the prediction from the simulation.
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Figure 4.33: Simulation of the occupancy with thermal atoms of the shell potential at position
c. The shell was simulated with a detuning of 31 kHz and a RF power corresponding to an AC
current 7.5 mA, resulting in a Rabi frequency of 1 kHz. The occupancy with thermal atoms was
calculated according to Equation 4.16. a) shows three columns with ensemble temperatures
of 530 nK, 270 nK, and 110 nK. b) The image with a temperature of 530 nK was blurred
with a Gaussian filter of different width. ¢) To the blurred image with a Gaussian width of 32
wm was Poissonian noise with a mean of 10 % to 50 % of the maximal signal added. Hence,
a signal-to-noise-ratio of 10 to 2 was simulated. d) Poissonian noise was added to an image
blurred with a Gaussian width of 54 pum. More details in the text.
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4.10 Lifetime

The lifetime in the shell potential is important for future measurements with Bose-Einstein
condensates. To study for example the dynamics of vortices one would need lifetimes
of several seconds or up to minutes. Lifetimes in the range of minutes were already
demonstrated in shell potentials [87]. The underlying magnetic trap of the shell potential
has in our case a lifetime of several tens of seconds. Thus, the magnetic trap should not
limit lifetimes in shell potentials. Lifetimes in shell potentials or in general in dressed state
potential are mainly dominated by Landau-Zener losses and the RF source, where the
main contributions come from the frequency stability, the amplitude stability, and from
the frequency step size.

In Section 4.1 the Landau-Zener losses were introduced for a shell potential based on a
magnetic quadrupole trap with the gravity vector aligned with strong trapping axis leading
to Equation 4.13 for the decay rate:

Aw, (% \/ﬂ
b (‘% 2E> /
where w, is the trapping frequency perpendicular to the shell surface, {2, the Rabi frequency,
a the curvature of the underlying magnetic trap, M the mass of the atom, and F the energy
of the atomic ensemble. The Landau-Zener losses are due to spin flips at the potential
minimum (see for example illustration in Figure 4.16). The losses are thus govern by the
Rabi frequency (21, which determines the splitting between trapping and non-trapping
states at the potential minimum, by the velocity of atoms passing through the minimum
(proportional to the energy of the atomic ensemble), and the potential curvature around
the minimum of the shell. In turn, the curvature depends on the ratio of the detuning and
the Rabi frequency, because the potential is proportional to /62 + £27. To sum up, the
expected factors to the lifetime are

e Rabi frequency (21: Determines the splitting between the trapping and non-trapping
potential and the curvature around the minimum.

¢ Detuning §: Determines the curvature around the minimum for a given Rabi frequency.

e Ensemble temperature: Determines the rate of the atoms passing through the
potential minimum, where the probability for a spin flip is the highest.

Typically, other experiments not using atom chip, but macroscopic coil configurations are
able to find an analytical solution for the Landau-Zener losses, similar to the above equation,
due to alignment of the gravity vector with surface normal vector and homogeneous Rabi
frequency distribution over the shell [87]. In our case neither are the aforementioned vectors
aligned nor is the Rabi frequency distribution homogeneous. Hence, numerical calculations
are necessary to predict the Landau-Zener losses. This would have been out of scope for
this work and was not pursued. However, the above equation was used to qualitatively
understand the lifetime limiting factors.

The lifetimes in shell potentials at position a2 and b were measured. After transferring
the atoms to the shell potentials as described in Section 4.5 the atoms were held for up to
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800 ms, depending on the lifetime. Afterwards the RF power and frequency, and the bias
coils were turned off and after further 0.25 ms were the atom chip structures turned off.
This caused the atoms to accelerate away from the atom chip and to make them better
detectable. The atoms were imaged with absorption imaging after a time-of-flight of 12 ms
at position a2 and 16 ms at position b. To the resulting absorption images was a Gaussian
distribution fitted and the atom number extracted. The atom number was then plotted
against the hold time in the shell potential. To the resulting data the following function
was fitted:

N(t) = Noe /7, (4.22)

where Ny is the atom number after 10 ms hold time and 7 the lifetime. Figure 4.34 shows
the fit of the lifetime for position a2 with a detuning of 206 kHz and maximal RF power.
The lifetime was measured for different

RF power values. The results are shown 10.0F

in Figure 4.35. The lifetime at position a2

was measured for detuning of 406 kHz and % 8.0 7o = (388 £ 33) ms
206 kHz and at position b for a detuning 5 | 7, = (388 % 30) ms

of 25 kHz, 48 kHz, and 100 kHz. The RF & 6.0 \\

power was mapped to the Rabi frequency ;

by using the simulation described in Section & 401

4.3 and calculating the Rabi frequency at Z 20!

the minimum of the shell potential. The

measurement was started with maximal RF 0.0 . | . J
power and it was lowered until the lifetime 200 400 600 800
was around 50 ms. The results for position . s L

a2 and b differ significantly. Fig. 4.34: Lifetime fit at position a2 for maxi-

cp s e mal RF power and a detuning of 206 kHz. The
The lifetime at position 42 is limited by green colored data was extracted from the row

the RF power and did not exceed (388 + profiles (y-direction) and the blue colored data

22) ms. Below a Rabi frequency of 35 kHz  from the column profiles (x-direction) of the
the lifetime stays approximately constant absorption images.

and drops further for values smaller than

20 kHz. For Rabi frequencies values above the 35 kHz the lifetime at the smaller detuning
is constantly above the lifetime at the larger detuning. The data indicates that the lifetime
is limited by the RF power.

The lifetime at position b shows a significantly different behavior. It linearly decreases
with the Rabi frequency. For example, at a detuning of 48 kHz the lifetime increases to
a value of (243 £ 25) ms at a Rabi frequency of 3.8 kHz from an initial value of (112 £
8) ms at at Rabi frequency of 26 kHz and quickly drops afterwards to (69 + 5) ms at a
Rabi frequency of 1.9 MHz. Atoms are not transferred to shell potentials for lower Rabi
frequency values. The data indicates that the lifetime is not limited by the RF power.

The shell potential at position b is strongly distorted by gravity (see Figure 4.11), while
at position a2 the potential still resembles a shell potential under gravity (see Figure 4.10).
To verify that the lifetime is limited by the RF power at position a2 the lifetimes in shell
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Figure 4.35: Lifetime measurements at position a2 and b. The atoms were initially transferred
to the shell potentials as described Section 4.5 and held up to 800 ms in the potential. The
atoms were detected 12 ms or 16 ms after release from the shell potential in case of potential
at position a2 and b, respectively. To extract the lifetime from the measurement Equation
4.22 was fitted to the number of atoms as a function of the hold time. Figure 4.34 shows an
example of such a fit. For the potential at position a2 an initial increase of lifetime is observed
until a Rabi frequency of 21 kHz. Afterwards the lifetime stays approximately constant for
up to a Rabi frequency of 35 kHz. A rapid increase of the lifetime is observed afterwards.
The maximal Rabi frequency is limited by the maximal RF power. For a detuning of 206
kHz a lifetime of (388 £ 22) ms is reached. In case of position b the lifetime increases with
decreasing Rabi frequency reaching a value of (243 + 25) ms at a Rabi frequency of 3.8 kHz
and a detuning of 48 kHz. At lower Rabi frequencies the lifetime sharply drops to (69 £ 5) ms
at a Rabi frequency of 1.9 kHz. For lower Rabi frequency atoms are not transferred to shell
potentials.

potentials closer to the atom chip were measured (see Table 4.2). Potentials closer to the
atom chip have higher Rabi frequencies, because the RF antenna is located on the atom
chip. The results are shown in Figure 4.37. For a z-distance of 150 um to the atom chip,
a detuning of 120 kHz, and maximal RF power a lifetime of (1481 £ 189) ms could be
reached. For distances further away from the atom chip the lifetime decreases. On the
other hand, for a distance of 100 pm the lifetime decreases again to (1421+155) ms.
Finally, the lifetime dependence on the ensemble temperature was investigated. At
position a2 and a detuning of 106 kHz the lifetime was measured for ensemble temperatures
of 12.5 uK, 8.5 uK, and 3.0 uK. The temperatures were adjusted by varying the RF
frequency of the final evaporation ramp. These temperatures correspond to a final frequency
of 3.7 MHz, 2.7 MHz, and 1.7 MHz, respectively. The measurement was repeated for three
Rabi frequencies: 28 kHz, 19 kHz, 14 kHz. The results are shown in Figure 4.36. The
resulting dependence of the lifetime on the temperature shows the exact opposite of the
expected behavior. The lifetime increases approximately linearly with the temperature. On
the other hand, the Equation 4.13 predicted that the lifetime would increase with decreasing
temperature, because at lower temperatures the atoms would have a lower velocity and
would have a lower probability to undergo a spin-flip when passing the minimum of the
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Figure 4.36: Lifetime at position a2 for different ensemble temperatures. The measurement
was performed for a detuning of 106 kHz at position a2 for three different Rabi frequencies: 28
kHz, 19 kHz,and 14 kHz. The temperature of the atomic ensemble was adjusted by lowering
the RF frequency of the final evaporation ramp. The temperatures of 12.5 uK, 8.5 uK, and
3.0 uK correspond to final RF frequencies of 3.7 MHz, 2.7 MHz, and 1.7 MHz, respectively.

Life time in shell potentials at A = 120 kHz
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Figure 4.37: Life time in shell potentials as a function of the distance to the atom chip.
To investigate whether the small RF power output was the reason for short lifetimes in the
shell potentials the distance to the atom chip was varied and the lifetimes was measured.
The detuning was set to 120 kHz and the trap geometry was chosen such that the trapping
frequencies of the underlying magnetic traps were similar to the trapping frequencies at position
a2. The exact trap parameters are shown in Table 4.2. An increase of the lifetime for traps
closer to the atom chip can be observed. The likeliest explanation is the increase of the Rabi
frequency due to the increased proximity to the RF antenna. The lifetime of the first data
point at around 100 pm is lower than the next data point. The possible reasons could be the
uncertainty of the determination of the lifetime or the proximity to the atom chip leading to
magnetic field corrugation, because of the atom chip structures.
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potential.

This section showed that the lifetime in shell potentials shows a complicated behavior.
Application of Equation 4.13 to shell potentials created in this setup provides almost
no insight. This is likely due to the gravitational vector not being aligned with with a
symmetry axis of the shell potential. This leads to an asymmetrical gravitational tilt in
the potential. Furthermore, the anisotropic distribution of the Rabi frequency on the shell
surface leads to regions with different lifetimes. To acquire predictions for the lifetime a
numerical calculation is necessary, which includes the exact shape of the potential and
the dynamic of the atomic ensemble. Heléne Perrin and Barry M. Garraway indicate
in Chapter VIII of their review on radio-frequency adiabatic potentials [79] how such a
calculation could be performed, but refrain from calculating the decay rate for a realistic
adiabatic potential and only apply the calculations for a toy model. Thus, to perform such
a calculation would have been out of the scope of this thesis and could be the subject of
future investigations.

Nevertheless, insights on the lifetime dependences could be extracted. First, for the
potential at position a2 and potentials closer to the atom chip the lifetime is limited by
the RF power. Seconds, the lifetime increases with decreasing detuning. On the other
hand, the constant lifetime at potentials at position a2 in the intermediate Rabi frequency
range, the decreasing lifetime with increasing Rabi frequency at potentials at position b,
and the decreasing lifetime with decreasing temperature could not be explained. A possible
explanation could be that the atoms are occupying different regions of the shell potential
for different parameters. These regions might have a lower lifetime. This question could
possible be answered with numerical calculations.

Table 4.2: Magnetic field configuration for lifetime measurements. The trapping frequencies
and the potential bottom offset was chosen such that they are close to the values at position
a2.

Pos. 1 Pos. 2 Pos. 3 Pos. 4 Pos. a2
(0.07, (0.06, (0.06, (0.05, (0.04,
(Timins Ymins Zmin) (mm)  0.006, 0.008, 0.009, 0.01, 0.01,
0.0967) 0.151)  0.210)  0.252)  0.354)
(11.86, (14.41, (17.14, (18.98, (24.85,

(fer fy, f-) (Hz) 275.23, 241.95, 218.74, 207.01, 212.13,
284.56) 250.64) 226.84) 214.68) 218.51)

Frottom (MHz) 1.8151 1.8471 1.8546 1.8553 1.8944
(6.0, (6.0, (6.0, (6.0, (6.0,
045, 065, 0.9, 1.1, 2.0,

(Ipc, Isc I, Iy) (A) 1.1, 105, 095 085 0.5,

-1.0)  -1.0)  -1.0)  -1.0)  -1.1)
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4.11 Summary and Conclusion

This chapter demonstrated the implementation of shell potentials in microgravity, which
may give rise to future application in studying Bose gases condensate on curved surfaces,
vortex behavior, self-interference of different parts of the shell, and even application in
astrophysics by investigating models neutron stars with atoms on shell potentials [32].
A simulation was developed and was utilized for investigation of possible shell potential
configurations and to compare shell potentials under gravity and in microgravity. Afterwards
shell potentials were implemented experimentally. Initially, a method to transfer atoms
from bare to dressed states was implemented. Then shell potentials at different positions
with different detunings and Rabi frequencies under gravity and in microgravity were
implemented. The resulting absorption images were compared to the predicted shapes. For
most cases the simulation agreed with the experiment.

Furthermore, the simulation predicted lower potential values at the shell potential side
opposing the atom chip due to the RF power declining with the distance to the atom chip.
In the measurements this could only be observed for shell potential with a higher detuning.
The results for shell potentials with a smaller detuning were inconclusive. The asymmetry
could be observed for a constant detection frequency, but not for a sweeping detection
frequency. Further investigations are necessary.

Finally, the lifetime in the shell potentials was measured. The maximal values of around
one second could only be achieved close the atom chip at positions with unfavorable Rabi
frequency distribution on the isomagnetic surface. Measurements of the lifetime as a
function of distance to the atom chip and the RF power led to the conclusion that the
lifetime is limited by the RF power.

It is concluded that a higher RF power is needed to realize lifetimes in the range of
several 10th of seconds. This could for example be realized by an additional RF amplifier.
Moreover, another RF antenna, for example in the shape of a loop could reduce the effect of
inhomogeneous Rabi frequency on the isomagnetic surface. Additionally, the impedance of
the RF antenna should be set to 50 (2 in the measurement range (300 kHz to 3 MHz). This
would improve the power transfer to the RF antenna and omit Rabi frequency fluctuations
while changing the RF frequency.
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