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#### Abstract

In low-energy neutrino physics, liquid scintillator (LS) detectors play a major role. The Jiangmen Underground Neutrino Observatory (JUNO) will be a multipurpose neutrino experiment and is currently under construction in South China. JUNO's main goal is the determination of the neutrino mass ordering at a 3-4 $\sigma$ significance within an operation time of six years. With a target mass of 20 kt , JUNO will be the largest LS detector constructed so far. A crucial requirement is to reach an energy resolution of at least $3 \%$ @ 1 MeV . Besides other aspects, this demands a sufficiently high transparency of the liquid scintillator. This transparency is expressed in terms of the attenuation length $L$ and scattering length $L_{s}$. To fulfill the demands on the energy resolution, JUNO strives for values of $L=20 \mathrm{~m}$ and $L_{s}=27 \mathrm{~m}$, respectively. To ensure that the detector performance meets these requirements for the whole operation period and does not degrade over time, the target's transparency will be continuously monitored. This is the purpose of the laser calibration system AURORA (A Unit for Researching On-line the LS tRAnsparency), which is installed in the water volume surrounding the JUNO central detector.

The first part of this thesis is about the design, construction, and performance tests of AURORA. A specially selected diode provides laser light at a wavelength of $\lambda=430 \mathrm{~nm}$, which corresponds to the spectral region of the scintillator light emission. The light is distributed into an array of 100 m long fibers by an automated fiber switch. The laser light is decoupled from gradient-index (GRIN) lenses that permit to collimate the beam underwater. Full aperture angles of less than $0.25^{\circ}$ can be achieved. To avoid any damage to the photomultiplier tubes (PMTs), piezoelectric actuators have been introduced to ensure that the beams can be remotely tilted by around $1^{\circ}$. Thus, even if the geometry shifted due to the detector filling, it would be possible to compensate for misalignment. Any interference with the electronic readout of the PMTs has to be avoided. The generated magnetic field of these electro-mechanical devices has been tested and found to be acceptably small.


The second part of this thesis focuses on the investigation of AURORA's potential to determine the attenuation length $L$ and the scattering length $L_{s}$ of the LS studying
statistical and systematical uncertainties. In order to evaluate the feasibility and sensitivity of the developed analysis approach, detailed studies with JUNO's official simulation framework offline have been conducted. It is found that a 50 s run provides sufficient statistics to reduce the relative uncertainty to the $0.1 \%$ level. Moreover, several sources of systematic uncertainties were studied. For an absolute measurement of the attenuation and scattering length, systematic uncertainties of $\Delta L= \pm 13 \mathrm{~cm}$ and $\Delta L_{s}= \pm 23 \mathrm{~cm}$ can be achieved. For a relative measurement that compares the development of the LS transparency over time, several systematic contributions do not have to be included. In this case, the systematic uncertainties are reduced to $\Delta L= \pm 7 \mathrm{~cm}$ and $\Delta L_{s}= \pm 11 \mathrm{~cm}$, respectively.
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## Chapter 1

## Historical Introduction

Since the mystery of the continuous energy spectrum of $\beta$ decay particles and the associated alleged violation of energy, momentum and angular momentum conservation was resolved, first, by postulating, second, by detecting an additional particle - the so called neutrino $v$-a completely new field in particle physics has unfolded [14, 168].

### 1.1 First Evidence For The Existence Of Neutrinos

The neutrino was postulated first by Wolfgang Ernst Pauli ${ }^{1}$ in 1930 [14] in order to explain the results of $\beta$ decay experiments carried out by Lise Meitner ${ }^{2}$ and Otto Hahn $^{3}$ in 1911, by Jean Danysz ${ }^{4}$ in 1913 and even more accurate by James Chadwick ${ }^{5}$ in 1914 [36, 76]. He assumed that the $\beta$ decay has to be a three-body decay satisfying the nowadays well known nuclear reaction shown in equation (1.1):

$$
\begin{equation*}
M(A, Z) \rightarrow D(A, Z+1)+e^{-}+\bar{v}_{e} \tag{1.1}
\end{equation*}
$$

Here, $M(A, Z)$ stands for the mother nucleus with the mass number $A$ and the proton number $Z$ while $D(A, Z+1)$ is the produced daughter nucleus. The $e^{-}$and $\bar{v}_{e}$ represent the already detected electron and the newly introduced neutrino particle ${ }^{6}$, respectively.

[^0]In the proposed three-body decay, a fraction of the nuclear transition $Q$-value (released energy) is used to create the electron and the electron antineutrino. The rest of the energy is distributed to the reaction products and carried away as the recoil energy of the daughter nucleus and as kinetic energy of the electron and electron antineutrino [44]. In agreement with observation, the consequence is a continuous energy spectrum of the detected electron without violating the energy conservation. With introducing the neutrino as a spin- $\frac{1}{2}$ particle [14] it was also possible to bypass the imminent violation of the angular momentum conservation. In $\beta$ decays, the mother and the daughter atom always have the same spin (integer or half-integer), which can be explained by the emission of two spin- $\frac{1}{2}$ particles, the electron and the electron antineutrino [76, 168]. From the $\beta$ decay, it is possible to conclude that the neutrino is a fermion (spin- $\frac{1}{2}$ particle) without any electrical charge. Furthermore, the shape of the $\beta$ spectrum indicates a neutrino rest mass $m_{v}$ smaller than the electron rest mass $m_{e}$. Otherwise, the maximum energy of the electron $E_{e^{-}}$could not be so close to the maximal possible energy of the $\beta$ spectrum $E_{\text {max }}$.

In 1952, James Sircom Allen ${ }^{7}$ and George W. Rodeback ${ }^{8}$ found the first experimental evidence for the neutrino's existence in the electron capture (EC) reaction of ${ }^{37} \mathrm{Ar}$ :

$$
\begin{equation*}
{ }^{37} \mathrm{Ar}+e^{-} \rightarrow{ }^{37} \mathrm{Cl}+v_{e}+Q \tag{1.2}
\end{equation*}
$$

Here, ${ }^{37} \mathrm{Ar}$ and ${ }^{37} \mathrm{Cl}$ stand for the synthetic radioisotope of argon and the stable isotope of chlorine, respectively.

In the EC reaction there are only two particles in the final state and, therefore, the recoil energy of the chlorine nucleus should be fixed assuming momentum conservation in single neutrino processes. This is exactly what Allen and Rodeback observed. While with a $Q$-value of 816 keV the recoil energy of the nucleus should be 9.67 eV [168], their measurement revealed a final recoil energy of $(9.63 \pm 0.03) \mathrm{eV}$ [113], which is in good agreement with the theoretical prediction.

### 1.2 The Discovery Of The Neutrino

In the end, it was Clyde Lorrain Cowan Jr ${ }^{9}$ and Frederick Reines ${ }^{10}$ who finally discovered the neutrino in 1956. In the Cowan-Reines neutrino experiment, electron

[^1]antineutrinos $\bar{v}_{e}$ from the nuclear power plant (NPP) at Savannah River interacted with protons $p$ in a cadmium chloride $\left(\mathrm{CdCl}_{2}\right)$ loaded water tank producing positrons $e^{+}$and neutrons $n$ via the inverse beta decay (IBD) reaction (see figure 1.1).


Fig. 1.1 Scheme of the inverse beta decay
The figure shows the inverse beta decay and the subsequent reactions - the positron annihilation and the neutron capture - which are generating the prompt and the delayed signal, respectively.

The IBD reaction is widely used in low-energy neutrino physics experiments. Here, an electron antineutrino reacts with a proton generating a positron and a neutron. The advantage of this detection reaction is given by the sequence of a prompt and delayed signal with characteristic energies which can be easily separated from background reactions. While the electron-positron annihilation results in the emission of two $\gamma$-particles after already a few nanoseconds with an overall energy of 1.022 MeV , the visible energy of the delayed neutron capture reaction depends on the capturing nucleus species. If in figure 1.1 the particle $X$ is a proton ${ }^{11}$, the emitted $\gamma$ will have an energy of around 2.2 MeV [68]. In case of a ${ }^{113} \mathrm{Cd}$ or ${ }^{157} \mathrm{Gd}$ nucleus ${ }^{12}$, several $\gamma$-particles can be emitted with an overall energy of around 9.0 MeV [99] or 7.9 MeV [122].

[^2]
### 1.3 Further Accomplishments In Neutrino Physics

In addition to the discovery of the electron antineutrino, many other accomplishments in neutrino physics have been made. One of those achievements was the discovery of parity violation in weak interactions (WI) and the direct measurement of the neutrino's helicity (see section 2.1.1) which finally led to the formulation of the V-A theory (see section 2.1.2). In addition to the electron neutrino $v_{e}$, two new flavors were discovered - the myon neutrino $v_{\mu}$ and the tau neutrino $v_{\tau}$ (see section 2.1.1). Further experiments showed that neutrinos are changing their flavor during their propagation through space. Here, different mechanisms of flavor conversion could be identified (see section 2.2.1, 2.2.2 and 2.2.3). With the development of the electroweak theory by Sheldon Glashow ${ }^{13}$, Steven Weinberg ${ }^{14}$ and Abdus Salam ${ }^{15}$ the existence of two further gauge bosons, the $W^{ \pm}$and $Z^{0}$ bosons, was predicted and later on also confirmed (see section 2.1.2). These bosons are moderating the WI. In 1987, neutrinos originating from a supernova type-II explosion could be observed by large underground neutrino detectors. The so called supernova SN 1987A occurred in the Large Magellanic Cloud at a distance of around 50 kpc and generated overall 25 neutrino events within a time range of 12 s [168]. To the present day, several other discoveries have been made revealing step by step the big picture. Nevertheless, new accomplishments also raise new questions, and, therefore, research in neutrino physics is indeed far from its end.

One of the remaining open questions concerns the so called neutrino mass ordering. In order to investigate this fascinating and important property of the neutrino, an international collaboration was founded, currently building the so called Jiangmen Underground Neutrino Observatory (JUNO) in China. One crucial parameter of the 20 kt liquid scintillator detector is the energy resolution which has to be at least $3 \%$ @ 1 MeV . Besides other aspects, the target mass has to be as transparent as possible in order to reach this sensitivity. Consequently, calibration units which determine and monitor the target material are mandatory. AURORA ${ }^{16}$ will be one of those instruments measuring the scintillator transparency. This dissertation presents the design and the characterization measurements of the AURORA system. In addition, sensitivity studies, carried out with the official JUNO simulation, which investigate AURORA's uncertainties and a self-written software control are presented, too.

[^3]This thesis is divided into several chapters following the subsequent structure: Chapter 2 focuses on theoretical basics providing the most important concepts of neutrino physics. In addition to general properties of the neutrino particle, flavor conversion processes like neutrino oscillation and the Mikheyev-Smirnov-Wolfenstein (MSW) effect are discussed in more detail presenting necessary facts to understand the problem of the neutrino mass ordering and how JUNO aims to resolve it. Afterwards, in chapter 3 the JUNO experiment itself is discussed. Here, the experiment's layout, conceptual design and physics program are presented. Especially the design of the central detector is of great importance for this thesis because it already predetermines features of the developed AURORA laser system involving specific conditions for its outline. Subsequently, chapters 4 and 5 are about liquid scintillators and fairly unknown technologies included in AURORA's set-up, respectively, in order to present the most important basics regarding hardware components. After that, chapter 6 discusses AURORA's set-up and the characterization of all single components in more detail. In addition, chapter 7 presents studies on the AURORA system carried out with the official JUNO simulation in order to investigate AURORA's sensitivity and limiting systematics. Finally, this thesis ends with a conclusion and outlook.

## Chapter 2

## Theoretical Background

The following chapter provides an introduction to the theoretical background of neutrino physics giving an overview of the important basics in order to establish a solid foundation on which the rest of this thesis will be built on. In section 2.1 general properties of the neutrino particle are presented drawing the bigger picture and referring to its place in the standard model (SM). The subsequent section 2.2 is about the phenomenon of flavor conversion which cannot be explained by the SM anymore. In section 2.3 the current status of neutrino physics is summarized while in section 2.4 the still unanswered question about the neutrino mass ordering is discussed in more detail. Here, the focus lies on JUNO's approach of determining the neutrino mass ordering by measuring distortions in the oscillation pattern of reactor antineutrino fluxes.

### 2.1 The Neutrino Inside The Standard Model

In order to gain a deeper understanding of the neutrino's nature on the one hand and the logical consequences for neutrino experiments on the other, this section focuses on the fundamental properties of the $v$ particle, its interaction with ordinary matter and the underlying $V$-A theory.

### 2.1.1 General Properties Of The Neutrino

In the SM neutrinos are spin- $\frac{1}{2}$ Dirac fermions with neither an electrical nor a color charge and a rest mass equal zero. That is why they cannot interact with their environment via electromagnetic or strong interaction. Instead, only the weak force is available resulting in typically small cross sections [121]. As an example, for reactor neutrinos the IBD has a cross section of around $\sigma_{\text {IBD }} \sim 10^{-43} \mathrm{~cm}^{2}[103,168]$.

Neutrinos are produced in weak current reactions. There are different types of neutrinos, designated as flavor, which can be created during a WI. Similar to the three known charged leptons, the electron $e^{-}$, the muon $\mu^{-}$and the tau $\tau^{-}$, three different neutrino flavors are known as well, the electron neutrino $v_{e}$, the muon neutrino $v_{\mu}$ and the tau neutrino $v_{\tau}$ (see figure 2.1).


Fig. 2.1 The Standard Model of particle physics
In the chart above the Standard Model of elementary particles is illustrated which already combines three of the four known fundamental forces, the electromagnetic, strong and weak interaction. The first three columns show the three generations of elementary fermions being the basic components of the known matter particles. These fermions can be divided into two subclasses - the quarks (green) and leptons (red). In the fourth column the gauge bosons (blue) are listed. These particles mediate the fundamental forces. In the fifth column the Higgs particle (magenta) is presented which confers mass on matter particles via the Higgs mechanism [118]. Due to their small masses neutrinos are assumed to acquire mass through a different mechanism - the so called Seesaw mechanism [47, 106].

In the fourth column of figure 2.1 the force carrying gauge bosons are listed. The WI is mediated by the $Z^{0}$ boson ( $m_{Z}=91.1876 \pm 0.0021 \mathrm{GeV}[121]$ ) and the $W^{ \pm}$bosons ( $m_{W}=80.379 \pm 0.012 \mathrm{GeV}$ [121]) being exchanged during neutral current (NC) and
charged current (CC) reactions, respectively. In figure 2.2 Feynman diagrams are shown serving as an example for each reaction type.

(a) Weak NC interaction

(b) Weak CC interaction

Fig. 2.2 Weak current interactions
Shown are the elastic scattering (ES) processes neutrinos can undergo when interacting with their environment. While all three neutrino flavors are able to interact via the neutral current channel being moderated by the $Z^{0}$ gauge boson, for ES only electron neutrinos can interact via the charged current reaction channel being moderated by the $\boldsymbol{W}^{+}$and $\boldsymbol{W}^{-}$gauge bosons.

From the total decay width $\Gamma_{Z}$ of the $Z^{0}$ resonance it is possible to determine the number $N_{v}$ of neutrinos which on the one hand are lighter than half of the $Z^{0}$ boson mass ( $m_{v}<\frac{1}{2} m_{Z}$ ) and on the other hand are active and do interact with their environment via WI. The result of the LEP experiment indicates that $N_{v}=2.9840 \pm 0.0082$ [121], and, therefore, at least three different active neutrino flavors should exist.

The helicity $\mathscr{H}$ of a particle $X$ is the projection of its spin $\vec{s}$ onto the direction of its momentum $\vec{p}$ satisfying equation (2.1):

$$
\begin{equation*}
\mathscr{H}=\frac{\vec{s} \bullet \vec{p}}{|\vec{p}|} \tag{2.1}
\end{equation*}
$$

In the case of a non-vanishing particle mass the eigenvalues of the helicity can range between $-\mathrm{s},-\mathrm{s}+1, \ldots,+\mathrm{s}-1,+\mathrm{s}$ only assigning discrete values because the eigenvalues of the spin $\vec{s}$ (with respect to an axis) only have discrete values as well. A particle with a mass $m_{X}>0$ only propagates with a velocity $|\vec{v}|<c$. Consequently, it is always possible to boost into a reference system in which the momentum changes its sign. Due to the momentum dependency in equation (2.1), the helicity value can, therefore, differ from reference system to reference system.

For a massless particle with a velocity $|\vec{v}|=c$ only two different helicity eigenvalues can be realized (see figure 2.3).


Fig. 2.3 Possible helicity configurations of a massless particle $X$
Shown are the two possible helicity states of a massless particle X. If momentum $p$ (blue) and spin $s$ (red) are pointing in the same direction, the helicity will have a value of $\mathscr{H}=+s$ and the particle is defined as right-handed. If momentum and spin are anti-parallel to each other, the helicity will have the opposite sign with $\mathscr{H}=-s$ being designated as left-handed.

Here, the spin and the momentum can only be aligned parallel (positive helicity) or anti-parallel (negative helicity) to each other resulting in a right-handed or left-handed particle, respectively. Thus, for $|\vec{v}|=c$, helicity is an intrinsic particle property and, therefore, independent from the chosen reference system.

While helicity refers to one specific handedness value (left-handed or right-handed) of a particle in a specific reference system, chirality refers to the handedness components (left-handed and right-handed) of a particle independent from the reference system. Using projection operators the fraction of these chiral components (projections) of a particle wavefunction $\Psi$ can be calculated. For a massless particle with $|\vec{v}|=c$ (like SM neutrinos) helicity and chirality are the same. In the SM neutrinos are massless particles, too. Consequently, it might be expected that for neutrinos and antineutrinos both helicity configurations would exist. However, in nature only left-handed neutrinos and right-handed antineutrinos are observed. This phenomenon lies in the fact that only the chiral left-handed components of particles and the chiral right-handed components of antiparticles have a weak charge giving them the opportunity to communicate with other weak charged particles via WI. Therefore, neutrinos and antineutrinos are always only produced as chiral left-handed and chiral right-handed fermions, respectively. A more sophisticated discussion about WI follows in section 2.1.2.

### 2.1.2 Weak Interaction And V-A Theory

The construction of the mathematical model which describes WI was driven by the observation of allowed $\beta$ decay processes. Here, a combination of mathematical operators which transform as vectors ${ }^{1}(\mathrm{~V})$ and axial vectors ${ }^{2}$ (A) was found to be able to explain sufficiently all experimental data. This is the reason why the WI describing model is also designated as a $V-A$ theory ${ }^{3}$.

Like all modern theories of elementary particles, also the V-A theory is a gauge theory, and, therefore, observable quantities remain invariant under specific potential transformations. The inner structure of such a gauge transformation is specified through a symmetry group. In case of the electroweak interaction it is the product of two groups $S U(2) \otimes U(1)$, where $S U(2)$ belongs to the weak isospin and $U(1)$ to the hypercharge. The $\mathrm{SU}(2) \otimes \mathrm{U}(1)$ based theory is also called Glashow-Weinberg-Salam (GWS) model or quantum flavor dynamics (QFD). Here, the chiral left-handed charged lepton field $l_{L}(x)$ and the chiral left-handed neutrino field $v_{l L}(x)$ are combined into a doublet of weak isospin in $\operatorname{SU}(2)$ while the chiral right-handed charged lepton field $l_{R}(x)$ forms a singlet of weak isospin in $\operatorname{SU}(2)^{4}$. According to the SM chiral right-handed neutrinos and chiral left-handed antineutrinos do not exist. Due to similarities between the quark and lepton sector, it is possible to organize these WI particles as shown in table 2.1.

| Fermions | Quarks | Leptons |
| :---: | :---: | :---: |
| Doublets | $\binom{u}{d^{\prime}}_{L},\binom{c}{s^{\prime}}_{L},\binom{t}{b^{\prime}}_{L}$ | $\binom{e^{-}}{v_{e}}_{L},\binom{\mu^{-}}{v_{\mu}}_{L},\binom{\tau^{-}}{v_{\tau}}_{L}$ |
| Singlets | $u_{R}, d_{R}, c_{R}, s_{R}, t_{R}, b_{R}$ | $e_{R}^{-}, \mu_{R}^{-}, \tau_{R}^{-}$ |

Table 2.1 Elementary particles arranged as doublets and singlets [168]
Listed are the fermions of the elementary particles being arranged as doublets for chiral left-handed fields and singlets for chiral right-handed fields.

[^4]The Lagrangian which uses electromagnetic, weak charged and neutral currents and, therefore, satisfies the GWS model is given by the following equation:

$$
\begin{equation*}
\mathscr{L}=-e\left\{A_{\mu} J_{e m}^{\mu}+\frac{W_{\mu}^{+} \bar{v}_{e L} \gamma_{\mu} e_{L}+W_{\mu}^{-} \bar{e}_{L} \gamma_{\mu} v_{e L}}{\sqrt{2} \sin \theta_{W}}+\frac{Z_{\mu} J_{N C}^{\mu}}{\sin \theta_{W} \cos \theta_{W}}\right\} \tag{2.2}
\end{equation*}
$$

Here, $A_{\mu}$ and $\theta_{W}$ stand for the photon field and the Weinberg angle, respectively, while $J_{e m}^{\mu}$ and $J_{N C}^{\mu}$ are the corresponding currents that are defined as follows:

$$
\begin{align*}
& J_{e m}^{\mu}=-\bar{e}_{L} \gamma_{\mu} e_{L}-\bar{e}_{R} \gamma_{\mu} e_{R}=-\bar{e} \gamma_{\mu} e  \tag{2.3}\\
& J_{N C}^{\mu}=\frac{1}{2} \bar{v}_{e L} \gamma_{\mu} v_{e L}-\frac{1}{2} \bar{e}_{L} \gamma_{\mu} e_{L}-\sin ^{2} \theta_{W} J_{e m}^{\mu} \tag{2.4}
\end{align*}
$$

### 2.2 Neutrino Flavor Oscillation

Although the neutrinos are fundamental particles and the electromagnetic neutral representatives of the lepton family within the SM, not all of their physical properties can be explained by the SM. One of these properties is a non-vanishing rest mass for at least two of the three known mass eigenstates [96]. Similar to the quark sector, the neutrino flavor eigenstates are different from the neutrino mass eigenstates leading to flavor conversion processes. In the following section the phenomenon of the so called neutrino flavor oscillation is discussed in more detail. While in section 2.2.1 the general formalism for neutrino mixing in vacuum is presented, section 2.2.2 is about oscillation in matter. Another flavor mixing process - the adiabatic flavor conversion - which neutrinos experience when they travel through a media of slowly changing matter density is discussed in section 2.2.3.

### 2.2.1 Neutrino Oscillation In Vacuum

It is known from oscillation experiments that neutrinos produced in a well defined flavor eigenstate can be detected as a different flavor eigenstate after covering a certain path distance. In order to understand this kind of neutrino mixing, the underlying mathematical basics are required first. The following derivations are predominantly based on references [89, 96, 103, 168].

First, $n$ orthonormal flavor eigenstates $\left|v_{\alpha}\right\rangle$ are defined. Because of their orthonormality these eigenstates satisfy $\left\langle v_{\beta} \mid v_{\alpha}\right\rangle=\delta_{\alpha \beta}$. Second, $n$ orthonormal mass eigenstates $\left|v_{i}\right\rangle$ are defined which also fulfill $\left\langle v_{j} \mid v_{i}\right\rangle=\delta_{i j}$. It is possible to connect these
eigenstates via an unitary mixing matrix $U$. This mixing matrix rotates the $n$ eigenstates, and, therefore, the mass eigenstates can be expressed as a superposition of flavor eigenstates. Obviously, this also works the other way round following the relations in equation (2.5):

$$
\begin{equation*}
\left|v_{\alpha}\right\rangle=\sum_{i} U_{\alpha i}\left|v_{i}\right\rangle \quad\left|v_{i}\right\rangle=\sum_{\alpha}\left(U^{\dagger}\right)_{i \alpha}\left|v_{\alpha}\right\rangle=\sum_{\alpha} U_{\alpha i}^{*}\left|v_{\alpha}\right\rangle \tag{2.5}
\end{equation*}
$$

In addition, the unitary matrix $U$ applies to the relations in equation (2.6):

$$
\begin{equation*}
U^{\dagger} U=1 \quad \sum_{i} U_{\alpha i} U_{\beta i}^{*}=\delta_{\alpha \beta} \quad \sum_{i} U_{\alpha i} U_{\alpha j}^{*}=\delta_{i j} \tag{2.6}
\end{equation*}
$$

For an antineutrino $U_{\alpha i}$ has to be replaced by $U_{\alpha i}^{*}$ satisfying relation (2.7):

$$
\begin{equation*}
\left|\bar{v}_{\alpha}\right\rangle=\sum_{i} U_{\alpha i}^{*}\left|\bar{v}_{i}\right\rangle \tag{2.7}
\end{equation*}
$$

With $2 n$ neutrino states the $n \times n$ unitary matrix $U$ will have $n^{2}$ elements. The $2 n-1$ relative phases of the neutrino states can be reduced to $(n-1)^{2}$ independent parameters leading to $\frac{1}{2} n(n-1)$ weak mixing angles and $\frac{1}{2}(n-1)(n-2)$ CP violating phases of a $n$-dimensional rotation matrix.

While being created and detected as flavor eigenstates, the propagation of neutrinos is described by the evolution ${ }^{5}$ of their corresponding mass eigenstate components. A mathematical accurate derivation would require a neutrino treated as a superposition of quantum mechanical wave packets. However, due to normalization steps and valid assumptions ${ }^{6}$ in the course of this ansatz, a mathematical object similar to a plane wave is what remains [89]. That is the reason why a so called plane wave approximation, given by formula (2.8), is normally used in the first place to derive the neutrino oscillation equation.

$$
\begin{equation*}
\left|v_{i}(x, t)\right\rangle=e^{-\mathbf{i}\left(E_{i} t-p x\right)}\left|v_{i}\right\rangle \tag{2.8}
\end{equation*}
$$

$E_{i}, p$ and $x$ stand for the energy of each mass eigenstate $\left|v_{i}\right\rangle$, the momentum and spatial coordinates, respectively.

[^5]With a rest mass of less than $\sim 1 \mathrm{eV}$ [89] and normally kinetic energies in several orders of magnitude higher, neutrinos are ultrarelativistic. Consequently, it is justified to apply the relativistic approximation $p_{i}=E_{i}$ after simplifying the energymomentum relation via a Taylor expansion. Due to small differences in rest mass and, therefore, in velocity, the energies of the single mass eigenstates can be treated as identical. Consequently, the relation $E_{i}=E_{k}=E$ is valid leading to formula (2.9):

$$
\begin{equation*}
E_{i}=\sqrt{m_{i}^{2}+p_{i}^{2}} \simeq p_{i}+\frac{m_{i}^{2}}{2 p_{i}} \simeq E+\frac{m_{i}^{2}}{2 E} \tag{2.9}
\end{equation*}
$$

The development of the flavor content of a neutrino produced as flavor eigenstate $\left|v_{\alpha}\right\rangle$ evolving into a state $\left|v_{\beta}\right\rangle$ can be described by equation (2.10):

$$
\begin{equation*}
|v(x, t)\rangle=\sum_{i, \beta} U_{\alpha i} U_{\beta i}^{*} e^{-\mathbf{i}\left(E_{i} t-p x\right)}\left|v_{\beta}\right\rangle \tag{2.10}
\end{equation*}
$$

The time-dependent transition amplitude $A$ for a flavor conversion $v_{\alpha} \rightarrow v_{\beta}$ is then given by relation (2.11):

$$
\begin{equation*}
A(\alpha \rightarrow \beta)(t)=\left\langle v_{\beta} \mid v(x, t)\right\rangle=\sum_{i} U_{\beta i}^{*} U_{\alpha i} e^{-\mathbf{i}\left(E_{i} t-p x\right)} \tag{2.11}
\end{equation*}
$$

Using equation (2.9), it is possible to rewrite formula (2.11) leading to relation (2.12):

$$
\begin{equation*}
A(\alpha \rightarrow \beta)(t)=\left\langle v_{\beta} \mid v(x, t)\right\rangle=\sum_{i} U_{\beta i}^{*} U_{\alpha i} \exp \left(-\mathbf{i} \frac{m_{i}^{2}}{2} \frac{L}{E}\right)=A(\alpha \rightarrow \beta)(L) \tag{2.12}
\end{equation*}
$$

Here, $L$ is the distance between neutrino origin (creation point) and detector.

In the case of an antineutrino, formula (2.12) would change into equation (2.13):

$$
\begin{equation*}
A(\bar{\alpha} \rightarrow \bar{\beta})(t)=\sum_{i} U_{\beta i} U_{\alpha i}^{*} e^{-\mathbf{i} E_{i} t} \tag{2.13}
\end{equation*}
$$

Using the transition amplitude $A$, it is possible to calculate the transition probability $P$ for such a flavor conversion just by squaring equation (2.12):

$$
\begin{align*}
P(\alpha \rightarrow \beta)(t) & =|A(\alpha \rightarrow \beta)|^{2}=\sum_{i} \sum_{j} U_{\alpha i} U_{\alpha j}^{*} U_{\beta i}^{*} U_{\beta j} e^{-\mathbf{i}\left(E_{i}-E_{j}\right) t}  \tag{2.14}\\
& =\sum_{i}\left|U_{\alpha i} U_{\beta i}^{*}\right|^{2}+2 \operatorname{Re} \sum_{j>i} U_{\alpha i} U_{\alpha j}^{*} U_{\beta i}^{*} U_{\beta j} \exp \left(-\mathbf{i} \frac{\Delta m_{i j}^{2}}{2} \frac{L}{E}\right) \tag{2.15}
\end{align*}
$$

In equation (2.15) the mass squared difference $\Delta m_{i j}^{2}$ satisfies relation (2.16):

$$
\begin{equation*}
\Delta m_{i j}^{2}=m_{i}^{2}-m_{j}^{2} \tag{2.16}
\end{equation*}
$$

While the second term of equation (2.15) describes the time or spatial dependent neutrino oscillation, the first term can be identified as an average transition probability. This first term can be rewritten following relation (2.17):

$$
\begin{equation*}
\left\langle P_{\alpha \rightarrow \beta}\right\rangle=\sum_{i}\left|U_{\alpha i} U_{\beta i}^{*}\right|^{2}=\sum_{i}\left|U_{\alpha i}^{*} U_{\beta i}\right|^{2}=\left\langle P_{\beta \rightarrow \alpha}\right\rangle \tag{2.17}
\end{equation*}
$$

Applying CP invariance, $U_{\alpha i}$ has to be real, and, therefore, equation (2.15) simplifies to formula (2.19):

$$
\begin{align*}
P(\alpha \rightarrow \beta)(t) & =\sum_{i} U_{\alpha i}^{2} U_{\beta i}^{2}+2 \sum_{j>i} U_{\alpha i} U_{\alpha j} U_{\beta i} U_{\beta j} \cos \left(\frac{\Delta m_{i j}^{2}}{2} \frac{L}{E}\right)  \tag{2.18}\\
& =\delta_{\alpha \beta}-4 \sum_{j>i} U_{\alpha i} U_{\alpha j} U_{\beta i} U_{\beta j} \sin ^{2}\left(\frac{\Delta m_{i j}^{2}}{4} \frac{L}{E}\right) \tag{2.19}
\end{align*}
$$

Calculating the complementary probability, the probability to find the neutrino in its original flavor eigenstate is given by equation (2.20):

$$
\begin{equation*}
P(\alpha \rightarrow \alpha)=1-\sum_{\alpha \neq \beta} P(\alpha \rightarrow \beta) \tag{2.20}
\end{equation*}
$$

From equation (2.19) it is possible to conclude that neutrino oscillation can be observed as long as at least one neutrino mass eigenstate has a non-vanishing mass and the non-diagonal terms in $U$ are not equal to zero so mixing between the flavors can occur. It can also be seen from equation (2.19) that the observation of neutrino oscillations does not tell us anything about the absolute mass of neutrinos. Instead of performing absolute neutrino mass measurements, oscillation experiments are only sensitive to the mass squared difference $\Delta m^{2}$ between neutrino mass eigenstates.

Up to now three different neutrino flavor eigenstates are known. Thus, in order to accurately describe neutrino oscillation in vacuum three flavors should be considered leading to the transition probability formula (2.21):

$$
\begin{align*}
P(\alpha \rightarrow \beta)=\delta_{\alpha \beta} & -4 \sum_{i>j=1}^{3} \operatorname{Re}\left(K_{\alpha \beta, i j}\right) \sin ^{2}\left(\frac{\Delta m_{i j}^{2}}{4} \frac{L}{E}\right) \\
\pm & 4 \sum_{i>j=1}^{3} \operatorname{Im}\left(K_{\alpha \beta, i j}\right) \sin \left(\frac{\Delta m_{i j}^{2}}{4} \frac{L}{E}\right) \cos \left(\frac{\Delta m_{i j}^{2}}{4} \frac{L}{E}\right) \tag{2.21}
\end{align*}
$$

Here, the sign of the second term is positive (+) for neutrinos and negative (-) for antineutrinos. In addition, $K_{\alpha \beta, i j}$ is an abbreviation for a product of several $U$ matrices satisfying the expression $U_{\alpha i} U_{\beta i}^{*} U_{\alpha j}^{*} U_{\beta j}$.

In this case the mixing matrix $U$ is called Pontecorvo-Maki-Nakagawa-Sakata matrix or just $U_{\text {PMNS }}$ and fulfills the form in equation (2.22) being named after Bruno Pontecorvo ${ }^{7}$, Ziro Maki ${ }^{8}$, Masami Nakagawa ${ }^{9}$ and Shoichi Sakata ${ }^{10}$. While Maki, Nakagawa and Sakata introduced this matrix in order to describe the phenomenon of neutrino oscillation, Pontecorvo predicted this kind of neutrino flavor conversion in the first place.

$$
U_{\mathrm{PMNS}}=\left[\begin{array}{ccc}
1 & 0 & 0  \tag{2.22}\\
0 & c_{23} & s_{23} \\
0 & -s_{23} & c_{23}
\end{array}\right]\left[\begin{array}{ccc}
c_{13} & 0 & s_{13} e^{-\mathbf{i} \delta_{\mathrm{CP}}} \\
0 & 1 & 0 \\
-s_{13} e^{\mathbf{i} \delta_{\mathrm{CP}}} & 0 & c_{13}
\end{array}\right]\left[\begin{array}{ccc}
c_{12} & s_{12} & 0 \\
-s_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{array}\right]
$$

Here, $c_{i j}$ and $s_{i j}$ refer to $\cos \left(\theta_{i j}\right)$ and $\sin \left(\theta_{i j}\right)$, respectively. The parameter $\delta_{\mathrm{CP}}$ stands for the CP violating phase term.

The two-flavor scheme can be used as an adequate approximation to the threeflavor oscillations in many cases [89]. With this approach the mixing matrix $U_{\text {PMNS }}$ simplifies to an $2 \times 2$ matrix and neutrino oscillation can already be described by one mixing angle $\theta$ and one mass difference $\Delta m^{2}$ following formula (2.23):

$$
\begin{equation*}
P(\alpha \rightarrow \beta)=\delta_{\alpha \beta}-\sin ^{2}(2 \theta) \sin ^{2}\left(\frac{\Delta m^{2}}{4} \frac{L}{E}\right) \tag{2.23}
\end{equation*}
$$

[^6]
### 2.2.2 Neutrino Oscillation In Matter

If neutrinos are traversing matter, the neutrino oscillation behavior is changing due to the neutrino flavor dependent interaction abilities. While in ES processes $v_{\mu}$ and $v_{\tau}$ can only interact with leptons via NC reactions, $v_{e}$ are able to interact with their environment additionally via CC reactions (see figure 2.2). Taking matter effects into account, the WI Lagrangian (see equation 2.2) modifies to the following expression:

$$
\begin{equation*}
-\mathscr{L}_{v_{\alpha}}=\frac{G_{F}}{\sqrt{2}} v_{\alpha}^{\dagger}\left(1-\gamma_{5}\right) v_{\alpha} \sum_{f} N_{f}\left(\delta_{\alpha f}+I_{3 f_{L}}-2 \sin ^{2} \theta_{W} Q_{f}\right) \tag{2.24}
\end{equation*}
$$

Here, only low-energy neutrino interactions of the flavor $\alpha$ with the background matter are considered. $G_{F}$ is the Fermi coupling constant, $\theta_{W}$ is the Weinberg angle, $I_{3 f_{L}}$ is the eigenvalue of the fermion field $f_{L}$ of the third component of the weak isospin and $Q_{f}$ is the charge of $f$.

In the modified Lagrangian the ability of electron neutrinos to interact with matter via the CC reaction channel is realized by the Kronecker delta $\delta_{\alpha f}$. It states that there is a CC contribution if the flavor of the traversing neutrino and the flavors of the charged leptons in the surrounding material are the same.

Phenomenologically the potential which electron neutrinos are perceiving during their transit through matter has changed. Mathematically, this modification is expressed by the non-diagonal terms in the Hamiltonian ${ }^{11}$ which are not equal to zero anymore. Consequently, the mass eigenstates of the vacuum case are no longer eigenstates in the matter case. In order to obtain the mass eigenstates in matter and the corresponding mass eigenvalues the new Hamiltonian has to be diagonalized. In the two-flavor case this leads to the following mass eigenstates:

$$
\begin{equation*}
m_{1 m, 2 m}^{2}=\frac{1}{2}\left[(\Sigma+A) \mp \sqrt{\left(A-\Delta m^{2} \cos 2 \theta\right)^{2}+\left(\Delta m^{2}\right)^{2} \sin ^{2} 2 \theta}\right] \tag{2.25}
\end{equation*}
$$

Here, the following expressions were used to shorten formula (2.25):

$$
\begin{equation*}
\Sigma=m_{2}^{2}+m_{1}^{2}, \quad \Delta m^{2}=m_{2}^{2}-m_{1}^{2}, \quad A=2 \sqrt{2} G_{F} E\left(N\left(v_{\alpha}\right)-N\left(v_{\beta}\right)\right) \tag{2.26}
\end{equation*}
$$

While $N\left(v_{\alpha}\right)=\delta_{\alpha e} N_{e}-\frac{1}{2} N_{n}$ stands for the matter density a neutrino of flavor $\alpha$ is aware of, $N_{e}$ and $N_{n}$ refer to the electron and neutron density, respectively.

[^7]With an mixing matrix $U_{m}$ which connects the mass eigenstates in matter $m_{1 m, 2 m}$ with the flavor eigenstates (e.g. $v_{e}, v_{\mu}$ ) the corresponding mixing angle $\theta_{m}$ is given by the following equation:

$$
\begin{equation*}
\sin 2 \theta_{m}=\frac{\sin 2 \theta}{\sqrt{\left(\frac{A}{\Delta m^{2}}-\cos 2 \theta\right)^{2}+\sin ^{2} 2 \theta}} \tag{2.27}
\end{equation*}
$$

Using the subsequent relation

$$
\begin{equation*}
\Delta m_{m}^{2}=m_{2 m}^{2}-m_{1 m}^{2}=\Delta m^{2} \sqrt{\left(\frac{A}{\Delta m^{2}}-\cos 2 \theta\right)^{2}+\sin ^{2} 2 \theta} \tag{2.28}
\end{equation*}
$$

an expression for the neutrino oscillation probability in matter similar to the vacuum case can be derived resulting in the following equations:

$$
\begin{align*}
& P_{m}\left(v_{e} \rightarrow v_{\mu}\right)=\sin ^{2} 2 \theta_{m} \times \sin ^{2} \frac{\Delta m_{m}^{2}}{4} \frac{L_{m}}{E}  \tag{2.29}\\
& P_{m}\left(v_{e} \rightarrow v_{e}\right)=1-P_{m}\left(v_{e} \rightarrow v_{\mu}\right) \tag{2.30}
\end{align*}
$$

The corresponding oscillation length in matter is then given by the subsequent formula:

$$
\begin{equation*}
L_{m}=\frac{4 \pi E}{\Delta m_{m}^{2}}=\frac{L_{0}}{\sqrt{\left(\frac{A}{\Delta m^{2}}-\cos 2 \theta\right)^{2}+\sin ^{2} 2 \theta}}=\frac{\sin 2 \theta_{m}}{\sin 2 \theta} L_{0} \tag{2.31}
\end{equation*}
$$

Due to the resonance type form, even for small $\sin \theta$ values maximal mixing in matter is possible [168]. This kind of flavor mixing, also referred to as resonant or adiabatic conversion, plays an important role in the Sun and is discussed in section 2.2.3. There are several physical consequences which can be derived from equation (2.27), (2.28) and (2.31). Firstly, if $A \rightarrow 0$, the matter corrections are negligible and $\theta_{m}, \Delta m_{m}^{2}$ and $L_{m}$ convert back to $\theta, \Delta m^{2}$ and $L_{0}$, respectively. Secondly, if the value for $A$ becomes very large, the influence of the surrounding matter suppresses the oscillatory behavior. Thirdly, if $A$ has an intermediate value, the matter corrections become very prominent. Here, the oscillatory behavior depends on whether neutrinos or antineutrinos are propagating through the material. In addition, the occurring linear term of $\Delta m^{2}$ in those formulas makes it possible to resolve the sign of the mass squared difference [13, 19]. This is also true for the 3 flavor scenario [19]. Consequently, the influence of matter on the oscillatory behavior of neutrinos can be used to determine the hierarchy of the neutrino mass eigenstates. A more detailed discussion can be found in section 2.4.

### 2.2.3 Resonant Flavor Conversion And MSW Effect

As already mentioned in the previous section, matter effects can be used to resolve the sign of the mass squared differences and, therefore, reveal which neutrino mass eigenstate is heavier or lighter than the other one. Here, a resonant process of flavor conversion, designated as the MSW effect, can be used to identify those signs [112, 168]. The MSW mechanism is based on the differing interaction behavior of different neutrino flavors with matter. While all flavor types can interact with matter via the NC channel, only electron neutrinos can interact with ordinary matter via the CC channel (see figure 2.2) leading to a modified interaction potential as already discussed in section 2.2.2. The consequence is a resonance type form for the neutrino oscillation (see equation (2.31)) [168]. Figure 2.4 illustrates the MSW effect for a two-flavor scenario.


Fig. 2.4 MSW mechanism
Shown are the three different stages of the MSW effect for a two-flavor scenario. At high densities the electron flavor eigenstate is similar to the second mass eigenstate. Here, $\theta_{m}$ is around $90^{\circ}$ and neutrino oscillation is strongly suppressed. At lower density values ( $\rho \approx \rho_{R}$ ) the resonance region is reached. Here, the mixing angle $\theta_{m}$ is around $45^{\circ}$ and maximal mixing between both flavor eigenstates occurs even for small vacuum mixing angles. For a density $\rho=0$ the mixing angle $\theta_{m}$ becomes $\theta$ and ordinary vacuum oscillation takes place.

Solar neutrinos for example were used to identify the sign of $\Delta m_{21}^{2}$. For the sake of simplicity the following argumentation will rely on a two-flavor scenario. For an accurate analysis with more reliable results the entire three-flavor scenario has to be considered. In the Sun's interior (figure 2.4 on the right) where the fusion processes take place the matter density is so high that the flavor eigenstate of the electron neutrinos $v_{e}$ is almost identical with the second mass eigenstate $v_{2 m}$, and, therefore, ordinary neutrino oscillation is strongly suppressed [112]. Propagating outwards neutrinos will traverse regions where the effective mixing angle is around $45^{\circ}$ (figure 2.4 in the middle), and, consequently, maximal mixing occurs even for small vacuum mixing angles. In these resonance regions electron neutrinos can be converted into muon neutrinos and vis versa. On their way out of the Sun (figure 2.4 on the left) the neutrino's mass eigenstates $v_{m}$ will further change their orientation relative to the flavor eigenstates $v_{\alpha}$ reaching vacuum conditions at the Sun's surface. At this point ordinary vacuum oscillation takes place. During the resonant transition phase the following resonance condition is fulfilled and can be used to determine the sign of the mass squared difference $[95,168]$.

$$
\begin{equation*}
A=\Delta m^{2} \cdot \cos 2 \theta \tag{2.32}
\end{equation*}
$$

In the Sun, only electron neutrinos ${ }^{12}$ are created, and, thus, the parameter $A$ in equation (2.32) is of positive sign. With a value for $\theta<45^{\circ}\left(\theta_{12}\right.$ has a value of around $\left.33.48^{\circ}[121]\right)$ the cosine function also contributes a positive sign. Consequently, the resonance condition is only fulfilled if $\Delta m^{2}=m_{2}^{2}-m_{1}^{2}$ also has a positive sign, and, therefore, the second mass eigenstate has to be heavier than the first one [95, 105].

Matter effects on Earth traversing neutrinos might be also used to resolve the sign of $\Delta m_{32}^{2}$ or $\Delta m_{31}^{2}$ [31, 34, 105, 168]. A more detailed discussion about determining the sign of the atmospheric mass squared difference, and with it the neutrino mass ordering itself, can be found in section 2.4.

[^8]
### 2.3 Current Status Of Knowledge

Since the existence of the neutrino has been confirmed by Cowan \& Reines great efforts were made to reveal all the secrets which are related to this still not fully understood particle. Carrying out experiments with solar, atmospheric, reactor and accelerator neutrinos, general properties and most of the unknown parameters that describe the three-generation oscillation have been carefully measured and studied.

The mixing angle $\sin ^{2} \theta_{12}$ and the mass squared difference $\Delta m_{21}^{2}$ were predominantly determined by solar neutrino experiments (e.g. SNO ${ }^{13}$, Borexino ${ }^{14}$ and Super-Kamiokande ${ }^{15}$ ) and the long-baseline ${ }^{16}$ reactor neutrino experiment KamLAND ${ }^{17}$ which were looking for a deficit of electron neutrinos and antineutrinos in the solar and reactor neutrino flux, respectively [121].

Values for the oscillation parameters $\sin ^{2} \theta_{23}$ and $\Delta m_{32}^{2}$ were obtained by different kind of experiments. Besides the already mentioned Super-Kamiokande experiment, long-baseline accelerator experiments (e.g. $\operatorname{MINOS}^{18}, \mathrm{~T} 2 \mathrm{~K}^{19}$ and $\mathrm{NO} v \mathrm{~A}^{20}$ ) and neutrino telescope experiments (e.g. ANTARES ${ }^{21}$ and IceCube-DeepCore ${ }^{22}$ ) successfully accessed the parameter space spanned by these quantities. Predominantly, in those oscillation experiments the disappearance of muon neutrinos has been observed and studied. For a more precise measurement of $\sin ^{2} \theta_{23}$ a combined analysis of muon neutrino (antineutrino) disappearance and electron neutrino (antineutrino) appearance is mandatory. In addition, it is also possible to strengthen the found results by conducting analyses which are looking for the appearance of tau neutrinos. Furthermore, it was also possible to derive values for the mass squared difference $\Delta m_{32}^{2}$ from short-baseline ${ }^{23}$ reactor neutrino measurements. The results are in good agreement with the long-baseline accelerator measurements of T2K and MINOS [121].

[^9]In contrast to KamLAND, short-baseline reactor neutrino experiments have shown a high sensitivity to determine the mixing angle $\sin ^{2} \theta_{13}$. Besides the two experiments Double Chooz ${ }^{24}$ and $\mathrm{RENO}^{25}$, it was the Daya Bay ${ }^{26}$ experiment which measured $\sin ^{2} \theta_{13}$ with the highest precision. Here, the reactor experiments were looking for the disappearance of electron antineutrinos in the neutrino flux of nuclear power plants. Alternatively, also solar and accelerator neutrino experiments had been able to obtain limits on the oscillation parameter $\sin ^{2} \theta_{13}$ [121].

The CP violating phase $\delta_{\mathrm{CP}}$ is also investigated by long-baseline accelerator experiments like MINOS, T2K and NO $v$ A. Here, on the one hand the already measured oscillation parameters $\Delta m_{21}^{2}, \sin ^{2} \theta_{12}$ and $\sin ^{2} \theta_{13}$ are used as constraints while on the other hand electron neutrino (antineutrino) appearance and muon neutrino (antineutrino) disappearance data is obtained in order to measure $\delta_{\mathrm{CP}}$ [121].

In table 2.2 the neutrino oscillation parameters are summarized giving an accurate overview of the current status.

| Parameter | Best fit value $\pm 1 \sigma(\mathrm{NO})$ | Best fit value $\pm 1 \sigma$ (IO) |
| :---: | :---: | :---: |
| $\sin ^{2} \theta_{12}$ | $0.310_{-0.012}^{+0.013}$ | $0.310_{-0.012}^{+0.013}$ |
| $\sin ^{2} \theta_{23}$ | $0.582_{-0.019}^{+0.015}$ | $0.582_{-0.018}^{+0.015}$ |
| $\sin ^{2} \theta_{13}$ | $0.02240_{-0.00066}^{+0.00065}$ | $0.02263_{-0.00066}^{+0.00065}$ |
| $\delta_{\mathrm{CP}}$ | $1.21_{-0.16}^{+0.22}$ | $1.56_{-0.16}^{+0.14}$ |
| $\Delta \mathrm{~m}_{21}^{2} \times 10^{-5} \mathrm{eV}^{2}$ | $7.39_{-0.20}^{+0.21}$ | $7.39_{-0.20}^{+0.21}$ |
| $\Delta \mathrm{~m}_{32}^{2} \times 10^{-3} \mathrm{eV}^{2}$ | $+2.525_{-0.031}^{+0.033}$ | $+2.512_{-0.031}^{+0.034}$ |

Table 2.2 Best fit values of the three-flavor neutrino oscillation parameters
Listed are the best fit results of each oscillation parameter and the corresponding $1 \sigma$ uncertainty range. While the second column shows the best fit results for the normal mass ordering, the third column presents those for the inverted mass ordering scenario. Although current $N O v A$ results show for the mixing angle $\theta_{23}$ a preference in favor of the second octant [9], a first octant solution is still allowed. Consequently, the so called octant problem remains unsolved. The parameter values are taken from the reference [52].

However, some properties of the neutrino remain undetermined. First of all, it is still unknown whether or not the neutrino is its own antiparticle, or in other words,

[^10]whether the neutrino is a Dirac $\left(v_{x} \neq \bar{v}_{x}\right)$ or a Majorana $\left(v_{x}=\bar{v}_{x}\right)$ fermion. One way to determine this crucial property is the search for neutrinoless double beta decay $(0 v \beta \beta)$ events. For some radioactive isotopes a single beta decay process is energetically forbidden. In order to become more stable two nucleons ${ }^{27}$ have to decay at the same time. While for the Dirac case always two neutrinos should be emitted during the decay process, for the Majorana case this is unnecessary. Here, the released neutrinos could annihilate with each other resulting in a neutrinoless double beta decay. If such a decay is observed, the neutrino behaves like a Majorana particle and the process violates lepton number conservation [33,58]. In addition, determining the neutrino's nature could also answer the question how neutrinos gain mass. In the majorana case the extremely light neutrino mass is explained via the seesaw mechanism also giving a possible explanation for the baryon asymmetry via leptogenesis [46, 57]. Isotopes like ${ }^{48} \mathrm{Ca}\left(\right.$ e.g. NEMO-3 $\left.{ }^{28}\right),{ }^{76} \mathrm{Ge}\left(\right.$ e.g. GERDA $\left.{ }^{29}\right)$, ${ }^{130} \mathrm{Te}$ (e.g. $\mathrm{SNO}+{ }^{30}$ ) or ${ }^{136} \mathrm{Xe}$ (e.g. KamLAND-Zen ${ }^{31}$ ) are prominent double $\beta$ emitters and used in the mentioned experiments. The decay rate of $0 v \beta \beta$ is given by the half-time $T_{1 / 2}^{0 v}$ and proportional to the square of the effective neutrino mass $\left\langle m_{\beta \beta}\right\rangle$ following equation (2.33):
\[

$$
\begin{equation*}
\left(T_{1 / 2}^{0 v}\right)^{-1}=G^{0 v}\left|M^{0 v}\right|^{2}\left\langle m_{\beta \beta}\right\rangle^{2} \tag{2.33}
\end{equation*}
$$

\]

Here, $\left\langle m_{\beta \beta}\right\rangle \equiv\left|\left|U_{e 1}^{L}\right|^{2} m_{1}+\left|U_{e 2}^{L}\right|^{2} m_{2} e^{\mathrm{i} \phi_{2}}+\left|U_{e 3}^{L}\right|^{2} m_{3} e^{\mathrm{i} \phi_{3}}\right|, G^{0 v}$ is the phase space factor, $M^{0 v}$ is the nuclear matrix element, $e^{\mathrm{i} \phi_{2,3}}$ are the Majorana CP phases and $U_{e j}^{L}$ (with $\mathrm{j}=1-3$ ) is the neutrino mixing matrix [58]. From equation (2.33) it is easy to conclude that the event rate in such experiments determines the mass scale of light neutrino mass. Up to now no $0 v \beta \beta$ decays could be recorded providing only limits for the half-time and, therefore, for the effective neutrino mass. The most stringent result stems from KamLAND-Zen with an effective mass of $\left\langle m_{\beta \beta}\right\rangle<61-165 \mathrm{meV}$ at $90 \%$ C.L. originating from the limit $T_{1 / 2}^{0 v}>1.07 \times 10^{26}$ years [58, 121]. Determining the neutrino mass ordering will help to improve results from $0 v \beta \beta$ experiments (see section 2.4).

Another still undetermined parameter is the CP violating phase $\delta_{\mathrm{CP}}$ which might provide, at least to some extent, an explanation for the observed matter-antimatterasymmetry in our universe [58]. In solar and atmospheric oscillation experiments

[^11]$\delta_{\mathrm{CP}}$ shows an inferior influence on neutrino propagation. Therefore, this effect is widely masked by systematic uncertainties [4]. However, the oscillation parameter $\delta_{\mathrm{CP}}$ could be measured in long-baseline accelerator experiments operating in appearance mode ( $v_{\mu} \rightarrow v_{e}$ ) and taking advantage of matter effects [48]. E.g. an accelerator based neutrino source would have the advantage that both the neutrino flavor content and the energy spectrum of the initial state can be chosen. Because of the relatively large mixing angle $\sin ^{2} \theta_{13}$ the T 2 K experiment with a baseline of around 295 km is already able to obtain limits on the CP violating phase [5]. For longer baselines (e.g. NO $v \mathrm{~A}$ ) the influence of matter effects is enhanced, and, therefore, the result depends stronger on the sign of $\Delta m_{32}^{2}$. Those accelerator experiments will benefit from experiments like JUNO, which will be able to provide constraints on the neutrino mass ordering independently from these matter effects.

Also unknown is the absolute mass scale of the neutrino. Here, three different approaches exist to answer this question - cosmological observations, the already mentioned neutrinoless double beta decay and direct neutrino mass determination methods [50]. Cosmological surveys and neutrinoless double beta decay experiments ${ }^{32}$ rely on cosmological and nuclear ${ }^{33}$ models, respectively. Consequently, these approaches are both model dependent. In contrast to that, direct neutrino mass determination methods like $\beta$ decay experiments do not need such an input from theory models and can be considered as model independent.
The cosmological approach is based on observations of the matter distribution in the visible universe. These structures have been formed out of fluctuations in the early universe and were influenced by cosmic neutrinos ${ }^{34}$ with high thermal velocities at that time. Below their free streaming length those neutrinos were damping density perturbations. The strength of this effect depends on the absolute mass of neutrinos [4, 83, 155]. Using large galaxy surveys an upper limit for the sum of neutrino masses can be obtained with $\left\langle m_{\Sigma}\right\rangle<0.2 \mathrm{eV}$ [121]. Here, the sum of neutrino masses is defined as $\left\langle m_{\Sigma}\right\rangle=m_{1}+m_{2}+m_{3}$ [83].
The approach which utilizes neutrinoless double beta decay experiments in order to determine the absolute neutrino mass has already been discussed. The best result comes from KamLAND-Zen with an upper limit of $\left\langle m_{\beta \beta}\right\rangle<0.06 \mathrm{eV}$ [58, 121].
In direct neutrino mass experiments kinematic relations are used to obtain the absolute mass of the neutrino. On the one hand neutrinos which are emitted during a supernova can be used to constrain upper limits for the neutrino mass

[^12]by performing a time-of-flight measurement. Such a study was carried out after the supernova SN 1987A resulting in an upper limit of $m_{v}<5.7 \mathrm{eV}$ [4, 121]. On the other hand the investigation of the endpoint region of a $\beta$ spectrum can be used to obtain the neutrino mass. Here, the shape of the $\beta$ spectrum close to the endpoint is directly related to the neutrino's mass. Consequently, constraints can be obtained by analyzing the shape of the $\beta$ spectrum near the endpoint. In this approach the neutrino mass is given by $\left\langle m_{\beta}\right\rangle=\sqrt{\left|U_{e 1}^{L}\right|^{2} m_{1}^{2}+\left|U_{e 2}^{L}\right|^{2} m_{2}^{2}+\left|U_{e 3}^{L}\right|^{2} m_{3}^{2}}$ (see reference [83]). Besides other experiments KATRIN ${ }^{35}$ uses this kind of approach for molecular tritium claiming to be sensitive to the neutrino mass down to 0.2 eV at $90 \%$ C.L. [162]. During the TAUP ${ }^{36}$ conference in 2019 the KATRIN experiment released its first result of an upper limit on the neutrino mass with $m_{v}<1.1 \mathrm{eV}$ at $90 \%$ C.L., which was later also published in Physical Review Letters [12]. Project 8 will measure the $\beta$ spectrum from atomic tritium decays by detecting cyclotron radiation from individual $\beta$ electrons in a magnetic field performing a so called Cy clotron Radiation Emission Spectroscopy (CRES) [17]. The collaboration anticipates a final sensitivity of 0.04 eV at $90 \%$ C.L. [16].

Another unknown parameter in neutrino physics is the neutrino mass ordering (NMO). Due to the nature of oscillation experiments only the difference between mass eigenstates can be investigated (see equation 2.21), but not the absolute mass itself. While the influence of the MSW effect on solar neutrinos revealed the sign of the mass squared difference $\Delta m_{21}^{2}$ to be positive, the sign of $\Delta m_{31}^{2}$ is still unknown. Consequently, two scenarios are possible: Either the first mass eigenstate $m_{1}$ or the third mass eigenstate $m_{3}$ is the lighter one (see figure 2.5) referring to the normal (NO) or inverted mass ordering (IO), respectively. Determining the NMO is JUNO's primary goal and will be discussed in more detail in the following section.

### 2.4 The Neutrino Mass Ordering

As already discussed in the previous section it is still unknown which of the two neutrino mass orderings is realized in nature. Revealing the true mass ordering would have a huge impact on neutrino physics. Firstly, it would be possible to rule out all beyond standard model (BSM) theories which are predicting the opposite mass ordering. Secondly, uncertainties of $\delta_{\mathrm{CP}}$ measurements would be reduced significantly. Thirdly, the neutrino mass ordering also determines the scope for future

[^13]

Fig. 2.5 Neutrino mass ordering
The chart illustrates both scenarios of possible neutrino mass orderings. The ordering with the neutrino mass eigenstate $m_{1}$ as the lightest and $m_{3}$ as the heaviest one is called normal ordering. The scenario with $m_{3}$ as the lightest mass eigenstate and $m_{2}$ as the heaviest one is called inverted ordering. The influence of the phase factor $\delta_{\mathrm{CP}}$ on the mixing is also indicated. The graph is oriented towards reference [94].
neutrinoless double beta decay experiments by limiting the parameter space within the observation of a signal would be still possible. Fourthly, taking cosmological measurements into account the knowledge about the neutrino mass ordering could also be used to determine the absolute mass scale of neutrinos. Finally, the neutrino mass ordering can help to understand flavor transition mechanisms during a corecollapse supernovae in a more sophisticated way [18, 31]. Here, in addition to the MSW effect in less dense star regions self-induced neutrino interactions are taking place within the neutrinosphere ${ }^{37}$. Those flavor conversion processes lead to a swap between spectra of $v_{e}\left(\bar{v}_{e}\right)$ and spectra of $v_{x}\left(\bar{v}_{x}\right)$ with $x=\mu, \tau$ (collective neutrino oscillation [51]). For the NO these neutrino interactions do not play a significant role. For the IO the spectra of neutrinos are swapped above a characteristic energy, while for antineutrinos an almost complete flavor exchange takes place [37, 40].

[^14]
### 2.4.1 Determining The NMO With Long-Baseline Experiments

While a lot of phenomena and physical quantities are influenced by the NMO, only a few experimental approaches in oscillation experiments are sensitive to unambiguously determine the true nature of the NMO.

Long-baseline experiments are one way to approach this topic. While the underlying principle is the MSW effect and its influence on the oscillatory behavior of neutrinos (see section 2.2.3), the energy scale and the achievable baselines are different to the solar case which revealed the sign of $\Delta m_{21}^{2}$. Here, Earth traversing neutrinos at GeV energies provided by accelerators or reactions in the Earth's atmosphere are used to resolve the sign of $\Delta m_{31}^{2}$ [31]. Among other experiments, $\mathrm{DUNE}^{38}$, ORCA $^{39}$ and PINGU ${ }^{40}$ (or the smaller IceCube-Upgrade) will benefit from these matter effects.

For a long-baseline accelerator experiment like DUNE in which the muon neutrino beam crosses a distance of around 1300 km [7] through matter, the electron neutrino appearance oscillation probability $P_{\mu e}$ in a constant density approximation is given by the following equation:

$$
\begin{align*}
P_{\mu e}= & +\sin ^{2} \theta_{23} \sin ^{2} 2 \theta_{13} \frac{\sin ^{2}\left(\Delta_{31}-a L\right)}{\left(\Delta_{31}-a L\right)^{2}} \Delta_{31}^{2}+\cos ^{2} \theta_{23} \sin ^{2} 2 \theta_{12} \frac{\sin ^{2}(a L)}{(a L)^{2}} \Delta_{21}^{2}  \tag{2.34}\\
& +\sin 2 \theta_{23} \sin 2 \theta_{13} \sin 2 \theta_{12} \frac{\sin \left(\Delta_{31}-a L\right)}{\left(\Delta_{31}-a L\right)} \Delta_{31} \frac{\sin (a L)}{(a L)} \Delta_{21} \cos \left(\Delta_{31}+\delta_{\mathrm{CP}}\right)
\end{align*}
$$

Here, $\Delta_{i j}=\frac{\Delta m_{i j}^{2} L}{4 E}, L$ is the baseline, $E$ is the neutrino energy in $\mathrm{GeV}, a=\frac{G_{F} N_{e}}{\sqrt{2}}, G_{F}$ is the Fermi constant and $N_{e}$ is the electron number density in the Earth.

In equation (2.34) the parameters $a$, which is associated with the matter effect, and the CP violating phase $\delta_{\mathrm{CP}}$ are colored red. Both switch their sign when changing the appearance channel from $v_{\mu} \rightarrow v_{e}$ to $\bar{v}_{\mu} \rightarrow \bar{v}_{e}$. The origin of asymmetry introduced by the matter effect lies in the composition of the Earth's material, or more precisely, in the presence and absence of electrons and positrons, respectively. Beyond baselines of 1200 km [7] the asymmetry caused by matter effects exceeds the maximal possible asymmetry generated by $\delta_{\mathrm{CP}}$ and therefore the degeneracy of both effects is resolvable. Since the resonance condition for neutrinos (antineutrinos) is only met in the NO (IO) case, the NMO can be unambiguously determined [6, 7].

[^15]In a neutrino telescope experiment like PINGU the oscillation pattern of Earth traversing atmospheric muon neutrinos is analyzed. Figure 2.6 shows the survival probability of muon neutrinos for different energies and azimuth angles.


Fig. 2.6 PINGU oscillograms for muon neutrinos for both NMO scenarios
Both graphs show the survival probability of muon neutrinos after traveling through the Earth as a function of the neutrino energy and the cosine of the true zenith angle. Here, the value $\cos \theta_{z}=-1$ corresponds to a path directly through the center of the Earth. While the left graph shows the oscillogram for the $\mathbf{I O}$, the right plot illustrates the survival probability for the NO case. For muon antineutrinos the results are essentially the same as for muon neutrinos in the opposite NMO scenario. The plot is taken from reference [1].

Figure 2.6 illustrates the difference in the oscillation pattern of atmospheric muon neutrinos between both NMO scenarios. For muon antineutrinos the patterns are swapped. Although PINGU is not capable of distinguishing between neutrinos and antineutrinos on an event-by-event level, the NMO still causes a measurable net-effect in the amplitude of the asymmetry introduced by the matter effect. This is caused by differences in the atmospheric fluxes and cross sections for neutrinos and antineutrinos [3].

While DUNE claims to measure the NMO with a significance of $5 \sigma$ for all possible $\delta_{\mathrm{CP}}$ values after only 2 years of data taking ${ }^{41}$ [6], PINGU ${ }^{42}$ (the smaller IceCubeUpgrade) would need in case of the NO scenario to be true at least 3 years (less than 4 years) to reach a $5 \sigma$ significance. In the IO scenario both IceCube extensions will need far more than 6 years for the $5 \sigma$ significance [2].

[^16]
### 2.4.2 Determining The NMO With JUNO

A complementary approach is a medium-baseline reactor neutrino experiment like JUNO which is able to investigate the nature of the NMO independent from matter effects [34]. The survival probability for electron antineutrinos emitted by a nuclear reactor shows an oscillation pattern which depends on the NMO scenario (see figure 2.5). The survival probability $P_{e e}$ is described by the following formula:

$$
\begin{align*}
P_{e e}= & 1-\cos ^{4} \theta_{13} \sin ^{2} 2 \theta_{12} \sin ^{2} \Delta_{21}+\sin ^{2} 2 \theta_{13} \sin ^{2} \theta_{12} \sin ^{2} \Delta_{21} \cos 2 \Delta_{31} \\
& -\sin ^{2} 2 \theta_{13} \sin ^{2} \Delta_{31} \mp \frac{\sin ^{2}\left(2 \theta_{13}\right)}{2} \sin ^{2}\left(\theta_{12}\right) \sin \left(2 \Delta_{21}\right) \sin \left(2\left|\Delta_{31}\right|\right) \tag{2.35}
\end{align*}
$$

In equation (2.35) the most important parts are highlighted in red. On the one hand the argument of the last sine function is bracketed by absolute value bars. Here, the argument $\Delta_{31}$ itself directly refers to the NMO. In case of a NO scenario the argument is defined as negative, while for the IO case the argument becomes positive. This is the reason why the sign of the last term in formula (2.35) depends on the NMO. On the other hand the sine function in red in the beginning of the last term contains the mixing angle $\theta_{13}$, which defines the amplitude of this effect. This kind of approach to determine the NMO is only possible because of the relatively large value ${ }^{43}$ for $\theta_{13}$. Nevertheless, medium-baseline experiments have to achieve a relative energy resolution of at least $\Delta m_{21}^{2} / \Delta m_{31}^{2} \sim 0.03$, otherwise the two NMO scenarios cannot be distinguished from each other [15]. With an energy resolution of at least $3 \%$ at 1 MeV this limit is extremely challenging and poses high demands on the performance of a detector like JUNO [41].

Figure 2.7 shows the survival probability for reactor antineutrinos using a baseline of $L=53.0 \mathrm{~km}$ close to the solar oscillation maximum where the difference induced by the NMO becomes maximal. While the frequency and the amplitude of the main oscillatory behavior is determined by the solar neutrino mass splitting $\Delta m_{21}^{2}$ and the solar mixing angle $\theta_{12}$, respectively, the high-frequency oscillation is caused by the atmospheric splitting $\Delta m_{31}^{2}$ which is directly related to the NMO. The black and dashed line show how the survival probability $P_{e e}$ would look like if there were no atmospheric splitting at all. The blue and red curve show the whole survival probability referring to the normal and inverted ordering, respectively. In addition, the magenta gradient in the background indicates the relative amplitude of the

[^17]convolution ${ }^{44}$ between the reactor neutrino flux and the neutrino cross section. As figure 2.7 points it out, the oscillation patterns of both NMO scenarios are shifted relatively to each other. By performing a Fourier analysis the actual frequencies of the vacuum oscillation pattern can be extracted determining the true nature of the NMO [15].


Fig. 2.7 Influence of the NMO on the oscillation pattern
Illustrated is the survival probability $P_{\text {ee }}$ for different scenarios. While the blue and red curve refer to the normal and inverted ordering case, respectively, the dashed, black line only shows solar oscillation by setting $\Delta m_{31}^{2}=0$. In addition, the intensity of the reactor neutrino event rate is indicated in magenta. The graph is oriented towards reference [41].

In contrast to previous studies, current analyses show a global preference of $3.4 \sigma$ in favor of NO [41]. This result takes data from a lot of experiments into account including studies from solar, atmospheric, accelerator and reactor neutrino experiments with long and short baselines. The data input from atmospheric neutrinos obtained by the Super-Kamiokande experiment currently has the strongest influence on this trend [41]. But although global analyses about the NMO already entered the sensitivity region between 3-4 $\sigma$, which the JUNO experiment claims to achieve after 6 years of data taking, an independent test of the NMO by performing an alternative approach is still extremely important. Except for DUNE, no single experiment currently under construction will be able to achieve a $5 \sigma$ NMO measurement in the near future. Consequently, experiments will have to combine their individual strengths in order to exceed this discovery limit. Here, approaches with distinct experimental set-ups will generate the largest synergy effects. E.g. a combination between JUNO and the neutrino telescope IceCube-DeepCore or PINGU will lead

[^18]to a $5 \sigma$ significance in less than 6 years [2]. Therefore, accomplishing JUNO's main goal - besides the rest of the broad physics program - is still an absolute necessity.

While this section focused on the physical principle of JUNO's neutrino mass ordering determination method, chapter 3 will discuss the experimental realization of this approach in more detail.

## Chapter 3

## The Jiangmen Underground Neutrino Observatory

The Jiangmen Underground Neutrino Observatory is a 20 kt multipurpose liquid scintillator detector. Its main goal is the determination of the neutrino mass ordering at a $3-4 \sigma$ significance within an operation period of six years. JUNO detects reactor antineutrinos via the IBD (see figure 1.1) operating with an aspired energy resolution ${ }^{1}$ of $3 \% @ 1 \mathrm{MeV}$ [15] that is required to resolve the NMO induced oscillation pattern [15, 49].

The following chapter presents the JUNO experiment. In section 3.1 the location of the JUNO detector and its geographical relation to the Taishan Antineutrino Observatory (TAO) - JUNO's near detector - and the NPPs is shown in more detail while section 3.2 focuses on the conceptual design of the JUNO detector itself. Afterwards in section 3.3, the physics potential and program of the JUNO experiment are discussed in more detail.

### 3.1 Layout Of The JUNO Experiment

With the ground-breaking ceremony in 2015 the excavation of the Jiangmen Underground Neutrino Observatory had started. The completion of the construction and readiness for data taking is scheduled for 2021. In accordance with the requirements for determining the neutrino mass ordering, the detector has been placed $53 \mathrm{~km}[15,49]$ away from its neutrino sources - the Yangjiang and Taishan nuclear power plants. These reactors lie in the coastal area of South China in the Jiangmen

[^19]Prefecture of the Guangdong Province. Figure 3.1 shows a map of the geographical relation between the JUNO experiment, the NPPs and the surrounding area.


Fig. 3.1 Location of the Jiangmen Underground Neutrino Observatory [139].
The map shows parts of the Guangdong province located in South China. The brighter area indicates the Jiangmen prefecture - a subdivision of the Guandong province. Apart from the two cities Jiangmen City and Kaiping being highlighted by the blue dots, the location of JUNO and both NPPs Yangjiang and Taishan are marked being highlighted by the red dots. The distance of 53 km between the JUNO detector and the NPPs is indicated as well. JUNO's near detector TAO is located close to the Taishan NPP.

As illustrated in figure 3.1, the distance between the JUNO detector and the NPPs is around 53 km . This is the optimized distance for determining the neutrino mass ordering [15, 49]. The JUNO detector is assembled in an underground laboratory between 433 m and 460 m [15] below ground. With a height of 268 m [15] the small Dashi hill is located on top of the underground laboratory resulting in a vertical overburden of around 700 m [49] which translates into a shielding against cosmic rays of 2000 m.w.e. [15].

JUNO's neutrino mass ordering determination method relies on an accurate measurement of distortions in the overall oscillation pattern originating from beat
effects between oscillations which correspond to the two mass squared differences $\Delta m_{31}^{2}$ and $\Delta m_{32}^{2}[15,56]$. While the amplitude of the beat is given by $\sin ^{2} 2 \theta_{13}$, the relative difference between the beat frequency and the main oscillation is in the order of magnitude of around $\Delta m_{21}^{2} / \Delta m_{31}^{2} \simeq 1 / 30$ [56] (see section 2.4.2). Consequently, this distortion effect in the oscillation pattern is very small and, therefore, the systematics have to be understood to an unprecedented level. Especially the uncertainties of the reactor antineutrino flux have to be known as precisely as possible. One way to minimize these uncertainties is the measurement of a reference reactor antineutrino spectrum by using a near detector with an energy resolution better than the one of the JUNO detector itself. With this approach it is possible to look for fine-structures in the reactor neutrino spectrum that might mimic the NMO signature. The Taishan Antineutrino Observatory ${ }^{2}$ will perform such a measurement and is located close to the Taishan NPP [35, 38, 56, 152].

In the following table 3.1 the thermal power and the baseline of all nuclear power plant cores are listed.

| Cores | Thermal Power [GW] | Baseline [km] |
| :---: | :---: | :---: |
| YJ-C1 | 2.9 | 52.75 |
| YJ-C2 | 2.9 | 52.84 |
| YJ-C3 | 2.9 | 52.42 |
| YJ-C4 | 2.9 | 52.51 |
| YJ-C5 | 2.9 | 52.12 |
| YJ-C6 | 2.9 | 52.21 |
| TS-C1 | 4.6 | 52.76 |
| TS-C2 | 4.6 | 52.63 |
| TS-C3 | 4.6 | 52.32 |
| TS-C4 | 4.6 | 52.20 |

Table 3.1 Thermal power and baseline of the nuclear power plant cores
Shown are the striven thermal power and the planned baseline of the six Yangiang (YJ) and four Taishan (TS) nuclear power plant cores. While the construction of all six Yangjiang cores will be completed when JUNO's data taking phase starts, only two of the Taishan cores will be ready for operation. Therefore, in the beginning the total thermal power of the cores will be around 26.6 GW before later on the total thermal power increases up to 35.8 GW [49].
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### 3.2 Conceptual Design Of The JUNO Detector

The JUNO experiment will have two different entrances giving access to the underground lab and leading to the experimental hall - a 616 m deep vertical shaft and a 1340 m long tunnel with a slope of $42.5 \%$ [15].

Several distinct subsystems form the JUNO detector. On the one hand there are the water Cherenkov detector and the muon top tracker being used to reduce the muon and radioactive background. On the other hand there is the central detector with its main purpose to detect neutrino signals. Figure 3.2 shows a scheme of the Jiangmen Underground Neutrino Observatory.


Fig. 3.2 Scheme of the Jiangmen Underground Neutrino Observatory [69].
Highlighted are the Acrylic Sphere (AS) in violet with an inner diameter (ID) of 35.4m, the Stainless Steel Latticed Shell (SSLS) in gray with an ID of 40.1m, the PMTs in orange and the Water Cherenkov Detector in blue. In addition, the Muon Top Tracker (TT), the Calibration Room, the Liquid Scintillator and Pure Water Filling Room are illustrated as well.

In the following subsections the single parts of the JUNO detector are discussed in more detail in order to provide a deeper understanding of the detector's structure and, therefore, of the construction of the calibration system AURORA.

### 3.2.1 Central Detector

The central detector (CD) is a LS detector with a fiducial mass of around 20 kt . In order to shield the CD from natural radioactivities coming from the surrounding rock and air, the whole structure is submerged in a water pool containing around 35 kt [49] of ultrapure water [15, 49]. While the acrylic sphere (AS) serves as a vessel which contains the LS, the stainless steel latticed shell (SSLS) serves as a support structure for the AS and the PMTs. A PMT coverage of around $77 \%$ and a PMT photocathode quantum efficiency of at least $35 \%$ in the wavelength range of interest are aspired in order to successfully conduct the JUNO experiment [15]. Figure 3.3 shows a scheme of the CD highlighting the AS and the SSLS.


Fig. 3.3 Scheme of the central detector [69].
Illustrated are the Acrylic Sphere (yellow) and the stainless steel support structure consisting of the Stainless Steel Latticed Shell (blue) and the Pillars (brown).

Due to the intersection points with the laser calibration system AURORA, the SSLS and the AS are discussed in more detail.

## Stainless Steel Latticed Shell

The SSLS is made of the stainless steel alloy X5CrNiMo $17-12-2^{3}$ which has a higher resistance to corrosion effects in ultrapure water due to its increased molybdenum content [133]. This improvement is a crucial requirement for the SSLS and all other metallic components inside the CD. They are all submerged in the water pool and will remain there for the whole running time of JUNO which is expected to last for at least 20 years [15]. For the same reason, all metallic components of AURORA inside the CD are made of stainless steel X2CrNiMo17-12-2 which belongs to the same class of alloys ${ }^{4}$.

Serving as a support structure for the acrylic sphere and the PMTs, the SSLS is designed as a spherical lattice. This offers several advantages: In contrast to a closed sphere, a lattice structure needs less material and has, therefore, less weight and production costs. In addition, a lattice structure has an increased flexibility and can redistribute mechanical stress more efficiently resulting in a diminished load for each part of the SSLS and the connecting elements [49]. Figure 3.4 shows crucial SSLS components in more detail.


Fig. 3.4 Support structure of the central detector [69]
The figures show the supporting elements which connect the SSLS with the acrylic sphere. Figure 3.4(a) illustrates the connection bars which are positioning and fixing the acrylic sphere inside the stainless steel structure. While figure 3.4(b) shows the connection point between connection bar and SSLS, figure 3.4(c) visualizes the connection point between connection bar and acrylic sphere in more detail.

[^21]Looking through the center of the CD targeting the opposite side of the support structure, figure 3.4 illustrates that there are several components which can obstruct the view. Especially the connection bars and the acrylic nodes (see figure 3.4(a) and 3.4(c), respectively) might constitute a real obstacle. This crucial point was taken into account during the design phase of the calibration system AURORA (see chapter 6). As a consequence AURORA's laser beams are tiltable conferring the ability to align their direction even after the filling procedure.

## Acrylic Sphere

The AS is made of around $1703 \mathrm{~m} \times 8 \mathrm{~m} \times 12 \mathrm{~cm}$ polymethylmethacrylate) (PMMA) sheets. The polymer PMMA, also known as plexiglass, is a thermoplast and, thus, deformable when its temperature ${ }^{5}$ exceeds $135^{\circ} \mathrm{C}$ [49, 126].


Fig. 3.5 Scheme of the acrylic sphere [69].
Visualized is the acrylic sphere - the vessel of the liquid scintillator. Indicated are also the $3 m \times 8 m$ and 12 cm thick acrylic sheets (around 170 in total) and the acrylic nodes [49].

[^22]Figure 3.5 shows a scheme of the acrylic sphere. After being bent, satisfying a curvature radius of 17.7 m , the acrylic panels are sticked together using the bulkpolymerization method [49, 153]. Here, a liquid of monomers are mixed with a radical initiator which starts the polymerization process. Consequently, for the gluing procedure the same compound (PMMA) is used leading to an almost vanishing transition zone between those acrylic sheets. Although the expected disturbance of a light beam which hits such a transition area is negligibly small, the LS calibration measurements performed with the AURORA system will also benefit from tiltable laser beams for this kind of obstacle.

The acrylic vessel is filled with 20 kt of the LS linear alkylbenzene (LAB), which is a straight alkyl chain of 10-13 carbon atoms connected to a benzene ring [80]. This organic scintillator is characterized by its excellent transparency and will be optimized via purification procedures striving to reach an attenuation length ${ }^{6}$ L of at least 20 m at a wavelength of $430 \mathrm{~nm}[15,49]$. In addition, LAB also possesses a high light yield (LY) [88]. These are the two most important properties of LAB, which allow the construction of such a huge spherical detector. If the $L$ or LY value were lower, the final number of detectable photons at the verge of the CD would be too small resulting in an insufficient energy resolution for the JUNO experiment [49].

### 3.2.2 Veto Detector

Although the veto detector is not directly linked to the calibration system AURORA, the importance of its function for the JUNO experiment is undeniable and, therefore, will be presented briefly in this section. With its main purpose to improve the signal-to-noise ratio, the veto detector surrounds the CD being composed of two distinct subdetectors - the water Cherenkov detector on the one hand and the muon top tracker on the other hand [15, 49].

## Water Cherenkov Detector

The water Cherenkov detector is a cylindrical water pool of 44.0 m height and has a diameter of 43.5 m being filled with ultrapure water and equipped with around 2400 $20 "$ veto PMTs. The dimensions of the water pool ensure that, independent from the direction, there are always at least 2 m of water between the CD and the pool's walls or air. This is an effective protection against radioactivity from the surrounding rock and air leading to a reduced background rate. In addition, the veto PMTs inside

[^23]the water pool will detect Cherenkov light, which is emitted by charged particles traversing the pool with a velocity higher than the speed of light in this medium. A valuable tool to further diminish the background rate inside the CD [15, 49].

## Muon Top Tracker

On top of the water Cherenkov detector, the muon top tracker (TT) will be installed in order to accurately measure the direction of muons. This will help to improve the signal-to-noise ratio inside the CD as well. The TT was part of the OPERA ${ }^{7}$ target tracker. For the JUNO experiment the plastic scintillator strips will be repurposed. One strip is 6.86 m long, 10.6 mm thick and 26.3 mm wide. 64 strips are forming one module being read out on both sides using wavelength shifting fibers and a 64 -channel multi-anode PMT from Hamamatsu. In the end, four modules are put together in order to create a sensitive tracker plane of $6.7 \times 6.7 \mathrm{~m}^{2}$. With two of those planes perpendicular to each other the tracker already provides 2D track information [10]. The muon top tracker in JUNO has three of these layers stacked atop each other with a distance of 1.0 m and 1.5 m covering $25 \%$ of the upper water pool surface [15, 49].

### 3.2.3 Additional Important Areas On-Site

In the following section further underground locations are presented. For AURORA the most important area is the TT bridge, as it is the location of all components which are not submerged in the CD. In addition, without any claim to completeness, further structures are mentioned in order to paint a more sophisticated picture of the underground lab.

## Underground Assembly Hall, Calibration House and TT Bridge

During the construction phase of the CD, most of the components will not be sent to the experimental hall piece by piece. Smaller elements will be assembled in the underground assembly hall and then transported as combined functional units to the experimental hall. The underground assembly hall is 40.0 m long and has 12.0 m and 12.5 m in width and height, respectively, being right next to the experimental hall. It is also connected to the inclined shaft via a small tunnel of 5.7 m in width and 6.5 m in height. This ensures that equipment can be sent via rail car from the surface directly to the underground assembly hall. The PMT array, also relevant

[^24]for the fiber termination of the AURORA system, will be installed batchwise in the underground assembly hall as well. Consequently, it will be difficult to adjust the laser beam direction beforehand. This is another crucial argument for a fiber termination with the possibility of tilting the laser beams. With this feature an occurring misalignment can be compensated even after the filling procedure [49].
Although AURORA is a subunit of the detector calibration system, none of AURORA's components will be located in the calibration house where the other calibration devices are stored, controlled and monitored. As AURORA does not need an environment with temperature control, its components outside the CD will be installed in a rack on the TT bridge. This has the advantage that the electrical cables and the optical fibers can be guided directly into the CD without the necessity to lay these cables through the whole underground lab. Thus, especially for the fragile optical fibers a severe damage potential can be minimized [49].

### 3.3 Physics Potential Of JUNO

The following section deals with JUNO's physics potential giving a brief overview of the experiment's program. While in section 3.3.1 all aspects concerning neutrino oscillation physics are presented, section 3.3.2 focuses more on the low energy neutrino physics part. Section 3.3.3 is about the exotic sector of JUNO's agenda.

### 3.3.1 Neutrino Oscillation Physics

Besides the determination of the neutrino mass ordering which was already explained and discussed in more detail in section 2.4.2, the combination of an excellent energy resolution and a large fiducial volume will allow JUNO to perform many other important measurements in neutrino and astro-particle physics. One of these topics is the future unitarity test of the PMNS matrix supported by precision measurements of the solar oscillation parameters $\theta_{12}, \Delta m_{21}^{2}$ and the atmospheric oscillation parameter $\left|\Delta m_{32}^{2}\right|$ to better than $1 \%$ [107]. Those precision measurements are feasible because with a baseline of 53 km JUNO is exactly located at the oscillation maximum of $\Delta m_{21}^{2}$. Moreover, the atmospheric mixing angle $\theta_{13}$ is also accessible in JUNO. However, the optimized baseline for a $\theta_{13}$ measurement is around 2 km and, therefore, JUNO, with a baseline of 53 km , will be less precise in comparison to the current $\theta_{13}$ results [15, 49].

### 3.3.2 Low Energy Neutrino Physics

The detection of neutrinos and antineutrinos originating from extraterrestrial and terrestrial sources offers the opportunity to study several other phenomena:

## Supernova Burst Neutrinos

Firstly, supernova burst neutrinos which are coming from supernovae in our galaxy. For a supernova at a galactic distance of 10 kpc with an average neutrino energy of around $\left\langle E_{v}\right\rangle \simeq 12 \mathrm{MeV}$, JUNO already expects $5.5 \times 10^{3}$ [49] neutrino events in the detector. Such a high statistic would help to improve our understanding about the complex mechanisms inside a star at its end [15].

## Diffuse Supernova Neutrino Background

Secondly, the diffuse supernova neutrino background (DSNB) being formed by past core-collapse events all over the visible universe. Including information about the cosmic star-formation rate, the average core-collapse neutrino spectrum and the rate of failed supernovae, JUNO expects that a $3 \sigma$ signal is conceivable after ten years of data taking for typical DSNB assumptions [15, 49]. If no DSNB signal can be found, the new upper limit on the DSNB flux will be almost an order of magnitude better than the current result of Super-Kamiokande [15].

## Solar Neutrinos

Thirdly, solar neutrinos being generated in fusion processes inside the Sun's core. On the one hand measurements on the solar neutrino flux will help to investigate the $2 \sigma$ tension [70] between the values for $\Delta m_{21}^{2}$ obtained by reactor and solar neutrino experiments. On the other hand measurements on the solar neutrino flux could increase the precision on the relative element abundances. Depending on the success in background reduction JUNO might even be able to measure the so called CNO neutrinos. Those are released during $\beta$ decays of the isotopes ${ }^{13} \mathrm{~N},{ }^{15} \mathrm{O}$ and ${ }^{17} \mathrm{~F}$ (catalysts of the CNO fusion cycle) and directly related to the abundance of elements heavier than ${ }^{1} \mathrm{H}$, abundance $X$, and ${ }^{4} \mathrm{He}$, abundance $Y$, designated as metallicity, abundance $Z$ [63]. Consequently, it would be possible to shed some light on the solar matter composition and the current discrepancy ${ }^{8}$ between metallicity predictions based on measurements of the Sun's photosphere

[^25]and metallicity predictions derived from past solar neutrino flux measurements. In addition, JUNO will perform high precision measurements of the low-energy part of the ${ }^{8} \mathrm{~B}$ neutrino spectrum ${ }^{9}$. This energy region lies between the low-energy part ( $E_{v}<1 \mathrm{MeV}$ ) of the solar spectrum for which even for high densities matter effects are negligible and therefore pure vacuum oscillation dominates and the high-energy part $\left(E_{v}>10 \mathrm{MeV}\right)$ for which matter effects prevail and vacuum oscillation is highly suppressed. This transition region between the vacuum- and the MSW-dominated neutrino oscillation is especially sensitive to non-standard interactions which might influence the transition characteristics [15, 49, 157].

## Atmospheric Neutrinos

Fourthly, atmospheric neutrinos which are released during particle decays in the Earth's atmosphere. The oscillation of Earth-traversing neutrinos is influenced by matter effects. Consequently, the neutrino mass ordering can also be measured by detecting upward atmospheric neutrinos. Here, the ability to determine the neutrino mass ordering is at a $1-2 \sigma$ level for ten years of data taking [49]. In addition, atmospheric neutrinos can be used to study CP violation effects on the one hand and to precisely measure the atmospheric mixing angle $\theta_{23}$ on the other hand [15].

## Geoneutrinos

Finally, geoneutrinos being produced in radioactive $\beta$ decay processes in the Earth's crust and mantle. By measuring the geoneutrino flux it is possible to learn more about the Earth's chemical composition, especially about the thorium and uranium abundance and distribution inside the Earth's crust and mantle. In addition, studying geoneutrinos will shed light on the power source of the geodynamo which generates the magnetosphere shielding the Earth from the dangerous cosmic ray flux [49]. JUNO expects to record around 300-500 geoneutrino events per year. Consequently, after already six months JUNO would exceed the present world sample of recorded geoneutrinos which includes around 150 events. Unfortunately, due to the same origin ${ }^{10}$, geoneutrinos are not distinguishable from the reactor neutrino signal and as a result the separation of both signals is challenging. In JUNO's reactor spectrum analysis the geoneutrino signal will be a free fit parameter assuming a fixed $\mathrm{Th} / \mathrm{U}$ ratio due to secular equilibrium [15].
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### 3.3.3 Beyond Standard Model Searches

In addition to neutrino oscillation and low energy neutrino physics inside the SM, JUNO also provides opportunities to look for new physics beyond the SM. The following section summarizes these exotic searches.

## Proton Decay

The JUNO detector contains 20 kt of organic scintillator and, therefore, the target mass provides around $6.75 \times 10^{33}$ protons giving the perfect opportunity to look for proton decay. Here, the SUSY favored decay channel $p \rightarrow K^{+}+\bar{v}$ would reveal if SUSY models might be realized in nature [49].

## Sterile Neutrinos

Using a $60 \mathrm{MeV} / \mathrm{amu}$ cyclotron-driven ${ }^{8} \mathrm{Li}$ source as an additional neutrino source right next to the JUNO detector, the experiment can also look for short-baseline oscillations. Current studies show that this approach completely covers the allowed region of the reactor anomalies and the corresponding global analysis region for the $\bar{v}_{e}$ disappearance channel in a $3+1$ model at a $5 \sigma$ C.L. after five years of data taking. In addition, based on the same considerations also the entire global analysis region of the $\bar{v}_{e}$ appearance channel would be covered at a C.L greater than $5 \sigma$. Consequently, if no oscillation signal is observed, all present anomalies (including LSND and MiniBooNE) will be excluded at a $5 \sigma$ C.L. [15].

## Dark Matter And Nonstandard Neutrino Interaction

Due to the detector's high sensitivity, JUNO can also look for neutrinos which are created in dark matter annihilation reactions performing so called indirect dark matter searches. In addition, JUNO will be able to test nonstandard neutrino interactions, Lorentz and CPT invariance violation. Furthermore, JUNO is able to investigate different exotic phenomena of new physics beyond the Standard Model like anomalous magnetic moments [15, 49].

## Chapter 4

## Photon Transport In Liquid Scintillators

As already mentioned in chapter 3, JUNO is a neutrino detector filled with around 20 kt of liquid scintillator. AURORA's purpose is to measure the transparency of the liquid by using laser beams which traverse the detector volume. The photon transport inside the scintillator is, therefore, determining fundamental characteristics of the AURORA system, like the chosen laser wavelength. Consequently, this chapter will first focus on liquid scintillators in section 4.1 and the related scintillation mechanism in section 4.2 before it deals with fluorophores, wavelength shifters and JUNO's liquid scintillator mixture in section 4.3. In the end, photon propagation inside a medium is discussed in more detail in section 4.4. Unless specifically stated, the content of this chapter is based on the references [23], [82] and [90].

### 4.1 Organic Liquid Scintillators

Scintillators are a widely used technology in particle physics to detect and discriminate various types of radiation. Even though there is a large range of different scintillator materials, they all share the common property to emit light - designated as luminescence - when charged particles are traversing their atomic, ionic or molecular structure. The luminescence photons are emitted by de-exciting electrons which were excited by the incident radiation in the first place [82]. The JUNO detector is filled with an organic liquid scintillator, and, therefore, this chapter will focus on this type of scintillator. Organic scintillators have in common that their molecular structure possesses at least one aromatic center also called benzene ring. The special orbital structure of a benzene ring is illustrated in figure 4.1. In general, carbon atoms have in total six electrons in their atomic shell. While two of them
are bound in the first $1 s$-orbital ${ }^{1}$, the remaining four outer electrons are distributed over the second $2 s$-orbital and the $2 p$-orbitals. In case of double bonds the orbitals of the carbon's second shell ${ }^{2}$ are $s p^{2}$-hybridized forming three so called $s p^{2}$-orbitals, which are energetically identical and coplanar arranged in space (see the $120^{\circ}$ angle between the black illustrated orbitals in figure 4.1(a)). In addition, this electron configuration creates a single $p$-Orbital which is perpendicularly oriented to the $s p^{2}$-orbital plane (see figure $4.1(\mathrm{~b})$ ). The $s p^{2}$-orbitals are forming so called $\sigma$-bonds between the carbon atoms and are responsible for the planar, hexagonal shape of the benzene structure. In $\sigma$-bonds electrons are strongly bound and do not contribute to the creation of scintillation light. In contrast to that, the remaining $p$-orbitals are forming a different type of intramolecular connection - so called $\pi$-bonds ${ }^{3}$ - with less strong bound electrons. The $\pi$-electrons are delocalized in an electron cloud (see red band structure in figure 4.1 (b)) which surrounds the benzene ring, and, therefore, they are much easier to excite. These $\pi$-electrons are responsible for the scintillation light.


Fig. 4.1 Orbital structure of a benzene ring
Shown is the molecular and orbital structure of a benzene ring - the functional group of organic scintillators. On the left side the $\boldsymbol{s p}^{2}$-orbitals are illustrated being responsible for the strong $\sigma$-bonds (drawn in black) between the carbon atoms. On the right the remaining $\boldsymbol{p}$-orbitals are shown creating the $\pi$-bonds (drawn in red) between the carbon atoms. The graph is oriented towards reference [90].

Hence, for the scintillation mechanism $\pi$-electron systems play an important role. The following section discusses the scintillation process in more detail.
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### 4.2 The Scintillation Mechanism

During an IBD event in JUNO a reactor antineutrino will interact with a proton of a scintillator molecule generating a neutron and a positron. As the positron carries a charge, it will excite $\pi$-electrons in the scintillator molecule along its way through the liquid loosing its kinetic energy, step by step, via scattering and collisions until it is annihilated with a bound electron. Depending on its initial kinetic energy, the energy deposit $-\frac{\mathrm{d} E}{\mathrm{~d} x}$ is driven by several processes ${ }^{4}$ and can be described by the Berger-Seltzer formula ${ }^{5}$ :

$$
\begin{equation*}
-\frac{\mathrm{d} E}{\mathrm{~d} x}=\eta \rho \frac{Z}{A} \frac{1}{\beta^{2}}\left[\ln \frac{\tau^{2}(\tau+2)\left(m_{e} c^{2}\right)^{2}}{2 I^{2}}+F(\tau)-\delta-2 \frac{C}{Z}\right] \tag{4.1}
\end{equation*}
$$

Here, the constant $\eta=2 \pi N_{a} r_{e}^{2} m_{e} c^{2}=0.1535 \mathrm{MeV} \mathrm{cm}^{2} / \mathrm{g}$ [82] with $N_{a}, r_{e}, m_{e}$ and $c$ as Avogadro's number, the classical electron radius, the electron's rest mass and the speed of light, respectively. While $\rho$ describes the material's density, $\beta$ is the ratio between particle velocity $v$ and speed of light $c$. The parameters $Z$ and $A$ refer to the atomic number and atomic weight of the absorbing material. $I$ stands for the mean excitation potential. The parameter $\tau$ describes the ratio between the electron's kinetic energy and its rest mass. The factors $\delta$ and $C$ are density and shell correction terms, respectively. The correction function $F(\tau)$ is different for electrons and positrons and defined by the following equations:

$$
F(\tau)= \begin{cases}1-\beta^{2}+\frac{1}{8} \frac{\tau^{2}}{(\tau+1)^{2}}-\ln (2) \frac{2 \tau+1}{(\tau+1)^{2}} & \text { for } e^{-}  \tag{4.2}\\ 2 \ln (2)-\frac{\beta^{2}}{12}\left(23+\frac{14}{\tau+2}+\frac{10}{(\tau+2)^{2}}+\frac{4}{(\tau+2)^{3}}\right) & \text { for } e^{+}\end{cases}
$$

The incident positrons will deposit their kinetic energy in the scintillator through scattering and collisions with $\pi$-electrons which are, therefore, excited. The energy states of a $\pi$-electron in an organic molecule can be schematically illustrated as in figure 4.2 - a so called Jabłoński diagram. Here, $S_{0}$ refers to the ground state while $S_{i}$ with $i \geq 1$ denotes electronic excited states. In contrast to the singlet spinstates $S_{i}$, the $T_{i}$ energy levels stand for triplet spin-states. These $T_{i}$ states cannot be populated directly by excitation. Here, an internal, radiationless transition process takes place - designated as intersystem crossing - which involves a spin reversal through spin-orbit coupling. Both electronic state types possess several sublevels -

[^28]so called vibrational states. While the gap between electronic states is in the order of a few eV , the spacing between vibrational states is in the order of a few tenths of eV [82].


Fig. 4.2 Jabłoński diagram
Illustrated are the energy levels of the $\pi$-electrons in an organic scintillator molecule. Here, $S_{0}$ represents the ground state of the molecule while the other $S_{i}$ levels with $i>0$ are excited singlet spin-states. Levels which are designated as $T_{i}$ with $i>0$ refer to the so called excited triplet spin-states. In addition to the electronic energy levels, vibrational sublevels are drawn as well. The graph is oriented towards reference [65].

As shown in figure 4.2, all singlet spin-states and the corresponding vibrational sublevels can be populated by absorption (red arrows). Due to a radiationless process designated as internal degradation ${ }^{6}$, the $\pi$-electrons decay into the $S_{1}$ state before they populate one of the vibrational energy levels of the ground state $S_{0}$.

[^29]The emitted radiation from this last transition step is called fluorescence (yellow arrows) whereas $S_{1}$ is characterized by a typical lifetime of a few ns [82]. Similar to the singlet spin-states $S_{i}$, the energy levels $T_{i}$ can also decay by internal degradation until the $T_{1}$ state is reached. The transition between $T_{1}$ and $S_{0}$ is highly forbidden by multipole selection rules, and, therefore, $T_{1}$ is characterized by much longer lifetimes of up to several milliseconds or even hours [23]. The emitted radiation during that relaxation process is called phosphorescence (violet arrows). A competitive reaction to the phosphorescence transitions is the interaction of two triplet spin-states $T_{1}$ creating a $S_{1}$ and $S_{0}$ state. Here, the $\pi$-electron in the $S_{1}$ state will decay into the $S_{0}$ state by emitting fluorescence light. In addition to the prompt fluorescence, this intermediate step adds a delayed component to the scintillator's light spectrum.

Due to non-radiative intermediate steps between absorption and scintillation, the re-emitted light in general has longer wavelengths, and, therefore, the scintillator becomes partly transparent for scintillation light. In case of a transparency measurement ${ }^{7}$ with laser beams, the optical characteristics of the medium should be well-known, so that processes like absorption/reemission can be avoided or specifically triggered and collected data correctly interpreted. Hence, the following section presents JUNO's scintillator mixture and the related optical properties.

### 4.3 The JUNO Scintillator Mixture

Due to the size of the JUNO detector, the used liquid scintillator has to fulfill an unprecedented demand on its transparency. Fortunately, a liquid scintillator designated as LAB is characterized by large values for its attenuation length $L$ (see section 4.4) and, hence, shows a high transparency ${ }^{8}$. In addition, this LS also has a high light yield [88] which makes this liquid an ideal candidate as the organic solvent for the JUNO experiment. Only because of these features it is possible to build liquid scintillator detectors as large as JUNO [49]. Thus, an LAB loaded LS will be discussed in more detail in section 4.3.1. In order to diminish self-absorption effects $2.5 \mathrm{~g} / \mathrm{L}$ of a fluorophore called 2,5-diphenyloxazole (PPO) and 1 to $4 \mathrm{mg} / \mathrm{L}$ of a wavelength shifter called 1,4-bis(2-methylstyryl)benzene (bis-MSB) are added to the solvent LAB [8, 102]. Section 4.3 .2 will focus on the working principle of these additives and their influence on the solvent's transparency.
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### 4.3.1 The Organic Scintillator Linear Alkylbenzene

LAB was chosen to be the LS solvent for the JUNO experiment because of its high transparency. The molecular structure of this hydrocarbon is illustrated in figure 4.3.

(a) Chemical structure

(b) 3D model

Fig. 4.3 LAB molecule
The figure shows the chemical structure of the organic scintillator linear alkylbenzene. As indicated on the left, LAB consists of an aromatic center (benzene ring) and two carbon-hydrogen-chains of the length $n+1$ and $m+1$. On the right a three dimensional model of the LAB molecule is drawn with $n=2$ and $m=5$. Here, the carbon and hydrogen atoms are colored black and blue, respectively.

Like every other organic, fluorescent molecule, LAB also possesses a benzene ring in its molecular structure which is responsible for the scintillation light. The additional hydrocarbon chains can vary in their length with $n+m=7-10$ [129]. Table 4.1 presents the maxima's position of the absorption and emission spectrum.

| Linear Alkylbenzene (LAB) |  |
| :---: | :---: |
| Molecular Formula | $\mathrm{C}_{9} \mathrm{H}_{12}\left(\mathrm{CH}_{2}\right)_{m+n}$ |
| Absorption Peak | 260 nm |
| Emission Peak | 283 nm |

Table 4.1 Physical and chemical properties of LAB [90]
Listed are the most important spectral properties of the scintillator linear alkylbenzene.

As listed in table 4.1, LAB absorbs and emits light in the ultraviolet range (see also figure 4.7). In order to enhance the solvent's transparency for scintillation light, so called fluorophores (short fluors) or wavelength shifter have to be added. This will be discussed in more detail in the following section.

### 4.3.2 Wavelength Shifter To Enhance The Transparency

In order to reduce self-absorption one fluor and one wavelength shifter are added to the solvent LAB. Their working mechanism is based on the Franck-Condon principle being illustrated in figure 4.4.


Fig. 4.4 Franck-Condon principle
Illustrated is the Franck-Condon principle which is the reason for the wavelength shift also known as Stokes shift - during absorption (blue arrow) and reemission (red arrow) processes. Besides the electronic energy level $S_{0}$ (ground state) and the electronic energy level $S_{1}$ (first excited state), several vibrational sublevels ( $v$ and $v^{\prime}$ ) and the related wave functions are drawn as well. Due to the higher accuracy, a Morse potential is used to illustrate the potential energy of electronic states inside a molecule instead of a rectangular quantum well. The graph is oriented towards references [23, 115].

Figure 4.4 shows the ground state $S_{0}$ and the first excited state $S_{1}$ as Morse potentials of a scintillator's $\pi$-electron. In addition, the vibrational sublevels and the corresponding wave functions are illustrated. In case of an excitation, the $\pi$-electron is
only allowed to migrate from its initial state to a higher energy states when the wave functions of both sublevels are overlapping in space (see blue arrow). The spatial distribution of the sublevel's wave function changes when the electronic energy state is occupied. Consequently, the originally overlapping sublevels no longer share the same spatial coordinates, and, therefore, the electron cannot relax into the ground state $S_{0}$ via the same transition path. By emitting phonons the $\pi$-electron will loose a fraction of its energy until it populates the energetically lowest sublevel of the excited state $S_{1}$. During the de-excitation process the $\pi$-electron migrates between two energy states with overlapping wave functions (see red arrow). If the resulting state is not the ground state $S_{0}$ with $v=0$, the $\pi$-electron will emit further phonons until the lowest energy level is reached. Due to the emission of phonons during the excitation and de-excitation cycle, the re-emitted photon has less energy in comparison to the absorbed one and, therefore, a longer wavelength ${ }^{9}$. Absorption and reemission spectra of such compounds are relatively displaced to each other. The difference in wavelengths between the spectra's maxima is designated as Stokes shift [60]. Depending on the fluor, wavelength shifts in the order of 100 nm are realizable. If the wavelength of the re-emitted photon is above the absorption spectrum of the solvent, the probability for re-absorption is already diminished ${ }^{10}$ and, therefore, the scintillator transparency significantly increased.

In the JUNO experiment the fluor is PPO. Its spectral properties are presented in the following subsection.

## The Fluor 2,5-Diphenyloxazole

Like LAB, PPO also possesses $\pi$-electron systems. Figure 4.5 shows the molecular structure of this compound. Besides two benzene rings, the central oxazole ring also has a conjugated double bond structure and provides further $\pi$-electrons. As it is listed in table 4.2, the absorption peak of PPO is located close to the emission peak of $\mathrm{LAB}^{11}$, and, therefore, both spectra are widely overlapping [101]. This ensures that most of the emitted radiation undergoes a wavelength shift. In addition, table 4.2 shows that the difference between absorption and emission peak of PPO is around 60 nm [90]. Consequently, the wavelength of the radiation already reaches the UV-threshold of the optical visible range.
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(a) Chemical structure

(b) 3D model

Fig. 4.5 PPO molecule
Illustrated is the chemical structure of the fluor 2,5-diphenyloxazole. The left figure shows in detail that PPO consists of two hexagonal benzene rings which are connected via a third, pentagonal ring structure. Besides carbon and hydrogen, this third ring contains a nitrogen and oxygen atom as well. On the right a three dimensional model of PPO is shown. While carbon and hydrogen are drawn in black and blue, respectively, nitrogen and oxygen are indicated in green and red.

| 2,5-Diphenyloxazole (PPO) |  |
| :---: | :---: |
| Molecular Formula | $\mathrm{C}_{15} \mathrm{H}_{11} \mathrm{NO}$ |
| Absorption Peak | 303 nm |
| Emission Peak | 365 nm |

Table 4.2 Physical and chemical properties of PPO [90]
Shown are the most important spectral properties of the fluor 2,5-diphenyloxazole.

The wavelength shifter in JUNO's scintillation mixture is bis-MSB. The spectral properties of this compound are discussed in more detail in the following section.

## The Wavelength Shifter 1,4-Bis(2-methylstyryl)benzene

Similar to LAB and PPO, bis-MSB contains several $\pi$-electron systems. In total the molecular structure exhibits three benzene rings which are connected via conjugated double bond chains (see figure 4.6). Table 4.3 provides the most important spectral information about bis-MSB. The location of bis-MSB's absorption peak is close to the emission maximum of $\mathrm{PPO}^{12}$. Consequently, the emission spectrum of PPO and the absorption spectrum of bis-MSB are sufficiently overlapping, resulting in an adequate energy transport between those two molecules. The Stokes shift of bis-MSB is around 75 nm [90]. With an emission peak located around 420 nm , bis-MSB emits photons in the blue range of the optical visible spectrum. Besides

[^32]LAB's high transparency, the quantum efficiency of the light detecting PMTs is close to their maximum in this wavelength range leading to optimal conditions for light detection.

(a) Chemical structure

(b) 3D model

Fig. 4.6 Bis-MSB molecule
The figure shows the chemical structure of 1,4-bis(2-methylstyryl)benzene. On the left it is visible that bis-MSB consists of three benzene rings. On the right a three dimensional model of bis-MSB shows the spatial orientation of the three rings relatively to each other. Here, the carbon and hydrogen atoms are illustrated in black and blue, respectively.

| 1,4-Bis(2-methylstyryl)benzene (Bis-MSB) |  |
| :---: | :---: |
| Molecular Formula | $\mathrm{C}_{24} \mathrm{H}_{22}$ |
| Absorption Peak | 345 nm |
| Emission Peak | 420 nm |

Table 4.3 Physical and chemical properties of bis-MSB [90]
This table lists the most important spectral properties of the wavelength shifter 1,4-bis(2methylstyryl)benzene.

There are different mechanisms to transport excitation energy from one molecule to another one. On the one hand energy can be transferred via direct contact. Here, two molecules collide with each other producing thermal energy. In this case no optical photon is emitted in the end and, therefore, cannot be detected by the PMTs. This process is designated as collision quenching. Another, rarely occurring mechanism which involves direct contact between the molecules is the process of complex formation. Here, a quantum donor and acceptor molecule create an excited state complex in order to transfer the energy. On the other hand the excitation energy can also be transferred without direct contact between two molecules. One possibility is the emission and re-absorption of a real photon. Another mechanism is the so called Förster resonance energy transport (FRET). In this case the energy is transmitted via dipole-dipole interaction, which is quantum
mechanically described by the exchange of a virtual photon [75]. Due to the dipole nature of this interaction, the efficiency $\epsilon_{F}$ of this energy transport is inversely proportional to the sixth power of the distance $r_{\mathrm{DA}}$ between donor and acceptor (see equation (4.3) from [74]), and, therefore, this mechanism only takes place at short ranges (less than 10 nm [39]). The interaction is radiationless, and, hence, no detectable photon is emitted [74].

$$
\begin{equation*}
\epsilon_{F}=\frac{R_{0}^{6}}{R_{0}^{6}+r_{\mathrm{DA}}^{6}} \tag{4.3}
\end{equation*}
$$

Here, $R_{0}$ refers to the Förster radius, which is defined as the value for which the energy transfer efficiency $\epsilon_{F}$ is $50 \%$. $R_{0}$ depends on the donor's quantum efficiency and the size of the overlapping area between donor's emission and acceptor's absorption spectrum [81].

While normally the lifetime of excited states with subsequent fluorescence radiation ${ }^{13}$ is in the order of a few ns, the lifetime of excited states with subsequent FRET interactions is shorter [74]. In case of LAB this is the reason why the excitation energy is predominantly transferred to the fluor PPO via the radiationless FRET mechanism. For PPO the situation looks a little bit different. Here, both FRET interactions and the emission of real photons can occur. In contrast to that, due to a missing acceptor, bis-MSB has to emit a real photon in order to de-excite. Because of the short interaction range of the FRET mechanism, it is reasonable to assume that already after a short distance most of the scintillation light is shifted to a wavelength region which is similar to the emission profile of PPO and bis-MSB (see figure 4.7). Consequently, for AURORA it makes sense to measure the liquid scintillator transparency in the same region of the optical spectrum ${ }^{14}$.

Figure 4.7 presents the absorption ${ }^{15}$ and emission spectra ${ }^{16}$ of the solvent LAB, the fluor PPO and the wavelength shifter bis-MSB being colored red, orange and blue, respectively. While the absorption spectra are drawn with a solid line, the

[^33]emission spectra are displayed with a dashed line. As already discussed in the previous sections, figure 4.7 also clearly points out that the absorption and emission spectrum of LAB are overlapping with each other. In this region self-absorption takes place which diminishes the scintillator's transparency. In addition, it is visualized to which extent the emission spectrum of LAB overlaps with the absorption spectrum of PPO as well as the emission spectrum of PPO overlaps with the absorption spectrum of bis-MSB. This ensures that the scintillation light is efficiently shifted to higher wavelength values reducing self-absorption and, therefore, increasing the liquid's transparency.


Fig. 4.7 Absorption and emission spectra of LAB, PPO and bis-MSB
Presented are the absorption and emission spectra of LAB, PPO and bis-MSB colored red, orange and blue, respectively. While the absorption spectrum of a compound is indicated by a solid line, the corresponding emission spectrum is visualized by a dashed line. The data of the individual spectra were extracted from the references [8, 22, 26, 45, 67].

In addition, the absorption spectrum of bis-MSB covers most of the emission spectrum of LAB. This also enhances the efficiency of the wavelength shift within the scintillator mixture. The absorption spectrum of bis-MSB ends in a wavelength region around 405 nm . While below this threshold absorption and reemission processes will dominate, optical photons will be predominantly scattered above this wavelength. Due to the fact that the fluor PPO and the wavelength shifter bis-MSB are transferring the original excitation energy ${ }^{17}$ as real photons, the propagation of optical photons inside a medium plays an important role and, therefore, will be discussed in more detail in the following section.

[^34]
### 4.4 Photon Propagation Inside A Medium

The transparency of a medium is related to the photon absorbency of the constituent molecules. Effectively, the decreasing intensity follows an exponential decay law, the Beer-Lambert-Law, which is described by the following equation if multiple scattering is negligible and only 1D propagation is considered:

$$
\begin{equation*}
I(x)=I_{0} \cdot \exp \left(-\frac{x}{L}\right) \tag{4.4}
\end{equation*}
$$

The variable $I(x)$ refers to the intensity of a narrow light beam after a path length $x$ inside a homogeneous medium. $I_{0}$ stands for the incident intensity of the light beam and the parameter $L$ is the so called attenuation length which depends on the material's optical properties and is in general a function of the wavelength of the transmitted photons [166].

When light is propagating through an absorber, the single photons will be absorbed and scattered by the medium depending on the material's transparency. In case of a narrow light beam, the intensity loss is sufficiently described by the attenuation length $L$, see equation (4.4). Here, it makes no difference if the photons are absorbed by the material or just scattered following a direction unequal to the initial beam orientation. When dealing with a huge volume - like the liquid scintillator inside the acrylic sphere of the JUNO detector - and a photosensitive surface which covers the whole solid angle ${ }^{18}$ the situation looks different. In this case scattered light can still be detected contributing to the overall light yield and, therefore, does not diminish the energy resolution ${ }^{19}$ of the detector (see figure 6.1). Consequently, it makes more sense to distinguish between absorption and scattering processes. Following this ansatz, the attenuation length is described as a combination of an absorption length $L_{a}$ and a scattering length $L_{s}$, which take all the absorption and scattering processes into account [166]. While during absorption the photon is converted into heat and can no longer be detected by the PMTs, in scattering processes the photon's wavelength and/or direction is just altered. The relation between the lengths satisfies the following formula:

$$
\begin{equation*}
\frac{1}{L}=\frac{1}{L_{a}}+\frac{1}{L_{s}} \tag{4.5}
\end{equation*}
$$

[^35]The scattering length $L_{s}$ can be split into several different scattering lengths which only consider individual scattering processes. In the optical wavelength range the most prominent processes are absorption/reemission, Mie scattering and Rayleigh scattering [160]. The corresponding scattering lengths are related to each other via the following equation:

$$
\begin{equation*}
\frac{1}{L_{s}}=\frac{1}{L_{a b, r e}}+\frac{1}{L_{M i e}}+\frac{1}{L_{\text {Ray }}} \tag{4.6}
\end{equation*}
$$

Which scattering process an optical photon undergoes depends on its wavelength and on the specific molecule it is scattering on. Figure 4.8 illustrates the features of all three scattering processes. Here, the amplitude of the differential cross section is given by the width of the colored areas. While sapphire stands for the parallel polarization component with respect to the initial light beam direction, silver illustrates the amplitude of the orthogonal polarization component.

(a) Absorption/Reemission

(b) Mie scattering

(c) Rayleigh scattering

Fig. 4.8 Scattering processes [66]
Illustrated is the spatial distribution of light emission regarding the three most prominent scattering processes in a medium like the liquid scintillation mixture of JUNO - absorption/reemission (a), Mie scattering (b) and Rayleigh scattering (c). Here, with respect to the incident light beam direction, the orthogonal and parallel polarization component are distinguished from each other by the colors silver and sapphire, respectively.

In a liquid scintillator mixture optical photons can be absorbed and re-emitted if the wavelength of the photon lies within the absorption region of the solvent ${ }^{20}$ or

[^36]solute ${ }^{21}$. Here, the direction of the re-emitted photon does not follow a specific distribution and is, therefore, isotropic. The following relation applies:
\[

$$
\begin{equation*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{a b, r e}=\text { const. } \tag{4.7}
\end{equation*}
$$

\]

Although above the absorption spectrum of bis-MSB absorption/reemission is rare, chemical reactions in the LS might generate new molecules introducing absorption bands in this wavelength region and, thus, diminish the LS's transparency. Such a chemical aging of the LS could be recognized by AURORA, as a transparency reduction directly influence the distribution of the detected photons inserted by the optical fibers.

Optical photons ${ }^{22}$ scatter off small particulates (e.g. dust, gas bubbles or water drops) via Mie scattering if the particle's size ranges between the wavelength of the photon and a few millimeters [167]. Here, the emission direction of the scattered photons is strongly anisotropic and varies greatly depending on the particulates' material, shape, orientation and size relative to the photon's wavelength [25, 27]. While for photons with a wavelength similar to the obstacle's extent ( $\lambda \approx d$ ) forward scattering is dominant, the contributions of backward scattering components are increasing with the particulates' sizes $(\lambda<d)$ [167]. Due to the large effort to clean the JUNO scintillator by using different purification plants ${ }^{23}$ and techniques, see reference [86], the LS's degree of pollution caused by dust or other impurities is expected to be insignificant [32]. Therefore, Mie scattering is expected to be negligible. However, it might be possible that adsorbed contaminants remain at the surface of some CD components (e.g. the stainless steel structure or the acrylic sphere). Thus, these impurities might be reintroduced in water or even in the LS by convective processes, slowly polluting those liquids over time [11]. Depending on the contamination's severity, Mie scattering might make a measurable contribution towards the overall scattering amplitude. Another scenario could be the pollution of the CD by dust, gas bubbles or water drops, which might enter the detector through supply pipes. This will additionally enhance the Mie scattering contribution. Due to the anisotropy of Mie scattering and the more distinct forward scattering component, a slowly growing Mie scattering contribution could be identified by the laser system AURORA by comparing the distribution of the scattered photons over subsequent measurements. In case of Mie scattering the relative amount of detected photons will increase on the detector's hemisphere of the exiting laser beam, while in its ab-

[^37]sence the photon statistics in this area is less pronounced. Consequently, AURORA is a valuable tool to identify degradations in the LS transparency which are caused by the introduction of such microscopic impurities.

In addition to absorption/reemission and Mie scattering processes, photons can also scatter off bound electrons in the scintillator material. This Rayleigh scattering usually takes place when the wavelength of the photon is at least as large as the scatter particle size. Since this is an intrinsic property of the molecules making up the LS, the related Rayleigh scattering length can neither be influenced nor improved by purification and, thus, sets a natural limit to the transparency of a medium [160]. In general, the Rayleigh scattering length exhibits a $\lambda^{4}$ wavelength dependency. In case of an uniform liquid ${ }^{24}$ the differential cross section of Rayleigh scattering is given by the following equation:

$$
\begin{equation*}
\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}\right)_{\text {Ray }}=\frac{1+\cos ^{2}(\theta)}{2} \tag{4.8}
\end{equation*}
$$

As shown in figure 4.8(c), forward and backward scattering have the same probability. For an ideal Rayleigh scatterer the amplitude of the parallel polarization component becomes zero for a scattering angle $\theta=90^{\circ}$ while the differential cross section of the perpendicular polarization is isotropic. LAB, however, is neither completely uniform nor significantly small in comparison to the wavelength of optical photons and, therefore, not a perfect Rayleigh scatterer [27]. Consequently, the parallel polarization component additionally has an isotropic scattering contribution. This characteristic can be expressed by the so called depolarization ratio $\delta$ [85]. When the intensity $I(\theta)$ of scattered light is split into a parallel and perpendicular component $I_{\|}(\theta)$ and $I_{\perp}(\theta)$, respectively, their general contributions are given by the following formulas:

$$
\begin{equation*}
I_{\|}(\theta)=\frac{\cos ^{2}(\theta)}{2} A+\frac{1}{2} B \quad \text { and } \quad I_{\perp}(\theta)=\frac{1}{2} A+\frac{1}{2} B \tag{4.9}
\end{equation*}
$$

The depolarization ratio $\delta$ is then given for the scattering angle $\theta=90^{\circ}$ by the measurable fractions $A$ and $B$ satisfying the following equation:

$$
\begin{equation*}
\delta=\frac{I_{\|}\left(\theta=90^{\circ}\right)}{I_{\perp}\left(\theta=90^{\circ}\right)}=\frac{B}{A+B} \tag{4.10}
\end{equation*}
$$

[^38]At a wavelength $\lambda=430 \mathrm{~nm}$ for LAB a value of $\delta=0.31 \pm 0.04$ was found. The Rayleigh scattering length was measured to be $L_{\text {Ray }}=27.0 \pm 2.3 \mathrm{~m}$ [166].

As discussed in section 4.3.2, emission and absorption via FRET interactions will predominantly take place at rather short ranges directly after the excitation of LAB molecules. Subsequently, most of the scintillation light will propagate through the JUNO detector as optical photons being emitted by the fluor PPO and the wavelength shifter bis-MSB. Consequently, it makes sense to perform AURORA's transparency measurements at a wavelength which lies within the effective emission band of the wavelength shifters that is dominated by bis-MSB over large distances. This ensures that changes in the LS's transparency that immediately affect the propagation of the scintillation light can be properly monitored over time. AURORA's laser peak maximum is at 430 nm and, therefore, lies close to the emission maximum of bis-MSB ${ }^{25}$.

[^39]
## Chapter 5

## Technology Basics

In the course of this thesis various kinds of technologies and hardware components are mentioned. In order to achieve a better understanding for these devices and the related characteristics the following section will focus on their theoretical basics and working principles. Firstly, in section 5.1 the concept of a diode laser is described before, secondly, in section 5.2 the general working mechanism of piezoelectric crystals is discussed in more detail. Finally, in section 5.3 the characteristics of GRIN optics are presented focusing on cylindrical GRIN lenses.

### 5.1 Diode Lasers

One of the most important components of the developed laser system is the laser source itself. Due to the easy handling, the low costs and the high efficiency a solid state laser with an active medium based on semiconductor materials was chosen. In comparison to other laser types, these diode lasers have the advantage that they are small in size and with a large selection of materials almost every wavelength in the near UV, visible and infrared region is realizable [108, 114].

Semiconductor materials can be distinguished from metals and insulators by the size of the gap between the valence band and conduction band. While in the valence band electrons are still bound to their atom, the conduction band combines energy states in which electrons are already delocalized moving as free particles through the atomic lattice [108]. In a semiconductor the gap between those two bands is usually in the order of 1 eV [43], whereat for a temperature $T=0 \mathrm{~K}$ the valence band is completely filled with electrons and the conduction band is entirely empty [114].

Figure 5.1 shows the three most important transition processes in a photo-active medium using a simplified two-band structure model.


Valence Band
Fig. 5.1 Transition processes inside a photo-active medium
The figure shows the simplified two-band structure model of a photo-active medium. While the valence band and the conduction band are indicated by the colors silver and blue, respectively, the holes and electrons are colored black and white. In a photo-active medium three important processes may occur - absorption (red arrow), spontaneous emission and stimulated emission of a photon. While the recombination of an electron-hole pair (blue arrows) spontaneously occurs after a characteristic lifetime, the recombination can also be triggered by an irradiated photon with an energy similar to the band gap. Here, the emitted photon has the same wavelength, direction and polarization like the irradiated photon additionally sharing a constant phase relation. The graph is oriented towards reference [114].

For lasing media stimulated emission (third process in figure 5.1) plays an important role as this mechanism is used to generate coherent photon emission [116].

Electrons are Fermi particles and, therefore, can be described by the Fermi-Dirac statistics. From this statistics it follows that under standard conditions ( $T \approx 300 \mathrm{~K}$ ) in an intrinsic semiconductor like silicon or germanium (both are elements of the fourth group of the periodic table of the elements) most of the states in the conduction band are not occupied by electrons, as the thermal energy is not sufficient to trigger a transition process [98]. In order to increase the charge carrier density in a semiconductor, its lattice can be doped by elements of the third (p-doped) or the
fifth (n-doped) group. Elements of the third (fifth) group increase the density of holes (electrons) in the valence band (conduction band) [24, 82]. In a laser diode both types of doped semiconductors are combined in order to provide enough charge carriers in the corresponding conduction band $\left(E_{c}\right)$ and valence band $\left(E_{v}\right)$.


Fig. 5.2 Band structure and refractive index profile of a laser diode
The figure illustrates the $\boldsymbol{p}$-i-n $\boldsymbol{j} \mathbf{u n c t i o n}$ of a laser diode. The gray colored columns indicate $\boldsymbol{p}$-doped and $\boldsymbol{n}$-doped layers in the semiconductor material, the blue column shows an intrinsic (undoped) semiconductor layer which is also designated as the active zone. While the blue dots refer to electrons, the white dots stand for holes. The charges on the left and right indicate the polarity of the applied voltage. On the one hand subfigure (a) shows the band structure of such a junction, on the other hand subfigure (b) shows its refractive index profile, which varies with the applied voltage. The graph is oriented towards reference [78].

In order to emit light a semiconductor needs its conduction band and valence band populated with electrons and holes, respectively. This so called population inversion can be achieved by packing a p-doped, an undoped (intrinsic) and an n-doped layer together like a sandwich (see figure 5.2). By applying a voltage to this kind of configuration, holes of the p-doped layer and electrons of the n-doped layer can overcome their potential wells entering the intrinsic layer. Here, these charge carriers are trapped as the potential wells of the opposite layer are too high. While below a specific current limit only spontaneous emission takes place
(behaves like an LED), above this so called threshold current the diode starts to emit laser light. At this point, the above described population inversion is formed continuously injecting electrons and holes into the active zone. An irradiated photon with an energy similar to the gap then starts the stimulated emission process (see figure 5.2(a)) and coherent photon emission occurs [24, 78]. In order to increase the light output the generated photons have to traverse this intermediate layer several times before exiting the semiconductor material. This is realized by total reflection as the refractive index $n$ abruptly decreases at the transition surface of the intrinsic layer (see figure 5.2(b)). Here, $n$ is a function of the present currents $I_{e}$ and $I_{h}$. In addition, photons are contained in the active zone by mirrors ${ }^{1}$ at which the photons are reflected. The generated laser light is able to escape this so called resonator through a semi-transparent window ${ }^{2}$ (dark blue area in figure 5.3) also designated as an edge.


Fig. 5.3 Edge emitting laser diode
Shown is a simplified drawing of an edge emitting laser diode. Illustrated are the semiconductor crystal with the active zone and the metal base. In addition, the typical dimensions of an edge emitting laser diode are drawn as well. An applied current will generate the required population inversion. The laser light (drawn as blue arrows) is then a result of the simultaneous relaxation of these electrons during the stimulated emission process. The graph is oriented towards reference [43].

[^40]Figure 5.3 presents the dimensions of a typical edge emitting laser diode. While the whole crystal structure is less than 1 mm in size, the height of the active zone is with around $1 \mu \mathrm{~m}$ even smaller. For a laser diode and, therefore, also for AURORA this has two important consequences. On the one hand with an edge width and a wavelength of the traversing photons in the same order of magnitude diffraction takes place. This is the reason why in general the beam profile of diode lasers shows characteristic diffraction circles. On the other hand the diffraction itself leads to huge aperture angles of around $6^{\circ}-12^{\circ}$ in the horizontal direction of the active layer and $15^{\circ}-40^{\circ}$ in the vertical direction of the active zone [120]. In AURORA's case the laser beam is collimated via an aspheric lens positioned in front of the laser diode in order to collimate the beam reducing the intensity loss caused by a highly divergent beam path.

The emitted photons of a laser diode do not have all the same wavelength. Instead, the outgoing light exhibits a narrow wavelength distribution. One reason for that is the band structure of a laser diode. Here, not only one but several types of orbitals of each atom contributes to the band structure of both the valence and conduction band. These energy levels spatially and energetically overlap with each other. Consequently, the photon which triggers the stimulated emission and, therefore, determines the wavelength of the photon cascade can have various wavelengths [97]. In addition, line broadening effects slightly reshape the emission spectrum of a diode laser. On the one hand electrons and holes can interact with phonons and defects in the lattice structure, on the other hand natural broadening based on the Heisenberg uncertainty principle may occur. Nevertheless, the final distribution with a typical peak width of only a few nanometers is still narrow [114, 116]. In AURORA's case the emission spectrum (peak-shaped) has a width of around $\sigma=4.4 \pm 0.6 \mathrm{~nm}$. A more detailed discussion about the laser diode's characterization measurements can be found in section 6.2.1.

### 5.2 Piezoelectric Crystals

Another important component of the laser system is the fiber termination holder (FTH), which is responsible for the adjustment of the laser beam direction inside the JUNO detector. This part of the system has to be mounted onto the SSLS, and, therefore, it is located close to the PMTs (see chapter 3) whose performance can be easily influenced by electromagnetic fields. In order to avoid any disturbances in the PMTs' performance it is mandatory that the controlling element of the FTH does not generate any external magnetic field which exceeds a value ${ }^{3}$ of $5 \mu \mathrm{~T}$ [156]. Besides issues with waterproofness and high costs, this was already a reason to exclude ordinary electric devices in advance. On the contrary, piezo crystals are not conductive. Consequently, they do not generate any external fields in the static mode ${ }^{4}$ representing an ideal candidate for the realization of a control device.

From an electronic point of view, piezo actuators can be treated as capacitors with the piezo crystal positioned between the capacitor's plates like a dielectric medium [91]. The necessary charging currents typically range from a few $\mu \mathrm{A}$ up to a few mA [110]. In case of AURORA's actuators the maximally possible current provided by the piezo driver is 75 mA [125]. With a diameter of 11 mm , the generated magnetic flux density ( $|\vec{B}|$ ) of AURORA's piezo actuators will not exceed $3 \mu \mathrm{~T}$ on their lateral surface during the charging procedure. Thus, the magnetic field is still below the acceptable limit of $5 \mu \mathrm{~T}$ and does not pose any threat to the PMTs' performance. Measurements regarding the magnetic field of AURORA's piezo actuators are discussed in more detail in section 6.3.2.

Figure 5.4 shows the lattice structure of lead zirconium titanate - a common piezoelectric ceramic which is also used for the AURORA system. Lead zirconium titanate (PZT) lattices belong to the group of perovskite structures. As shown in figure 5.4, $\mathrm{Pb}^{2+}$ cations and $\mathrm{O}^{2-}$ anions are forming a face-centered cubic unit cell while additionally a $\mathrm{Zr}^{4+}$ or a $\mathrm{Ti}^{4+}$ cation is placed in the center of this lattice structure. If the temperature $T$ is smaller than the Curie temperature $T_{C}$, the centered $\mathrm{Zr}^{4+} / \mathrm{Ti}^{4+}$ ions are displaced and a dipole moment $\vec{p}$ occurs inside the unit cell. Without any external electrical field applied the orientation of the unit cells' dipoles is randomly distributed and no piezoelectric properties can be observed. On the contrary, if an external electrical field is applied, the individual dipoles are realigned orientating towards the electrical field lines. Here, the $\mathrm{Zr}^{4+} / \mathrm{Ti}^{4+}$ ions are displaced along the

[^41]

Fig. 5.4 Crystalline structure of lead zirconium titanate
The figure illustrates the lattice of a crystalline lead zirconium titanate structure with the chemical formula $\boldsymbol{P b}\left[\boldsymbol{Z r}_{x} \boldsymbol{T i}_{1-x}\right] \boldsymbol{O}_{3}$. While the $\boldsymbol{P b}^{2+}$ cations and $\boldsymbol{O}^{2-}$ anions are colored black and blue, respectively, the $\mathbf{Z r}^{4+}$ and $\boldsymbol{T i}^{4+}$ ions are colored red. The index $x$ indicates the fraction of unit cells which contain a $\mathrm{Zr}^{4+}$ or a $\mathrm{Ti}^{4+}$ cation. While figure 5.4(a) shows the lattice structure above a material-dependent Curie temperature $T_{C}$, figure 5.4(b) shows the same structure below this temperature threshold. In this case the $\mathrm{Zr}^{4+} / \mathrm{Ti}{ }^{4+}$ ion is displaced from the center and a dipole moment $\vec{p}$ occurs (gray arrow). The graph is oriented towards references [53, 93].
polar axis ${ }^{5}$ of the octahedral structure formed by the $\mathrm{O}^{2-}$ anions. In the end the dipoles are all oriented in the same direction and the piezoelectric material becomes polarized. Additionally, the uniform orientation also causes a dilation ${ }^{6}$ in the lattice structure [21]. This kind of behavior is designated as the inverse piezoelectric effect ${ }^{7}$. For PZT materials a stretching (or compression) of around $0.1 \%$ of the original crystal length is realizable [93]. In AURORA's case the piezoelectric crystals have a length of 4.3 cm with a maximal dilation of $48.0 \mu \mathrm{~m}$ [20]. This is the available stroke which can be used in order to tilt AURORA's laser beams inside the JUNO detector by at least $1.0^{\circ}$. A more detailed discussion about the electro-mechanical realization can be found in section 6.3.

[^42]
### 5.3 Gradient-Index Lenses

Besides the laser diode and the piezoelectric ceramics, another important technology are GRIN lenses. They are directly mounted on the fiber termination collimating the laser beam underwater after the light is decoupled from the fiber ${ }^{8}$. As already mentioned in the chapters before, AURORA will measure and monitor the optical transparency of the LS inside the JUNO detector. In comparison to other laser systems, AURORA will not only determine the attenuation length $L$ but also the scattering length $L_{s}$ and the absorption length ${ }^{9} L_{a}$. One crucial aspect of disentangling those optical lengths from each other is the collimation of the laser beams. In addition, a collimated light beam offers the opportunity to perform these measurements at higher intensities, as the laser spot size fits into the area between the large PMTs protecting those from direct illumination. Consequently, the following section will focus on the working principle and the related advantages of GRIN optics components. Unless specifically stated, the content of this section is based on the reference [62].

In general, the range of angles over which an optical component, e.g. a fiber or lens, is able to accept or emit light is defined by the numerical aperture (NA). In case of an optical fiber the NA satisfies the following formula:

$$
\begin{equation*}
\mathrm{NA}=n \cdot \sin \varphi=\sqrt{n_{\text {core }}^{2}-n_{\text {clad }}^{2}} \tag{5.1}
\end{equation*}
$$

Here, $n$ refers to the refractive index of the medium from which the light couples into the fiber. In this case $\varphi$ is the acceptance angle of the fiber ${ }^{10}$. The parameters $n_{\text {core }}$ and $n_{\text {clad }}$ stand for the refractive indices of the fiber's core and cladding material, respectively [150].

Incorporating the refractive index in its definition, the NA remains constant for a light beam while transiting from one medium into another one. For optical fibers a wide variety of NAs are realizable ranging around $\mathrm{NA}=0.10-0.55$ [145, 146, 150]. In case of JUNO, if a light guiding fiber terminated at the verge of the detector having a NA $=0.50$, more than $12 \%$ of the photosensitive area would be directly illuminated ${ }^{11}$. The recorded events in this area would be a superposition of direct illumination and scattered light diminishing AURORA's sensitivity for disentangling

[^43]the scattering length $L_{s}$ from the absorption length $L_{a}$. This is the reason, why AURORA's light beams should be sufficiently collimated. While in air for example aspheric lenses with their curved surfaces are sufficient to collimate a divergent light beam, those lenses are no longer an option in media like water ${ }^{12}$. Here, due to the similar refractive indices between the lens' material ( $n \approx 1.48$ at 430 nm [148]) and the surrounding medium ( $n \approx 1.34$ at 430 nm [149]), the refraction is insufficient and collimation becomes extremely challenging. GRIN lenses do not need curved surfaces with large differences between the refractive indices at the transition surface to refract light. This is why they are a perfect alternative to ordinary lenses.

In contrast to an ordinary lens, GRIN lenses can be cylindrically shaped and consist of an inhomogeneous dielectric material with a refractive index distribution that has a maximum at the optical axis and decreases continuously from the axis to the periphery along the transverse direction. In such a medium, rays are curved towards higher refractive indices following a sinusoidal trajectory (see figure 5.5). AURORA's GRIN lenses exhibit a refractive index distribution $n(x, y, z)$ which is similar to the transverse parabolic profile expressed by relation (5.2) and, therefore, will be used for the following discussion:

$$
n^{2}(x, y, z)=\left\{\begin{array}{cl}
n_{0}^{2}\left[1-g^{2}(z)\left(x^{2}+y^{2}\right)\right] & \text { for } r=\sqrt{x^{2}+y^{2}} \leq a, 0 \leq z \leq d  \tag{5.2}\\
1 & \text { otherwise }
\end{array}\right.
$$

Here, $n_{0}$ refers to the refractive index at the optical axis and $a$ and $d$ stand for the radius and thickness (length) of the lens, respectively. The expression $g(z)$ is the so called gradient parameter which is a slowly varying function that describes the evolution of the refractive index along the $z$-axis.

While in this definition the lens is surrounded by vacuum ( $n=1$ ), in AURORA's case the GRIN lenses are located in the CD's buffer layer, and, therefore, they will be submerged in ultrapure water. Consequently, the refractive index outside the lens will have a value of $n=1.3378$ [149] for the laser's wavelength of $\lambda=430 \mathrm{~nm}$. In contrast to ordinary lenses, GRIN optics exhibit an improved collimation performance in a medium with a higher refractive index. This behavior can be explained by the cylindrical shape, as oblique beams are refracted towards the normal if the optical density of the surrounding medium is higher than the one of the lens (Snell's Law).

[^44]Mathematically, the propagation of rays close to the optical axis ${ }^{13}$ (aligned along the $z$-axis) inside inhomogeneous and dielectric media can be studied by solving the following linear second-order differential equation:

$$
\begin{equation*}
\ddot{x}+g^{2}(z) x=0 \tag{5.3}
\end{equation*}
$$

Assuming a cylindrical and, therefore, symmetric GRIN medium, the ray equation for the $y$-coordinate follows from analogy. The dots in equation (5.3) denotes derivatives with respect to $z$.

The solution of equation (5.3) gives the position $x(z)$ and slope $\dot{x}(z)$ of a ray trajectory's point $P$. Here, the solution can be expressed as a combination of two linearly independent particular solutions which are designated as an axial ray $H_{a}(z)$ and a field ray $H_{f}(z)$ [61]. With respect to a reference plane, e.g. the input face of a GRIN lens $(z=0)$, the axial ray is defined as the paraxial ray which originates at the optical axis $\left(H_{a}(0)=0\right)$ and has a slope of $\frac{\pi}{4}\left(\dot{H}_{a}(0)=1\right)$. In contrast to that, the field ray leaves the reference plane parallel to the optical axis $\left(\dot{H}_{f}(0)=0\right)$ at the unit height $\left(H_{f}(0)=1\right)$. The general solution of equation 5.3 is given by the following relations:

$$
\begin{align*}
& x(z)=H_{f}(z) x_{0}+H_{a}(z) \dot{x}_{0}  \tag{5.4}\\
& \dot{x}(z)=\dot{H}_{f}(z) x_{0}+\dot{H}_{a}(z) \dot{x}_{0} \tag{5.5}
\end{align*}
$$

Here, the equations 5.4 and 5.5 give the position and slope for any $z$ for a ray that leaves the reference plane at the position $x_{0}$ with a slope $\dot{x}_{0}$. The general forms of $H_{a}(z), \dot{H}_{a}(z), H_{f}(z)$ and $\dot{H}_{f}(z)$ are given by the following equations:

$$
\begin{align*}
& H_{a}(z)=\frac{1}{\sqrt{g_{0} g(z)}} \sin \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right]  \tag{5.6}\\
& \dot{H}_{a}(z)=\sqrt{\frac{g(z)}{g_{0}}} \cos \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right]  \tag{5.7}\\
& H_{f}(z)=\sqrt{\frac{g_{0}}{g(z)}} \cos \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right]  \tag{5.8}\\
& \dot{H}_{f}(z)=-\sqrt{g_{0} g(z)} \sin \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right] \tag{5.9}
\end{align*}
$$

The quantity $g_{0}$ refers to the value of the gradient parameter at the reference plane.

[^45]As already mentioned AURORA's GRIN lenses are directly mounted on the fiber termination using an acrylic glue for the interface. The fiber itself illuminates the planar input face of the GRIN lens as an on-axis light source at a working distance $d_{0}=0.0 \mathrm{~mm}$. Figure 5.5 illustrates a more general case for the maximally possible acceptance angle ${ }^{14} \varphi$ of the GRIN lens for the working distance $d_{0} \neq 0.0 \mathrm{~mm}$.


Fig. 5.5 Light propagation inside a gradient-index lens
The figure shows the working principle of a gradient-index lens. Indicated by the gray color, the refractive index has a maximum value along the optical axis (center of the lens) and continuously decreases when going radially outwards. In such an optical medium oblique rays are refracted during their propagation through the lens being curved towards higher refractive indices. The result is a sinusoidal trajectory of the light beam (blue arrows). The graph is oriented towards reference [62].

Here, the optical axis of the lens is aligned along the $z$-axis. The parameters $d$ and $a$ refer to the thickness (length) and radius of the GRIN lens, respectively, while $\varphi$ stands for the acceptance angle. In addition, the parameters $a_{1}$ and $\dot{a}_{1}$ specify the maximally acceptable radius and the slope of the ray inside the lens at the transition surface. With respect to the input face, the position of the aperture stop ${ }^{15}$ is given by the distance $d_{1}$. The parameters $a_{2}$ and $\dot{a}_{2}$ refer to the radius of the illuminated spot on the output face and the related slope of the exciting ray, respectively. The quantity $d_{2}$ stands for the distance between image plane and output surface. If $d_{2}$ is negative (positive), the image will be virtual (real) and the outgoing light beam is divergent (convergent). While the angle $\varphi^{\prime}$ stands for the aperture angle of the GRIN lens, the parameters $n_{1}$ and $n_{2}$ refer to the refractive indices of the surrounding media at the input and output face, respectively.

[^46]As shown in figure 5.5, rays inside a GRIN lens are bent following a sinusoidal trajectory. The position and slope of the ray is then given by the following two equations:

$$
\begin{align*}
& x(z)=R(z) \sin \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}+\delta_{0}\right]  \tag{5.10}\\
& \dot{x}(z)=g(z) R(z) \cos \left[\int_{0}^{z} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}+\delta_{0}\right] \tag{5.11}
\end{align*}
$$

Here, the amplitude $R(z)$ and phase $\delta_{0}$ are given by the following formulas:

$$
\begin{align*}
R(z) & =\frac{\sqrt{1+\left(n_{0} g_{0} d_{0}\right)^{2}}}{n_{0} d_{0} \sqrt{g_{0} g(z)}}=\frac{\sqrt{\dot{x}_{0}^{2}+\left(g_{0} x_{0}\right)^{2}}}{\sqrt{g_{0} g(z)}}  \tag{5.12}\\
\delta_{0} & =\tan ^{-1}\left(n_{0} g_{0} d_{0}\right)=\tan ^{-1}\left(\frac{g_{0} x_{0}}{\dot{x}_{0}}\right) \tag{5.13}
\end{align*}
$$

Taking into account that only rays will be confined in the lens for which $R(z) \leq a$ with $0 \leq z \leq d$ is fulfilled, the cone of light which reaches the input face is limited. The radius of the maximally acceptable light spot on the input face is, therefore, defined by the following equation:

$$
\begin{equation*}
a_{1}=\frac{n_{0} d_{0} \sqrt{g_{0} g(z)}}{\sqrt{1+n_{0}^{2} g_{0}^{2} d_{0}^{2}}} a \tag{5.14}
\end{equation*}
$$

Consequently, the numerical aperture of the GRIN lens for the input face is given by the following formula:

$$
\begin{equation*}
\mathrm{NA}_{\mathrm{in}}=n_{1} \sin \varphi=\sqrt{\frac{a_{1}^{2}}{a_{1}^{2}+d_{0}^{2}}}=\frac{n_{0} a \sqrt{g_{0} g(z)}}{\sqrt{1+n_{0}^{2} g_{0}\left(a^{2} g(z)+d_{0}^{2} g_{0}\right)}} \tag{5.15}
\end{equation*}
$$

The evolution of the position $x_{m}(z)$ and the slope $\dot{x}_{m}(z)$ of the marginal rays inside the lens can be described by the following relations:

$$
\begin{align*}
& x_{m}(z)=a_{1} F(z)  \tag{5.16}\\
& \dot{x}_{m}(z)=a_{1} \dot{F}(z) \tag{5.17}
\end{align*}
$$

Where $F(z)$ and $\dot{F}(z)$ are given by the following definitions:

$$
\begin{equation*}
F(z)=H_{f}(z)+\frac{H_{a}(z)}{n_{0} d_{0}} \text { and } \dot{F}(z)=\dot{H}_{f}(z)+\frac{\dot{H}_{a}(z)}{n_{0} d_{0}} \tag{5.18}
\end{equation*}
$$

The distance $d_{1}$ between input face and aperture stop of the GRIN lens is defined by the following equation:

$$
\begin{equation*}
\tan \left[\int_{0}^{d_{1}} g\left(z^{\prime}\right) \mathrm{d} z^{\prime}\right]=\frac{1}{n_{0} g_{0} d_{0}} \tag{5.19}
\end{equation*}
$$

While the radius $a_{2}$ of the light spot on the output face and the related slope of the marginal ray inside the lens at the transition surface is given by the equations (5.16) and (5.17) with $z=d$, the distance $d_{2}$ between output face and image plane and the numerical aperture of the outgoing light cone is given by the following formulas:

$$
\begin{gather*}
d_{2}=-\frac{n_{2}\left(n_{1} H_{a}(d)+n_{0} d_{0} H_{f}(d)\right)}{n_{0}\left(n_{1} \dot{H}_{a}(d)+n_{0} d_{0} \dot{H}_{f}(d)\right)}  \tag{5.20}\\
\mathrm{NA}_{\mathrm{out}}=n_{2} \sin \varphi^{\prime}=\sqrt{\frac{a_{2}^{2}}{a_{2}^{2}+d_{2}^{2}}}=\frac{n_{0} a \sqrt{g(d) g(z)}}{\sqrt{1+n_{0}^{2} g(d)\left(a^{2} g(z)+d_{2}^{2} g(d)\right)}} \tag{5.21}
\end{gather*}
$$

As shown in figure 5.5, light oscillates around the axis. In case of a self-focusing (selfoc) GRIN lens the gradient parameter is constant along the $z$-axis $\left(g(z)=g_{0}\right)$ and the oscillation period is given by the following relation:

$$
\begin{equation*}
p \cdot \lambda_{\mathrm{GRIN}}=p \cdot \frac{2 \pi}{g_{0}}=d \tag{5.22}
\end{equation*}
$$

Here, the parameter $p$, designated as pitch, gives the fraction of the oscillation period $\lambda_{\text {GRIN }}$ inside the GRIN lens also determining the lens' behavior (see figure 5.6). Assuming planar input and output faces, rays from a point-like on-axis light source directly positioned on the input face will be collimated if the pitch is either $p=0.25$ or $p=0.75$. In this case the rays will leave the lens parallel to the optical axis (see figure 5.6 (a) and $5.6(\mathrm{c})$ ). For a pitch value of $p=0.5$ or $p=1.0$ the rays are focused on the output face and the light beam is divergent (see figure 5.6(b) and 5.6(d)). Consequently, a GRIN lens' behavior depends on its length. As a consequence, in order to perform typical functions as focusing or collimation, the GRIN lenses have to be designed properly. AURORA's GRIN lenses have a pitch of $p=0.25$ for a design wavelength ${ }^{16}$ of $\lambda=670 \mathrm{~nm}$ [135]. In general, due to the wavelength dependency of the refractive index $n$, chromatic aberration effects occur. Thus, light with a wavelength $\lambda \neq 670 \mathrm{~nm}$ will not be perfectly collimated if the light source is directly positioned on the input face of the GRIN lens. Fortunately, AURORA's GRIN lenses exhibit a second minimum regarding the working distance $d_{0}$ at $\lambda=440 \mathrm{~nm}$ [119]. Using equations (5.6), (5.7), (5.20) and (5.21) and taking the chromatic aberration

[^47]into account, a cone angle (double aperture angle) of $\alpha^{*}=0.26^{\circ}$ can be calculated for AURORA's lenses ( $\lambda=430 \mathrm{~nm}$ ). This result is close to the measured average value of roughly $\alpha^{*} \approx 0.24^{\circ}$. For more details see section 6.2.11.
(a)

$$
p=0.25
$$
(b)

(c)

$$
p=0.75
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(d)


Fig. 5.6 GRIN lenses and their pitch
The drawing illustrates the ray trajectory (blue arrows) inside various GRIN lenses with different pitches. Here, all lenses have planar input and output faces and the point-like on-axis light source is directly positioned on the input face. With a pitch of $p=0.25$ and $\boldsymbol{p}=\mathbf{0 . 7 5}$ an exiting light beam gets collimated while for a pitch $\boldsymbol{p}=\mathbf{0 . 5 0}$ and $\boldsymbol{p}=1.00$ the ray is focused on the output face. In the latter two cases the outgoing beam is divergent. A GRIN lens with a pitch $\boldsymbol{p}=\mathbf{1 . 0 0}$ has a length which is equal to a whole oscillation period $\lambda_{\text {GRIN }}$ (dashed, red line). The graph is oriented towards reference [62].

## Chapter 6



## A URORA-Conceptual Design

JUNO is a multipurpose neutrino detector, which is filled with around 20 kt of liquid scintillator. To accomplish its physics goals (see chapter 3), an energy resolution of at least $3 \%$ @ 1 MeV [15] is required. According to the references [15, 49], this requirement for the energy resolution is connected via equation (6.1) with the amount of photoelectrons (PEs) which are recorded during such a low energy event.

$$
\begin{equation*}
\frac{\sigma_{E}}{E}=\frac{3 \%}{\sqrt{E(\mathrm{MeV})}} \propto \frac{1}{\sqrt{N_{P E}}} \tag{6.1}
\end{equation*}
$$

Here, the quotient $\frac{\sigma_{E}}{E}$ refers to the relative energy resolution. While $E$ stands for the visible energy measured in $\mathrm{MeV}, N_{P E}$ indicates the total number of recorded PE hits.

From equation (6.1) a number of at least 1200 PEs can be derived to be able to reach the challenging energy resolution of $3 \%$. On the one hand this number depends on parameters like the quantum and collection efficiency of the PMTs as well as the PMT coverage, as these quantities determine how many photons are successfully converted into photoelectrons. On the other hand the total amount of PEs depends on the number of photons which reach the PMT array in the first place. The photon statistics themselves are primarily determined by the light yield and transparency of the LS. As already mentioned in chapter 4, for a detector with a photo-active surface over the whole solid angle, the attenuation length $L$ does not sufficiently describe the LS transparency. Here, it is more adequate to use the absorption length
$L_{a}$ and the scattering length $L_{s}$ because only absorbed photons cannot contribute to the overall budget of detected PEs anymore. Figure 6.1 shows the impact of the LS transparency on the total amount of detected PEs and, therefore, also its influence on JUNO's energy resolution.


Fig. 6.1 PE statistics for various $L$ and $L_{s}$ combinations
The histogram presents the expected amount of recorded PEs for 1 MeV neutrino events depending on the attenuation length $L$ and scattering length $L_{s}$. Here, for each $L$ and $L_{s}$ combination ten thousand electrons with a visible energy of 1 MeV were simulated, originating from the detector's center. The mean of the resulting distribution was taken as an estimate for the expected amount of PEs. The error of the mean is given by the RMS value of the individual distribution and exhibits a relative uncertainty of around 3\% for all entries. While along the black lines the value for the absorption length $L_{a}$ is constant, the red spade symbol indicates the striven location of the JUNO experiment. The official simulation framework offline (version: J19v1r1-Pre4) was used to produce this plot.

The attenuation length $L$ was varied from 15.0 m to 25.0 m in 0.5 m steps while for the scattering length $L_{s}$ values between 20.0 m and 40.0 m were considered using a step width of 0.5 m as well. Only ( $L, L_{s}$ ) value pairs with a resulting absorption length $40.0 \mathrm{~m} \leq L_{a} \leq 120.0 \mathrm{~m}$ were taken into account. This is the reason why there are no entries in the upper left and lower right corner of figure 6.1.

From the color gradient in figure 6.1 it can be easily deduced that the amount of detected PEs predominantly depends on the absorption length $L_{a}$. In contrast to that, the scattering length $L_{s}$ only plays a minor role. Here, for constant absorption lengths (along black lines) the PE yield is reduced for decreasing scattering lengths. This behavior can be explained by the effectively increasing path length. With an enlarged travel distance the chances for a photon to get absorbed by a molecule are
enhanced as well. Following a vertical line in figure 6.1 clearly shows that for a constant attenuation length $L$ different PE yields can be expected. As a consequence, for measuring the LS transparency and, therefore, for determining one crucial aspect of the energy resolution of the JUNO detector, it is mandatory to locate the exact position of JUNO's scintillator mixture in the parameter space of figure 6.1.

Furthermore, JUNO's exact location within figure 6.1 is important for JUNO's spatial resolution as well. As an increasing scattering length corresponds to a smaller number of scattering processes, the original directions of emitted photons will less alter. Hence, the uncertainty of the reconstructed vertex is automatically improved. The value of the scattering length $L_{s}$, consequently, plays here a major role and should be monitored.

In addition, up to now the optical properties of the liquid scintillator are measured mostly in small scaled experiments like tiny cuvettes or in tubes of only a few meters. On these scales, absorption effects are difficult to measure and, therefore, might be underestimated. To get a more realistic picture, measurements in objects comparable to the size of the JUNO detector are crucial. As AURORA will measure the optical properties in the detector itself, it is a perfect opportunity to get a more clear view on those parameters.

Such advanced transparency measurements will not only provide important parameters for both JUNO's energy and spatial resolution. They will also help to identify if materials like the water of the CD, the acrylic sphere or the LS itself show temporal changes in their performance due to aging effects. This kind of degradation can have several reasons. On the one hand contaminants like water bubbles or dust could enter the detector via supply pipes, increasing the probability for Mie scattering processes inside the LS volume. In addition, products of chemical reactions could introduce new absorption bands in all kind of materials (water, acrylic and LS), diminishing the overall photon statistics (see section 4.4).

In contrast to other calibration systems which normally only measure one of the three optical lengths $L, L_{s}$ or $L_{a}$, the calibration system AURORA ${ }^{1,2}$ was invented to do exactly this - measuring and monitoring the LS transparency by determining all three optical lengths $L, L_{s}$ and $L_{a}$.

[^48]In addition, the AURORA system will have the useful feature of tiltable laser beams. This will ensure that even after the filling procedure the direction of the laser beams can be corrected in order to compensate for an occurring misalignment. A useful tool in case the laser hits in its zero position (not tilted) obstacles like connection bars, acrylic nodes or the transition zone between two acrylic sheets. This feature can also be used to target an unoccupied slot of a small PMT. In this case the transparency measurement can be conducted at higher beam intensities without posing a threat to the lifetime of the primarily affected PMTs, leading to an improved signal-to-noise ratio.

This chapter will focus on the design of the calibration system AURORA and all hardware related topics. While in section 6.1 the general design is presented serving as an introduction, in the sections 6.2 and 6.3 the optical and electro-mechanical subsystems are discussed in more detail. Afterwards, section 6.4 deals with the CD interface explaining where exactly and how the AURORA system will be installed into the JUNO detector. In section 6.5, the durability and persistence of several components are shown to ensure that the system will survive the whole operation time underwater. Furthermore, several mechanical stress tests were performed. The subsequent section 6.6 presents the radioactive background contribution of those components which are located inside the CD. In the end, section 6.7 will present the self-written software control of the AURORA system.

### 6.1 AURORA's General Design

This section will just give a brief overview of AURORA's general design before in the subsequent sections the system is discussed in more detail. Figure 6.2 presents a scheme including all parts of the optical and electro-mechanical system (for pictures of the set-up see appendix B). Most of these components are located in a rack on the TT bridge. The rest of the components will be installed inside the CD.


Fig. 6.2 Overview of the AURORA system

On the one hand there is the optical system (detailed discussion in section 6.2). Its main purpose is to provide the laser light for the transparency measurement. In addition, it also manipulates the properties of the beam by cutting the continuous wave laser into short pulses, varying the pulse's final intensity and distributing them to one of the twelve endpoints in the CD. Most of the corresponding components are positioned in an optical enclosure.

On the other hand there is the electro-mechanical system (detailed discussion in section 6.3). Its main purpose is to provide a fiber termination which can be tilted for the transparency measurements if this is necessary.

In principle, all twelve lasers are pointing to the detector's center. Besides the cables which are routed along the pool's wall and the SSLS, the FTH devices with the mounted GRIN lenses are the only components which are installed in the CD. They are distributed over the whole northern hemisphere.

### 6.2 AURORA's Optical System

The following section focuses on the optical system of AURORA. It includes all optical components which are producing, shaping and guiding the laser beam in order to conduct the LS transparency measurements inside the CD. Figure 6.3 gives an overview about the optical system, showing how the single components are connected with each other.


Fig. 6.3 Scheme of the optical system
Illustrated is the scheme of AURORA's optical system, its single components and how these are connected with each other. While blue lines are indicating open laser beams, orange and yellow lines stand for light-guiding and non-light-guiding optical fibers, respectively. The green lines are electrical cables which are used to send commands from the software control to the single components and/or receive data from those elements. The red line also refers to an electrical cable which provides a communication interface between the AURORA system and JUNO's trigger.

As illustrated in figure 6.3, the optical system is using a laser diode to generate a continuous wave (cw) laser beam (blue line), operating at a wavelength of around 430 nm and a maximum intensity of 50 mW [130]. According to the emission spectrum of bis-MSB (see figure 4.7), thus, the diode covers the most important wavelength region of the scintillation light. The intensity level of 50 mW corresponds to a number of photons per time interval which is more than enough for the transparency measurement. The first component the beam passes is an iris shutter. Its main purpose is to block the laser light in case of an emergency. Here, the diaphragm can be controlled by the local computer and JUNO's trigger system. This ensures that in case of a malfunction or an occurring supernova, the beam can be immediately blocked, terminating the whole measurement. Afterwards, the beam is coupled into a fiber via a coupling unit, which basically consists of an aspheric
lens focusing the light onto the fiber's core. The fiber itself is $Y$-shaped, hence, it has one inlet and two outlets. Here, the coupled light is distributed to both outlets with a ratio of $1: 1$. On the one hand $50 \%$ of the incident light intensity is guided to a reference system to monitor the laser's power. This is important, as the PMTs in the CD must not exposed to high illumination rates. The reference system consists of a photodiode that converts the light into an electrical signal. Subsequently, an amplifier amplifies the signal strength before it is sent to an ADC. The readings of the ADC are recorded by the PC. On the other hand $50 \%$ of the incident light intensity is still available for the transparency measurement. Firstly, the cw laser is decoupled from the Y-fiber, cut into small pulses via an optical chopper (blue dashed line) and after that again coupled into another optical fiber. The signal of a cw laser would be recognized by the PMTs as an increase in their dark count rate. As a consequence, it would be difficult so separate the actual signal from the background. For a pulsed laser with a sufficiently narrow pulse width, however, the signal-to-noise ratio can be improved and successfully separated from the background. Hence, by using the optical chopper, data acquisition becomes much more efficient. In addition, in case the safety precautions fail and the laser beam still illuminates the detector interior during a supernova event, most of the recorded data will be still useful for the supernova analysis. In a pulsed mode, the laser beam is blocked most of the time anyway. Secondly, the light beam is guided through an attenuator, which is able to reduce the beam intensity by up to four orders of magnitude. This is important, as the PMTs' lifetime will be significantly reduced if they are exposed to excessively high light intensities. Afterwards, the laser light is passed on the fiber switch module. This module has one inlet and twelve outlets. With the computer it is possible to control through which outlet the laser beam exits the device. Therefore, it is convincingly simple to redirect the laser light without any mechanical adjustments. Each outlet is connected to a 100 m long fiber, which guides the laser light into the CD to a fiber termination holder (for more details see section 6.3). These holders (twelve in total) are mounted on the SSLS being distributed over the whole northern hemisphere. Here, the laser light decouples from the fiber, traversing a GRIN lens which collimates the laser beam. While ordinary lenses are not able to sufficiently collimate light underwater, GRIN lenses exhibit a gradient-index profile which permits collimation despites rather similar refractive indices between the lenses' material and the surrounding water. The following sections will present each of these optical components, discussing their specifications and performance measurements in more detail.

### 6.2.1 Laser Source

A light source is mandatory in order to be able to perform a transparency measurement. In this case a laser diode ${ }^{3}$ (LD) from the Austrian company Roithner LaserTechnik is used operating at a wavelength of $\lambda=430 \mathrm{~nm}$ [130].


Fig. 6.4 Emission spectrum of the laser diode
The graph presents the emission spectrum (blue) of the used LD. In addition, the absorption spectrum of bis-MSB (pink) and LAB's Rayleigh scattering length (red) are shown, too. While the absorption spectrum of bis-MSB relies on an actual measurement [26], the values for the Rayleigh scattering length of LAB are extracted from JUNO's simulation framework offline and only indicate an approximate data distribution [147].

Figure 6.4 presents the diode's emission spectrum ${ }^{4}$. For the LD an operation wavelength of 430 nm was chosen. The measured peak lies at $\lambda=431.1 \pm 0.8 \mathrm{~nm}$ with a spectral width of $\sigma=4.4 \pm 0.6 \mathrm{~nm}$. On the one hand this wavelength lies within the emission region of bis-MSB. Thus, the diode covers the most important spectral region of the scintillation light. Furthermore, at a wavelength of 430 nm the energy of the emitted photons is already below the lower edge of the absorption spectrum of bis-MSB, and, therefore, losses due to absorption processes should be rather rare. In general, the scintillator is characterized by a long attenuation length, as the Rayleigh scattering length (natural limit of the LS transparency) is already close to 30 m in this region. If nevertheless absorption occurred, e.g. due to aging effects which might introduce new absorption bands in this wavelength region, AURORA would have a good chance to identify this degradation (for more details see section 4.4).

[^49]In addition to its emission spectrum, the linearity and longterm stability of the LD was measured with a power meter. As the output will be constantly monitored during the transparency measurements, these properties are not of major concern. However, the performance tests have shown that the power of the LD is linearly increasing with the applied current. Furthermore, within an hour of measurement the intensity of the diode varied at their maximum output by $\frac{\sigma}{\mu} \approx 0.1 \%$. Here, $\sigma$ stands for the standard deviation of recorded intensity values and $\mu$ for the calculated mean. Consequently, the diode's performance is sufficiently stable.

### 6.2.2 Collimation Lenses

As laser diodes are normally characterized by huge aperture angles (see section 5.1), the resulting light beam has to be collimated right from the beginning. On the one hand unnecessary intensity losses can be avoided because the cross section of the beam does not increase beyond a width further optical components still could handle (e.g. acceptance angle of fiber). On the other hand the coupling itself becomes much easier when dealing with already collimated light. In AURORA's case two collimation lenses are used. Firstly, a small aspheric lens ${ }^{5}$ is directly mounted on the LD mount ${ }^{6}$. In addition, a second aspheric lens ${ }^{7}$ is used to further collimate the light beam being attached to the mount via a cage system.

[^50]
### 6.2.3 Iris Shutter

The same cage system is used to integrate the iris shutter ${ }^{8}$ into the AURORA system. It can be remotely controlled and has reaction times of around 10 ms . The main purpose of the diaphragm is to block the laser light in case of an emergency e.g. too high laser intensities because of a malfunction or in case of an occurring supernova. As the light blocking abilities of the iris are crucial, a performance test was conducted. Here, the light intensity behind the closed iris was measured with a power meter ${ }^{9}$ while the laser was turned on and off. Figure 6.5 shows the results.


Fig. 6.5 Iris shutter performance measurement
The graph illustrates the performance measurement of the iris shutter. While the upper graph shows the absolute intensity values during the measurement with the LD turned on and off, the lower graph presents the difference of these values. Here, the red band indicates the uncertainty of the calculated values.

Five measurements were conducted. In each run no significant difference between the LD being turned off and on could be observed. Here, within their uncertainty range the values are the same. Thus, the iris shutter sufficiently blocks the laser light and is suitable for its purpose.

### 6.2.4 Coupling Unit

The laser light from the LD has to be coupled into a fiber. Here, a coupling unit is used which primarily consists of an aspheric lens directly attached to a SMA

[^51]connector. The collimator ${ }^{10}$ is installed on a post via a kinematic mount ${ }^{11}$. The holder can be adjusted in $x$ - and $y$-direction. In addition, the mount is tiltable as well. This ensures an optimal adjustment in order to couple as much light as possible into the Y-fiber.

### 6.2.5 Y-Fiber

In order to be able to monitor the laser beam intensity, a constant and well known fraction of the light has to be separated from the main beam and continuously measured. For this purpose a Y-shaped fiber ${ }^{12}$ with one inlet and two outlets is used splitting up the beam by a ratio of $1: 1$.


Fig. 6.6 Performance test of Y-fiber
The graphs show the results of the $\mathbf{Y}$-fiber performance test. Here, the intensity ratio between both outlets is measured with two photodiodes five times under four different circumstances. While figure 6.6(a) presents the results for the inlet and both outlets being untouched, figure $6.6(b)$ shows how the ratio differs if the inlet is unplugged and plugged again between each measurement. Figures 6.6(c) and 6.6(d) present the results in case outlet 1 and outlet 2 are unplugged and plugged again, respectively.

It is obvious that the fiber does not split up the intensity of the beam by a ratio of $1: 1$. On the contrary, the intensity of the second outlet seems to be (at least) four

[^52]to five times higher than the intensity of the first one. However, the splitting ratio itself is of minor concern as long the ratio is stable and well known. Figure 6.6(a) clearly states that the ratio does not change if the inlet and both outlets are not touched, moved or unplugged and plugged again. Here, the ratio only differs by $0.05 \%$ from measurement to measurement. Unfortunately, after the calibration measurements (determination of the exact ratio after the system has been installed in the underground lab) one outlet has to be unplugged from one photodiode (the photodiode at the other outlet is used for the reference system and stays attached) and connected to the subsequent component of the AURORA system. In this case, the AURORA system has to deal with an uncertainty of the intensity ratio similar to the results of figure 6.6 (c) and 6.6 (d). With ratio fluctuations of $0.47 \%$ and $0.54 \%$, those are very similar and still sufficiently small. When in the end the final beam intensity is calculated which comes out at the fiber's termination (GRIN lens), a conservative estimate for the uncertainty of the beam's intensity of $0.6 \%$ (regarding the Y-fiber) should be taken into account.

### 6.2.6 Reference Beam System

The reference beam system is used to monitor the actual laser beam intensity. For that purpose a photodiode ${ }^{13}$ is connected to one of the Y-fiber's outlets transforming the optical signal into an electrical one. An amplifier ${ }^{14}$ is amplifying the photodiode signal, so it can be analyzed by an $\mathrm{ADC}^{15}$.

Firstly, the photodiode had to be calibrated in order to be able to convert its output (measured in V) back into an optical intensity (measured in W ). For this calibration measurement, AURORA's laser light was coupled into the already discussed Y-fiber, monitoring its intensity by both the photodiode and a power meter. This was done for various intensity levels, so a relation between the ADC output and the actual beam intensity could be determined. Figure 6.7(a) shows the results of this calibration measurement.

Secondly, a control measurement was performed in order to check if the intensity values determined with the ADC fit the intensity levels directly measured with the power meter. Here, the laser light was again coupled into the Y-fiber and simultaneously monitored by both the photodiode and the powermeter. Afterwards, the

[^53]calibration curve was used to convert the ADC readings into an optical intensity. The results of this control measurement are presented in figure 6.7(b).


Fig. 6.7 Calibration and control measurement of photodiode + amplifier + ADC
In figure 6.7(a) the results of the photodiode calibration measurement are presented while figure 6.7(b) shows the results of the control measurement.

As it can be seen in figure 6.7(a), the output of the photodiode-amplifier-ADC chain is proportional to the readings of the power meter. Thus, the following linear function can be used to convert the chain's results $A D C_{\text {out }}$ into a proper beam intensity $I_{b}$.

$$
\begin{equation*}
I_{b}=m \cdot A D C_{\text {out }}+b \tag{6.2}
\end{equation*}
$$

Here, $m$ refers to the slope of the linear function while $b$ stands for its intercept. According to the calibration measurement, the slope and intercept have a value of $m=1.1426 \pm 0.0133 \mu \mathrm{WmV}^{-1}$ and $b=-0.1222 \pm 0.1810 \mu \mathrm{~W}$, respectively. The reduced $\chi^{2}$ value indicates that the linear function accurately describes the data distribution. Figure 6.7(b) confirms that the conversion between the ADC output and actual intensity values sufficiently works. Here, the directly recorded values of the power meter fit the converted values of the ADC quite well. However, figure 6.7(b) shows in addition that the ADC signal exhibits small and randomly distributed spikes. As a consequence, when later on the laser beam intensity is monitored by using the photodiode, a mean calculated out of a few actual recorded intensity values (in a predetermined, short time range) should describe the current intensity value even more accurate.

Regarding the conversion of the ADC output into a beam intensity, the uncertainty of $I_{b}$ can be calculated via the Gaussian error propagation satisfying equation (6.3):

$$
\begin{equation*}
\Delta I_{b}=\sqrt{\left(A D C_{\text {out }} \cdot \Delta m\right)^{2}+\left(m \cdot \Delta A D C_{\text {out }}\right)^{2}+(\Delta b)^{2}} \tag{6.3}
\end{equation*}
$$

Taking the ADC accuracy and the errors of the fit parameters into account, the uncertainty of the calculated beam intensity (only regarding the signal conversion) is given by the following formula:

$$
\begin{equation*}
\Delta I_{b}=\sqrt{\left(A D C_{\text {out }} \cdot 0.0133\right)^{2}+\left(1.1426 \cdot\left(0.0005 A D C_{\text {out }}+0.02\right)\right)^{2}+(0.1810)^{2}} \tag{6.4}
\end{equation*}
$$

Here, the units of the voltage and intensity are given in mV and $\mu \mathrm{W}$. If the incident laser light exhibited an intensity of $500 \mu \mathrm{~W}$, the ADC output would range around 220 mV ( $1: 1$ split at the Y-fiber). The absolute uncertainty of the beam intensity would be in this case $\Delta I_{b}= \pm 2.9 \mu \mathrm{~W}$, which translates into a relative uncertainty of approximately $1.2 \%$. Here, the first term under the square root (slope of linear fit) dominates the uncertainty of the beam intensity.

### 6.2.7 Optical Bridge With Chopper

Like the inlet, the second outlet of the Y-fiber is equipped with a collimator ${ }^{16}$ of the same type. Thus, the beam decouples from the fiber traversing around 5 cm

[^54]of free space before it is coupled into a fiber again, using a third collimator ${ }^{17}$. In contrast to the other collimators, this one exhibits an FC/PC connector instead of a SMA standard. The optical performance, however, remains the same. Both collimators are fixed by kinematic mounts ${ }^{18}$ in order to ensure an accurate adjustment of the collimators minimizing the intensity loss as good as possible. In total, this optical bridge is associated with an intensity loss of $\Lambda_{o b}=1.5 \pm 0.3 \mathrm{~dB}$ [151]. To be more accurate, it is recommended to determine again the attenuation of the optical bridge after the installation of the AURORA system has been completed. Unfortunately, already minor changes in the collimators' adjustment can lead to significantly different attenuation values.

The main reason to integrate an optical bridge into the AURORA system is the use of a chopper. Its purpose is to frequently block the laser light in order to transform the cw operating mode into a pulsed one. Later on, this makes it easier to disentangle AURORA's signals from the overall background (on average 30 kHz [165]). Here, instead of a supposedly rising background level, the PMTs will see more events in a short, well-defined time window. The optical chopper ${ }^{19}$ itself consists of a motor which rotates two chopper wheels. These two blades ${ }^{20}$ have both two slots with an overall duty cycle of $50 \%$. By rotating those blades relatively to each other the final slot width can be adjusted. Besides the chopper frequency, the slot width determines the final pulse width of the laser beam.

During the transparency measurements a pulse width of $10 \mu \mathrm{~s}$ is preferable. Assuming an operation frequency of $f=200 \mathrm{~Hz}$, this would lead to a duty cycle of only $0.2 \%$. As a consequence, most of the time the laser beam would be blocked, and, therefore, the CD would not see any laser light. On the one hand this small duty cycle allows all photons to reach their final destination ${ }^{21}$ before the subsequent light pulse enters the detector. In addition, but of minor significance due to rather small fall times, the chosen duty cycle gives the overall electronics enough relaxation time. On the other hand, if the duty cycle is around $0.2 \%, 99.8 \%$ of AURORA's measurement duration the JUNO detector will not be blinded still being able to record other

[^55]events - e.g. an occurring supernova. Hence, even if the safety measures ${ }^{22}$ failed and the AURORA system continued with its transparency measurements, most of the parallelly collected data would be still usable for an analysis.


Fig. 6.8 Chopper performance measurement
The figure shows two laser pulses for different chopper settings. While in figure 6.8(a) the frequency is set to $f=160 \mathrm{~Hz}$ and the slot width to $w=1.2 \mathrm{~mm}$, in figure 6.8 (b) $f=160 \mathrm{~Hz}$ and $w=0.3 \mathrm{~mm}$. The lower and upper horizontal, red lines indicate $\mathbf{1 0 \%}$ and $90 \%$ of the total pulse depth, respectively. The vertical, green line on the left marks the start of the pulse while the second one in the middle highlights the end of the pulse rise time. Finally, the vertical, green line on the right marks the end of the laser pulse.

[^56]Figure 6.8 shows two recorded laser pulses for different settings after the beam passed the chopper. Here, the photodiode and the amplifier of AURORA's reference beam system were used to transform the optical signal into an electrical one. An oscilloscope ${ }^{23}$ was used to record the pulses. For larger slot widths the pulse looks rather rectangular (see figure 6.8(a)). However, due to rising and falling times of around $4 \mu$ s and $6 \mu \mathrm{~s}$, respectively, the used amplifier deforms these pulses, which is recognizable for shorter pulse widths (see figure 6.8(b)). In both graphs of figure 6.8 the actual start and end of the pulses (width) are marked by the vertical lines on the left and right, respectively. For a setting of $f=160 \mathrm{~Hz}$ and a slot width of $w=0.3 \mathrm{~mm}$, a pulse width of approximately $10 \mu \mathrm{~s}$ is achievable. If the frequency is increased to 200 Hz , even smaller pulse widths are realizable. However, assuming a pulse width of $10 \mu \mathrm{~s}$, the contained amount of photons in one pulse is only $1 \cdot 10^{-5}$ of the overall incident intensity.

After the installation in the underground lab, it is recommended to check the final pulse width for a given chopper frequency and slot width. Here, the chopper provides a TTL-standard trigger signal with steep flanks and a width which is similar to the optical pulse width. Using a standard oscilloscope, this trigger signal is accurate enough to be used for the calibration of the chopper.

### 6.2.8 Attenuator

For AURORA's transparency measurements, it is important to have the possibility to modify the laser beam intensity remotely in order to adjust a suitable brightness level. On the one hand enough statistics should be collected in a moderate period of time. On the other hand the laser beam intensity must not exceed a brightness level which already could represent a potential danger to the PMTs. This task is performed by the attenuator ${ }^{24}$ which was bought from the company Oz Optics.

The working principle is rather simple. Laser light which is already coupled into a fiber is guided through the inlet to a neutral density filter. This filter possesses a gradually changing optical transparency. Here, the light is decoupled from the fiber and traverses the density filter perpendicular to its gradient before it is again coupled into another fiber. Depending on the attenuator's settings, a micro motor changes the position of the filter along its gradient direction and, therefore, also the

[^57]adjusted attenuation. The laser light with the diminished intensity is then guided via the fiber to the outlet of the device.

The attenuation can be expressed by the common logarithm of the quotient of the resulting intensity $I$ and incident intensity $I_{0}$ satisfying equation (6.5):

$$
\begin{equation*}
\Lambda=-10 \cdot \log _{10}\left(\frac{I}{I_{0}}\right) \tag{6.5}
\end{equation*}
$$

With the pre-logarithmic factor -10 the resulting attenuation is given in decibels (dB) and will be of positive sign. Thus, the higher the number, the higher the actual attenuation.

A characterization measurement was carried out using AURORA's LD and a power meter. First, $I_{0}$ was measured at the attenuator's outlet for a set attenuation of $\Lambda_{s}=0.00 \mathrm{~dB}$. Then, in 2 dB steps, the attenuation was increased and the resulting intensity $I$ again measured with the power meter. Doing that for the whole attenuation range from 0.00 dB up to 40.00 dB , formula (6.5) was used to calculate the measured attenuation $\Lambda_{t}$ for each resulting intensity. Figure 6.9 shows the results of two measuring cycles and data provided by the company.


Fig. 6.9 Characterization measurement of the attenuator device
Shown is the characterization measurement of the attenuator. Here, the measured attenuation is plotted against the set attenuation. While the green data shows a measuring cycle where the intensity was reduced step-by-step, the blue data illustrates a measuring cycle where the intensity was gradually increased. The red data shows the results of a performance test carried out by the company itself.

A linear function $f(x)=m \cdot x+b$ is fitted to both performed measurements in order to find a relation between the set and measured attenuation. Here, the slope parameter $m$ had an initial value of 1.0 and could be freely selected while the intercept parameter $b$ had an initial value of 0.0 and the boundary condition to be only of positive sign. In both cases the reduced $\chi^{2}$ value is close to 1 which indicates that the data distribution is adequately described by a linear function. For both measurements the intercept has a value of $b=0.00 \pm 0.01 \mathrm{~dB}$. The slopes are slightly different and reach a value of $m_{1}=1.012 \pm 0.001$ and $m_{2}=1.016 \pm 0.001$. In order to satisfy both measuring cycles, an average slope of $m=1.014 \pm 0.003$ is taken, covering the whole range for both measurements. Consequently, the following relation between the set attenuation $\Lambda_{s}$ and the actual true attenuation $\Lambda_{t}$ is given by equation (6.6). The Gaussian error propagation was used in order to derive an error for $\Lambda_{t}$.

$$
\Lambda_{t}=m \cdot \Lambda_{s}+b \quad \Delta \Lambda_{t}=\sqrt{\left(\Lambda_{s} \cdot \Delta m\right)^{2}+\left(m \cdot \Delta \Lambda_{s}\right)^{2}+(\Delta b)^{2}}
$$

With the given values for the fit parameters and the device's accuracy the final relation translates into the following expression:

$$
\begin{equation*}
\Lambda_{t}=1.014 \cdot \Lambda_{s} \quad \Delta \Lambda_{t}=\sqrt{\left(\Lambda_{s} \cdot 0.003\right)^{2}+(1.014 \cdot 0.01)^{2}+(0.01)^{2}} \tag{6.6}
\end{equation*}
$$

For the actual LS transparency measurement performed by AURORA, $\Lambda_{t}$ will be used to calculate the correct attenuation of the laser beams. Here, $\Delta \Lambda_{t}$ will be considered as one of the uncertainties regarding the beam intensity of the laser system. In general, a small fraction of the beam intensity is lost during the coupling between an optical fiber and another component - like the inlet of the attenuator. However, due to the optimization to our needs (design wavelength of $\lambda=430 \mathrm{~nm}$, fiber's core of $50 \mu \mathrm{~m}, N A=0.12$ ), no additional intrinsic intensity loss could be observed. Otherwise the fit parameter $b$ would not be equal to zero. This is consistent with the company measurements, as these results claim that the intrinsic intensity loss is 0.00 dB as well [137, 138]. For a set attenuation $\Lambda_{s}=40.00 \pm 0.01 \mathrm{~dB}$, the resulting attenuation will be $\Lambda_{t}=40.56 \pm 0.12 \mathrm{~dB}$. As a consequence, the maximum relative uncertainty ranges around $0.3 \%$, which is rather precise.

### 6.2.9 Fiber Switch Module

After the laser light passed the attenuator, it is guided via a 1 m long optical fiber to the fiber switch module. It has one inlet and twelve outlets. The main purpose of this device is to select one of the twelve 100 m long optical fibers through which the laser
light enters the CD. There are several properties which have to be carefully studied. On the one hand the channels must not communicate with each other. Thus, if the laser light is guided through a specific channel, the neighboring channels must not see any light. This ensures that during the transparency measurements light cannot enter the detector through one of the other channels, being background for the actual measurement. In addition, the mechanical system which changes the light path inside the module should be characterized by a high reliability. Hence, the attenuation of a specific channel must not change after the channel number has been switched several times. Finally, the attenuation value of each channel has to be recorded in order to be able to calculate the final beam intensity at the fiber termination inside the CD.

During the characterization measurements no channel-channel communication could be observed. As a consequence, no self-introduced background is expected. The reliability measurements have shown that all channels are characterized by a stable performance. Figure 6.10 presents the result of the reliability measurement of channel one.


Fig. 6.10 Reliability measurement of channel one
The graph shows the result of the reliability measurement of channel one. Here, the attenuation of the channel was measured five times. Between each run the channel number was switched to another channel and then switched back to the original setting. The red line indicates the calculated mean while the red band refers to the $1 \sigma$ uncertainty environment.

Here, the fluctuation ${ }^{25}$ is around $0.04 \%$. The other channels exhibit a similar accuracy. These values are sufficiently stable for the calculation of the final beam intensity. Figure 6.11 presents the attenuation values of all twelve channels. While

[^58]the blue markers refer to another attenuation measurement campaign performed before the reliability test, the red markers show the calculated mean of the reliability measurement for each channel.


Fig. 6.11 Attenuation of all twelve fiber switch channels
The graph presents the measured attenuation value of each channel. The blue markers show the results of a single measurement while the red markers refer to the calculated mean values of the reliability performance test.

From figure 6.11 it can be derived that the optical fibers exhibit different attenuation values. Hence, when the final intensity of the laser beam is calculated, these differences should be taken into account.

### 6.2.10 100 m Optical Fiber

The 100 m long fibers ${ }^{26}$ bought from the company Leoni Fiber Optics are equipped with FC/PC connectors at both ends and posses a nylon jacket. One end is directly connected to the fiber switch module, guiding the laser light from the TT bridge into the central detector to the fiber termination holder (see section 6.3). The most important property of the optical fibers is their transparency. Usually, glass fibers are characterized by low transparency values in the blue wavelength region. As a consequence, it was not easy to find a company which provides cables of this length with a sufficiently low attenuation. Figure 6.12 presents the attenuation values of all twelve optical fibers. Here, the blue markers refer to the measurements conducted in the lab while the red markers show the results of measurements which were conducted by the Leoni company itself. As it can be seen, most of the results of the

[^59]self-conducted measurements agree with the results of the company Leoni Fiber Optics. According to the self-conducted measurements, seven out of twelve cables exhibit an attenuation of $\Lambda \leq 8 \mathrm{~dB}$. However, the rest of them exceeds this value. Four of them have an attenuation of $\Lambda>10 \mathrm{~dB}$. One of these four fibers even exceeds this limit with $\Lambda>14 \mathrm{~dB}$.


Fig. 6.12 Optical transparency measurement of the optical fibers
The graph illustrates the transparency measurement for the twelve 100 m long optical fibers from Leoni. While the blue data shows the attenuation measurements conducted in the lab, the red data shows the attenuation values determined by the Leoni company itself.

Even though these values are large, the laser intensity is still high enough to provide the necessary light for the transparency measurement. However, for the calculation of the final beam intensity, it is mandatory to know which of the 100 m long fibers is connected to which channel of the fiber switch module.

### 6.2.11 1 m Fiber With GRIN Lens

In the central detector, the 100 m fibers are connected via FC/PC mating sleeves with another type of optical fibers. These fibers ${ }^{27}$ are only 1 m long and have GRIN lenses ${ }^{28}$ directly mounted on their other end. Here, the laser is decoupled from the fibers. The GRIN ${ }^{29}$ lens is extremely fragile, therefore, a screw ${ }^{30}$ with a POM $^{31}$ tip is used to fix the lens at the fiber termination holder. A PO shrinking tube covers the

[^60]1 m fibers to protect them against mechanical stress. The lens' main purpose is to collimate the laser beam underwater. As water has a higher refractive index then air, this is normally rather challenging. However, the GRIN lens exhibits a gradient profile regarding its refractive index in order to collimate the traversing rays already inside the lens' volume (for more details see section 5.3). Therefore, GRIN lenses are suitable for underwater collimation operations.

There are two properties which are of major concern for the AURORA system. On the one hand it is important to know how much light is lost when propagating through the 1 m fiber and the GRIN lens. These values must be taken into account when the final beam intensity is calculated. On the other hand the cone angle $\alpha^{*}$ (double aperture angle $\alpha$ ) of each GRIN lens should be measured. It helps to understand how many PMTs are directly illuminated by the laser beams. Furthermore, it clarifies if a pinhole structure for a further reduction of the cone angle is necessary. Later on for the analysis, a collimated beam is preferable for the analysis algorithm to disentangle the optical lengths $L, L_{s}$ and $L_{a}$ from each other (for more details see chapter 7).

The attenuation of the 1 m fibers equipped with the GRIN lenses are in comparison to the channels of the fiber switch module and the twelve 100 m fibers negligible small. In the lab no significant intensity loss could be observed. However, for a conservative estimate an attenuation of $\Lambda=0.04 \mathrm{~dB}$ (provided by CeramOptec [124]) is considered for all twelve fiber-lens combinations.

As the refractive index value of water is higher than the value of air, the aperture angle of the laser beam is supposed to be smaller underwater. Thus, for an accurate measurement the aperture angle should be determined in a set-up which is submerged in water. Two pictures of the assembled set-up are shown in figure 6.13. For the measurement, laser light was guided through the GRIN lenses which were fixed to a mount structure. The whole construction was placed in an aquarium filled with distilled water. At a constant distance outside the aquarium the beam profiler (CCD camera) was located. In contrast to that, the distance between the GRIN lens and the aquarium glass was varied. At each distance the beam profile of the laser spot was recorded. In appendix A, a set-up scheme and a detailed derivation of the relevant formula can be found. In order to calculate the aperture angle, the recorded beam profile is cut through the spot's center into two slices - a horizontal and a vertical one (see appendix B). Afterwards, the full width at half maximum (FWHM) of both Gaussian profiles is determined. The horizontal and vertical beam
width can be transformed into a horizontal and vertical underwater aperture angle by using the following formula:

$$
\begin{equation*}
s=2 \cdot\left[D_{w} \tan \alpha+D_{g} \tan \left(\sin ^{-1}\left(\frac{n_{w}}{n_{g}} \sin \alpha\right)\right)+D_{a} \tan \left(\sin ^{-1}\left(\frac{n_{W}}{n_{a}} \sin \alpha\right)\right)\right] \tag{6.7}
\end{equation*}
$$


(a) Side view of the set-up

(b) Front view of the set-up

Fig. 6.13 Set-up of the aperture angle measurement
The figure presents two pictures of the set-up which was assembled in order to measure the aperture angle of the GRIN lenses underwater. While figure 6.13(a) shows the set-up from the side, figure 6.13(b) visualizes the front view of the assembly. Here, it is possible to observe how the blue laser light decouples from the GRIN lens.

Here, $s$ is the spot width while $\alpha$ refers to the aperture angle. The parameters $n_{w}$, $n_{g}$ and $n_{q}$ stand for the refractive indices of water, glass and air, respectively, and $D_{w}, D_{g}$ and $D_{a}$ corresponds to the beam path lengths in the same media.

Equation (6.7) is rather complex. In order to avoid the attempt to transpose this equation (direct calculation of the aperture angle $\alpha$ and, therefore, of the cone angle $\alpha^{*}$ ), the $\alpha$ value is varied until the result of $s$ matches the measured slot width.


Fig. 6.14 Cone angle measurement of one of the GRIN lenses
The figure shows the results of the cone angle measurement of one of the GRIN lenses. While the blue markers refer to the calculated aperture angles for a given path length $D$ in the distilled water, the red and green lines stand for mean values. For the calculation of the red mean value all data points had the same weight. In contrast to that, for the calculation of the green mean value the data point's values were weighted by the path length $D$ in water.

Figure 6.14 shows the results of such a measurement. Here, the resulting cone angle $\alpha^{*}$ is plotted against the beam path $D_{w}$ for the horizontal and vertical slice. For this

GRIN lens, a cone angle (FWHM) of $\alpha^{*} \sim 0.23^{\circ}$ and $\alpha^{*} \sim 0.24^{\circ}$ for the horizontal and vertical slice can be determined. These are already rather small cone angles. If only the value for the longest path length in water is considered, the final cone angle for both slices is $\alpha^{*}=0.22 \pm 0.01^{\circ}$. The conducted measurement was performed for all GRIN lenses. An overview of all results is presented in figure 6.15.


Fig. 6.15 Cone angles of all twelve GRIN lenses
The graph presents the results of the cone angle measurements for all twelve GRIN lenses. Here, the aperture angle is given for the vertical and horizontal beam width colored red and blue, respectively. In addition, the dashed, red line shows the cone angle which is predicted by the theory of GRIN optics.

Here, the mean values without weights are plotted together. They all scatter around a value of roughly $\alpha^{*} \approx 0.24^{\circ}$. In addition, the cone angle predicted by the theory (for more details see section 5.3) is indicted by the dashed, red line. Even though the theory value is close to the results of the conducted measurements, it is still too high. This could have different reasons. For the calculation of the theory value the gradient constant $g_{0}$ of the GRIN lens plays an important role. This value was extracted from a graph which shows the chromatic aberration of the GRIN lenses (see appendix B). As this data is not based on an actual measurement but follows from a dispersion model [119], there might be already some kind of systematics included, which shift the aperture angle to higher values. Another reason could be a hidden systematical uncertainty in the conducted measurement, which shifts the results to lower values.

In order to evaluate if the measured cone angle of approximately $\alpha^{*}=0.25^{\circ}$ is already sufficient, laser beams of various cone angles were simulated with the
official JUNO simulation framework offline to check on the resulting hit map patterns in the PMT array. Figure 6.16 presents the results of this study.


Fig. 6.16 Hit map pattern for various beam properties and alignments
The figure presents three different hit map patterns of a small area of JUNO's PMT array. Here, the shown area corresponds to the location which is targeted by one of AURORA's laser beams. In figure 6.16(a) the cone angle is zero and a large PMT is directly hit. In figure 6.16(b) the cone angle is zero as well. However, here an unoccupied slot of a small PMT is targeted. Figure 6.16(c) presents the hit map pattern for a laser beam with a cone angle $\alpha^{*}=0.25^{\circ}(F W H M)$ which targets again a slot of a small PMT.

Here, the laser beams have a Gaussian intensity profile and the declared cone angles. As a consequence, for a non-zero cone angle the beam intensity is dropped down to $50 \%$ of the maximum intensity under an angle of $\frac{\alpha^{*}}{2}$ (between optical axis and marginal ray). From figure 6.16(a) it can be derived that the recorded hit number is rather high if a PMT is directly hit by the beam ${ }^{32}$. However, if this beam with a zero cone angle is tilted until its maximum targets a slot of a small PMT, the recorded amount of events of the nearest PMTs drops down by around two orders of magnitude. Therefore, the hit map pattern significantly changes. However, for a laser beam with a cone angle of $\alpha^{*}=0.25$ which targets the same slot of a small PMT, the hit map pattern does not change anymore. Here, the recorded number of hits is just slightly increased. This behavior can be explained by the Gaussian intensity profile. Even though the spatial photon distribution becomes broader with an increasing cone angle, most of the photons still strike the slot of the small PMT. The hits in the neighboring PMTs are primarily caused by scattered photons. Consequently, a further reduction of the cone angle will not significantly change the situation because here the scattering processes inside the LS volume dominate the spatial distribution of the beam. As a result, a pinhole for the GRIN lenses would not have any effect on the final cone angle of the beam. Therefore, the construction of a pinhole was not realized.

[^61]
### 6.2.12 Recapitulation Of All Intensity Losses

This section summarizes all discussed intensity losses for a beam which is operating within normal parameters.

| Component | Attenuation [dB] | Uncertainty [dB] |
| :---: | :---: | :---: |
| Y-fiber | 3.01 | $\pm 0.02$ |
| Reference beam system | 0.00 | $\pm 0.05$ |
| Optical bridge | 1.5 | $\pm 0.3$ |
| Optical chopper | 50.0 | $\pm 0.5$ |
| Attenuator | 0.00 to 40.00 | $\pm 0.01$ to $\pm 0.12$ |
| Fiber switch module | 7.6378 | $\pm 0.0033$ |
| 100 m fibers | 7.89 | $\pm 0.24$ |
| 1 m fibers with GRIN lenses | 0.04 | $\pm 0.00$ |

Table 6.1 Attenuation values of AURORA's optical components
This table lists typical attenuation values of AURORA's optical components.

Here, an incident intensity of $500.0 \pm 0.1 \mu \mathrm{~W}$ is assumed. Furthermore, the Y -fiber exhibits here a split ratio of $1: 1$. The optical chopper is assumed to cut the laser beam into pulses with a width of $10 \mu \mathrm{~s}$. As a consequence, the amount of photons has to drop automatically by five orders of magnitude (treated as an attenuation). For the fiber switch module the attenuation value of the first channel is listed as its performance is located in the middle range. Similar argument holds for the 100 m fiber. Here, the value of fiber two was chosen. Unfortunately, no uncertainty for the attenuation value of the 1 m fibers is known. Thus, the listed value is assumed to exhibit no uncertainty at all. As the other listed attenuation values are much higher, this does not significantly affect the final result.

If the attenuator device is set to 0.00 dB , the final intensity of the laser will be reduced by $70.08 \pm 0.63 \mathrm{~dB}$, resulting in roughly $106.0 \pm 14.3 \cdot 10^{6}$ photons per pulse. The relative uncertainty of the final intensity is here $13.5 \%$. With an attenuator set to 40.0 dB , the final attenuation will be $110.08 \pm 0.64 \mathrm{~dB}$. In this case a $10 \mu \mathrm{~s}$ pulse would contain approximately $10.6 \pm 1.4 \cdot 10^{3}$ photons. Thus, the relative uncertainty is here $13.2 \%$.

### 6.3 AURORA's Electro-Mechanical System

The following section presents the electro-mechanical system of AURORA. If necessary, this subsystem is used to adjust the laser beam direction during the transparency measurements. On the one hand the beam direction could be altered in case the beam's path is blocked by an obstacle ${ }^{33}$. On the other hand the laser spot can be moved to an unoccupied slot of a small $\mathrm{PMT}^{34}$. In this case the transparency measurements can be conducted at higher beam intensities without posing a threat to the nearby PMTs (see section 6.2.11). Besides the reduced risk to shorten the lifetime of directly illuminated PMTs, the signal-to-noise ratio can be improved as well. Figure 6.17 illustrates the accumulated number of recorded PE hits for the entire PMT array for 200 million ${ }^{35}$ simulated photons in case an unoccupied slot of a small PMT is targeted. For the simulation, the attenuation and scattering length ${ }^{36}$ of the LS were set to $L=20.0 \mathrm{~m}$ and $L_{s}=30.0 \mathrm{~m}$, respectively. In this case the absorption length is $L_{s}=60.0 \mathrm{~m}$.


Fig. 6.17 PE hit distribution of an 1 s measurement
The graph presents the amount of PE hits of an $1 \mathbf{s}$ measurement for each PMT for the whole PMT array. Here, it was assumed that the laser beam is pulsed with a pulse width of $10 \mu \mathrm{~s}$, an operation frequency of 200 Hz and exactly one million photons per pulse. In addition, the dashed, red line indicates the average dark count rate of a large PMT. JUNO's simulation framework off line was used to produce the plot.

[^62]Here, the recorded PE hit numbers are plotted against the PMT ID numbers. The data only includes the readings of the large PMTs ${ }^{37}$. Thus, the ID number ranges between 0 and 17612 . The data distribution is rather symmetric. While the wings of the distribution refer to the readings of peripheral PMTs, the maximum in the center corresponds to the PMTs close to the insertion and exit point of the laser beam. Taking a closer look, it seems that in the center two different distributions are layered on top of each other ${ }^{38}$. The distribution with the higher count rates originates from the hemisphere where the laser spot strikes the PMT array. The distribution with the lower hit numbers corresponds to the insertion point hemisphere ${ }^{39}$. In principle, the recorded PE hits of this hemisphere originate from photons which were reflected at the acrylic sphere or backward scattered inside the water layer, the acrylic vessel or the LS volume.

It can be seen that the PMTs, which recorded the highest statistics, exhibit just enough counts to reach the dark count rate limit (red, dashed line). This clearly indicates that an amount of one million photons per pulse combined with an operation frequency of 200 Hz does not pose a threat to the PMT array, as a signal strength similar to the dark count rate is manageable for a PMT. With a pulse width of $10 \mu \mathrm{~s}$, the signal-to-noise ratio is still fine. Even for a dark count rate of 100 kHz , the expected amount of background events in such a short time window would be on average just 1. Consequently, even for the PMTs with the lowest statistics (left or right wing), the signal-to-noise ratio is already higher than 1:1 (for the comparison the PE hit numbers have to be divided by 200 while the dark count rate has to be divided by $10^{5}$ ). For the PMTs close to the laser spot ${ }^{40}$, the signal-to-noise ratio is on average 150:1. The readings for the PMTs close to the insertion point exhibit still a signal-to-noise ratio of roughly $50: 1$. This is sufficiently high enough as well. Thus, an operation frequency of 200 Hz , a pulse width of $10 \mu$ s and an intensity of one million photons per pulse meet all requirements for a smooth operation and an unproblematic data acquisition. However, from subsection 6.2.11 it can be concluded that for a directly illuminated $\mathrm{PMT}^{41}$ the recorded PE numbers are at least two orders of magnitude higher than the shown maximum in figure 6.17. With more than 15000 PE hits in a time period of only $10 \mu \mathrm{~s}$ for the whole measurement time, these settings could already shorten the lifetime of a directly targeted PMT. As a consequence, to reach convenient signal-to-noise ratios on the one hand

[^63]without exceeding the maximally tolerable amount ${ }^{42}$ of PE hits on the other hand, the AURORA system is equipped with tiltable laser beams. Figure 6.18 lists all corresponding components of the electro-mechanical system and shows how they are connected with each other to realize this useful feature.


Fig. 6.18 Scheme of the electro-mechanical system
The scheme illustrates AURORA's electro-mechanical subsystem. On the right the FTH is drawn which is able to tilt the end of the optical fiber (colored orange) and, therefore, can change the beam direction. The actuators of the FTH are piezoelectric crystals which receive their power from a piezo driver shown in the center right. This device is basically an amplifier being connected via a plug connector in the center left with a PCI-board on the left. The board itself is integrated in a PC and provides the necessary analog signals for the piezo driver.

According to figure 6.18, there are three cables ${ }^{43}$ which terminate at the $\mathrm{FTH}^{44}$. On the one hand there is one 1 m long optical fiber with a GRIN lens at its end where the laser is decoupled from. Here, the GRIN lens is fixed via a screw with a POM tip to the center of the FTH. The 1 m long optical fiber is connected to a 100 m long optical fiber which guides the laser light from the fiber switch module to the FTH (for more details read the previous subsection 6.2). On the other hand there are two 1 m long electrical cables which are connected to the piezoelectric crystals of the FTH. These two 1 m long cables are connected to two 100 m long

[^64]electrical cables which connect the FTH's actuators with their power source. This power source is an amplifier designated as piezo driver which amplifies the analog signals of a PCI-board. The board is integrated in a local computer. As the amplifier has a standard DB37 female connector as its input interface, the PCI-board's cables with their dozens of wires had to be rearranged in order to satisfy the amplifier's specifications. This rearrangement is organized inside the plug connector. Starting at the FTH and then going backwards through the electro-mechanical system, each component will be discussed in more detail in the following sections.

### 6.3.1 Fiber Termination Holder

As already mentioned, the main purpose of the electro-mechanical system is the realization of tiltable laser beams. The component which tilts the termination of the optical fiber is the FTH itself. Figure 6.19 shows both a picture of the constructed prototype and a 3D model ${ }^{45}$ designed in SOLIDWORKS.


Fig. 6.19 Design of the fiber termination holder
The figure shows the design of the FTH. While figure 6.19(a) presents a picture of the first fully functional prototype, figure 6.19(b) illustrates a 3D model of the FTH designed with SOLIDWORKS, highlighting in red the piezoelectric crystals.

Highlighted in red in figure 6.19(b), the actuators of the FTH are the most important parts in order to tilt the laser beams. The working principle of the FTH component is shown in more detail in figure 6.20. Primarily, the linear expansion/contraction of a piezoelectric element is translated into a rotary motion. Piezoelectric actuators

[^65]have the advantage that they do not generate strong magnetic fields which could influence the performance of the closely located PMTs (for more details about actuators see section 5.2; magnetic field measurements are presented in the subsequent section). Unfortunately, the typical mechanical stroke of such actuators is in the order of several tens of micrometers. Consequently, the FTH has to be accurately designed in order to be able to translate each micrometer of the stroke into a rotary motion.


Fig. 6.20 FTH - working principle
The figure presents the working principle of the FTH. Besides the piezoelectric crystal being colored red, a pin colored green and indicated by the red circle, and the rotation axis with the corresponding middle plate colored blue are drawn as well. In addition, the plate which is providing the restoringforces in order to let the FTH return into its zero position after the tilt movement is highlighted in violet. The red arrow indicates the expansion/contraction direction of the actuators if the voltage is altered. The blue and violet arrows are showing the rotary motion of the blue plate if the voltage of the piezoelectric crystal is increased or reduced, respectively.

Here, the piezoelectric crystal will expand if a voltage is applied. While expanding, the actuator pushes a pin (green component indicated by the red circle in figure 6.20) against a rotation axis. This rotation axis is connected to a plate, which will rotate as well if the pin pushes against it (blue parts in figure 6.20). According to figure 6.20, the upper (lower) part of the blue plate will rotate out of (in) the image plane if the piezoelectric crystal is expanding. To return to its zero position, additional plates (violet part in figure 6.20) are installed which provide the necessary restoring forces. The same mechanism is used to tilt the center plate but in a perpendicular direction. The second piezoelectric crystal is needed for that.

In order to ensure that AURORA's beams can be moved to an unoccupied slot of a small PMT, the minimum displacement of the laser spot along the SSLS structure should cover a length similar to the diameter of a large PMT, so 20 " or 50 cm in $\theta$ and $\phi$-direction. This requirement translates into a tilt angle $\alpha \simeq 1^{\circ}$, assuming a beam path of around 40 m . The piezoelectric crystals are able to provide a stroke of $\Lambda=48 \mu \mathrm{~m}$. As a result, a rotation of around $1^{\circ}$ can be realized if the lever arm of force of the FTH is approximately 2.75 mm long (see appendix A for more details regarding this calculation). This is why the pin's contact is located 2.5 mm away from the center of the rotation axis. A narrow pin is used to transfer the crystal's force because in this case the contact point is always clearly defined. Ball bearings made of stainless steel (type 1.4301) are used to fix the two rotation axes of the FTH. On the one hand this ensures an easy and smooth rotary motion. On the other hand the stainless steel frame of the bearings does not significantly deform. As a consequence, most of the piezo's mechanical stroke is translated into rotary motion rather than used to linearly displace the rotation axes themselves.

As the FTH will be mounted on the SSLS, it will be surrounded by water for the whole operation time of JUNO. Therefore, all assembled materials should exhibit a sufficient resistance against corrosion. This is why the metal parts of the FTH are made of stainless steel. The standard stainless steel (type 1.4301) is already suitable for an environment like distilled, ultrapure water. However, to be sure that the FTH does not corrode over the years, the stainless steel alloy of type 1.4404 with an improved resistance against corrosion is used for most of AURORA's parts. Here, the addition of molybdenum causes the higher resistance against corrosion. Around $2 \%$ of the alloy (stainless steel type 1.4404) is molybdenum. The exact chemical composition of the standard stainless steel 1.4301 and the stainless steel types $1.4401 / 1.4404$ are listed in table 6.2. The alloy 1.4401 is presented as well because this stainless steel type will be used for the SSLS of the CD. Except for a
small difference in the carbon content, the stainless steel types 1.4401 and 1.4404 are the same. The lower carbon content further reduces the steel's tendency to oxidize.

| Elements | Stainless Steel - Material Number |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1.4301 | 1.4401 | 1.4404 |  |
| C | $\leq 0.070$ | $\leq 0.070$ | $\leq 0.030$ | 0.023 |
| Si | $\leq 1.000$ | $\leq 1.000$ | $\leq 1.000$ | 0.410 |
| Mn | $\leq 2.000$ | $\leq 2.000$ | $\leq 2.000$ | 1.800 |
| P | $\leq 0.050$ | $\leq 0.045$ | $\leq 0.045$ | 0.038 |
| N | - | $\leq 0.100$ | $\leq 0.110$ | 0.083 |
| S | $\leq 0.020$ | $0.015-0.030$ | $0.015-0.030$ | 0.022 |
| Cr | $17.500-19.500$ | $16.500-18.500$ | $16.500-18.500$ | 17.020 |
| Mo | - | $2.000-2.500$ | $2.000-2.500$ | 2.020 |
| Ni | $8.000-10.500$ | $10.000-13.000$ | $10.000-13.000$ | 10.020 |

Table 6.2 Chemical composition of stainless steel types [100, 127, 131, 133]
Listed are the chemical compositions of three different alloys - the standard stainless steel 1.4301, the stainless steel 1.4401 which is used in the JUNO experiment for the SSLS and the almost similar stainless steel 1.4404 which will be used for AURORA's components. The last column is divided into two subcolumns. While the left one lists the standard values for the chemical composition, the right one presents the measurement results of an alloy sample from the THRESS company, which will provide the stainless steel for AURORA.

However, the FTH prototype (see figure 6.19(a)) is made of stainless steel 1.4301. The mechanical properties of 1.4301 should hardly differ from 1.4404, thus, the prototype is expected to behave like the final twelve FTH devices. The prototype's performance was tested in air and later on underwater ${ }^{46}$. In order to evaluate the performance of the FTH, laser light is guided through a 1 m long optical fiber with a GRIN lens mounted on its end. This lens is fixed to the central plate of the FTH. A CCD camera is monitoring the position of the laser spot at a distance of only 1 cm while not more than 140 V are applied to the piezoelectric crystals via the piezo driver. Figure 6.21 presents the results of the underwater performance measurement. Firstly, taking into account that each pixel of the CCD camera covers an area of $5.5 \times 5.5 \mu \mathrm{~m}^{2}$ and the distance between light source and detector is just 1 cm , the maximum tilt angle for the horizontal and vertical displacement is $1.0^{\circ}$ and

[^66]$1.1^{\circ}$, respectively. Thus, the FTH prototype meets the requirement. Secondly, the four blue markers at the top left show that the zero position varies from run to run. In contrast to that, if a voltage is applied to the actuators and the FTH is inclined, the uncertainty of the spot's position becomes insignificantly small. It is most likely that the larger uncertainty of the zero position is a result of the retaining forces which normally fix the spot's position and are here at their minimum. It can be concluded that, except for the zero position, the FTH's performance is characterized by a high repeatability. This could be helpful for the adjustment of the laser beam direction during the transparency measurements. Once an unoccupied slot of a small PMT is targeted, the corresponding voltage levels of the piezoelectric crystals can be used for subsequent measurements as well. Thirdly, the laser spot's displacement for one direction is not entirely disentangled from the other direction. Otherwise the angle $\zeta$ should be exactly $90.0^{\circ}$ instead of the measured $81.2^{\circ}$. However, this does not diminish the FTH functionality, as the area the laser spot covers remains the same. In addition, further measurements have shown that for both directions the resulting tilt angle is proportional to the applied voltage.


Fig. 6.21 FTH - performance measurement
The figure presents the FTH prototype's underwater performance measurement. Here, each blue marker refers to the position of the laser spot's center for a specific voltage being applied to the piezoelectric crystals. The red marker is the calculated mean, taking all four blue marker's position at the top left into account. Here, the voltage level of both piezos is set to zero. The other blue markers indicate the laser spot's position of a tilted beam if the maximum possible voltage is applied to one or both actuators.

All in all, the performance of the FTH meets the requirements. If necessary, the laser spot can be moved along the detectors inner surface in order to target a small PMT slot or bypass an obstacle like a node of the support structure.

### 6.3.2 Piezoelectric Crystals

As the piezoelectric crystals ${ }^{47}$ are the key components of the FTH, this section will focus on their characteristics and performance. AURORA's actuators are made of lead zirconium titanate, which is a common piezoelectric ceramic (for more details see section 5.2). This kind of material is extremely vulnerable to water, and, therefore, it is associated with a reduction in its durability when it is exposed even to low humidity. In order to provide piezoelectric elements for underwater applications, the manufacturer CeramTec produces actuators in a stainless steel casing, which are hermetically sealed. The bought customized solution is a cylindrical actuator with a diameter $\varnothing=13 \mathrm{~mm}$, a length $L=43 \mathrm{~mm}$, a maximum blocking force of $F=1300 \mathrm{~N}$, a maximum applicable voltage of $V_{\max }=140 \mathrm{~V}$ and a maximum resulting stroke of $\Delta L_{\text {max }}=48 \mu \mathrm{~m}$ [20]. According to [79], the actuator's casing is made of the two stainless steel alloys -1.4305 and 1.4571. Their exact chemical composition is listed in the following table.

| Elements | Stainless Steel - Material Number |  |
| :---: | :---: | :---: |
|  | 1.4305 | 1.4571 |
| C | $\leq 0.100$ | $\leq 0.080$ |
| Si | $\leq 1.000$ | $\leq 1.000$ |
| Mn | $\leq 2.000$ | $\leq 2.000$ |
| P | $\leq 0.045$ | $\leq 0.045$ |
| N | $\leq 0.100$ | - |
| S | $0.015-0.350$ | $0.015-0.030$ |
| Cr | $17.000-19.000$ | $16.500-18.500$ |
| Mo | - | $2.000-2.500$ |
| Ni | $8.000-10.000$ | $10.500-13.500$ |
| Ti | - | $0.400-0.700$ |
| Cu | $\leq 1.000$ | - |

Table 6.3 Used stainless steel types for the actuators [79, 132, 136]
The table lists the chemical composition of the two stainless steel alloys which are used for the piezoelectric crystal's stainless steel casing.

While the top and bottom plate are made of stainless steel 1.4305, the bellow structure of the shell surface is made of the second alloy - stainless steel 1.4571. The first alloy exhibits a resistance against corrosion which is similar to the standard

[^67]stainless steel 1.4301. In contrast to that, the bellow part of the piezo-ceramic, which is actually exposed to water, has a resistance against corrosion which is similar to the stainless steel types 1.4401 and 1.4404 [136]. All in all, the chemical and electromechanical properties of the sealed actuator indicate that this ceramic is suitable for AURORA's purpose. However, as the piezoelectric crystals will be located close to the PMTs, it was mandatory to check if they generate an external magnetic field, which could influence the PMT's performance. Hence, the magnetic flux density of an operating piezoelectric crystal was measured. The tests were performed at the highest applicable voltage values.


Fig. 6.22 Piezoelectric crystal's B-field - Hall probe
The histogram presents the result of the first magnetic flux density measurement, which was performed with a $16 \times 16$ hall probe array. Here, each pixel refers to a single hall probe. While the color code stands for the strength of the $B_{z}$ component of the $B$-field, the red frame indicates the position and orientation of the piezoelectric crystal.

Figure 6.22 shows nothing but statistical fluctuations and noise. Consequently, if there is an external B-field, its signal is too weak to be recorded by this device. With a sensitivity of around $10 \mu \mathrm{~T}$ this result did not ensure that the actuator did not exceed the maximally allowed limit of $5 \mu \mathrm{~T}(10 \%$ of the Earth's magnetic field in Central Europe; limit was set by the JUNO collaboration [156]). Thus, the external field was measured a second time with a Foerster probe. This probe does not have a sensor array, therefore, it cannot provide the same spatial resolution as the previous used hall probe. However, the Foerster probe is characterized by a much higher sensitivity recognizing magnetic flux densities down to 0.1 nT . The sensor was attached to different positions of the piezoelectric crystal's casing. Neither at the top/bottom nor at the shell surface the magnetic flux density generated by
the actuator exceeded a value of 10 nT (see figure 6.23). As a consequence, the piezo-ceramic meets the requirements regarding the maximally allowed magnetic flux density.


Fig. 6.23 Piezoelectric crystal's B-field - Foerster probe
The pictures show the analog display of the Foerster probe. While figure 6.23(a) presents the display before 140 V were applied to the piezoelectric crystal, figure 6.23(b) shows the moment when the actuator was activated and the floating current was at its maximum. The settings refer to the red scale during the measurement. Here, the 30 at the scale's end stands for $0.3 \mu \mathrm{~T}$.

In addition, the piezoelectric crystals were checked whether they expand by approximately $50 \mu \mathrm{~m}$ if a voltage of 140 V is applied. Here, a standard digital caliper with an accuracy of $\pm 5 \mu \mathrm{~m}$ was used. Each actuator passed the performance test.

### 6.3.3 100 m Electrical Cable

The voltage which is applied to the piezoelectric crystals is provided by the amplifier. As the amplifier is located on the TT bridge, there are around 100 m long electrical cables which connect the actuators with the amplifier. To be more precise, a 1 m long cable is directly attached to the pins of the piezo-ceramic and sealed with an epoxy resin. The other end of the cable is equipped with a waterproof connector. After the FTH is mounted on the SSLS, these 1 m long cables will be connected with the 100 m long cables which are equipped with the same type of waterproof connector. It is the $A X O N$ company which produced these cables ${ }^{48}$ - the same company which also produces the cables for the small PMTs. Figure 6.24 illustrates the schematic cross section of an acquired AXON cable. The center of the AXON cable consists of a twisted pair of conductors. Here, stranded wires made of tin plated copper are used. The resistance of the cable is $R=11.79 \Omega$ per 100 m . Extruded FEP was used as an insulator. In addition to the two cores, $2 \times 4$ water blocking yarns are added to the

[^68]cable's center in order to ensure that the cable exhibits a sufficiently round shape. This is important for a homogeneous distribution of the water blocking powder on the shield braid's surface. The shield braid is also made of plated copper and covers the whole cable's center. Serving as a safety measure, the water blocking powder becomes an extremely viscous liquid when it has contact with water curing after only a few seconds. This ensures that the electrical cable can seal itself in case the jacket material is damaged. An HDPE jacket is extruded on the shield resulting in a cable with a final diameter of $\varnothing=2.95 \mathrm{~mm}$ [134].


Fig. 6.24 AXON cable's cross section
The figure illustrates the cross section of the electrical cables which are provided by the AXON company. The scheme is oriented towards reference [134].

To ensure that the connectors of the AXON cables are waterproof and can withstand an overpressure ${ }^{49}$ of around 5 bar, the AXON company tested the waterproofness of their cables. For that purpose, ten cables with a male connector were plugged into ten other cables with a female connector and submerged in a tank filled with water. After that, the vessel was pressurized with an overpressure of 8 bar for exactly one hour. Subsequently, the cables were visually checked for leakages or any other damages. In addition, the insulator's resistance was measured as well. Here, the resistance should not be smaller than $500 \mathrm{M} \Omega$ per 250 Vdc for 0.5 s . According to [144], the connectors, and with them the AXON cables themselves, passed the underwater tests. It can be concluded that the cables meet the requirements for longterm operations underwater.

[^69]
### 6.3.4 Piezoelectric Crystal Driver

The piezoelectric crystals need for their maximum mechanical stroke a voltage of 140 V . Unfortunately, the PCI-board inside the computer can only provide voltages up to 10 V . Thus, the analog voltage signals from the PCI-board have to be amplified. This is done by the so called piezo driver ${ }^{50}$. Figures 6.25 and 6.26 show the input and output interface of the amplifier, presenting which pin refers to which channel and what kind of signal is applied.


Fig. 6.25 Pin assignment of the amplifier input interface
The figure shows the pin assignment of the amplifier input interface. Here, the yellow and green pins indicate channels of type ANALOG and GROUND, respectively. In addition, the gray pin is of type NC (not connected) while the blue and red pin is of type DIGITAL.


Fig. 6.26 Pin assignment of the amplifier output interface
The figure shows the pin assignment of the amplifier output interface. Here, the yellow and orange pins indicate channels with positive and negative analog outputs. The green pins refer to outputs of type GROUND. In addition, the red and blue pins stand for positive and negative high voltage signals (for driving benders).

Each analog signal at the input interface is amplified by a factor of 20 . Here, the amplifier can handle both positive and negative voltage levels. The peak current of the output channels does not exceed 75 mA . Figure 6.27 exemplarily presents the amplifier's performance measurement. The results of the other channels look rather similar (see graphs in appendix B). In all cases the input voltage is successively amplified by a factor of 20 . The recorded discrepancies are in the order of $0.1 \%$. In addition, during the performance tests of the FTH no vibration of the piezoelectric

[^70]crystals could be observed. As a consequence, the voltage levels of the amplifier are obviously stable enough. Thus, the piezo driver is suitable to control the actuators of the FTH components.


Fig. 6.27 Performance of the first analog channel of the amplifier
Shown is the performance measurement of the amplifier's first channel. Due to the small differences between the set voltage (times an amplification factor of 20) and measured voltage at the amplifier channel, the graph is divided into two subgraphs. The upper graph shows the measured voltages plotted against the set voltages while the lower graph shows the absolute deviation between the set voltage (times 20) and the measured voltage. The light red band indicates the uncertainty range of the measurement.

### 6.3.5 PCI-Board And Plug Connector

The actual source of the analog signals which are amplified by the piezo driver in order to control the actuators of the FTH is the PCI-board ${ }^{51}$, being installed in a local computer. The PCI-board exhibits 32 analog channels which can provide a signal of $\pm 10 \mathrm{~V}$. In addition, the analog output device also has 8 digital channels with a logical voltage level of +5 V [128]. The output channels are accessible via two connectors. The first one provides the analog channels 1-8 and digital channels 1-8 while the second output interface is connected to the analog channels 9-32. As the PCI-board has two connectors, two cables are required to get full access to the board's features. Here, the two cables ${ }^{52}$ were offered by the same company. Unfortunately, the piezo driver interface has a different standard requiring one

[^71]DB37 connector instead of two SHC68-NT-S connectors (see pin assignment in the previous section). Consequently, the wires of the two cables had to be rearranged and organized in one DB37 connector. This is done in AURORA's plug connector. Figure 6.28 shows the self-constructed adapter.


Fig. 6.28 AURORA's Plug Connetcor
The three pictures show the self-constructed adapter in order to connect the PCI-board with the piezo driver. While figure 6.28(a) and 6.28(b) show the back and front panel of the plug connector, figure 6.28(c) presents the interior of the adapter.

The two SHC68-NT-S cables provide in total 136 insulated copper wires while the DB37 connector just needs 37 wires ${ }^{53}$ to be connected with. Thus, most of the wires do not have to be connected, and, therefore, they are insulated by red insulation tape (see figure 6.28(c)). In order to reduce the mechanical stress on the two SHC68-NT-S cables, they are fixed by clamps. Even though the cable routing inside the

[^72]adapter looks slightly chaotic, the pin numbers of the DB37 connector and the corresponding wires of the SHC68-NT-S cables are sorted by the wire's color and listed in table 6.4.

| Pin No. | Wire Color | Type | Pin No. | Wire Color | Type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | white-blue | ANALOG | 20 | violet-tan | ANALOG |
| 2 | white-yellow | ANALOG | 21 | white-yellow | ANALOG |
| 3 | violet-tan | ANALOG | 22 | yellow-tan | ANALOG |
| 4 | white-pink | ANALOG | 23 | blue-tan | ANALOG |
| 5 | white-gray | ANALOG | 24 | green-tan | ANALOG |
| 6 | white-tan | ANALOG | 25 | orange-tan | ANALOG |
| 7 | white-green | ANALOG | 26 | pink-tan | ANALOG |
| 8 | pink-blue | ANALOG | 27 | tan-brown | ANALOG |
| 9 | pink-gray | ANALOG | 28 | yellow-pink | ANALOG |
| 10 | pink-violet | ANALOG | 29 | orange-pink | ANALOG |
| 11 | pink-green | ANALOG | 30 | yellow-orange | ANALOG |
| 12 | pink-blue | ANALOG | 31 | orange-green | ANALOG |
| 13 | white-green | ANALOG | 32 | orange-blue | ANALOG |
| 14 | white-brown | ANALOG | 33 | pink-green | GROUND |
| 15 | white-tan | ANALOG | 34 | green-pink | GROUND |
| 16 | white-violet | ANALOG | 35 |  | NC |
| 17 | white-gray | ANALOG | 36 | green-tan | DIGITAL |
| 18 | white-pink | ANALOG | 37 | orange-tan | DIGITAL |
| 19 | white-orange | ANALOG | - | - | - |
|  |  |  |  |  |  |

Table 6.4 Cabling of the self-constructed plug connector
The table above shows which wires of the two bought SHC68-NT-S cables are used for the self-designed plug connector. The wire color refers to the color code of the used wire. There are 32 channels (1-32) of type ANALOG and two channels (36-37) of type DIGITAL. While the analog channels can provide any voltage between -10 V and +10 V , the digital channels only provide a logical signal of 0 V or +5 V. In addition, the plug connector has two channels of type GROUND which define the 0 V level, and one channel of type NC which stands for not connected.

As it can be seen in figure 6.29, in comparison to the input interface of the amplifier (see figure 6.25) the pin assignment of the plug connector is mirrored in order to ensure a perfect match between those two interfaces. Similar to the amplifier, each channel of the PCI-board, also including all eight digital channels, were checked for their functionality. As an example, figure 6.30 shows the results of the first analog and digital channel.


Fig. 6.29 Pin assignment of the self-designed plug connector
The illustration above shows the pin assignment of the self-designed plug connector. The pins with the numbers from 1 to 32 (yellow) are transmitting the analog signals of the PCI-board. Here, the voltage can vary between -10 V and +10 V . The pins 33 and 34 are of type GROUND (green) and define the $0 V$ level of the plug connector. While pin 35 is not connected (gray), pins 36 and 37 are of type DIGITAL and can provide logical signals with 0 V or 5 V levels. Via pin 36 (blue), a channel-wide disable command can be provided. With pin 37 (red), the LED of the overload indicator can be activated.

As the amplifier already works perfectly fine, it is obvious that the PCI-board has to operate within normal parameters as well. However, for the sake of completeness, the measurements of the first analog and digital channel are presented here nevertheless. The results of the other channels are rather similar (see appendix B). All in all, AURORA's electro-mechanical system is in good shape and fully functional.


Fig. 6.30 Performance measurements of the PCI-board
Shown are the performance measurement of the first analog and digital channel of the PCI-board. The upper graphs show the measured voltages while the lower graphs show the absolute deviation between the measured and the expected voltages.

### 6.4 AURORA's Installation

While the previous sections of this chapter focused on the design of the AURORA system itself, this section will present its installation location, the CD interface, the cabling's threading and the overall integration procedure.

### 6.4.1 Installation Location

The AURORA system has two different installation locations - the TT bridge and the SSLS of the CD. Figure 6.31 shows a technical drawing of the underground lab. Here, important areas, regarding installation and storage, are highlighted in red.


Fig. 6.31 Technical drawing of the underground laboratory [84]
The figure shows a technical drawing of the underground laboratory. Besides the two electronics rooms ER1 \& ER2 and the CD, the slope tunnel, the unloading area and the installation hall (IH) are highlighted in red as well.

AURORA's CD components, the FTH and all related parts like the piezoelectric crystals and the GRIN lenses, will be installed in the PMT array. Here, each FTH will
occupy a slot of a small PMT. Furthermore, the electrical cables from AXON and the optical fibers from Leoni will be threaded through metallic bellows and guided along the SSLS and the water pool's wall, connecting their termination at the FTH with their electrical power and light source, respectively. Due to the similarities with the installation of the small PMTs, the original plan foresaw that AURORA's non-CD components should be stored in one of the electronics rooms (see figure 6.31). However, in one of the racks on the TT bridge was still enough free space to store the remaining components. As a consequence, all non-CD devices will be directly located on top of the CD in a rack on the TT bridge. This has two advantages. On the one hand AURORA's cabling can be organized much easier, as the optical fibers and the electrical cables do not have to be laid through the whole underground laboratory. On the other hand this shortcut minimizes the danger for the cabling of being damaged. The twelve different FTH components are distributed over the whole northern hemisphere of the detector. Figure 6.32 illustrates the installation locations of the FTH devices on the SSLS.


Fig. 6.32 Installation location of AURORA's CD components
The drawing shows the installation location of the fiber termination holders at the SSLS indicated by the red circles. While figure 6.32(a) illustrates the view onto the CD from the top, figure 6.32(b) shows the CD from the side. The blue numbers refer to the orientation of the chosen coordinate system.

The presented top view in figure 6.32(a) explicitly illustrates that three FTH devices are always installed at one specific polar angle $\theta$ while the azimuth angles $\phi$ between these three components differs by $120^{\circ}$. These pairs of three FTH components are
installed at four different polar angles. The exact coordinates are listed in table 6.5. Here, the FTH locations are given in both Cartesian and spherical coordinates.

| FTH No. | Cartesian Coordinates |  |  | Spherical Coordinates |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{X}[\mathrm{mm}]$ | $\mathrm{Y}[\mathrm{mm}]$ | $\mathrm{Z}[\mathrm{mm}]$ | $R[\mathrm{~mm}]$ | $\phi\left[{ }^{\circ}\right]$ | $\theta\left[{ }^{\circ}\right]$ |
| $1^{\text {st }}$ | 139 | 4677 | 18811 | 19384 | 88.3 | 14.0 |
| $2^{\text {nd }}$ | -5843 | 11226 | 14682 | 19384 | 117.5 | 40.8 |
| $3^{\text {rd }}$ | -15516 | 8335 | 8094 | 19384 | 151.8 | 65.3 |
| $4^{\text {th }}$ | -19380 | -361 | -96 | 19384 | 181.1 | 90.3 |
| $5^{\text {th }}$ | -4029 | 2380 | 18811 | 19384 | 210.6 | 14.0 |
| $6^{\text {th }}$ | -5996 | -11146 | 14682 | 19384 | 241.7 | 40.8 |
| $7^{\text {th }}$ | 360 | -17610 | 8094 | 19384 | 271.2 | 65.3 |
| $8^{\text {th }}$ | 10003 | -16603 | -96 | 19384 | 301.1 | 90.3 |
| $9^{\text {th }}$ | 4387 | -1629 | 18811 | 19384 | 339.6 | 14.0 |
| $10^{\text {th }}$ | 12651 | -366 | 14682 | 19384 | 358.3 | 40.8 |
| $11^{\text {th }}$ | 15683 | 8016 | 8094 | 19384 | 27.1 | 65.3 |
| $12^{\text {th }}$ | 9377 | 16965 | -96 | 19384 | 61.1 | 90.3 |

Table 6.5 Installation location of AURORA's CD components
This tables lists the exact location of the fiber termination holders at the SSLS in both Cartesian and spherical coordinates.

The pairs of the three FTH devices offer the advantage that in case of a malfunction (damage during installation or general failure) there are still two modules which can perform a transparency measurement under the same polar angle. In addition, if an obstacle influences the path of one beam, two other beams will be able to take over. Furthermore, this concept offers the opportunity to compare the results and cross check the collected data. If the findings significantly differ from each other, this could be a hint for unknown effects which might influence the data taking in general. Even though toy MC studies have shown that the expected temperature gradient ${ }^{54}$ of two degrees Celsius [161] inside the CD will not be recognizable by AURORA, also here a cross check between different polar angles might help to reveal hidden effects which might influence the photon propagation inside the CD and, therefore, influence data taking and later on event reconstruction algorithms.

[^73]
### 6.4.2 Interface Design

The interface between the FTH components and the SSLS structure of the CD is rather simple and only consists of three connecting bars and springs. Figure 6.33 illustrates the design of the mechanical interface in more detail.


Fig. 6.33 AURORA's interface with the SSLS
The figure presents AURORA's interface with the SSLS of the CD. While figure 6.33(a) shows the connecting parts of the interface in more detail (highlighted in red), figure 6.33(b) illustrates the integration of the FTH onto the SSLS structure.

Indicated in red, figure 6.33(a) shows the connecting parts of the AURORA interface. Those are three bars which are arranged in a circle around the position of the GRIN lens holder in the center of the FTH. This ensures that the laser beam is also centered relatively to the holder tube of the 3" PMTs (green plates in figure 6.33(b); not occupied by small PMT) through which the laser beam will enter the inner volume of the CD. Furthermore, two of the three bars are shaped like cranks. With this feature, it is possible to compensate an occurring misalignment of the FTH by slewing the termination along the opening of the small PMT holder. In case the laser beam already enters the holder of the small PMT at the center of the opening but is somehow tilted and, thus, not parallel aligned to the holder tube, the inclination angle of the FTH can be altered as well. For that purpose each connecting part has a spring between the FTH and the bar. By tightening the screws which connect the bars with the FTH, the length of these springs are varied and with it the inclination angle. The other end of the bars are connected with the holders of the small PMTs. In figure 6.33(b) it is possible to see three holes in the holder structure of the small PMTs. Through these holes the connecting screws are threaded.

### 6.4.3 Threading Of 100 m Cables

Before the 100 m cables can be installed, they have to be threaded through metallic bellows in order to protect them against mechanical loads during the installation procedure. The threading itself will be done in China at the bellow company. However, in order to check if it is possible to thread two electrical cables from AXON and one optical fiber from Leoni through the bellow without damaging the fiber, some threading tests were already performed in Mainz. Figure 6.34 presents important details regarding the threading procedure.


Fig. 6.34 Threading of cabling
The figure illustrates the threading procedure of AURORA's cables. While figure 6.34(a) presents the threading head which is used to thread the cables through the bellow, figure 6.34(b) shows the threading process itself during one of the threading tests.

For the threading a so called threading head was designed and constructed (see figure 6.34(a)) in Mainz. Its main purpose is to simplify the threading on the one hand and reduce the danger for the optical fiber to be damaged during the procedure on the other hand. The tip of the threading head exhibits a thread. Here, a hook or a screw with a ring (see figure 6.34 (b)) can be installed. This makes it easier to connect the treading head with the wire which will be used to thread the cables through the bellow. The other end of the threading head has a standard FC/PC connector. As a consequence, the optical fiber can be directly connected to the threading head. This minimizes the chances that the optical fiber is kinked during the threading. Furthermore, the threading head has a hole through which a second wire can be threaded. This wire is used to fix the two electrical cables from AXON. Figure 6.34(b) shows a picture from one of the threading tests. Here, the cable is pulled from left to right (thick, white arrow) via a wire. Besides the black optical fiber, the two white electrical cables can be seen as well. For the threading tests one 2 m long optical test fiber and two 2 m long electrical test cables from AXON were threaded through a 1.5 m long test bellow ${ }^{55} 100$ times. The fiber's attenuation $\Lambda$ was measured before

[^74]and after the threading. With $\Lambda_{\text {before }}=0.25 \pm 0.04$ and $\Lambda_{\text {after }}=0.23 \pm 0.04$, no significant change in its performance could be observed. Consequently, the threading tests have shown that the fiber can be successfully threaded through the bellow with the designed threading head.

Before the threading in China, a flange will be welded on one end of the bellow. Later on, this end will be located close to the FTH. Even though the electrical cables from AXON are waterproof, the flange presents a second safety measure in order to prevent water from entering.

(a) Bellow flange - outside

(b) Bellow flange - inside

Fig. 6.35 Bellow flange
The figure presents the design of the bellow flange - figure 6.35(a) from outside and figure 6.35(b) from inside.

As shown in figure 6.35 , the flange is equipped with a clamp. This clamp will connect the bellow with the FTH interface (see figure 6.36). Two O-rings made of Teflon are used to seal the flange. In addition, similar to the pins of the piezoelectric crystals, an epoxy resin will be used to seal the cable feed-throughs.


Fig. 6.36 Bellow \& FTH interface
The figure presents the bellow and its connection with the FTH interface.

### 6.4.4 Integration Procedure

As already mentioned before, the non-CD components will be stored in a rack on the TT bridge. After these parts are assembled and calibrated, there are two further tasks to accomplish. On the one hand the FTH devices have to be mounted on the SSLS structure. On the other hand AURORA's electrical cables and optical fibers (inside the metallic bellows) have to be routed.


Fig. 6.37 Installation of AURORA's CD components [77]
The figure illustrates two important steps of AURORA's installation. While figure 6.37(a) presents the integration procedure of a PMT module equipped with five large PMTs, figure 6.37 (b) shows the subsequent installation of the cable routing.

During the installation phase five or six large PMTs are grouped together into one module (PMT row in figure 6.37(a)). This is done inside the installation hall (see figure 6.31). While the large PMTs are integrated, FTH components will be mounted on the holder structure of the small PMTs. During this step the beam direction of the FTH devices has to be aligned as adequate as possible before the whole module is transported to the CD and mounted on the SSLS structure. After the integration of the PMT modules, the bellows with the cables are routed (see figure 6.37(b)) connecting the 100 m cables with the 1 m long cables which are already fixed to the FTH (piezoelectric crystals and GRIN lens). The last integration step is the final performance test. On the one hand it is mandatory to check if the optical fiber was not damaged during the installation process. On the other hand, even though low-pass filters should successfully suppress the noise of the dirty ground, it is important to check if the electrical cables are in contact with the SSLS, as this could spoil the clean ground of the CD.

### 6.5 AURORA's Aging Tests

In the sections 6.1, 6.2 and 6.3, it was already presented that some parts of the AURORA system will be installed directly in the CD. Thus, they will be submerged in water and remain there for the whole operation time of JUNO. As these components cannot be replaced in case they are malfunctioning, their durability, resistance against corrosion and general aging behavior have to be investigated. Firstly, mechanical stress tests regarding the electrical cables from AXON will be shown in section 6.5.1 before section 6.5.2 focuses on the underwater persistence and resistance against corrosion of various components.

### 6.5.1 Mechanical Stress Tests

During the installation procedure AURORA's cables will be exposed to mechanical stress. For the optical fibers the bend radius should never be smaller than the minimum bend radius of 5 cm . In general, these optical fibers are made of silica glass, and, therefore, they are fragile. Consequently, these cables have to be handled with care. In contrast to that, the electrical cables are more robust. However, their mechanical resistance should be studied in order to know what kind of load they can withstand.

Firstly, an AXON cable was always repeatedly bent at the same position. Here, the minimal bend radius was approximately 1 cm . After 100 bend cycles, low voltage DC signals were sent through the bent cable while being submerged in a glass filled with distilled water. Parallel to that the same DC signal was sent through a reference cable which had not been bent at all (also submerged in water). Both signals were monitored with an oscilloscope. In case of a reduced performance or cable breakage, the DC level of the bent cable should change. In addition, the electric conductance of the distilled water was measured with a conductivity meter. This ensured that even micro-fractures in the cable's jacket could be immediately recognized, as fractions of the AXON cable's sealing powder (directly located under the jacket) would solve in water and, hence, increase its conductance. These work steps were repeated ten times until the AXON cable had been bent one thousand times in total. While figure 6.38 shows the bend procedure of the stress test, figure 6.39 presents the results of the study. There is a difference of 8 mV between the DC levels of the bent and unbent cable. This can be explained by different connectivities, as this property varies from cable to cable. However, for the stress test only changes relative to the start values are of importance. Here, it turns out that the performance of the
bent cable stayed constant during the whole stress test. Even after one thousand bend cycles the DC signal did not significantly change.


Fig. 6.38 Bend stress test of the AXON cable
The two pictures show two stages of the bend stress test. While figure 6.38(a) shows the electrical cable before the stress test, figure 6.38(b) illustrates the bent cable during the procedure with a minimum bend radius of around 1 cm .

The conductance measurement only shows a small increase. This is not caused by micro-fractions and the sealing powder being dissolved in the water, as in this case a higher jump in the electric conductance would have been recorded. It can be explained by polar dust particles which are adsorbed by the cable's wet surface after putting it out of the glass.


Fig. 6.39 Results of the bend stress test
The graph shows the results of the bend stress test. Here, the voltage levels of the bent and unbent cables (first y-axis colored blue) and the electric conductance (second $y$-axis colored red) are plotted against the number of bend cycles ( $x$-axis colored black).

It can be concluded that excessive bending neither harms the HDPE jacket nor the copper core of the electrical cable.

Secondly, another AXON cable was repeatedly folded at the same position to estimate its mechanical resistance to this kind of load. After ten times of folding, a DC signal was sent through the folded and an untreated cable (serves as reference). In addition, the electric conductance test was performed (see paragraph above) to look for fractures in the cable's jacket. In total 60 folding cycles were performed.


Fig. 6.40 Folding stress test of the AXON cable
Picture 6.40(a) shows the cable during its first folding cycle while picture 6.40(b) illustrates the jacket's status after 60 folding cycles have been completed.


Fig. 6.41 Results of the folding stress test
The graph presents the results of the folding stress test. Here, the voltage levels of the treated and untreated cables (first y-axis colored blue) and the electric conductance (second y-axis colored red) are plotted against the number offolding cycles (x-axis colored black).

Figure 6.40 shows visual checks of the AXON cable during the folding stress test. Because of the extremely small bend radius, folding exposes the cable to higher mechanical loads than bending with a minimum bend radius of 1 cm does. As it can be seen in figure 6.40 (b), at a certain point the jacket of the electrical cable was damaged. A clear crack could be observed after 20 folding cycles. Figure 6.40 shows the results of the folding stress test. The level of the DC test signal did not change. Thus, it can be concluded that the core of the folded cable was not seriously damaged during the stress test. However, the jump in the water's electric conductance shows that the jacket was harmed during the first ten folding cycles (not recognized during the visual check). In general, folding is more harmful than ordinary bending. Already a few kinks lead to cracks in the cable's jacket. Consequently, during the installation procedure also the electrical cables should be handled with care.

Thirdly, the self-sealing feature of an AXON cable was studied by cutting its jacket. Here, the dry cable's jacket was cut one time and then submerged in a glass filled with distilled water. Similar to the first two stress tests, a DC signal was sent through both the sample and a reference cable. In addition the water's electric conductance was measured. After that, the wet jacket of the AXON cable was cut a second time.


Fig. 6.42 Cut stress test of the AXON cable
Picture 6.42(a) shows the cable's jacket before its first cut while 6.42(b) presents the jacket's status after the cable has been cut. Here, the cut position is indicated by the red circle.

Figure 6.42 shows two different stages of the cut stress test. After the cable was cut and submerged in the glass filled with water, a white layer was formed at the cut position sealing the leakage. Figure 6.43 presents the results of this third stress test. As it can be seen, the performance of the cable did not change after cutting the jacket of the cable. Here, the DC levels of both the sample and the reference cable stay stable. In contrast to that, a clear jump in the water's electric conductance can
be observed after the first cut. After the second cut the conductance level did not significantly change. This can be explained by the jacket's moisture, as the sealing powder needs contact with water in order to seal an occurring leakage. While after the first cut the cable was still dry and, therefore, the sealing mechanism did not promptly work (some powder was probably dissolved in water), the cable's jacket was already wet during the second cut and no further contaminants were added to the water volume.


Fig. 6.43 Results of the cut stress test
The graph presents the results of the cut stress test. Here, the voltage levels of the treated and untreated cables (first y-axis colored blue) and the electric conductance (second $y$-axis colored red) are plotted against the number of folding cycles (x-axis colored black).

From this third stress test can be concluded that minor damages to the cable's jacket do not influence the performance of the cable. Furthermore, it could be demonstrated that the self-sealing mechanism of the AXON cable is working.

### 6.5.2 Accelerated Aging Underwater

As AURORA's CD components cannot be replaced during the operation time of JUNO, their resistance against corrosion and their general aging behavior in water should be investigated. In order to estimate if a material can survive the operation period underwater, it should be artificially aged under similar conditions. Following the law of Arrhenius, the velocity of a chemical reaction depends on the present temperature [59]. As a consequence, aging itself (caused by chemical reactions) can be accelerated by increasing the material's temperature, initiating thermal deterioration. AURORA's components are submerged in water, hence, the following aging tests were performed in water as well. To be more precise, AURORA's samples were
simmered in distilled water. For a period of eight weeks the samples were visually checked each week at the same day and approximately around the same time. In addition, the electric conductance of the water was measured. As most of the investigated polymers are normally produced via ionic polymerization [28, 55, 92], thermal deterioration will add ionic molecule fragments to the water which increases its electric conductance. A similar effect will lead to an increased electric conductance level if a metal component starts to corrode.

According to reference [109], for most of the polymers and plastics the following formula sufficiently describes the accelerated aging. As water is an excellent oxidizer, the same formula is used as an conservative lower limit for the accelerated aging (regarding corrosion) of metal components.

$$
\begin{equation*}
t_{\text {aged }}=t_{\text {sim }} \cdot 2^{\frac{T_{s}-T_{0}}{10 \mathrm{C}}} \tag{6.8}
\end{equation*}
$$

Here, $t_{\text {sim }}$ stands for the time a sample is simmered in distilled water while $t_{\text {aged }}$ represents the corresponding accelerated age. The parameters $T_{0}$ refers to the temperature of the standardized conditions under which the sample would have normally aged $-e . g .20^{\circ} \mathrm{C} . T_{s}$ is the actual simmering temperature, which was set to $80^{\circ} \mathrm{C}$. Hence, after eight weeks an artificial aging of around 10.7 a is realized.

Firstly, the aging test of the AXON cable is presented. Figure 6.44 shows the cable's jacket before and after the eight weeks of simmering. The visual check did not reveal any deterioration of the HDPE material, as the surface became neither rough nor brittle. The HDPE's color did not change as well.


Fig. 6.44 Aging test of the AXON cable
Picture 6.44(a) shows the cable's jacket before the aging test started while picture 6.44(b) presents the result of the visual check after the aging test was completed.

After each week the performance of the AXON cable was evaluated. Similar to the mechanical stress tests, a low voltage DC signal was sent through the sample cable and an untreated cable as reference. The recorded voltage levels and the electric conductance values of the water in which the AXON cable was simmered are shown in figure 6.45.


Fig. 6.45 Results of the aging test of the AXON cable
The graph presents the results of the aging test. Here, the voltage levels of a simmered and untreated cable (first $y$-axis colored blue) and the electric conductance of the water (second y-axis colored red) are plotted against the number of weeks the sample cable had been simmered ( $x$-axis colored black).

Both the voltage values and the electric conductance ${ }^{56}$ level are rather constant. For an HDPE sample, a more or less stable electric conductance level is not surprising because HDPE is produced via radical polymerization. Therefore, primarily no ionic additives were expected. However, taking the results of the visual check into account, it can be concluded that the AXON cable's performance did not significantly change. Consequently, the AXON cable passed the aging test.

Secondly, the aging test of the optical fiber from Leoni is presented. Here, only changes in the nylon jacket were of primary concern, as the silica glass (core of fiber) is not expected to change its properties underwater over time. In contrast to that, nylon is known to be slightly hygroscopic. Hence, it was not clear if the material might be harmed in case of a long-term exposure to water. Figure 6.46 presents the results of the visual check which was conducted during the aging test.

[^75]In general, the material and surface properties of the nylon jacket did not change. The nylon became neither rough nor brittle. Also the color did not change.


Fig. 6.46 Aging test of the Leoni fiber
Picture 6.46(a) shows the fiber's jacket before the aging test started while picture 6.46(b) presents the result of the visual check after the aging test was completed.

The results of the actual aging test are shown in figure 6.47. While the thickness of the fiber did not significantly change (hygroscopic effect seems to be negligible), the electric conductance increased a lot. As nylon is produced via ionic polymerization, this polymer adds ionic molecule fragments to the water volume when its structure is cracked during the aging. As a consequence, the electric conductance is quickly increasing.


Fig. 6.47 Results of the aging test of the Leoni fiber
The graph presents the results of the aging test. Here, the fiber's thickness (first y-axis colored blue) and the electric conductance of the water (second y-axis colored red) are plotted against the number of weeks the fiber had been simmered (x-axis colored black).

Even though the electric conductance level increased a lot over the eight weeks of simmering, the visual check and the measurement regarding the fiber's thickness did not show any sign of degradation. Hence, also the optical fiber from Leoni Fiber Optics passed the aging test.

Thirdly, the aging test of the POM screw is presented. As the screws are made of stainless steel 1.4301 (standard) and not 1.4401 or 1.4404, it was not completely sure if the screws started to corrode. In addition, the behavior of the POM tip underwater was not known as well. Figure 6.48 shows the results of the visual check.


Fig. 6.48 Aging test of the POM screw
Picture 6.48(a) shows the screws before the aging test started while picture 6.48(b) presents the result of the visual check after the aging test was completed.

The visual check did not reveal any degradation. The POM tip became neither rough nor brittle. Also the color did not change. As a consequence, it seems that the POM withstood the accelerated aging of around 10.7 a . In addition, also the stainless steel remained unchanged and did not show any sign of corrosion. Figure 6.49 shows the results of the actual aging measurement. Here, it can be seen that the electric conductance was slowly increasing during the eight weeks of simmering. This is probably a result of the visual check, as for that purpose the screws were put out of the glass. Ionic impurities can be easily adsorbed by the wet surface of the screw. When the screws were again submerged in the water glass, these impurities dissolved in the water resulting in slightly increasing its electric conductance. However, in comparison to the optical fiber of Leoni, the electric conductance values range on a much lower level. Consequently, the measurement confirms the results of the visual check. Therefore, also the POM screws passed the aging test.


Fig. 6.49 Results of the aging test of the POM screw
The graph presents the results of the aging test. Here, the electric conductance of the water is plotted against the number of weeks the screw had been simmered.

Fourthly, the aging test of the PO shrinking tube is presented. Similar to POM, the behavior of PO underwater, especially for a period comparable to JUNO's operation time, was not known.


Fig. 6.50 Aging test of the PO shrinking tube
Picture 6.50(a) shows the PO shrinking tube before the aging test started while picture 6.50(b) presents the result of the visual check after the aging test had been completed.

In comparison to the other components, the visual check of the PO shrinking tube was less promising. Here, the color changed and during the 8 weeks of simmering a slight yellowness appeared. Normally, this is a sign for a chemical reaction - most likely thermal deterioration. However, the PO tube's surface became neither rough nor brittle. In contrast to that, the PO kept its flexibility. Thus, the color change
can be regarded as insignificant. Figure 6.51 presents the results of the actual aging measurement. The graph shows a continuously increasing electric conductance. In comparison to the optical fiber from Leoni, the PO values are still one order of magnitude smaller. In addition, PO is also produced by ionic polymerization. Consequently, even lower deterioration rates could already explain a moderate increase of the electric conductance. This confirms the result of the visual check regarding the color change. However, as the tube kept its flexibility and did not show any sign of being close to falling apart, the PO tube passed the aging test as well.


Fig. 6.51 Results of the aging test of the PO shrinking tube
The graph presents the results of the aging test. Here, the electric conductance of the water is plotted against the number of weeks the PO shrinking tube had been simmered.

Even though some of the studied components have shown small indications of thermal deterioration, all tested parts of the AURORA system passed the aging test. Neither the metal components started to corrode nor the used polymers became rough and brittle. They sufficiently kept their performance. As a consequence, all parts of the AURORA system which will be submerged in the CD's water layer are, therefore, expected to survive the whole operation time.

### 6.6 AURORA's Radioactive Background Contribution

The following section presents AURORA's contribution to the overall radioactive background. Here, the radioactive budget was either measured or conservatively estimated. These studies are important, as each radioactive decay diminishes the signal-to-noise ratio or even mimic neutrino interactions inside the LS volume.

### 6.6.1 Stainless Steel Of FTH And Interface

The FTH and its interface to the CD will be made of stainless steel. With its installation location close to the PMTs and, thus, close to the acrylic sphere, radioactive radiation could initiate electron cascades inside the PMTs which lead to an diminished signal-to-noise ratio. In addition, $\gamma$ rays could enter the acrylic sphere, delocalize shell electrons of LS molecules and fake neutrino events by irradiating scintillation light. Consequently, the radioactivity of the bought stainless steel had to be studied. Table 6.6 lists the results of a gamma spectroscopy screening.

| Isotope | Activity [Bq/kg] |
| :---: | :---: |
| ${ }^{232} \mathrm{Th}$ | - |
| ${ }^{228} \mathrm{Ac}$ | $<0.09$ |
| ${ }^{208} \mathrm{Tl}$ | $<0.08$ |
| ${ }^{238} \mathrm{U}$ | - |
| ${ }^{226} \mathrm{Ra}$ | $<0.70$ |
| ${ }^{214} \mathrm{Bi}$ | $<0.06$ |
| ${ }^{235} \mathrm{U}$ | $<0.10$ |
| ${ }^{40} \mathrm{~K}$ | $<0.50$ |
| ${ }^{60} \mathrm{Co}$ | $<0.01$ |
| ${ }^{137} \mathrm{Cs}$ | $<0.01$ |

Table 6.6 Gamma spectroscopy results of a THRESS stainless steel sample [111]
Shown is the result of a gamma spectroscopy of a stainless steel sample sent from the company THRESS, which will provide the alloy for AURORA's components. Due to the high radio-purity, only upper limits (90\% C.L.) are listed. For the measurement, 20 stainless steel cylinders with a diameter of 2 cm and a height of 3 cm were used. The total mass was 1.5 kg . The analysis was performed by our Italian colleague Monica Sisti ${ }^{57}$, using an HPGe detector.

[^76]In order to estimate the ${ }^{222} \mathrm{Rn}$ pollution originating from the THRESS stainless steel, the specific activity values of the uranium series ${ }^{58}$ isotopes should be carefully checked. Those are the isotopes ${ }^{226} \mathrm{Ra}$ and ${ }^{214} \mathrm{Bi}$. On the one hand only upper limits are listed, and, therefore, the true radioactivity for the two isotopes will be less. On the other hand ${ }^{226} \mathrm{Ra}$ and ${ }^{214} \mathrm{Bi}$ are in a secular equilibrium. Consequently, the specific activity levels should be similar. Taking these aspects into account, the specific activity of ${ }^{214} \mathrm{Bi}$ presents a more adequate estimate for the radon activity of the stainless steel sample. Here, the upper limit is $60 \mathrm{mBq} \mathrm{kg}^{-1}$. In the end, around 12 kg of stainless steel will be used to construct all components of the AURORA system which will be located inside the central detector. This leads to the upper limit of an overall radon activity of around 720 mBq . Assuming that the whole radon content emanates from the stainless steel ${ }^{59}$ and distributes homogeneously inside the water volume of the central detector, the upper limit for the radon pollution contribution is around $21 \mu \mathrm{~Bq} \mathrm{~m}^{-3}$. Considering the contribution of around $10 \mathrm{mBq} \mathrm{m}^{-3}$ [163] from the rest of the stainless steel support structure, AURORA's contribution is negligible.

### 6.6.2 Piezoelectric Crystals

In principle the piezoelectric crystals are part of the FTH as well. However, because of the more complex chemical composition they will be separately discussed in the following section.

According to [20], the piezoelectric material of the crystals is made of lead zirconium titanate (PZT). Hence, this compound primarily contains lead, zirconium, titanium, oxygen and silicone isotopes. Table 6.7 lists all naturally occurring isotopes. In addition, their relative abundances are presented as well. While the non-radioactive isotopes are marked as stable, the radioactive isotopes exhibit additional information like the half life time $t_{1 / 2}$, the possible decay channels, the related $Q$-value and the resulting daughter nuclei. Fortunately, most of the listed isotopes are stable, thus, they do not contribute to the radioactive background inside the CD. However, there are three different radioactive isotopes whose decay chains have to be carefully studied. Firstly, ${ }^{96} \mathrm{Zr}$ occurs with a relative abundance of only $2.80 \%$. This zirconium isotope undergoes a double $\beta$ decay (see figure 6.52) which is characterized by an extremely high half life time of $t_{1 / 2}=24 \cdot 10^{18} \mathrm{a}$. Taking into account that the weight of a single piezoelectric crystal is less than 20 g and the abundance and activity of

[^77]${ }^{96} \mathrm{Zr}$ in this material is rather low, the radioactive contribution of this isotope pose no threat. Furthermore, the daughter nucleus ${ }^{96} \mathrm{Mo}$ is stable. Consequently, no further radioactive decays occur.

| Isotope | Abundance [\%] | Half Life $t_{1 / 2}$ | Decay | Q-Value [MeV] | Product |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{16} \mathrm{O}$ | 99.76 | stable |  |  |  |
| ${ }^{17} \mathrm{O}$ | 0.04 | stable |  |  |  |
| ${ }^{18} \mathrm{O}$ | 0.20 | stable |  |  |  |
| ${ }^{28} \mathrm{Si}$ | 92.23 | stable |  |  |  |
| ${ }^{29} \mathrm{Si}$ | 4.67 | stable |  |  |  |
| ${ }^{30} \mathrm{Si}$ | 3.10 | stable |  |  |  |
| ${ }^{46} \mathrm{Ti}$ | 8.00 | stable |  |  |  |
| ${ }^{47} \mathrm{Ti}$ | 7.30 | stable |  |  |  |
| ${ }^{48} \mathrm{Ti}$ | 73.80 | stable |  |  |  |
| ${ }^{49} \mathrm{Ti}$ | 5.50 | stable |  |  |  |
| ${ }^{50} \mathrm{Ti}$ | 5.40 | stable |  |  |  |
| ${ }^{90} \mathrm{Zr}$ | 51.45 | stable |  |  |  |
| ${ }^{91} \mathrm{Zr}$ | 11.22 | stable |  |  |  |
| ${ }^{92} \mathrm{Zr}$ | 17.15 | stable |  |  |  |
| ${ }^{94} \mathrm{Zr}$ | 17.38 | stable |  |  |  |
| ${ }^{96} \mathrm{Zr}$ | 2.80 | $24 \cdot 10^{18} \mathrm{a}$ | $\beta^{-} \beta^{-}$ | 3.350 | ${ }^{96} \mathrm{Mo}$ |
| ${ }^{204} \mathrm{~Pb}$ | 1.40 | $1.4 \cdot 10^{17} \mathrm{a}$ | $\alpha$ | 2.186 | ${ }^{200} \mathrm{Hg}$ |
| ${ }^{206} \mathrm{~Pb}$ | 24.10 | stable |  |  |  |
| ${ }^{207} \mathrm{~Pb}$ | 22.10 | stable |  |  |  |
| ${ }^{208} \mathrm{~Pb}$ | 52.40 | stable |  |  |  |
| ${ }^{210} \mathrm{~Pb}$ | trace | 22.3 a | $\alpha$ | 3.720 | ${ }^{206} \mathrm{Hg}$ |
|  |  |  | $\beta^{-}$ | 0.064 | ${ }^{210} \mathrm{Bi}$ |

Table 6.7 Piezo crystal's radiochemical composition [140]
The table lists all isotopes which might be present in a typical PZT compound. In addition to the relative abundances, details like the half life time $t_{1 / 2}$, occurring decay channels, $Q$-values and resulting daughter nuclei (if isotope is radioactive) are mentioned as well.

Secondly, ${ }^{204} \mathrm{~Pb}$ occurs with a relative abundance of $1.40 \%$. This lead isotope undergoes an $\alpha$ decay (see figure 6.53) which is characterized by a long half life time of $t_{1 / 2}=1.4 \cdot 10^{17} \mathrm{a}$. Regarding the abundance and the activity of this isotope, ${ }^{204} \mathrm{~Pb}$ does not contribute much to the overall radioactive background as well. The daugh-
ter nucleus is ${ }^{200} \mathrm{Hg}$ and also stable. As a consequence, the radioactive chain comes already to an end here.


Fig. 6.52 Decay scheme of ${ }^{96} \mathrm{Zr}$
The scheme illustrates the decay scheme of the isotope ${ }^{96} \mathrm{Zr}$. Here, the only possible decay mode is a transition from ${ }^{96} \mathrm{Zr}$ to ${ }^{96} \mathrm{Mo}$ via a double beta decay. The $\mathbf{Q}$-value of this decay mode is 3.350 MeV and represents the maximally possible kinetic energy of the emitted $\beta$-particles [141].


Fig. 6.53 Decay scheme of ${ }^{204} \mathrm{~Pb}$
Shown is the decay scheme of the isotope ${ }^{204} \mathrm{~Pb}$. Here, the transition is moderated by an $\alpha$ decay with a Q-value of 2.186 MeV [142].

Finally, ${ }^{210} \mathrm{~Pb}$ which is just a trace element. This lead isotope can undergo both $\alpha$ and $\beta$ decays characterized by a moderate half life time $t_{1 / 2}=22.3 \mathrm{a}$. As both daughter
nuclei are again unstable, the decay scheme is more complex in comparison to ${ }^{96} \mathrm{Zr}$ and ${ }^{204} \mathrm{~Pb}$. Figure 6.54 presents all possible decay channels until the stable isotope ${ }^{206} \mathrm{~Pb}$ is reached.


Fig. 6.54 Decay scheme of ${ }^{210} \mathrm{~Pb}$
Illustrated is the decay scheme of the isotope ${ }^{210} \mathrm{~Pb}$. Here, the blue and red colors refer to $\alpha$ and $\beta$ decays, respectively. While the blue energy values define the actual energy of the emitted $\alpha$-particles, the red energy values only represent the maximally possible energy of the released $\beta$-particles. Excited states which are involved in the decay chain are also displayed in the scheme. The transitions between excited and ground state and the released $\gamma$ energies are indicated by the black arrows and energy values, respectively [143].

Even though the relative abundance is rather small and the isotope only exhibits a moderate half life time, the successive decays should be carefully checked to evaluate if the ${ }^{210} \mathrm{~Pb}$ content might pose a threat to the radio-purity of the JUNO detector.

From the decay schemes shown in figures 6.52, 6.53 and 6.54 it follows that the energy of the emitted $\alpha$-, $\beta$ - and $\gamma$-particles does not exceed $5.304 \mathrm{MeV}, 3.350 \mathrm{MeV}$ and 1.166 MeV , respectively. While for those energies $\alpha$ - and $\beta$-particles have a maximal range of 0.5 cm and 2.0 cm [73] before they are completely absorbed by the surrounding absorber material ${ }^{60}$ between piezoelectric crystals and acrylic sphere, $\gamma$ radiation in principle is just diminished in its intensity and could still excite liquid scintillator molecules behind the acrylic sphere. The intensity loss for a narrow $\gamma$ beam in a medium can be described by an exponential decay law satisfying the following equation:

$$
\begin{equation*}
I(x)=I_{0} \cdot e^{-\mu \cdot x} \tag{6.9}
\end{equation*}
$$

Here, $I_{0}$ stands for the initial intensity of the $\gamma$ source ${ }^{61}, \mu$ is the linear attenuation coefficient and depends on the medium properties, $x$ is the path length inside the absorber medium and $I(x)$ is the beam intensity after traveling the distance $x$ inside the absorber medium.

With a linear attenuation coefficient of $\mu=0.0706 \mathrm{~cm}^{-1}$ [72] for a $1 \mathrm{MeV} \gamma$-particle in water, the intensity of the most severe $\gamma$ source will be already reduced down to $7.4 \cdot 10^{-5} \%$ after 2 m in water. Here, it was assumed that the value for $\mu$ is a constant and does not depend on the particle's energy. In fact, the value for $\mu$ will increase with a decreasing particle energy [71], resulting in even faster intensity losses. In addition, the $\gamma$-particles have to cross the stainless steel hull of the piezoelectric crystals on the one hand and to traverse the acrylic sphere on the other hand in order to reach the liquid scintillator. Consequently, the intensity of the $\gamma$ radiation will be further reduced. As already mentioned, ${ }^{210} \mathrm{~Pb}$ is a trace element and a single piezoelectric crystal weights less than 20 g . Taking all these aspects into account, the contribution of the ceramic material of the piezoelectric crystals to the overall background rates is negligible.

[^78]
### 6.6.3 Radon Emanation From AXON Cables

The AURORA system is making use of 24 AXON cables in order to provide the necessary voltage for the piezoelectric crystals, which are integrated in the FTH. These coaxial cables are 100 m [134] long and with the high density polyethylene (HDPE) jacket around 3 mm [134] thick. The weight of the cables is around $14 \mathrm{~g} \mathrm{~m}^{-1}$ [134]. Consequently, one cable has a mass of around 1.4 kg . Taking into account that 24 cables are used, the total mass is 33.6 kg . At IHEP an HDPE sample was screened. The results show a ${ }^{238} \mathrm{U}$ content of around $(8.06 \pm 3.23) \mathrm{ppb}$ [164] which translates into a specific activity ${ }^{62}$ of around $(100 \pm 40) \mathrm{mBq} \mathrm{kg}^{-1}$. With a total mass of 33.6 kg this leads to an overall activity of $(3.36 \pm 1.34) \mathrm{Bq}$. If we assume that the radon and uranium isotopes are in a secular equilibrium, the radon and uranium activity should be the same. With the attempt to do a conservative estimate, full radon emanation is assumed. The cables are covered by bellows and have no direct contact to JUNO's water pool. However, in a worst case scenario (leakage) a homogeneous and complete distribution of radon inside the 35 kt water pool [49] filled with ultrapure water is assumed. In this case AURORA's AXON cables only contribute around $0.096 \mathrm{mBq} \mathrm{m}^{-3}$ to the overall radioactive background, which is three orders of magnitude below JUNO's radon pollution limit for water of $200 \mathrm{mBq} \mathrm{m}^{-3}$ [163]. Consequently, AURORA's electrical cables do not pose a threat to JUNO's radiopurity requirements.

### 6.6.4 Radon Emanation From Optical Fibers

In addition to the 24 AXON cables, twelve optical fibers from the company Leonie Fiber Optics are used in order to guide the laser light from the TT bridge into the central detector. These silica glass fibers are also 100 m [64] long and equipped with a nylon jacket, which is around 4 mm [64] thick. The weight of one fiber was determined to be around $6.8 \mathrm{~g} \mathrm{~m}^{-1}$, which translates into a total mass of around 8.2 kg including all twelve cables. A survey conducted by the Borexino collaboration investigated the ${ }^{238} \mathrm{U}$ contamination levels of several nylon samples in order to find a suitable nylon manufacturer for their nylon balloon. For industrial nylon an average uranium content of around $1 \mathrm{ppb}[30,104]$ could be determined. This would translate into a specific activity of around $12 \mathrm{mBq} \mathrm{kg}^{-1}$ for uranium. Repeating the assumptions and calculation steps presented in section 6.6.3, the radon contri-

[^79]bution of the optical fibers is around $0.003 \mathrm{mBq} \mathrm{m}^{-3}$, which is even five orders of magnitude below JUNO's radon pollution limit for water and, therefore, negligible.

### 6.6.5 Epoxy Resin

An epoxy resin will be used in order to insulate the pins of the piezoelectric crystals after they have been connected to the electrical cable from AXON. In addition, the same epoxy resin will be used to seal the feed-through at the flanges of the bellows (see section 6.4). Even though epoxy resins are a useful tool to sufficiently insulate and seal a huge variety of components, they are also characterized by higher rates of radioactivity. As a consequence, their contribution to JUNO's radioactive background has to be carefully studied. AURORA's epoxy resin ${ }^{63}$ is bought from the MasterBond company. In total, around 0.5 kg of the resin is needed to seal all critical parts of the AURORA system. Assuming that the contribution of the resin should be smaller than one thousandth of the maximum radon pollution limit of $200 \mathrm{mBq} \mathrm{m}^{-3}$, the specific activity of the resin should not exceed $14 \mathrm{~Bq} \mathrm{~kg}^{-1}$. This is a moderate value. However, by the time this thesis will be handed in, a screening is ongoing being performed by our colleagues in Munich. If the test results show that the specific activity exceeds the calculated limit, another epoxy resin will be used.

[^80]
### 6.7 AURORA's Software Control

In the previous sections each detail of AURORA has been presented. As this calibration system consists of several components, it makes sense to provide a software control which allows the communication with all these devices rather than trying to control all parts manually. In addition, this offers the opportunity to operate the system via remote access. In contrast to the detector control system (DCS) of JUNO, AURORA's software is written in LabVIEW ${ }^{64}$ and not in EPICS ${ }^{65}$. This is the reason why the current software control cannot actively communicate with the DCS. Instead, only a passive communication (see section 6.7.1) is available. Even though the software control already provides all features which are necessary to perform the foreseen transparency measurements, a future version which implements an EPICS interface in order to establish a two-way-communication is desirable. However, in the scope of this thesis the integration of AURORA's software control into JUNO's DCS was not possible. As a consequence, section 6.7 .1 will focus on the current software control version while section 6.7.2 deals with possible future features which will ensure an active communication with JUNO's DCS on the one hand and an easier handling during AURORA's transparency measurements on the other hand.

### 6.7.1 Current Features

The features of the current version are illustrated in figure 6.55, which presents the GUI of AURORA's software control. Firstly, on the left the figure shows the fiber termination holder array. Here, the voltage levels of each piezoelectric crystal can be adjusted. In order to alter the laser beam direction inside the CD, an FTH component has two piezoelectric crystals. That is why two of them are always grouped together. By increasing the voltage levels, the FTH will tilt the holder of the GRIN lens and, therefore, change the direction of the laser beam. For safety precautions, the software does not allow to exceed a maximum voltage of 140 V , as higher voltages are not tolerated by the piezoelectric crystals. However, if for any other reason an overload at the piezo driver (amplifier) occurs, the green control lamp OVERLOAD lights up. In this case all voltage levels can be immediately set to zero by pushing the red DISABLE CHs button. Secondly, in the center the GUI shows the control panel for the laser beam array. Here, the fiber can be chosen through which the laser light enters the CD. A green control lamp indicates which channel is currently activated. Thirdly, on the top right the figure presents the control of the optical chopper. Here, the chopper frequency can be set by entering an exact value

[^81]in the display (white box) or by touching the indicator bar below. Fourthly, on the center right the GUI has its control panel for the attenuator. Similar to the optical chopper, its attenuation can be set either by entering an exact value in the display or by touching the indicator bar. Fifthly, directly under the attenuator's control panel a blue button IRIS is shown which controls the iris beam shutter. An indicator lights up if the diaphragm is open. In case of a malfunction, too high laser intensities or events like a supernova, JUNO's trigger system can send a command to the iris closing the diaphragm (passive communication). Sixthly, on the bottom right the GUI has a monitor window which displays the readings of the reference systems and, therefore, the actual intensity of the laser beam. These values are also written to a file. In addition, the corresponding time stamps are recorded as well. The whole measurement can be started and ended via the green START and red STOP button.


Fig. 6.55 GUI of software control
The figure presents the graphical user interface of the AURORA system. The GUI includes control panel for the piezoelectric crystals inside the fiber termination holders (left), the fiber switch module (center), the optical chopper (top right), the attenuator (centered right) and an intensity monitor (bottom right).

### 6.7.2 Outlook

Even though the current software is already able to control the whole AURORA system and perform a complete transparency measurement, an upgrade from a LabVIEW-based to an EPICS-based software control will offer additional attractive features. One advantage would be that AURORA can be controlled by the DCS and
not only by AURORA's local computer. This would make transparency measurements much easier, as those can be performed from everywhere by everyone. In addition, the direct communication with the DCS could also simplify the adjustment of the beam direction. While up to now the exact location of the laser spot has to be extracted from a hit map pattern (number of recorded PEs in relation to PMT coordinates) by hand, an EPICS-based software control can receive these numbers from JUNO's DCS and calculate the laser spot location by weighting the PMT coordinates with the detected amount of PEs. In this case a feedback loop can be used to alter the voltage levels of the piezoelectric crystals until the number of detected PE hits is approximately the same for the neighboring PMTs around the laser spot. A first study has shown that with this approach the location of the laser spot can be determined in $\theta$ - and $\phi$-direction with an accuracy of around $\pm 0.2^{\circ}$ which translates into an uncertainty of approximately $\pm 6.8 \mathrm{~cm}$. As the small PMTs have a diameter of $\varnothing=7.6 \mathrm{~cm}$, this accuracy is hardly ideal. However, it is good enough to guide the laser spot into a free slot of a small PMT.

## Chapter 7

## A U R ORA - Sensitivity Study

As already discussed in the previous chapters, AURORA is a valuable tool to measure and monitor the optical transparency of the LS inside the JUNO detector. While chapter 6 presents the conceptual design of the developed laser system, characterizing the performance of each single component in detail, this chapter focuses on the analysis strategy regarding the determination of the LS transparency and the related uncertainties. These studies were carried out with the official JUNO simulation framework called off line ${ }^{1}$. Firstly, section 7.1 deals with AURORA's general approach on how to determine the attenuation length $L$ and the scattering length $L_{s}$ of JUNO's LS and, therefore, its transparency. Secondly, section 7.2 evaluates the statistical uncertainty for typical measurement durations. Finally, section 7.3 investigates AURORA's limiting systematics.

### 7.1 General Approach

The general analysis approach is based on the fact that the propagation of photons in the scintillator medium depends on the optical lengths $L, L_{a}$ and $L_{s}$ of the LS (see section 4.4). While in experiments the quantities $L$ and $L_{s}$ can be measured directly, $L_{a}$ is subsequently calculated via equation (4.5). Their actual values determine the probability for photons to be scattered off molecules under a certain angle, to be entirely absorbed or to traverse the detector volume unhindered. The recorded PMT hit map pattern is a direct result of all these individual processes. Taking this into account, the following analysis procedure compares PE distribution data from a lookup table (LUT) with the results of an actual measurement. For the comparison a log-likelihood function is used to find the true values for $L$ and $L_{s}$. The PE data of the LUT were generated with the offline framework, simulating collimated and

[^82]mono-energetic laser beams ${ }^{2}$ which are traversing the detector's center. In the end, the actual measurement will be conducted with the AURORA system. However, the data set for the sensitivity study was also created with the offline simulation.

Figure 7.1 shows such a PE distribution for an attenuation length $L=20.0 \mathrm{~m}$ and a scattering length $L_{s}=30.0 \mathrm{~m}$.


Fig. 7.1 PMT hit map - equivalent of a 5 s measurement
The histogram shows the hit map pattern of JUNO's PMT array. Here, the inner surface of the detector is given by the azimuth angle $\phi$ ( $x$-axis) and the polar angle $\theta$ ( $y$-axis). The color code indicates the amount of detected PEs of each PMT. The simulated laser beam enters the detector volume at $\phi \approx 300^{\circ}$ and strikes the PMT array on the other side of the detector at $\phi \approx 120^{\circ}$. Exactly one billion photons were simulated, which is the equivalent of a five second measurement, assuming a pulsed laser with an operation frequency of 200 Hz , a pulse width of $10 \mu \mathrm{~s}$ and an intensity of one million photons per pulse.

The figure presents the PE distribution of a centered laser beam with its insertion location at $\theta=90.3^{\circ}$ and $\phi=301.1^{\circ}\left(8^{t h} \mathrm{FTH}\right.$ position, see table 6.5). As it can be seen, the graph exhibits two maxima - one at the entry point and the second one where the laser beam hits the PMT array on the opposite side of the detector's inner surface. The maximum at the exit point is the result of direct illumination by the laser beam. In addition, this maximum is broadened by the forward scattering component of Rayleigh scattering ${ }^{3}$. The maximum at the insertion location is a superposition of reflected photons at the transition layers water-acrylic and acrylic-LS on the one hand and backward scattered photons originating from the LS volume

[^83]on the other hand. As already discussed in section 4.4, Rayleigh scattering exhibits an amplitude for backward scattering which is as large as the amplitude for forward scattering. This is the reason why the maximum at the insertion point is strongly pronounced.

In order to simplify the 2D distribution in figure 7.1 for the subsequent analysis, the detected amount of PEs are plotted against the orthodromic distance along the detector's spherical surface between a reference point and the actual hit. For the sake of simplicity, the maximum at the insertion point is chosen as the reference point. This step in the procedure ensures that the PE distributions can be compared with each other independent of the insertion location of the laser beam ${ }^{4}$. Also worth mentioning here is the fact that due to the symmetry ${ }^{5}$ of the photon distribution, the transformation of the 2D histogram into a 1D histogram is associated with a minimum loss of information. Figure 7.2 shows the resulting 1D PE distribution.


Fig. 7.2 Detected amount of PE along orthodromic distance
The histogram shows the amount of detected PE corresponding to the orthodromic distance along the detector's inner surface between laser insertion point and actual hit. Here, all recorded events integrated over the whole surface are included. While the distance of $\mathbf{0 . 0} \mathbf{m}$ refers to the location where the laser is decoupled from the fiber, the distance of around 60.8 m is related to the location directly opposite to the insertion point on the other side of the detector's inner surface.

Similar to figure 7.1 this histogram also exhibits two maxima. The first maximum is located at a distance of 0.0 m because its location is defined as the reference point.

[^84]The second maximum is located at 60.8 m on the opposite side of the detector due to the centered alignment of the laser beam. Choosing a logarithmic scale for the $y$-axis, the data distribution of the insertion point hemisphere has three different regions with nearly linear slopes. Consequently, the PE distribution of the insertion point hemisphere can be approximated with an exponential decay law with three different decay constants. Even though the data exhibits this exponential distribution, the PE amount is faintly fluctuating around this trend. Due to the logarithmic scale, this kind of behavior is easier to observe in the region above 8.0 m . In principle this is just a binning artifact. Here, each bin contains the hits of PMTs which lie on a circle around the maximum of the insertion point with an inner radius $r_{i}$ and an outer radius $r_{i+1}=r_{i}+0.2 \mathrm{~m}$. Depending on the exact location of the chosen reference point and the relative distance of each PMT to this reference point, some circles contain an above-average count of photon hits. To get rid of this artifact, the bin width in figure 7.2 could be increased. This would lead to a smoother data distribution. Alternatively, it is also possible to fit the data distribution in order achieve a smoothening. For the analysis the second approach was chosen using the following fit function $f_{f i t}$ to describe the data distribution within the insertion point hemisphere.

$$
\begin{equation*}
f_{f i t}(x)=c_{1} \cdot \exp \left(-\frac{x}{\tau_{1}}\right)+c_{2} \cdot \exp \left(-\frac{x}{\tau_{2}}\right)+c_{3} \cdot \exp \left(-\frac{x}{\tau_{3}}\right) \tag{7.1}
\end{equation*}
$$

Equation (7.1) is an exponential, three-component decay law. Here, the parameters $c_{1}, c_{2}$ and $c_{3}$ are related to the axis intercept of the three different linear parts of the logarithmic representation while the parameters $\tau_{1}, \tau_{2}$ and $\tau_{3}$ determine their slopes.

Figure 7.3 illustrates how the data distribution in a histogram like figure 7.2 changes if the parameters $L$ and $L_{s}$ are varied. In case of a fixed scattering length $L_{s}$ and a varied attenuation length $L$ (see figure 7.3(a)) the recorded amount of PE events near the insertion point is virtually the same for all $L$ values while at the equator the PE number clearly increases with the attenuation length. Due to the fixed $L_{s}$ value, the probability for a photon to alter its propagation direction is constant for all combinations of $L$. However, a variation of the attenuation length $L$ implies a variation of the absorption length $L_{a}$ and, therefore, the probability for a photon to be absorbed during its way through the detector volume is changed as well. The larger the distance a photon has to cover, the stronger the influence of those absorption effects. As a consequence, the difference between the fit curves continuously
increases with a growing path length. In principle, a lower $L$ value corresponds to smaller $\tau_{i}$ and $c_{3}$ values.


Fig. 7.3 Influence of $L$ and $L_{s}$ on the photon distribution
The graphs show the influence of the optical lengths $L$ and $L_{s}$ on the photon distribution inside the JUNO detector. Here, data distributions like the one illustrated in figure 7.2 were fitted and subsequently listed in these plots for different value combinations. In figure 7.3(a), the value for the scattering length is fixed and the attenuation length is varied. On the contrary, figure 7.3(b) presents the fit results for a fixed attenuation length and a varied scattering length.

In case of a fixed attenuation length $L$ and a varying scattering length $L_{s}$ (see figure 7.3(b)), the overall amount of PE is changed and the fit curves are just vertically
shifted. It looks like this effect would be smaller for shorter distances. In fact, this is just caused by the logarithmic scale. A shorter scattering length leads to more photons which are scattered to the peripheral PMTs. Consequently, more PE events are recorded in all PMTs except for those directly illuminated by the laser beams. That is why the $\tau_{i}$ parameters are barely influenced while the $c_{i}$ factors of the fit functions are increasing with a decreasing scattering length.

The generated LUT considers and contains all 6 fit parameters for the two simulated optical lengths $L$ and $L_{s}$ and the resulting third length $L_{a}$. In addition, another photon distribution is created with the offline framework, hereafter just designated as sample, which provides analyzable data (in the end provided by AURORA) and will be fitted as well. It is assumed that the PE hits of a PMT are Poisson distributed satisfying the following formula:

$$
\begin{equation*}
P_{\mu}(k)=\frac{\mu^{k}}{k!} e^{-\mu} \tag{7.2}
\end{equation*}
$$

Here, $P_{\mu}(k)$ stands for the probability to record $k$ PE hits in a PMT if on average $\mu$ events are expected.

If the PE hits of a single PMT are Poisson distributed, the occurrence of PE events in a single bin of figure 7.2 satisfies the Poisson statistics as well. As a consequence, the following log-likelihood function can be used to compare the fit curve's value of the sample with the fit curves' values of the LUT bin-by-bin. Here, for each bin $i$ the LUT values and the sample values are identified with the expected count number $\mu$ and the actual hit number $k$, respectively.

$$
\begin{equation*}
\chi^{2}=-2 \sum_{i}^{n} \ln \left[P_{\mu}(k)\right]_{i} \tag{7.3}
\end{equation*}
$$

Using equation (7.3), the result of the log-likelihood can be transformed into a $\chi^{2}$ value. Figure 7.4 presents the results for the final $\chi^{2}$ for the comparison of the sample with all entries of the LUT. The attenuation length $L$ is varied between 15.0 m and 25.0 m with a 0.5 m binning. The scattering length $L_{s}$ is varied between 20.0 m and 40.0 m and also has a 0.5 m binning. In the center of the histogram close to the striven values of $L \approx 20.0 \mathrm{~m}$ and $L_{s} \approx 30.0 \mathrm{~m}$ a finer binning is chosen. Here, within the region of $19.5 \mathrm{~m}<L<20.5 \mathrm{~m}$ and $29.5 \mathrm{~m}<L_{s}<30.5 \mathrm{~m}$ the bin width is reduced to 0.1 m . In addition, the absorption length $L_{a}$ is varied between 40.0 m and 120.0 m . Value pairs of $L$ and $L_{s}$ with a corresponding absorption length $L_{a}$ which does not
lie in this region are not considered in the analysis. This is why figure 7.4 does not exhibit any entries in the upper left and lower right corner. The color code specifies the $\chi^{2}$ value of the bin. Each bin contains the difference $\Delta \chi^{2}$ between the original result $\chi^{2}$ and the histogram's minimum $\chi_{\text {min }}^{2}$. While the green diamond indicates the location of the sample's input parameters (Monte Carlo truth), here $L=20.0 \mathrm{~m}$ and $L_{s}=30.0 \mathrm{~m}$, the red spade shows the location of the minimal $\chi^{2}$ value and, therefore, the location of the determined values for $L$ and $L_{s}$ of the sample file (reconstructed values). The red line specifies the $1 \sigma$ uncertainty area.


Fig. 7.4 The $\chi^{2}$ distribution of the $\left(L, L_{s}\right)$ parameter space
The histogram presents the $\chi^{2}$ distribution which results from a log-likelihood function. Here, the photon distributions of an LUT for various ( $L, L_{s}$ ) value combinations are compared with a sample file's photon distribution of one specific ( $L, L_{s}$ ) value pair. While the green diamond symbol refers to the sample file's location within the chosen parameter space, the red spade symbol corresponds to the location with the lowest $\chi^{2}$ value. The red line indicates the $1 \sigma$ environment.

As it can be seen in figure 7.4, the Monte Carlo truth (green diamond) lies within the $1 \sigma$ uncertainty area of the reconstructed LS transparency value with the corresponding $L$ and $L_{s}$ value (red spade). The relatively large size of the $1 \sigma$ uncertainty area can be explained by the low statistics of the used sample file, as only one million photons were simulated instead of one billion. The general analysis approach foresees a freely selectable factor which scales the total amount of recorded PE events in the LUT statistics. This factor is varied during the minimization of the log-likelihood in order to compensate an occurring discrepancy in the photon statistics between the LUT and the sample file ${ }^{6}$. A detailed discussion of such systematic errors can

[^85]be found in section 7.3. A sample file with low statistics and the corresponding $\chi^{2}$ distribution chart are presented here because, in this case, the $1 \sigma$ area is still large enough to be recognized. With statistics comparable to the LUT the $1 \sigma$ region is already shrinking to a size where it is hidden behind the red spade symbol. In principle, occurring systematic errors can be identified by a displacement of the red spade, so that the green diamond does not lie in the $1 \sigma$ uncertainty region anymore.

In order to determine the statistical uncertainty of the reconstructed values for $L$ and $L_{s}$, the $\chi^{2}$ distribution of figure 7.4 can be vertically and horizontally sliced through the position of the red spade. The results are two $\chi^{2}$ parabolas - one with a varying attenuation length $L$ and a fixed scattering length $L_{s}$ (see figure 7.5), and the other one with a varying scattering length $L_{s}$ and a fixed attenuation length $L$ (see figure 7.6). The $\chi^{2}$ distribution in figure 7.4 depends on two independent parameters - $L$ and $L_{s}$. As a consequence, the $1 \sigma$ uncertainty and, hence, the statistical fluctuation of both quantities is determined by a limit $\chi_{1 \sigma}^{2}$ which lies 2.3 units above the histogram's minimum $\chi_{0}^{2}$.

The $\chi^{2}$ distribution in figures 7.5 and 7.6 can be described by the following quadratic equation:

$$
f_{f i t}(x)= \begin{cases}a_{1}(x-b)^{2}+c & \text { for } x<b  \tag{7.4}\\ a_{2}(x-b)^{2}+c & \text { for } x \geq b\end{cases}
$$

Here, both parabola branches share the same vertex $V(b \mid c)$ but exhibit different curvatures determined by the parameters $a_{1}$ and $a_{2}$. This is important in order to satisfy the asymmetric shape of the data distribution.

From figure 7.5 follows that the reconstructed value for the attenuation length is $L=20.29_{-1.11}^{+1.32} \mathrm{~m}$. Here, the lower uncertainty is smaller because of the stronger curvature of the left parabola branch. The same procedure is repeated for the scattering length in order to determine the value and the corresponding uncertainties of $L_{s}$. Similar to the previous step, equation (7.4) is used to describe the data distribution in figure 7.6. From this graph follows a scattering length of about $L_{s}=29.98_{-1.00}^{+1.28} \mathrm{~m}$.

The discussed approach is used in the following sections to determine the statistical uncertainty of $L$ and $L_{s}$ on the one hand and the dominant systematic uncertainties of those optical lengths on the other hand.


Fig. 7.5 The $\chi^{2}$ parabola with $L$ as free parameter
The graph shows the $\chi^{2}$ parabola which follows from figure 7.4 if the histogram is horizontally sliced through its minimum (red spade). In addition, the asymmetric $1 \sigma$ uncertainty range is drawn as well. The resulting lower and upper uncertainty values are used to quantify the statistical uncertainty of the parameter $L$. While the $\chi^{2}$ data is represented by the blue markers, the fit curve is indicated by the dashed, red line.


Fig. 7.6 The $\chi^{2}$ parabola with $L_{s}$ as free parameter
The graph shows the $\chi^{2}$ parabola which follows from figure 7.4 if the histogram is vertically sliced through its minimum (red spade). While the $\chi^{2}$ data is represented by the blue markers, the fit curve is indicated by the dashed, red line.

### 7.2 AURORA's Statistical Uncertainty

In the following section the statistical uncertainty of a typical 5 s measurement ${ }^{7}$ is investigated. For this purpose the LUT data is compared with a sample file which was generated by simulating one billion photons and, therefore, contains an equal amount of recorded PE events. Similar to the properties of the laser beams which were simulated during the generation of the LUT data, the simulated laser beam of the sample file is mono-energetic ( $\lambda=430 \mathrm{~nm}$ ), centered and perfectly collimated. As discussed in section 7.1, for the comparison between the sample file and each LUT entry a $\chi^{2}$ value is calculated. Figure 7.7 shows the results of the log-likelihood function. The following histogram has the same parameter space, range of values for the optical lengths $L$ and $L_{s}$ and binning like figure 7.4.


Fig. 7.7 The $\chi^{2}$ distribution - pure statistical uncertainty
The histogram shows the $\chi^{2}$ distribution from a comparison between the LUT data and a sample file with a mono-energetic, centered and perfectly collimated laser beam. Here, just the seed for the simulated photons was changed in order to investigate the statistical uncertainty of the analysis approach. Similar to each LUT entry, exactly one billion photons were simulated for the sample file.

In contrast to figure 7.4, the locations of the Monte Carlo truth and the $\chi_{\text {min }}^{2}$ value are here the same. This indicates that regarding the statistical uncertainty the analysis approach is working very well. Furthermore, it can be seen that the $\chi^{2}$ values are rising fast when moving away from the bin with the lowest $\chi^{2}$ value significantly faster than in figure 7.4. As a consequence, the $L$ and $L_{s}$ parabolas (see

[^86]figures 7.8(a) and 7.8(b)) are steeper and, accordingly, the resulting statistical uncertainty is smaller. For a five second measurement, the $1 \sigma$ uncertainty region is so small that it cannot be resolved anymore being hidden behind the red spade symbol.

In order to derive a value for $L$ and $L_{s}$ with the corresponding $1 \sigma$ uncertainties, the $\chi^{2}$ parabolas for both parameters are plotted and subsequently fitted by using a fit function similar to equation (7.4). The resulting limits can be interpreted as the overall statistical uncertainty ${ }^{8}$ of the $L$ and $L_{s}$ values (see section 7.1).


Fig. 7.8 $L$ and $L_{s}$ parabola - pure statistical uncertainty
The two histograms show the $\chi^{2}$ parabolas which follow from figure 7.7 if the distribution is horizontally and vertically sliced through its minimum.

While for the attenuation length a value of $L=19.99_{-0.03}^{+0.04} \mathrm{~m}$ can be deduced, the scattering length is $L_{s}=29.99_{-0.03}^{+0.04} \mathrm{~m}$. In addition, the Monte Carlo truth (initial

[^87]parameters) of the sample file lies within the $1 \sigma$ uncertainty range of the reconstructed values for the optical lengths $L$ and $L_{s}$. This demonstrates the functionality of the analysis algorithm. Furthermore, with an amount of one billion photons the statistical uncertainties of the results of $L$ and $L_{s}$ are already in the single-digit centimeter range. Finally, these results prove that this approach can be used to resolve both the attenuation length $L$ and the scattering length $L_{s}$ at the same time with an unprecedented statistical accuracy. The following graph shows how the statistical uncertainty develops if the photon statistics is further increased.


Fig. 7.9 Improvement of statistical uncertainty
The graph illustrates the statistical uncertainty of the optical lengths $L$ (blue markers) and $L_{s}$ (red markers) for various statistics $\boldsymbol{N}$ - with $N_{1}=3 \cdot 10^{5}, N_{2}=1 \cdot 10^{6}, N_{3}=4 \cdot 10^{6}$ and $N_{4}=1 \cdot 10^{9}$. While the cross markers refer to the lower uncertainties, the diamond markers stand for the upper ones. For the sake of clarity, the two marker types are horizontally shifted to each other. The black line indicates the expected trend for statistical uncertainties.

From figure 7.9 it can be concluded that an increase of the photon statistics by a factor of ten would lead to an absolute statistical uncertainty of around 1 cm . Assuming an attenuation length $L=20.0 \mathrm{~m}$ and a scattering length $L_{s}=30.0 \mathrm{~m}$, the relative statistical uncertainty would already enter a precision regime smaller than $0.1 \%$. In order to achieve such a precision, a measurement time of at least 50 s is needed, assuming a pulsed laser beam with a frequency $f=200 \mathrm{~Hz}$, a pulse width of $\Delta t=10 \mu \mathrm{~s}$ and 1 million photons per pulse (for beam performance see section 6.3). A duration of around one minute for one measurement seems to be practicable. Thus, considering all twelve laser beams, a complete measurement circle could be performed in less than 15 minutes. In addition, the graph clearly states that the fit method for determining the $L$ and $L_{s}$ uncertainties is working, as the results for the statistical uncertainties satisfy the expected $1 / \sqrt{N}$ behavior.

### 7.3 AURORA's Systematic Uncertainties

This section will focus on the systematic uncertainties of the developed laser system. On the one hand there are several systematics which are related to the beam performance, concerning the beam intensity, alignment, aperture angle and spectrum. On the other hand there are systematics regarding the CD. Here, the transparency of the surrounding water and acrylic sphere can influence AURORA's performance. In addition, the target mass' temperature affects the recorded data. The following subsections will discuss each of those systematics in more detail and evaluate the magnitude of their influence on AURORA's accuracy.

### 7.3.1 Uncertainty Of The Beam Intensity

The first investigated systematics concerns the laser beam intensity. As already presented in chapter 6 , the luminosity of the laser beam is continuously monitored. Nevertheless, the transparency of each


Fig. 7.10 Laser beam intensity component and, therefore, the amount of photons which are entering the central detector, is only known to a certain precision. Consequently, it is important to know how the analysis approach is influenced if a wrong laser beam intensity is assumed. For this kind of systematics, the LUT entries are compared with several sample files of various photon statistics. While for the creation of each LUT entry one billion photons were simulated, the photon statistics of the sample files ranges between one million and ten billion. For the sample files, the attenuation and scattering length were always set to 20.0 m and 30.0 m , respectively.

Following the description in section 7.1, each generated sample file is compared with all LUT entries using equation (7.3). During the minimization, the fit function which describes the data distribution of the LUT entry is scaled by a freely selectable parameter in order to compensate the mismatch between the photon statistics. Figure 7.11 presents the results of this study. The Monte Carlo truth lies for both parameters, $L$ and $L_{s}$, within the uncertainty region of almost all data points. While for a sample file statistics of $N>0.5 \cdot 10^{9}$ the reconstructed values for $L$ and $L_{s}$ do
not strongly fluctuate around the Monte Carlo truth, the discrepancy increases with a decreasing photon statistics for $N \leq 0.5 \cdot 10^{9}$. For these data points ten different runs with the same photon statistics were performed. Afterwards, the average value for the optical lengths and the corresponding $1 \sigma$ uncertainties were calculated in order to estimate the statistical uncertainty of the stronger fluctuating data points even more accurately.


Fig. 7.11 Various photon statistics and their influence on $L$ and $L_{s}$
The graph shows how a wrongly assumed beam intensity influences the results for the attenuation length $L$ and scattering length $L_{s}$. While for the LUT entries always one billion photons were simulated (black line), the photon statistics of the sample files varies from one million to ten billion simulated photons. The results for the attenuation and scattering length are colored blue and red, respectively. According to that color code, the dashed lines refer to the Monte Carlo truth values of $L$ and $L_{s}$.

For the attenuation length the statistical uncertainty does not increase as fast as for the scattering length. In addition, the average values of $L$ match the Monte Carlo truth very well even for a photon statistics which are three orders of magnitude smaller than the used photon statistics for the LUT entries. This can be explained by figure 7.3(a). Here, it was already pointed out that the attenuation length primarily influences the decay constants $\tau_{i}$ of the fit functions. Those parameters are robust against intensity fluctuations and do not change. As a consequence, even for significantly differing photon statistics the correct value for the attenuation length $L$ can be reconstructed. In contrast to that, the scattering length $L_{s}$ exhibits a larger variance around the Monte Carlo truth. This is reflected by both the discrepancy between average value and Monte Carlo truth and the statistical uncertainty of the individual data point. Similar to the attenuation length $L$, the behavior for $L_{s}$ can
be explained by figure 7.3(b). It can be concluded that the scattering length $L_{s}$ has a predominant impact on the $c_{i}$ parameters of the fit function. As these factors are changing if the intensity of the laser beam is varied, the expected uncertainty of $L_{s}$ has automatically to increase. In order to estimate a systematic uncertainty of $L$ and $L_{s}$ regarding a beam intensity that is only known up to a certain accuracy, the region of interest in figure 7.11 has to be carefully examined.


Fig. 7.12 Various photon statistics - region of interest
The graph illustrates a magnified part of figure 7.11. Here, the region of interest is presented in more detail. The photon statistics ranges between 100 million and 2000 million simulated photons. Similar to figure 7.11 the LUT statistics, the results for $L$ and the results for $L_{s}$ are colored gray, blue and red, respectively. In addition, a conservatively estimated uncertainty of the beam intensity (colored dark gray) of $30 \%$ is shown as well.

Figure 7.12 illustrates the region of interest of figure 7.11 with an additional uncertainty range regarding the beam intensity. Here, a conservative estimate ${ }^{9}$ of $30 \%$ was assumed. The fluctuation of the reconstructed $L$ and $L_{s}$ values in this intensity interval can be used to determine the corresponding systematic uncertainty. Here, the RMS of the data points within the intensity uncertainty range of $\pm 30 \%$ defines the final uncertainty of $L$ and $L_{s}$. For the attenuation length $L$ and the scattering length $L_{s}$ a systematic uncertainty of $\pm 3 \mathrm{~cm}$ and $\pm 1 \mathrm{~cm}$ can be determined. Taking into account that the statistical uncertainty for a typical 5 s measurement is for both optical length around $\pm 4 \mathrm{~cm}$, these values are upper limits. As a consequence, the systematic uncertainty caused by a wrongly assumed beam intensity could be even smaller.

[^88]
### 7.3.2 Uncertainty Of The Beam Alignment

The second systematics is about the laser beam alignment. In section 7.1, it was shown that the photon distribution is used to determine the optical lengths $L$ and
$L_{s}$. Up to now, only the ideal case of a perfectly centered beam was taken into account. However, in reality this might be not the case. As discussed in section 6.4, the FTH components will be integrated in a PMT array subunit before this element is mounted on the supporting stainless steel structure. As a consequence, the laser beam might be misaligned after the installation. Furthermore, after the filling procedure, the beam path could be altered due to the


Fig. 7.13 Laser beam alignment changed refraction indices. In addition, due to the starting buoyancy of all submerged components, the laser beam might change its trajectory relatively to the PMTs after the filling. On the other hand, even if the beam alignment is accurate and the laser beam points to the detector's center, obstacles like a connection bar or an acrylic node might force the operator to re-adjust the beam direction resulting in an off-centered beam. This would be also necessary if a PMT were directly hit by the laser beam while operating at higher intensities to collect more statistics in a shorter time period. In all these scenarios the photon distribution will differ from the ideal case. Theoretically, this could influence the analysis approach changing the results of $L$ and $L_{s}$. Consequently, the impact of a tilted laser beam on the analysis has to be carefully studied. For the study several sample files were created. Here, for all samples the attenuation and scattering length were chosen to be 20.0 m and 30.0 m , respectively. In addition, the laser beam was tilted by an angle $\theta$, which ranges between $0^{\circ}$ and $10^{\circ}$. According to the installation procedure, not occupied slots of small PMTs will be used to access the inner volume of the CD and to inject the laser light. Due to the length of the sPMT's holder tubes and the distance between FTH and sPMT holder, the maximally realizable tilt angle is around $\theta=7^{\circ}$. At higher tilt angles, the laser beam hits the holder tube and gets deflected or even blocked (mechanical limit). Nevertheless, this study also includes larger tilt angles because the whole PMT array subunit could be misaligned as well. This might increase the overall tilt angle $\theta$. Following the analysis approach presented in section 7.1, values for the attenuation length
$L$ and scattering length $L_{s}$ were determined. Figure 7.14 shows the results of the conducted study. Both graphs show a similar behavior. While for tilt angles $\theta \leq 4^{\circ}$ the Monte Carlo truth lies still within the statistical uncertainty range of the results for $L$ and $L_{s}$, the reconstructed optical lengths are significantly shifted to higher values for tilt angles $\theta>4^{\circ}$.


Fig. 7.14 $L$ and $L_{s}$ and their tilt angle dependency
The graphs 7.14(a) and 7.14(b) present the tilt angle dependency of the attenuation and scattering length, respectively. While the values for the Monte Carlo truth are indicated by the thin, black and dashed lines, the position of the upper limit for the tilt angle (mechanically caused by sPMT holder) is highlighted by the thick, black and solid lines at $\theta=7^{\circ}$.

This tendency is a result of the asymmetric distribution of the PE events recorded along the detector surface. Figure 7.15 compares hit map patterns of different tilt angles.


Fig. 7.15 Hit map patterns for various tilt angles $\theta$
The histograms present hit map patternsfor various tilt angles $\theta$. While figure 7.15(a) shows the PE distribution for a centered laser beam, figure 7.15(b) illustrates the hit map pattern of an off-centered beam with a tilt angle of $\theta=9^{\circ}$.

Here, the comparison demonstrates how the amount of recorded PE events is increasing in the equator area if the laser beam is tilted. As a consequence, when transforming the 2D hit map pattern into a 1D representation, the data distribution becomes flatter for higher tilt angles. Figure 7.16 shows the resulting fit functions which describe the 1D representations of the two histograms shown in figure 7.15.


Fig. 7.16 Fit functions of photon distributions for various tilt angles $\theta$
The two graphs show the fit functions which result from the photon distributions presented in figure 7.15(a) and 7.15(b) for different distance ranges.

Figure 7.16(a) emphasizes that for distances between 0.0 m and 5.0 m the recorded amount of PEs is smaller for higher tilt angles. Nevertheless the recorded PE amount close to the insertion point remains unchanged. In contrast to that, the overall amount of recorded PE events is higher whithin the distance range of 5.0 m to 31.0 m for higher tilt angles. As a consequence, except for $\tau_{1}$ the decay constants
are increasing with the tilt angle. This is why the analysis approach shows the tendency to reconstruct higher values for the attenuation length $L$ if the laser beam is off-centered. In addition, the higher values for $c_{2}$ and $c_{3}$ lead to higher values for the reconstructed scattering length $L_{s}$.

In principle, figure 7.14 could be used to quantify the systematic uncertainty of a tilted laser beam. However, in order to ensure that the shown shifts are really based on systematic effects, values for $L$ and $L_{s}$ were reconstructed in nine different runs for 5 tilt angles. While the graphs of the individual runs can be found in appendix B, the final results are shown in the following figure.


Fig. 7.17 Systematic uncertainty of $L$ and $L_{s}$ depending on the tilt angle $\theta$
Presented are the shifts of $L$ and $L_{s}$ for five different tilt angles. In addition, both graphs show the derived systematic uncertainty depending on $\theta$.

The statistical uncertainties in figures 7.17(a) and 7.17(b) are in the order of 1 cm . As a consequence, the error bars are hidden behind the markers. Similar to figure 7.14, the shifts for $L$ and $L_{s}$ are insignificant for tilt angles $\theta \leq 4^{\circ}$. Due to an average statistical uncertainty of around $\pm 4 \mathrm{~cm}$ when performing a 5 s measurement, the systematic uncertainties in this range are conservatively estimated to be $\pm 4 \mathrm{~cm}$. For $\theta>4^{\circ}$ the shift becomes significant. Here, only a shift to higher values is realized. Consequently, the systematic uncertainty is always of positive sign.

In general, during the installation a misalignment of $\theta>4^{\circ}$ should be recognizable. Here, the laser beam will be adjusted in a way that its spot hits the center of the entry and exit aperture of the small PMT holder tube. With a tube length of $L=26.0 \mathrm{~cm}$ the spot has to be off-center by more than 1.8 cm in order to realize a tilt angle of $\theta>4^{\circ}$. This is easy to observe and, therefore, avoidable. Thus, a systematic uncertainty of $\pm 4 \mathrm{~cm}$ regarding the laser beam alignment seems to be a realistic estimate for both $L$ and $L_{s}$. As the statistical uncertainty for the used photon statistics ranges in the same order of magnitude, the $\pm 4 \mathrm{~cm}$ uncertainty for both optical length is again just an upper limit.

### 7.3.3 Uncertainty Of The Beam Aperture Angle

The third systematic uncertainty is related to the aperture angle of the laser beam. Although the aperture angles of all GRIN lenses were measured with high precision
(see section 6.2.11), even small dif-


Fig. 7.18 Laser beam aperture angle ferences in the photon distribution (recorded PE events at the whole verge of the detector) might influence the results of $L$ and $L_{s}$. To be more precisely, as for the analysis only the photon statistics of the insertion point hemisphere is used, changes in this area are of great importance. Hence, the impact of the aperture angle uncertainty of the reconstructed $L$ and $L_{s}$ values has to be studied. For this purpose several sample files with different aperture angles (half of the cone angle) were generated. The beam profile exhibits a Gaussian intensity distribution whereas its width (FWHM) ranges between zero and one degree. For all sample files the Monte Carlo truths of the attenuation length and scattering length were chosen to be 20.0 m and 30.0 m , respectively.

Figure 7.19 presents the results of the study. For the attenuation length $L$ as well as for the scattering length $L_{s}$, the Monte Carlo truth lies within the uncertainty range of all data points. Here, the errors of the data points are with an average value of $\pm 4 \mathrm{~cm}$ too small and hidden behind the markers. No effect on the reconstructed values of the optical lengths can be observed. This outcome is surprising as an increased aperture angle should correspond to higher PE statistics in the peripheral PMTs. As a result, the fitted curves of the PE hit distribution should exhibit higher $\tau_{i}$ and $c_{i}$ values which normally is associated with an upwards shift of the reconstructed $L$ values and a downwards shift of the reconstructed $L_{s}$ values. Even though a slight tendency seems to be recognizable, the magnitude of this effect is still insignificantly small. For a conservative estimate, an uncertainty of the aperture angle of $\Delta \alpha= \pm 0.05^{\circ}$ was assumed, although the measured uncertainty of the average aperture angle for the GRIN lens is less than $\Delta \alpha= \pm 0.01^{\circ}$ (see section 6.2.11). For both the attenuation length $L$ and the scattering length $L_{s}$ the fluctuation of the reconstructed values is $\pm 1 \mathrm{~cm}$. These numbers are just upper limits as the results are still dominated by the statistical uncertainty and no clear systematics can be
observed. In order to find out why the results of the attenuation and scattering length are not affected by an increasing aperture angle of the simulated laser beam, the hit map patterns of the generated sample files were further investigated.


Fig. 7.19 The aperture angle and its influence on $L$ and $L_{s}$
The graph shows the results of the systematics study regarding the aperture angle of the laser beam. Here, the aperture angle was varied between $\alpha=0.00^{\circ}$ and $\alpha=1.00^{\circ}$. On average, the aperture angle of the laser beam was determined to be $\alpha=0.25 \pm 0.01^{\circ}$ (black line). While the blue data points refer to the reconstructed attenuation length values, the red data points stand for the determined scattering length values. The colored, dashed lines indicate the Monte Carlo truth values.

Figure 7.20 visualizes the different PE distributions. While figure 7.20(a) exhibits an aperture angle of $\alpha=0.00^{\circ}$, the aperture angles are subsequently increased by $0.20^{\circ}$ until figure 7.20 (f), which shows the hit map pattern for an aperture angle of $\alpha=1.00^{\circ}$. In all six cases, the laser beam enters the detector on the right side $\left(\phi \approx 300^{\circ}\right)$ and strikes the PMT array on the left side $\left(\phi \approx 120^{\circ}\right)$ of the histogram. Taking all distributions into account, it becomes clear why the aperture angle of the laser beam does not affect the results of the attenuation length $L$ and scattering length $L_{s}$ - at least not for the investigated range between zero and one degree. The PE distribution of the insertion point hemisphere does not significantly change. And for the analysis only the PE statistics of this hemisphere is used. On the contrary, the intensity maximum of the exit point hemisphere is broader and, therefore, more pronounced for larger aperture angles. As a consequence, the systematic uncertainty would be larger if the PE distribution of the exit point hemisphere were used for the determination of the optical length $L$ and $L_{s}$. In order to proof that the PE statistics does not significantly change on the hemisphere of the insertion
point, the entries of figure 7.20 (f) are divided by the entries of figure 7.20(a). If the recorded event rate in this area does not change, the ratios should be around one.


Fig. 7.20 PE hit map patterns for various aperture angles
The graphs presents the recorded PE hit map patterns for various aperture angles. In all figures the laser beam enters the detector at an azimuth angle $\phi \approx 300^{\circ}$ and points to the opposite side. The attenuation and scattering length is $\mathbf{2 0 . 0} \mathbf{m}$ and $\mathbf{3 0 . 0} \mathrm{m}$, respectively. Exact one billion photons were simulated for each sample file.

For an estimate regarding the statistical uncertainties, the entries of figure 7.20(a) were divided by a second histogram with an aperture angle of $\alpha=0.00^{\circ}$. Here, only the seed of the simulated photons was changed. Figure 7.21 presents the results of this cross check. In figure 7.21 (a), the ratio between two histograms with an aperture angle $\alpha=0.00^{\circ}$ is plotted. The bins' content close to the insertion and exit point is close to one. Here, due to the higher event rate, the statistical uncertainty is around $\pm 1 \%$. For the peripheral PMTs the statistical uncertainty is increased and, therefore, the bin values scatter wider around the mean value of one. Figure 7.21 (b) illustrates the ratio between two histograms with $\alpha=0.00^{\circ}$ and $\alpha=1.00^{\circ}$. The only difference
to figure 7.21 (a) can be observed in the area of the exit point. Here, the recorded event rate is much higher (yellow spot) for an aperture angle $\alpha=1.00^{\circ}$. In contrast to that, the entries of the insertion point hemisphere are still scattered around a mean value of one. Hence, the uncertainty of the laser beam's aperture angle of the results for $L$ and $L_{s}$ plays a minor role in the presented analysis approach.


Fig. 7.21 Ratios of hit map patterns for different aperture angles
The graphs show the ratios of PE hit map patterns for the whole verge of the detector. Figure 7.21 (a) presents the ratios between two histograms with an aperture angle $\alpha=0.0^{\circ}$. Here, different seeds were used for both sample files. Figure 7.21(b) illustrates the ratio of PE hit map patterns between a histogram with an aperture angle $\alpha=0.0^{\circ}$ and $\alpha=1.0^{\circ}$.

### 7.3.4 Uncertainty Of The Laser Spectrum

The fourth systematic uncertainty concerns the spectral distribution of the light produced by the laser diode. Here, the optical lengths $L, L_{a}$ and $L_{s}$ directly depend on the photon's wavelength. However,


Fig. 7.22 Laser beam spectrum for the wavelength region of interest ${ }^{10}$ the values for the absorption length do not significantly vary, and with $L_{a} \approx$ 77.0 m the absorption length can be assumed to be constant. Therefore, the wavelength dependency of the attenuation length $L$ is primarily given by the behavior of the scattering length $L_{s}$. Furthermore, the scattering length in this wavelength region is predominantly determined by the Rayleigh scattering length which exhibits the typical $\lambda^{4}$ behavior (see section 4.4). There are two different systematic sources which might have an impact on the spectral distribution of the diode. On the one hand the location of the emission peak depends on the diode's temperature [130]. As a consequence, the wavelength distribution of the emitted light might fluctuate according to the temperature variations of the environment. Even though the temperature of the diode is stabilized with fluctuations less than $\pm 0.1^{\circ} \mathrm{C}$, for a conservative estimate the expected temperature variations inside the experimental hall are considered for this study. Here, the temperature might vary from $20^{\circ} \mathrm{C}$ to $22^{\circ} \mathrm{C}\left(T=21 \pm 1^{\circ} \mathrm{C}\right)[161]$. On the other hand the peak's position itself has an uncertainty of $\lambda=431.1 \pm 0.8 \mathrm{~nm}$ (see section 6.2.1). As the produced light is not mono-energetic but exhibits a narrow spectral profile (see section 6.2.1), an effective wavelength $\lambda_{\text {eff }}$ for the whole spectral distribution can be calculated using equation (7.5). The uncertainty of this effective wavelength will be equal to the uncertainty of the peak's location. With the $\lambda^{4}$ dependency, equation (7.5) can also be used to calculate a resulting effective Rayleigh scattering length $L_{\text {Ray,eff }}$.

$$
\begin{equation*}
\lambda_{e f f}=\frac{\int_{\lambda_{1}}^{\lambda_{2}} I(\lambda) \cdot \lambda \mathrm{d} \lambda}{\int_{\lambda_{1}}^{\lambda_{2}} I(\lambda) \mathrm{d} \lambda} \quad \text { and } \quad L_{\text {Ray }, \text { eff }}=\frac{\int_{\lambda_{1}}^{\lambda_{2}} I(\lambda) \cdot L_{\text {Ray }} \mathrm{d} \lambda}{\int_{\lambda_{1}}^{\lambda_{2}} I(\lambda) \mathrm{d} \lambda} \tag{7.5}
\end{equation*}
$$

Here, $I(\lambda)$ stands for the diode's intensity at a wavelength $\lambda$. The parameters $\lambda_{1}$ and $\lambda_{2}$ are integration limits with values of 350.0 nm and 510.0 nm , respectively. Slightly

[^89]varying these integration limits had no impact on the results, as they are located in a spectral region where the diode emits no light.


Fig. 7.23 Systematic uncertainty of $L_{\text {Ray }}$ depending on laser spectrum
The graphs show the wavelength dependency of $L_{\text {Ray }}$ which is indicated by the dashed, black line. While figure 7.23(a) illustrates the uncertainty of the resulting $L_{\text {Ray }}$ caused by a fluctuating peak position due to a varying diode temperature, figure 7.23(b) presents the uncertainty of $L_{\text {Ray }}$ caused by the uncertainty of the spectral peak position of the diode's emission profile. In both cases the uncertainty region for the wavelength and the Rayleigh scattering length are colored orange and red, respectively.

According to the emission profile of the laser diode, an effective wavelength of $\lambda_{\text {eff }}=432.3 \pm 0.8 \mathrm{~nm}$ could be calculated. For this study the typical $\lambda^{4}$ dependency was used to describe the behavior for the Rayleigh scattering length. Here, the
$L_{\text {Ray }}$ value was set to 27.0 m at a wavelength $\lambda=430 \mathrm{~nm}$. From reference [130] it is known that the position of the diode's emission peak varies by 0.1 nm per degree Celsius. Figure 7.23(a) shows the influence on the Rayleigh scattering length for the given temperature variation inside the experimental hall. The impact on $L_{\text {Ray }}$ with a resulting uncertainty of $\pm 3 \mathrm{~cm}$ seems to be rather small. For the attenuation length $L$ an uncertainty of $\pm 1 \mathrm{~cm}$ is expected if an absorption length of $L_{a}=77.0 \mathrm{~m}$ is assumed (see the corresponding graph in appendix B). In contrast to that, figure 7.23(b) illustrates the influence of the uncertainty of the emission peak's location itself. Here, the uncertainty of $\lambda=432.3 \pm 0.8 \mathrm{~nm}$ translates into an uncertainty of $\Delta L_{\text {Ray }}= \pm 0.20 \mathrm{~m}$. For $L$ an uncertainty of $\Delta L= \pm 0.11 \mathrm{~m}$ can be determined (see graph in appendix B).

In comparison to the other investigated systematics, the uncertainty of the spectral distribution of the laser diode shows the largest uncertainties of $L_{\text {Ray }}$ and, therefore, of $L_{s}$ and $L$ as well. However, this uncertainty has only to be taken into account if an absolute measurement for the transparency of the LS is performed. For a relative measurement which compares the development of the LS transparency over time, this systematic contribution does not have to be taken into account, as it always influences the LS transparency in the same way.

### 7.3.5 Uncertainty Of The Water Transparency

The fifth systematic uncertainty is related to the transparency of the water inside the CD. As already shown in chapter 3, the acrylic sphere of the CD is submerged in water. According to the installation location of the FTH components, the laser beams of the AURORA system have to traverse this water buffer layer twice. The first time directly takes place after the light is decoupled from the fiber (GRIN lens). Here, the beam points to the detector center and has to overcome a distance of around 1.7 m . The photons have to propagate through water a second time when they leave the acrylic vessel again and strike the PMT array.


Fig. 7.24 Water transparency Depending on their propagation direction relatively to the acrylic surface, a minimal distance of at least 1.7 m has to be covered. All in all, the photons have to travel through not less than 3.4 m of water. With an absorption length of around $L_{a}=26.5 \pm 2.7 \mathrm{~m}$ [87, 147], the water transparency is expected to be tolerably high. However, the influence of a minimal path length of 3.4 m in water might be not negligible anymore. In addition, with an uncertainty of approximately $10 \%$, the given transparency values are only known to a certain point of accuracy. As a consequence, the impact of a wrongly assumed water transparency on the reconstructed values for $L$ and $L_{S}$ of the LS has to be investigated.

In order to study this systematics several sample files with different water transparency values were created. For the attenuation and scattering length of the LS the standard Monte Carlo truth values of $L=20.0 \mathrm{~m}$ and $L_{s}=30.0 \mathrm{~m}$ were chosen. Afterwards, the analysis approach presented in section 7.1 was used to reconstruct the LS transparency. Figure 7.25 shows the results of the conducted study. With a statistical uncertainty of around $\pm 4 \mathrm{~cm}$, the error bars of the data points are very small. As a consequence, they are hidden behind the markers. The attenuation length does not show any large influence. Thus, the Monte Carlo truth always lies within the statistical uncertainty of each data point. However, a slightly larger variance can be identified in the region with an absorption length $L_{a}<22.0 \mathrm{~m}$. Above this value the water's transparency is already sufficiently high and only a moderate
fraction of traversing photons gets still absorbed. The scattering length shows a similar behavior. Nevertheless, for an absorption length of $L_{a}<22.0 \mathrm{~m}$, the Monte Carlo truth does not lie within the statistical uncertainty of each data point. The reconstructed values of the scattering length show a tendency to higher values.


Fig. 7.25 Water transparency and its influence on $L$ and $L_{s}$
The graph shows the results of the systematics study regarding the water transparency inside the CD. Here, the value for the absorption length $L_{a}$ of water was varied between 12.0 m and 40.0 m . The default value in the simulation is set to be 26.5 m (black bar). While the blue data points refer to the reconstructed attenuation length values, the red data points stand for the determined scattering length values. The colored, dashed lines indicate the Monte Carlo truth values.

These results can be explained by the fact that the water transparency only influences the amount of photons which are entering the LS volume in the first place, and the amount of photons which are detected by the PMTs in the second place. The photon distribution itself will not change. Consequently, the decay constants $\tau_{i}$ of the data distribution describing fit functions are not influenced. Those parameters are basically determining the reconstructed values for the LS's attenuation length. In contrast to that, the absorption length of water primarily has an impact on the $c_{i}$ parameters of the fit functions and, therefore, on the reconstructed values of the scattering length (see figure 7.3).

The measured absorption length $L_{a}$ of water has an uncertainty of around $10 \%$ [87]. Hence, the $1 \sigma$ fluctuation of the reconstructed values for $L$ and $L_{s}$ within a range between 24 m and 29 m can be used to derive a value for the systematic uncertainty regarding the water transparency. For the attenuation and scattering length a systematic uncertainty of $\pm 3 \mathrm{~cm}$ and $\pm 5 \mathrm{~cm}$ can be concluded.

### 7.3.6 Uncertainty Of The Acrylic Transparency

The sixth systematic uncertainty concerns the transparency of the acrylic sphere. Similar to the water buffer layer, AURORA's laser beams will have to traverse this medium twice during their propagation through the detector. This takes place for the first time when the photons are entering the LS volume. On their way out they travel through the acrylic vessel a second time. Even though the acrylic sheets have a thickness of only 12 cm , the absorption length of the acrylic is with $L_{a}=4.0 \mathrm{~m}[123,147]$ already very small. As a consequence, small changes in the acrylic transparency might influence the results of the reconstructed


Fig. 7.26 Acrylic transparency values for the attenuation length $L$ and scattering length $L_{s}$ of the LS. In order to estimate the magnitude of this systematic uncertainty, the impact of the acrylic transparency on $L$ and $L_{s}$ has to be investigated.

Similarly to the previous section, several sample files with different absorption length values for the acrylic were generated. Regarding the length, there is a variation from 2.0 m to 5.0 m . Subsequently, the previously described analysis approach of section 7.1 was used to determine the optical lengths $L$ and $L_{s}$ of the LS for each sample file. Figure 7.27 presents the results of the conducted study.

According to figure 7.27, the acrylic transparency exhibits a stronger influence on the results of the scattering length $L_{s}$ than on the results of the attenuation length $L$. Below an absorption length $L_{a}=3.6 \mathrm{~m}$ the Monte Carlo truth does not lie within the statistical uncertainties of the reconstructed $L_{s}$ values anymore. Instead, a continuously growing shift to higher reconstructed values can be observed when decreasing the acrylic transparency. For absorption length values above the default value of 4.0 m , a slight tendency to $L_{s}$ values can be identified which are smaller than the Monte Carlo truth ( $0.3 \%$ effect). Furthermore, the Monte Carlo truth does not lie within the statistical uncertainty range of the $L_{s}$ value for $L_{a}=5.0 \mathrm{~m}$ anymore. In comparison to that, the impact on the reconstructed attenuation length values becomes much smaller. Here, except for absorption length values $L_{a}<2.4 \mathrm{~m}$, the

Monte Carlo truth lies within the statistical uncertainty range of all other data points. For an absorption length $L_{a}<2.4 \mathrm{~m}$, a shift of maximal $2.5 \%$ to values higher than the Monte Carlo truth can be observed.


Fig. 7.27 Acrylic transparency and its influence on $L$ and $L_{s}$
The graph presents the results of the study which investigates the systematic uncertainty of the acrylic transparency. For the study, the absorption length of the acrylic was varied between 2.0 m and 5.0 m . The default value in the simulation is set to be 4.0 m (black bar). The reconstructed values for the attenuation length and scattering length are indicated by the blue and red markers, respectively. According to this color code, the dashed lines show the values of the Monte Carlo truth.

Similarly to the study in the previous section, a variance for the acrylic transparency will predominantly influence the amount of photons which are entering the LS volume on the one hand and the amount of photons which are successfully detected by the PMTs on the other hand. The relative PE distribution of the hit map pattern will not be influenced significantly. As before, this is the reason why the $\tau_{i}$ values of the fit functions are underlying only minor changes when varying the acrylic transparency value. Thus, the attenuation length values also do not alter. However, for really small transparency values, the $c_{3}$ dependency of the attenuation length $L$ leads to shifted $L$ values. The acrylic transparency directly influences the total amount of recorded PE and, therefore, the $c_{i}$ parameters of the fit functions. Hence, the impact on the scattering length $L_{s}$ becomes larger.

With an uncertainty of $10 \%$ [123], the systematic uncertainty caused by the acrylic transparency is given by the $L$ and $L_{s}$ fluctuation in the range of 3.6 m to 4.4 m . Figure 7.27 shows that the systematic uncertainties of the attenuation and scattering length are $\pm 3 \mathrm{~cm}$ and $\pm 7 \mathrm{~cm}$, respectively.

### 7.3.7 Uncertainty Of The Target Material's Temperature

The seventh systematic uncertainty is related to the temperature of the LS inside the acrylic vessel. Here, the average temperature will be around $T=21 \pm 1^{\circ} \mathrm{C}[161]$. Even though the temperature fluctuation is expected to be rather small with $\pm 1^{\circ} \mathrm{C}$, the influence on the LS transparency might not be negligible anymore. Hence, the temperature dependencies of the absorption length $L_{a}$ and scattering length $L_{s}$ of the LS, which is basically composed of LAB, have to be checked. The AURORA laser operates at a wavelength of $\lambda=430 \mathrm{~nm}$. In this wavelength region, Rayleigh scattering is the most dominant scattering process


Fig. 7.28 LS temperature (see chapter 4). As a consequence, focussing on the temperature dependency determined by the Rayleigh scattering length $L_{\text {Ray }}$ will be sufficient for a reasonable estimate of the $L_{s}$ temperature dependency. As previously mentioned, the systematic uncertainties of the attenuation length $L$ and scattering length $L_{s}$ were studied. In order to present a standardized report, equation (4.5) was used to calculate the uncertainty of $L$ with the results of $L_{a}$ and $L_{\text {Ray }}$.

According to the reference [166], the Rayleigh scattering length of condensed, isotropic liquids like LAB can be described by the following Einstein-SmoluchowskiCabannes formula:

$$
\begin{equation*}
L_{\text {Ray }}=\left\{\frac{8 \pi^{3}}{3 \lambda^{4}}\left[\frac{\left(n^{2}-1\right)\left(2 n^{2}+0.8 n\right)}{n^{2}+0.8 n+1}\right]^{2} \kappa_{T} k_{B} T \frac{6+3 \delta}{6-7 \delta}\right\}^{-1} \tag{7.6}
\end{equation*}
$$

Here, $\pi$ is just the mathematical constant, $\lambda$ equals the wavelength of the photon with $\lambda=430 \mathrm{~nm}$ and $k_{T}$ refers to the Boltzmann factor. All three parameters remain constant when varying the temperature. The parameter $\kappa_{T}$ describes the isothermal compressibility of a liquid and generally exhibits a temperature dependency. However, due to the fact that the compressibility of a liquid does not dramatically alter for small temperature changes, this quantity is also treated as a constant with $\kappa_{T}=7.743 \pm 0.035 \cdot 10^{-10} \mathrm{~Pa}^{-1}$ for LAB [166]. The factor $\delta$ stands for the depolarization ratio (see section 4.4) and was determined as $\delta=0.31 \pm 0.04$ [166]. While $T$
refers to the liquid's temperature, $n$ is the refractive index with $n=1.49829 \pm 0.00026$ (for $\lambda=430 \mathrm{~nm}$ ) and exhibits a temperature dependency of less than 0.001 per degree Celsius [166]. With equation (7.6), the temperature dependency of $L_{\text {Ray }}$ and, therefore, the temperature dependency of scattering length $L_{s}$ can be determined. The absorption length $L_{a}$ is assumed to scale with the density of a medium because the density determines the number of absorption centers in a given volume. Figure 7.29 presents the results of the conducted study.


Fig. 7.29 Systematic uncertainty of $L_{a}$ and $L_{\text {Ray }}$ depending on the LS temperature
The two graphs visualize how the uncertainty of the LS temperature (colored orange) translates into a systematic uncertainty of the absorption length $L_{a}$ (colored green) and the Rayleigh scattering length $L_{\text {Ray }}$ (colored red) of the LS. The black, dashed lines refer to the theoretically predicted distribution of $L_{a}$ and $L_{\text {Ray }}$.

Both graphs show a linear temperature dependency for $L_{a}$ and $L_{\text {Ray }}$ within the given temperature range. These translate into systematic uncertainties ${ }^{11}$ of $\pm 3 \mathrm{~cm}$ and $\pm 5 \mathrm{~cm}$ for the attenuation length $L$ and scattering length $L_{s}$, respectively.
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### 7.3.8 Summary Of All Uncertainties

This section summarizes all studied uncertainties of the laser system AURORA. In addition, their determined values are listed in table 7.1 for a quick overview.

| Uncertainty | Quantity | $L$ | $L_{s}$ |
| :---: | :---: | :---: | :---: |
| Statistical | - | ${ }_{-3}^{+4} \mathrm{~cm}$ | ${ }_{-3}^{+4} \mathrm{~cm}$ |
| Beam Intensity | $\Delta I= \pm 30 \%$ | $<3 \mathrm{~cm}$ | $<1 \mathrm{~cm}$ |
| Beam Alignment | $\theta<4^{\circ}$ | $<4 \mathrm{~cm}$ | $<4 \mathrm{~cm}$ |
| Beam Aperture Angle* | $\Delta \alpha= \pm 0.05^{\circ}$ | $<1 \mathrm{~cm}$ | $<1 \mathrm{~cm}$ |
| Diode Temperature | $\Delta \mu= \pm 0.1 \mathrm{~nm}$ | $<1 \mathrm{~cm}$ | $<3 \mathrm{~cm}$ |
| Emission Peak Position* | $\Delta \mu= \pm 0.8 \mathrm{~nm}$ | $\pm 11 \mathrm{~cm}$ | $\pm 20 \mathrm{~cm}$ |
| Water Transparency | $\Delta L_{a}= \pm 10 \%$ | $<3 \mathrm{~cm}$ | $\pm 5 \mathrm{~cm}$ |
| Acrylic Transparency | $\Delta L_{a}= \pm 10 \%$ | $<3 \mathrm{~cm}$ | $\pm 7 \mathrm{~cm}$ |
| LS Temperature | $\Delta T= \pm 1^{\circ} \mathrm{C}$ | $<3 \mathrm{~cm}$ | $\pm 5 \mathrm{~cm}$ |

Table 7.1 Summary of AURORA's uncertainties
The table lists all investigated statistical (red) and systematic (blue) uncertainties of the developed laser system AURORA. While the first column lists the names of the individual uncertainties, the second column presents the corresponding uncertainty ranges. Here, the uncertainties marked with the asterisk symbol * always influence the optical lengths $L$ and $L_{s}$ in the same way and, therefore, do not have to be considered when performing relative measurements for $L$ and $L_{s}$. The third and fourth columns present the resulting uncertainties of the attenuation length $L$ and the scattering length $L_{s}$.

The statistical uncertainty exhibits a typical $\sqrt{N}$ dependency for Poissonian processes with an absolute uncertainty of ${ }_{-3}^{+4} \mathrm{~cm}$ for $L$ and $L_{s}$ for a measurement duration of 5 s . According to the $\sqrt{N}$ behavior, an absolute uncertainty value of around $\pm 1 \mathrm{~cm}$ for $L$ and $L_{s}$ can be achieved if the measurement time is increased to 50 s .

The systematic uncertainty which is related to the beam intensity was determined to be $\pm 3 \mathrm{~cm}$ and $\pm 1 \mathrm{~cm}$ for $L$ and $L_{S}$, respectively. Here, a conservative estimate of $30 \%$ was used for the intensity uncertainty.

The beam alignment represents another systematic uncertainty. Here, both $L$ and $L_{s}$ exhibit an absolute uncertainty value of $\pm 4 \mathrm{~cm}$. The tilt angle and, therefore, the misalignment was assumed to be $\theta<4^{\circ}$.

Another systematic uncertainty refers to the aperture angle of the laser beam. The conducted studies have shown that the reconstructed values of $L$ and $L_{s}$ are hardly affected by this parameter. This can be explained by the PE hit map patterns which show no significant changes in the considered PMT area for varying aperture angles of $0.0^{\circ}$ to $1.0^{\circ}$. The uncertainty of $L$ and $L_{s}$ was estimated to be less than 1 cm .

A further systematic source arises from the spectral distribution of the laser beam. According to reference [130], the peak position should not change by more than 0.1 nm if the temperature fluctuations of the environment are not larger than $\pm 1^{\circ} \mathrm{C}$. The resulting uncertainty of a changing peak position was estimated to be less than 1 cm for the attenuation length $L$ and less than 3 cm for the scattering length $L_{s}$. The overall uncertainty of the emission peak position leads to a systematic uncertainty of around $\pm 11 \mathrm{~cm}$ and $\pm 20 \mathrm{~cm}$ for $L$ and $L_{s}$, respectively. Even though these uncertainties are large, they stay constant and, therefore, have only to be considered for absolute measurements.

The water transparency can influence the results of $L$ and $L_{S}$ as well. An uncertainty of the water transparency of $10 \%$ translates into a systematic uncertainty of $\pm 3 \mathrm{~cm}$ and $\pm 5 \mathrm{~cm}$ for $L$ and $L_{S}$, respectively.

Similar to the water transparency, the acrylic transparency has an additional impact on the reconstructed $L$ and $L_{s}$ values. In this case, the transparency uncertainty of $10 \%$ translates into a systematic uncertainty of $\pm 3 \mathrm{~cm}$ for $L$ and $\pm 7 \mathrm{~cm}$ for $L_{s}$.

According to [161], the temperature of the LS might fluctuate with an uncertainty range of $\pm 1^{\circ} \mathrm{C}$. This influences the LS transparency as well, resulting in a systematic uncertainty of $\pm 3 \mathrm{~cm}$ and $\pm 5 \mathrm{~cm}$ for $L$ and $L_{s}$, respectively.

To determine the LS transparency, the PE hit map pattern of a measurement performed with AURORA is compared with several PE distributions of a lookup table that was generated with JUNO's official simulation framework offline. As a consequence, the Monte Carlo simulation is another source for a systematic uncertainty. Depending on the simulation's quality, this systematic effect might have a significant influence on the results for the optical lengths $L, L_{s}$ and $L_{a}$. Unfortunately, without actual data from a measurement conducted with AURORA, it is difficult to quantify the impact of this systematic effect. However, on the one hand the Monte Carlo
simulation is already highly sophisticated providing an advanced optical model ${ }^{12}$. On the other hand the development of the Monte Carlo still continues and will lead to an ever more realistic simulation in the time to come. As a consequence, it is assumed that the contribution of the Monte Carlo to the overall systematic uncertainty is rather small being dominated by larger effects like the spectral distribution of the laser diode.

In case of an absolute measurement all listed uncertainties have to be considered. Here, the overall systematic uncertainty of $L$ is $\pm 13 \mathrm{~cm}$ while the systematic uncertainty of $L_{s}$ is $\pm 23 \mathrm{~cm}$. For a relative measurement, systematic uncertainties do not have to be taken into account which always influence the results of $L$ and $L_{s}$ in the same way (aperture angle and spectral distribution). As a consequence, the overall systematic uncertainties of $L$ and $L_{s}$ reduce to $\pm 7 \mathrm{~cm}$ and $\pm 11 \mathrm{~cm}$.
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## Chapter 8

## Conclusion And Outlook

One of the remaining secrets in neutrino physics is the question concerning whether the normal or inverted mass ordering is realized in nature. JUNO is one of the future experiments which will explore this sector in neutrino physics being currently built in South China. With a target mass of around 20 kt of LS, the spherical detector volume exhibits a diameter of 35.4 m . As a result, the JUNO detector is rather vast placing high demands on the LS transparency. Here, the attenuation length $L$ must be at least 20 m at a wavelength of $\lambda=430 \mathrm{~nm}$ in order to meet the challenging requirement of a minimum energy resolution of $3 \% @ 1 \mathrm{MeV}$. Only with this resolution, JUNO will be able to reach a $3 \sigma$ significance on the NMO within six years of data taking.

The laser calibration system AURORA that was developed in the course of this thesis will monitor the LS transparency to ensure that degradation in the target material, caused by accidental pollution incidents or general aging effects, is recognized as early as possible. Here, laser light is guided into the JUNO detector via an array of twelve different 100 m long fibers which can be individually controlled with an automated fiber switch. GRIN lenses are used to collimate the CD traversing laser beams underwater. A part of the light will be scattered or absorbed on its way through the detector center, leading to characteristic hit map patterns in the PMT array. A log-likelihood is then used to compare the results of the actual measurement with a MC-based lookup table (generated with JUNO's official simulation framework offline) to identify the true values of the attenuation length $L$ and scattering length $L_{s}$ and with these parameters the actual LS transparency.

In the first part of this thesis, the design, construction and performance of the AURORA components were presented. In general, AURORA can be divided into two different subsystems - the optical and the electro-mechanical system.
Firstly, I showed that the optical system creates light beams with well-defined properties, so that sufficient intensity is injected into the detector as adequately collimated, short laser pulses that do not pose a threat to the PMT array: Pulses of $10 \mu \mathrm{~s}$ duration containing one million photons will be injected at an operation frequency of 200 Hz . The overall uncertainty of the beam's intensity is less than $14 \%$ and the full aperture angle is less than $0.25^{\circ}$. Afterwards, I showed that the electro-mechanical system is able to adjust the laser beam direction by around $1^{\circ}$ for both $\phi$ - and $\theta$-direction. This provides the possibility to correct for a misalignment that might occur due to changes in geometry after the detector filling induced by buoyancy forces. Moreover, I presented the planned installation locations of the AURORA components as well as the design of the interface which connects the calibration system with the stainless steel latticed shell of the CD. Subsequently, I presented the results of the aging tests of AURORA's CD components. Each test indicated a sufficient durability for the corresponding material. Furthermore, I checked the contribution of AURORA's CD components to the overall radioactive background. None of the components significantly contribute to the maximally allowed budget. Finally, I presented a self-written LabVIEW-based software control which is fully functional and able to control all necessary hardware components in order to perform the transparency measurement.
In the scope of this thesis it was not yet possible to establish an EPICS-based two way communication between AURORA's software control and JUNO's detector control system. Besides the installation of the AURORA system, this is the only open task to be addressed in the next year. Otherwise, the AURORA system is completed and ready to be integrated into the JUNO detector.

The second part of this thesis focuses on AURORA's analysis approach, investigating the sensitivity as well as statistical and systematical uncertainties of the LS transparency parameters. I could show that AURORA is able to measure the attenuation length $L$ and the scattering length $L_{s}$ at the same time. For a 5 s run, I determined the statistical uncertainty of both the attenuation and scattering length to be ${ }_{-0.03}^{+0.04} \mathrm{~m}$. For a 50 s run, the statistical uncertainty is in the order of $\pm 0.01 \mathrm{~m}$ and, therefore, reaches already a relative uncertainty level of less than $0.1 \%$ assuming a value for $L=20.0 \mathrm{~m}$ and $L_{s}=30.0 \mathrm{~m}$. In addition, I investigated several sources of systematic uncertainties. The uncertainties regarding the beam intensity, the beam alignment, the beam aperture angle and the diode's temperature were found to be negligibly
small. Moreover, the uncertainties of the water transparency, acrylic transparency and the LS temperature did not show any significant effect on the reconstructed value of the attenuation length $L$ and only a minor effect on the scattering length $L_{s}$. The most dominant contribution to the overall systematic uncertainty comes from the spectral distribution of the laser and the related uncertainty of the effective wavelength of the laser light. I can conclude that the overall uncertainties of a conducted 5 s measurement for the attenuation $L$ and scattering length $L_{s}$ are ${ }_{-0.03}^{+0.04} \mathrm{~m}$ (stat.) $\pm 0.13 \mathrm{~m}$ (sys.) and ${ }_{-0.03}^{+0.04} \mathrm{~m}$ (stat.) $\pm 0.23 \mathrm{~m}$ (sys.), respectively. For a relative measurement that compares the development of the LS transparency over time, the systematic uncertainties regarding the aperture angle and the diode's spectral distribution do not have to be included, as those always influence the results of $L$ and $L_{s}$ in the same way. Consequently, the overall uncertainties of $L$ and $L_{s}$ reduce to ${ }_{-0.03}^{+0.04} \mathrm{~m}$ (stat.) $\pm 0.07 \mathrm{~m}$ (sys.) and ${ }_{-0.03}^{+0.04} \mathrm{~m}$ (stat.) $\pm 0.11 \mathrm{~m}$ (sys.), respectively. The dominant systematic uncertainty could be further reduced by replacing the current light source by one with an even more narrow spectral distribution.

Up to now, comparable transparency monitoring calibration systems in neutrino detectors aimed to measure predominantly the attenuation length. However, AURORA features the unique capability to determine both the attenuation and the scattering length of the target material at the same time with high precision. This offers a huge advantage compared to prior transparency monitoring systems, as the additional knowledge about the scattering length helps to understand how much light is really absorbed during its way through the detector directly influencing the energy resolution. Furthermore, the scattering length also has an impact on the spatial resolution. As a consequence, AURORA's output will provide a means to investigate the systematic uncertainty which arises from scattering inside the detector influencing event reconstruction algorithms. Finally, AURORA's output can be compared with the results of other calibration subsystems to cross-check the findings and to look for consistency.

## Appendix A-Calculations

In the following appendix section the most important calculations and derived relations are presented in order to prove the correctness of various considerations which were made in this thesis.

## Length Of The Lever Arm Of Force

This section refers to the length of the lever arm of force of the FTH in order to ensure a sufficiently large tilting angle of the laser beam.


Fig. 1 Lever arm of force of the FTH
The figure shows the geometrical relation between the stroke $\Lambda$ of the piezoelectric crystal (colored red), the required length of the lever arm offorce $\chi$ (colored green) of the FTH and the resulting tilt angle $\alpha$ (colored blue).

The following calculation is valid for the rotational movement of the FTH in both directions, $\phi$ and $\theta$, referring to a spherical coordinate system.

As shown in figure 1, it is possible to derive equation (1) to connect the length of the lever arm of force $\chi$ with the tilt angle $\alpha$.

$$
\begin{equation*}
\sin \left(\frac{\alpha}{2}\right)=\frac{L / 2}{\chi} \tag{1}
\end{equation*}
$$

For the design of the fiber termination holder it is important to know how long the lever arm of force has to be to get a tilt angle of a desired size. In order to calculate $\chi$, equation (1) has to be transposed leading to equation (2):

$$
\begin{equation*}
\chi=\frac{L}{2 \cdot \sin \left(\frac{\alpha}{2}\right)} \tag{2}
\end{equation*}
$$

In addition to that, a relation between the length $L$ and the stroke $\Lambda$ of the piezoelectric crystal has to be found. From figure 1 equation (3) can be derived.

$$
\begin{equation*}
\cos (\beta)=\frac{\Lambda}{L} \tag{3}
\end{equation*}
$$

Furthermore, the angle $\beta$ should be replaced by an expression which only depends on the angle $\alpha$. This relation between $\alpha$ and $\beta$ can be derived from figure 1 as well.

$$
\beta+\gamma=90^{\circ} \quad \text { and } \quad \frac{\alpha}{2}+\gamma=90^{\circ} \quad \Rightarrow \quad \beta=\frac{\alpha}{2}
$$

Equation (3) can be rewritten resulting in formula (4).

$$
\begin{equation*}
\cos \left(\frac{\alpha}{2}\right)=\frac{\Lambda}{L} \tag{4}
\end{equation*}
$$

Transposing equation (4) leads to formula (5).

$$
\begin{equation*}
L=\frac{\Lambda}{\cos \left(\frac{\alpha}{2}\right)} \tag{5}
\end{equation*}
$$

If variable $L$ in equation (2) is replaced by formula (5), an expression for the lever arm of force $\chi$ can be derived, only depending on the stroke $\Lambda$ and the resulting tilt angle $\alpha$.

$$
\chi=\frac{\Lambda}{2 \cdot \sin \left(\frac{\alpha}{2}\right) \cdot \cos \left(\frac{\alpha}{2}\right)}
$$

This expression can be simplified by using the following trigonometric relation taken from [29]:

$$
\begin{equation*}
\sin (2 x)=2 \sin (x) \cos (x) \tag{6}
\end{equation*}
$$

As a result, the final formula is the rather simple equation (7):

$$
\begin{equation*}
\chi=\frac{\Lambda}{\sin (\alpha)} \tag{7}
\end{equation*}
$$

## GRIN Lens Aperture Angle Measurement

The most important parameter of the GRIN lens is the aperture angle. Consequently, this property has to be accurately measured. Due to issues with waterproofness, the available beam profiler (CCD camera) is only working in air but not underwater. Thus, the following set-up, being illustrated in figure 2 , was chosen to determine the GRIN lenses' aperture angle.


Fig. 2 Scheme of the aperture angle measurement set-up
The figure illustrates the experimental approach to measure the aperture angle of the GRIN lenses underwater.

Here, the laser light with a wavelength of $\lambda=430 \mathrm{~nm}$ is guided via an optical fiber to the GRIN lens. The laser light is decoupled from the GRIN lens and propagates through a glass vat filled with distilled water. The width of the laser spot is then measured outside the vat with the beam profiler for different path length $D_{w}$. The lengths $D_{g}$ and $D_{a}$ are not changed during the measurements. Because of refraction effects which occur at the transition surfaces between water \& glass and glass \& air, the aperture angle in air is different from the actual aperture angle in water.

In this section a relation between the aperture angle in water and the measured spot width in air is derived. Later on, this formula will be used to calculate the aperture angles only by knowing the distances $D_{w}, D_{g}$ and $D_{a}$ and the measured spot width $s$. The light beam propagation and the influence of the changing refractive indices are shown in figure 2 in more detail.

Following Snellius' law, $\alpha$ and the related beam angle in the glass vat $\beta$ are satisfying equation (8).

$$
\begin{equation*}
n_{w} \cdot \sin (\alpha)=n_{g} \cdot \sin (\beta) \tag{8}
\end{equation*}
$$

Here, $n_{w}$ and $n_{g}$ stand for the refractive indices of water and glass, respectively. Snellius' law is also valid for the relation between the beam angle $\beta$ and the beam angle $\gamma$ in air leading to equation (9).

$$
\begin{equation*}
n_{g} \cdot \sin (\beta)=n_{a} \cdot \sin (\gamma) \tag{9}
\end{equation*}
$$

Here, $n_{a}$ stands for the refractive index of air. Obviously, equation (8) and (9) can be set equal to each other resulting in the subsequent relation (10).

$$
\begin{equation*}
n_{w} \cdot \sin (\alpha)=n_{a} \cdot \sin (\gamma) \tag{10}
\end{equation*}
$$

According to figure 2 , the spot width $s$ is given by three following vertical lengths satisfying trivial trigonometrical relations:

$$
\begin{equation*}
s=2 \cdot\left[D_{w} \tan \alpha+D_{g} \tan \beta+D_{a} \tan \gamma\right] \tag{11}
\end{equation*}
$$

Using equations (8) and (9), the beam angles $\beta$ and $\gamma$ can be replaced by the aperture angle $\alpha$ resulting in the final formula for the spot width $s$ :

$$
\begin{equation*}
s=2 \cdot\left[D_{w} \tan \alpha+D_{g} \tan \left(\sin ^{-1}\left(\frac{n_{w}}{n_{g}} \sin \alpha\right)\right)+D_{a} \tan \left(\sin ^{-1}\left(\frac{n_{W}}{n_{a}} \sin \alpha\right)\right)\right] \tag{12}
\end{equation*}
$$

This formula is used in section 6.2.11 to calculate the aperture angle $\alpha$ and, therefore, the cone angle $\alpha^{*}=2 \alpha$. As equation (12) is difficult to transpose in order to directly calculate $\alpha$, a series of values for $\alpha$ are inserted into equation (12) looking for the best matching spot width value. The same method is used to translate the uncertainty of $s$ into an uncertainty of $\alpha$.

## Appendix B-Graphs

In the following appendix section the graphs are listed which could not be included in this thesis for space reasons and because of redundancy.

## Characterization Of The PCI Board

Here, the graphs of the PCI board performance measurement are shown including all 32 analog and both digital channels.





## Characterization Of The Amplifier

Here, the graphs of the amplifier performance measurement are shown including all 32 analog and both digital channels.





## Systematic Uncertainty Of $L \& L_{s}$ - Tilted Laser Beam

Here, the graphs of the systematics study are shown regarding a tilted laser beam during the transparency measurements performed by AURORA.

$L$ shift for a tilt angle $\theta=1^{\circ}$

$L$ shift for a tilt angle $\theta=3^{\circ}$

$L$ shift for a tilt angle $\theta=5^{\circ}$

$L$ shift for a tilt angle $\theta=7^{\circ}$

$L$ shift for a tilt angle $\theta=9^{\circ}$

$L_{s}$ shift for a tilt angle $\theta=1^{\circ}$

$L_{s}$ shift for a tilt angle $\theta=3^{\circ}$

$L_{s}$ shift for a tilt angle $\theta=5^{\circ}$

$L_{s}$ shift for a tilt angle $\theta=7^{\circ}$

$L_{s}$ shift for a tilt angle $\theta=9^{\circ}$

## Systematic Uncertainty Of $L$ - Laser Spectrum

Here, the graphs of the systematics study are shown regarding the spectral distribution of AURORA's laser diode.


Influence of the diode's temperature on $L$


Influence of the diode's spectral distribution on $L$

## GRIN Lens - Chromatic Aberration And $g_{0}$ Constant

The graph illustrates the wavelength dependency of the GRIN lens' chromatic aberration and gradient constant $g_{0}$. In addition, the gradient constant for a wavelength $\lambda=430 \mathrm{~nm}$ with a value of $g_{0}=0.096 \mathrm{~mm}^{-1}$ is given as well. While the data of the chromatic aberration was extracted from reference [119], the distribution of the gradient constant was calculated with formulas from section 5.3.


Wavelength dependency of chromatic aberration \& gradient constant

## GRIN Lens - Laser Beam Profile

The figure presents a typical beam profile of AURORA's laser beams. The figure on the top shows the cross section of the laser beam while the figures in the middle and at the bottom present the intensity distribution along a horizontal and vertical line through the spot's center.


Cross section


Horizontal Slice


## AURORA - Set-Up

This section shows a few pictures of the AURORA set-up. Here, the focus is on the non-CD components.


Non-CD components of the AURORA set-up


AURORA set-up with an opened optical enclosure


View on the inner life of the optical enclosure
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[^0]:    $1 * 25^{\text {th }}$ of April 1900, $\dagger 15^{\text {th }}$ of December 1958.
    $2 * 7^{\text {th }}$ of November 1878, $\dagger 27^{\text {th }}$ of October 1968.
    $3 * 8^{\text {th }}$ of March $1879, \dagger 28^{\text {th }}$ of July 1968.
    ${ }^{4 *} 11^{\text {th }}$ of March 1884, $\dagger 4^{\text {th }}$ of November 1914.
    $5 * 20^{\text {th }}$ of October 1891, $\dagger 24^{\text {th }}$ of July 1974.
    ${ }^{6}$ From here on $v$ and $\bar{v}$ will refer to neutrinos and antineutrinos, respectively.

[^1]:    $7 * 11^{\text {th }}$ of August 1911, $\dagger 15^{\text {th }}$ of September 1983.
    8 *unknown, †unknown.
    $9 * 6^{\text {th }}$ of December 1919, $\dagger 24^{\text {th }}$ of May 1974.
    $10 * 16^{\text {th }}$ of March $1918, \dagger 26^{\text {th }}$ of August 1998.

[^2]:    ${ }^{11}$ In general, molecules of organic compounds contain a lot of protons. Therefore, in unloaded organic scintillators a proton-neutron capture reaction is most likely.
    ${ }^{12}$ Cadmium and gadolinium are often used in neutron capture reactions because of their significant higher neutron capture cross section on the one hand and the higher energies of the emitted $\gamma$-particles on the other hand leading to a greatly enhanced neutron capture signal.

[^3]:    $13 * 5{ }^{\text {th }}$ of December 1932.
    $14 * 3{ }^{\text {rd }}$ of May 1933.
    $15 * 29^{\text {th }}$ of January 1926, $\dagger 21^{\text {st }}$ of November 1996.
    ${ }^{16}$ A Unit for Researching On-line the LS tRAnsparency.

[^4]:    ${ }^{1}$ A vector is represented with $\gamma$ matrices by $\gamma_{\mu}$.
    ${ }^{2}$ An axial vector is represented with $\gamma$ matrices by $\gamma_{\mu} \gamma_{5}$.
    ${ }^{3}$ Successful description by the combination of a vector and an axial vector being represented with $\gamma$ matrices by $\gamma_{\mu}\left(1-\gamma_{5}\right)$.
    ${ }^{4}$ Although only the left-handed component of a lepton takes part in WI, it is a combination of both components which describes the physical particle. For example, in order to acquire mass both components have to interact with the Higgs particle.

[^5]:    ${ }^{5}$ Evolution in space and time.
    ${ }^{6}$ Differences in velocity between the mass eigenstates are negligible, and, therefore, no spreading of the wave packet occurs. In general, this assumption is valid for neutrinos which are created and detected on Earth. For cosmic neutrinos (e.g. supernova neutrinos) this assumption might be wrong.

[^6]:    $7 * 22^{\text {nd }}$ of August 1913, $\dagger 24^{\text {th }}$ of September 1993.
    8 *1929, †2005.
    9 *1932, †2001.
    $10 * 18^{\text {th }}$ of January $1911, \dagger 16^{\text {th }}$ of October 1970.

[^7]:    ${ }^{11}$ The Hamiltonian is used to derive the equation of motion.

[^8]:    ${ }^{12}$ In the Sun, only fusion processes occur where protons are converted into neutrons. Consequently, only electron neutrinos and not electron antineutrinos or neutrinos of another flavor type are produced.

[^9]:    ${ }^{13}$ Sudbury Neutrino Observatory, Canada.
    ${ }^{14}$ Italian diminutive of BOREX which stands for BORon solar neutrino EXperiment, Italy.
    ${ }^{15}$ Super-Kamioka Neutrino Detection Experiment, Japan.
    ${ }^{16}$ Approximately 180 km .
    ${ }^{17}$ Kamioka Liquid Scintillator AntiNeutrino Detector, Japan.
    ${ }^{18}$ Main Injector Neutrino Oscillation Search, USA.
    ${ }^{19}$ Tokai to Kamioka, Japan.
    ${ }^{20}$ NuMI Off-Axis $v_{e}$ Appearance, USA.
    ${ }^{21}$ Astronomy with a Neutrino Telescope and Abyss environmental RESearch project, France.
    ${ }^{22}$ Upgrade of the IceCube Neutrino Detector, Antarctica.
    ${ }^{23}$ In the order of 1 km .

[^10]:    ${ }^{24}$ Neutrino Oscillation Experiment in Chooz, France.
    ${ }^{25}$ Reactor Experiment for Neutrino Oscillation, South Korea.
    ${ }^{26}$ Neutrino Oscillation Experiment at Daya Bay, China.

[^11]:    ${ }^{27}$ Either two protons decay into two neutrons ( $p \rightarrow n+e^{+}+v_{e}$ ) corresponding to a $\beta^{+} \beta^{+}$event or two neutrons decay into two protons ( $n \rightarrow p+e^{-}+\bar{v}_{e}$ ) corresponding to a $\beta^{-} \beta^{-}$event.
    ${ }^{28}$ Neutrino Ettore Majorana Observatory, France.
    ${ }^{29}$ Germanium Detector Array, Italy.
    ${ }^{30}$ The successor experiment of SNO, Canada.
    ${ }^{31}$ Double Beta Decay Search using the KamLAND detector, Japan.

[^12]:    ${ }^{32}$ For the $0 v \beta \beta$ approach to work neutrinos have to be Majorana particles.
    ${ }^{33}$ The nuclear matrix element $M^{0 v}$ (see equation (2.33)) is calculated using nuclear models.
    ${ }^{34}$ Today designated as relic neutrinos.

[^13]:    ${ }^{35}$ Karlsruhe Tritium Neutrino Experiment.
    ${ }^{36} 16^{\text {th }}$ International Conference on Topics in Astroparticle and Underground Physics, September 9-13, 2019, Toyama, Japan.

[^14]:    ${ }^{37}$ A region close to the star's core within a radius of $r \sim 10^{3} \mathrm{~km}$.

[^15]:    ${ }^{38}$ Deep Underground Neutrino Experiment.
    ${ }^{39}$ Oscillation Research with Cosmics in the Abyss.
    ${ }^{40}$ Precision IceCube Next Generation Upgrade.

[^16]:    ${ }^{41}$ Data taking is anticipated to start in 2026 [54].
    ${ }^{42}$ PINGU is proposed but not yet funded.

[^17]:    ${ }^{43}$ Although $\theta_{13}$ is the smallest of all three mixing angles, its value is larger than originally expected.

[^18]:    ${ }^{44}$ The expected measurable neutrino flux.

[^19]:    ${ }^{1}$ And a spatial resolution of 12 cm [15].

[^20]:    ${ }^{2}$ The detector's designation was determined during a collaboration-wide survey and originally suggested by Jun Wang.

[^21]:    ${ }^{3}$ Material Number 1.4401; AISI 316.
    ${ }^{4}$ Due to the higher resistance to oxidation, the stainless steel 1.4404 has superseded the stainless steel 1.4401. That is why on the European market the stainless steel 1.4401 is barely available. As a consequence, AURORA's metallic components are made of 1.4404 (AISI 316L) which has, apart from the diminished oxidation behavior, the same physical properties like the stainless steel 1.4401.

[^22]:    ${ }^{5}$ Threshold temperature may vary depending on the deformation method, the monomer additives and the sheet thickness.

[^23]:    ${ }^{6}$ According to the reciprocal relation between the attenuation length $L$, the absorption length $L_{a}$ and the scattering length $L_{s}$, the values of $L_{a}$ and $L_{s}$ have to be at least 60 m and 30 m , respectively.

[^24]:    ${ }^{7}$ Oscillation Project with Emulsion tRacking Apparatus - a neutrino oscillation appearance experiment which detected tau neutrinos from an originally pure muon neutrino beam.

[^25]:    ${ }^{8}$ The mismatch of element abundances between standard solar model predictions based on photosphere observations and past solar neutrino flux measurements is called the solar metallicity problem.

[^26]:    ${ }^{9}$ Down to $\sim 3 \mathrm{MeV}$.
    ${ }^{10}$ Radioactive $\beta$ decay of thorium and uranium.

[^27]:    ${ }^{1}$ The first shell consists of the $1 s$-orbital only.
    ${ }^{2}$ The second shell consists of the $2 s$-orbital and three $2 p$-orbitals.
    ${ }^{3}$ Second bond of the double bond structure.

[^28]:    ${ }^{4}$ While for kinetic energies $E>100 \mathrm{MeV}$ [23] (number refers to a medium with $Z$ similar to air or water) bremsstrahlung is the most dominant process, ionization and excitation are more prominent at lower energies.
    ${ }^{5}$ In principle, it is the Bethe-Bloch formula just modified for electrons and positrons.

[^29]:    ${ }^{6}$ Due to energy losses via intermolecular collisions and energy dissipation through the emission of phonons, vibrational states normally have lifetimes in the ps range [90].

[^30]:    ${ }^{7}$ Like AURORA will perform regarding JUNO's liquid scintillator.
    ${ }^{8}$ After purification $L \geq 26 \mathrm{~m} @ 430 \mathrm{~nm}$ [159].

[^31]:    ${ }^{9}$ This is the reason why these fluorophores are also called wavelength shifters.
    ${ }^{10}$ Due to small fluor concentrations, the probability for re-absorption by the wavelength shifters is also reduced.
    ${ }^{11}$ Difference is around 20 nm .

[^32]:    ${ }^{12}$ Difference is around 20 nm .

[^33]:    ${ }^{13}$ De-excitation by emitting a real photon.
    ${ }^{14}$ AURORA will perform transparency measurements at a wavelength of around 430 nm .
    ${ }^{15}$ Also designated as extinction.
    ${ }^{16}$ There is a small difference between the wavelength of PPO's emission maximum and bis-MSB's absorption maximum reported in tables 4.2 and 4.3 , respectively, and the illustrated spectra in figure 4.7. These spectral shifts are caused by interactions between the solvent and solutes during the spectroscopy measurement and, therefore, primarily depend on the choice of the solvent determining to a certain point the spectrum's shape and position. Nevertheless, the derived observations and, thus, the consequences for this thesis, especially for the laser system AURORA, are still valid.

[^34]:    ${ }^{17}$ Scintillation light of LAB.

[^35]:    ${ }^{18}$ The PMTs are distributed over the whole solid angle of $\int_{0}^{\pi} \sin \theta \mathrm{d} \theta \int_{0}^{2 \pi} \mathrm{~d} \phi=4 \pi$.
    ${ }^{19}$ While scattering does not reduce the energy resolution, the spatial and time resolutions, however, are diminished due to changing propagation directions and longer travel paths.

[^36]:    ${ }^{20}$ Primary the liquid scintilator LAB.

[^37]:    ${ }^{21}$ Primary the fluor PPO and the wavelength shifter bis-MSB.
    ${ }^{22}$ In general, the wavelength of optically visible photons ranges between 380 nm and 780 nm [42].
    ${ }^{23}$ Distillation, Alumina Column, Water Extraction and Nitrogen Stripping.

[^38]:    ${ }^{24} \mathrm{~A}$ uniform liquid contains perfect spherical scattering centers and its density is not fluctuating. Here, due to destructive interference, scattering for the parallel polarization component will be eliminated except in the forward and backward direction [166].

[^39]:    ${ }^{25}$ Spectral maximum of bis-MSB is located at 420 nm .

[^40]:    ${ }^{1}$ In the majority of cases these mirrors are just untreated crystal surfaces which are arranged perpendicularly to the threshold surface.
    ${ }^{2}$ Chemically treated crystal surface.

[^41]:    ${ }^{3}$ Limit was set to $10 \%$ of the Earth's magnetic flux density $(|\vec{B}| \approx 50 \mu \mathrm{~T}$ in Central Europe).
    ${ }^{4}$ Piezoelectric elements are operating in the static mode as long as a direct voltage signal is applied.

[^42]:    ${ }^{5}$ Blue, dashed lines in figures 5.4(a) and 5.4(b).
    ${ }^{6}$ If the polarity of the electrical field is reversed, the tension is turned into a compression.
    ${ }^{7}$ As the name points it out, there is also a direct piezoelectric effect which describes the occurrence of electrical charges on a crystal's surface if the lattice structure experiences mechanical stress.

[^43]:    ${ }^{8}$ A more detailed discussion about AURORA can be found in chapter 6.
    ${ }^{9} L_{a}$ can be calculated via equation 4.5 if $L$ and $L_{s}$ are known.
    ${ }^{10}$ The refractive index $n$ can also refer to the medium into which the light decouples after propagating through the fiber. In this case $\varphi$ describes the aperture angle of the fiber.
    ${ }^{11}$ Disregarding any scattering processes.

[^44]:    ${ }^{12}$ AURORA's laser light will decouple from the fibers inside the CD's buffer area which is filled with water.

[^45]:    ${ }^{13}$ Designated as paraxial rays.

[^46]:    ${ }^{14}$ Indicated in red.
    ${ }^{15}$ Defines the ray cone angle at the image point.

[^47]:    ${ }^{16}$ Unfortunately, only GRIN lenses with a design wavelength of 670 nm or higher are available.

[^48]:    ${ }^{1}$ A Unit for Researching On-line the LS tRAnsparency.
    ${ }^{2}$ Logo designed by Dr. Natalie Schützler - a really good friend of mine.

[^49]:    ${ }^{3}$ Roithner LaserTechnik: RLT430-50CMG, InGaN quantum structure, $\lambda=430 \mathrm{~nm}, P=50 \mathrm{~mW}$, single transverse mode, 5.6 mm TO56 package without PD.
    ${ }^{4}$ Measured with the USB2000 spectrometer from Ocean Optics.

[^50]:    ${ }^{5}$ Thorlabs: C230TMD-A, aspheric lens with focal length $f=4.51 \mathrm{~mm}$, numerical aperture $N A=0.55$, optimized for a wavelength region $350 \leq \lambda \leq 700 \mathrm{~nm}$.
    ${ }^{6}$ Thorlabs: LTC100-A, Laser/TEC Driver Kit.
    ${ }^{7}$ Thorlabs: C220TMD-A, aspheric lens with focal length $f=11.00 \mathrm{~mm}$, numerical aperture $N A=0.25$, optimized for a wavelength region $350 \leq \lambda \leq 700 \mathrm{~nm}$.

[^51]:    ${ }^{8}$ Thorlabs: SHB05T, PTFE coated blades, reaction time $t_{r} \approx 10 \mathrm{~ms}$.
    ${ }^{9}$ Thorlabs: S130C, slim photodiode sensor, optimized for a wavelength region $400 \leq \lambda \leq 1100 \mathrm{~nm}$, applicable power from 500 pW to 500 mW .

[^52]:    ${ }^{10}$ Thorlabs: F671SMA-405, numerical aperture $N A=0.60$, design wavelength $\lambda=405 \mathrm{~nm}$, focal length $f=4.02 \mathrm{~mm}$.
    ${ }^{11}$ Thorlabs: KM100, kinematic mount for tip and tilt adjustments.
    ${ }^{12}$ StellarNet Inc: F-600-Y-UV-SR, Y-shaped optical fiber with SMA connectors, core diameter $600 \mu \mathrm{~m}$, optimized for a wavelength region $200 \leq \lambda \leq 2100 \mathrm{~nm}$.

[^53]:    ${ }^{13}$ Thorlabs: SM05PD1A, applicable for wavelength $350 \leq \lambda \leq 1100 \mathrm{~nm}$, active area $A=13 \mathrm{~mm}^{2}$.
    ${ }^{14}$ Thorlabs: AMP120, transimpedance amplifier, DC to 1 kHz .
    ${ }^{15}$ Weeder Technologies: WTAIN-M, programmable analog input device, 20 bit ADC, sample rate is 60 sps, accuracy is $\pm(0.05 \%+20 \mu \mathrm{~V})$.

[^54]:    ${ }^{16}$ Thorlabs: F671SMA-405, numerical aperture $N A=0.60$, design wavelength $\lambda=405 \mathrm{~nm}$, focal length $f=4.02 \mathrm{~mm}$.

[^55]:    ${ }^{17}$ Thorlabs: F671FC-405, numerical aperture $N A=0.60$, design wavelength $\lambda=405 \mathrm{~nm}$, focal length $f=4.02 \mathrm{~mm}$.
    ${ }^{18}$ Thorlabs: KM100, kinematic mount for tip and tilt adjustments.
    ${ }^{19}$ Edmund Optics: 34-424, maximum frequency $f=200 \mathrm{~Hz}$.
    ${ }^{20}$ Edmund Optics: 56-066, chopper blade with two slots, duty cycle of $50 \%$.
    ${ }^{21}$ Assuming a travel distance of 40.0 m and a velocity of $\frac{2}{3} c_{0}$, the propagation of the photons only take around $0.2 \mu \mathrm{~s}$. If a tolerance for forward and backward scattering is taken into account, the maximum travel time should be around $1 \mu \mathrm{~s}$.

[^56]:    ${ }^{22}$ JUNO trigger sends command to close the iris shutter to abort the transparency measurement.

[^57]:    ${ }^{23}$ Tektronix: DPO5104B, digital oscilloscope.
    ${ }^{24}$ Oz Optics: DA-100-3S-430-50/125-QM-40, calibrated for a wavelength $\lambda$ of 430 nm , equipped with $50 / 125$ multimode fibers, numerical aperture is $N A=0.12$, maximal return loss of 40 dB , accuracy of around 0.01 dB .

[^58]:    ${ }^{25}$ Fluctuation is estimated by calculating the quotient resulting from $\sigma$ divided by $\mu$.

[^59]:    ${ }^{26}$ Leoni Fiber Optics: KFCP-XXXV2100M A-V(ZN)Y 1S50/125UVAN, 100 m long optical fiber, multimode, designed for $\lambda=430 \mathrm{~nm}$.

[^60]:    ${ }^{27}$ CeramOptec: customized solution, silica glass fiber, core diameter $\varnothing=50 \mu \mathrm{~m}$, cladding $125 \mu \mathrm{~m}$, acrylate jacket $250 \mu \mathrm{~m}$.
    ${ }^{28}$ GRINTECH: GT-LFRL-180-025-20-CC, design wavelength $\lambda=670 \mathrm{~nm}$.
    ${ }^{29}$ Gradient refractive index.
    ${ }^{30}$ MiSUMi: CBPPS3-10, hexagon socket M3 screw, length $L=10 \mathrm{~mm}$, with POM tip.
    ${ }^{31}$ Polyoxymethylene.

[^61]:    ${ }^{32}$ In total, one billion photons were simulated.

[^62]:    ${ }^{33}$ Like a connecting bar or an acrylic node.
    ${ }^{34}$ A 3" PMT.
    ${ }^{35}$ According to AURORA's performance, this is the amount of photons which is inserted into the JUNO detector in one second if the cw laser beam is cut into $10 \mu \mathrm{~s}$ pulses with one million photons per pulse and an operation frequency of 200 Hz .
    ${ }^{36}$ At a wavelength of $\lambda=430 \mathrm{~nm}$.

[^63]:    ${ }^{37}$ Both 20" PMT types - MCP and Dynode.
    ${ }^{38}$ PMT ID number range from 4000 to 14000.
    ${ }^{39}$ Similar results can be found in chapter 7. E.g. compare figure 6.17 with figure 7.1.
    ${ }^{40}$ Exit point hemisphere.
    ${ }^{41}$ Gaussian maximum hits PMT cathode.

[^64]:    ${ }^{42}$ PMT's response is linear up to around 1000 PEs. Signals in the order of 5000 PEs (e.g. muons) are still manageable. However, already in these cases the photons should not reach the PMT cathode at the same time [117, 154]. Intensities above this limit might be problematic for the DAQ or even dangerous for the PMT lifetime.
    ${ }^{43}$ Both the 100 m long electrical cables from AXON and the 100 m long optical fibers from Leoni are threaded through metallic bellows. For the sake of simplicity, these bellows were not included in figure 6.18.
    ${ }^{44}$ In total, there are twelve FTH components distributed over the whole northern hemisphere of the central detector (SSLS).

[^65]:    ${ }^{45}$ The design and construction phase of the FTH took some time and involved several people. While a first draft was designed with the help of Rainer Othegraven, the final version was created with a lot of help of Johannes Jakobi, Lukas Schmidt and Matthias Eck. Especially Johannes improved the design by adding a lot of useful features.

[^66]:    ${ }^{46}$ Unfortunately, it was not possible to include performance measurements of the final FTH components in this thesis because these devices are getting produced by the time this thesis will be handed in.

[^67]:    ${ }^{47}$ CeramTec: Hermetically sealed piezo-ceramic actuator, customized solution.

[^68]:    ${ }^{48}$ AXON cables: 1 m and 100 m long cables with an HDPE jacket, waterproof connectors and selfsealing powder, customized solution.

[^69]:    ${ }^{49}$ Maximum pressure inside the CD of JUNO.

[^70]:    ${ }^{50}$ Scientific Instruments: PD32-140/140, 32 channel amplifier.

[^71]:    ${ }^{51}$ National Instruments: PCI-6723, analog output device with 32 analog and 8 digital channels.
    ${ }^{52}$ National Instruments: SHC68-NT-S, PCI-board cable, 2 m long, second end without termination.

[^72]:    ${ }^{53} 32$ analog channels, 2 digital channels, 2 ground channels and one not connected channel.

[^73]:    ${ }^{54}$ In general, a temperature gradient inside the LS volume causes also a refractive index gradient. Similar to rays inside a GRIN lens (see section 5.3) AURORA's beams will be bent under these circumstances.

[^74]:    ${ }^{55}$ Standard bellow; $\varnothing=14.7 \mathrm{~mm}$. Thanks to Yangfu Wang who sent me this test bellow from China.

[^75]:    ${ }^{56}$ For the aging tests the electric conductance was normalized to the water volume ( L ) and the component's surface ( $\mathrm{cm}^{2}$ ) in order to be able to compare these values among the different samples.

[^76]:    ${ }^{57}$ Monica Sisti, Dipartimento di Fisica G.Occhialini, Università Milano-Bicocca, Piazza della Scienza 3, 20126 Milano, Italy.

[^77]:    ${ }^{58}$ Also called radium or uranium-radium series.
    ${ }^{59}$ Reasonable assumption, as the radon emanation rate for untreated stainless steel ranges around $(0.36 \pm 0.04) \mathrm{mBq} \mathrm{m}^{-1}$ [169].

[^78]:    ${ }^{60} 2 \mathrm{~m}$ of distilled water.
    ${ }^{61}$ Intensity of the $\gamma$ beam.

[^79]:    ${ }^{62}$ An additional screening of an AXON cable revealed a specific activity for ${ }^{238} \mathrm{U}$ of around $50 \mathrm{mBq} \mathrm{kg}^{-1}$ [158]. In order to get a more conservative estimate of the radon emanation, the IHEP result is used for the following calculation steps.

[^80]:    ${ }^{63}$ MasterBond: EP30-4, optically clear, two component epoxy for bonding, sealing, coating and casting.

[^81]:    ${ }^{64}$ LabVIEW 2014 for Windows.
    ${ }^{65}$ Experimental Physics and Industrial Control System.

[^82]:    ${ }^{1}$ Offline Version J19v1r1-Pre4.

[^83]:    ${ }^{2}$ Wavelength has a value of $\lambda=430 \mathrm{~nm}$.
    ${ }^{3}$ Dominant scattering process for photons with a wavelength $\lambda=430 \mathrm{~nm}$, assuming a perfectly cleaned and purified LS.

[^84]:    ${ }^{4}$ AURORA will provide twelve different laser beams with insertion points distributed all over the detector's northern hemisphere (see section 6.4).
    ${ }^{5}$ Laser beam points to the detector's center.

[^85]:    ${ }^{6}$ This is important because the laser intensity and, therefore, the injected amount of photons will be only known up to a certain level of accuracy.

[^86]:    ${ }^{7}$ Assuming a pulsed laser with a frequency $f=200 \mathrm{~Hz}$, a pulse width of $\Delta t=10 \mu \mathrm{~s}$ and one million photons per pulse. See section 6.3 for more details regarding the chosen beam performance.

[^87]:    ${ }^{8}$ Assuming a typical five seconds measurement.

[^88]:    ${ }^{9}$ According to the previous chapter, the uncertainty of the beam intensity will be less than $14 \%$.

[^89]:    ${ }^{10}$ From 420.0 nm to 440.0 nm .

[^90]:    ${ }^{11}$ A toy Monte Carlo study showed that a gradient in the refractive index (caused by the temperature gradient) would lead to a displacement of the laser spot's position (bent beam trajectory) of less than 3 cm for a temperature gradient of $5^{\circ} \mathrm{C}$. Therefore, this effect is deemed to be negligible.

[^91]:    ${ }^{12}$ A realistic model for the photon propagation inside the detector volume which includes optical processes like absorption, reemission and scattering of photons. In addition, wavelength dependencies and surface physics related processes like reflection and refraction are modeled as well.

