
First-principles modeling of
spin-mixing in organic

semiconductors

Dissertation

submitted for the award of the title

“Doctor of Natural Sciences”

to the Faculty of Physics, Mathematics and
Computer Science

of

Johannes Gutenberg University Mainz
in Mainz

UDAY CHOPRA
Born in New Delhi, India



Berichterstatter: Prof. Dr. Jairo Sinova



Zusammenfassung

Die Forschung zu organischen Halbleitern für Spintronik-Anwendungen be-
gann vor ungefähr zwei Jahrzehnten. In den letzten Jahren gab es mehre-
re Studien, welche die Spin-Relaxations- und Transportphänomene auf der
Grundlage des für Festkörpermaterialien vorherrschenden Verständnisses un-
tersuchen. Die Mischung von entgegengesetzten Spins aufgrund von Spin-
Bahn Kopplung (SBK) wurde als einer der Hauptantriebsfaktoren für die
Spin-Relaxation identifiziert. Der Grad der Spinvermischung in organischen
Materialien kann leicht theoretisch berechnet werden und hilft bei der Vor-
hersage bedeutender spintronischer Phänomene. Die meisten Arbeiten in der
vorhandenen Literatur verwenden jedoch grobe Analysetechniken oder semi-
empirische Annäherungen. Ziel dieser Arbeit ist es, einen Ansatz nach soge-
nannter “first-principles” Theorie einzuführen. Dieser ermöglicht ein besseres
Verständnis von Spinrelaxation in organischen Materialien unter Verwendung
des Spin-Mischungsparameters (γ). Wir präsentieren einen verallgemeiner-
ten, parameterlosen Formalismus und demonstrieren seine Genauigkeit und
Übertragbarkeit auf verschiedene Klassen für die Spintronik relevante orga-
nische Verbindungen, einschließlich molekularer Magnete. Dieser Ansatz ist
für sogenannte “high-throughput” Rechenstudien einfach zu implementieren
und die Genauigkeit seiner Vorhersagen wurde mit Experimenten verglichen.
Die Ergebnisse unterstreichen auch die Komplementarität unserer Herange-
hensweise zu Experimenten, da γ als theoretisches Entwurfswerkzeug zur
Abstimmung des SBK in Molekülen verwendet werden kann.



Abstract

Research in organic semiconductors for spintronic applications was initiated
roughly two decades ago. In recent years, there have been several studies
that investigate the spin-relaxation and transport phenomena based on the
understandings prevalent for solid state materials. Spin-mixing in opposite
spin states due to the spin-orbit coupling (SOC) has been identified as one
of the major driving factors for spin-relaxation. The degree of spin-mixing
in organics can be easily calculated from theoretical techniques and assist
predictions of essential spintronic phenomena. However, most of the work in
literature use crude analytical techniques or semi-empirical approximations.
The aim of this thesis is to introduce a first-principle approach that enable a
better understanding of spin-relaxation in organics using the spin-admixture
parameter (γ). We present a generalized formalism, void of any parame-
ters and demonstrate its accuracy and transferability across different classes
of organic compounds relevant for spintronics, including molecular magnets.
This approach is easy to implement for high-throughput computational stu-
dies and its predictive accuracy has been benchmarked against experiments.
The results also emphasize the complementarity of the approach to the ex-
periments as γ can be used a theoretical design tool to tune the SOC in
molecules.
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Chapter 1

Introduction

The end of the 20th century was marked by an entrance to the information age
which is largely governed by electronics and computer science. Evolution of
micro-electronics has assisted several of the crucial scientific advancements in
the last few decades, ranging from the internet to the large-scale application
of machine-learning and modern-day smart devices. In order to tend to the
rising amounts of information generated by these technologies, there is an
ever increasing need to be able to store the data in more compact forms.
Furthermore, a faster and more efficient processing of that information is
required. However, there’s a limitation on that imposed by Moore’s Law[1],
which states that the number of transistors on a microprocessor doubles every
two years and this requires the transistors to become smaller.

An emergent technology called spintronics or spin-based electronics has
been pushing Moore’s law to its limits by giving rise to higher density storage
materials. Combined with nano-electronics, the size of processors has also
diminished. This can also be observed from trends in Intel’s microprocessor
architectures[2] which shows an increase in clock speeds and decrease in size
of processing units, both by three orders of magnitude. More recently, spin-
tronic devices based on organic semiconductors have also opened up a vast
scope of possibilities to explore the phenomenon at a nanoscale.[3] However,
the nascent field of organic spintronics has not been fully exploited as much
remains to be understood about the spin-transport in such materials.

Spintronics centers on utilizing the spin-degree of freedom of the electron
alongside the motion of it’s charge. Electron spin has been a central concept
in the foundations of quantum mechanics, and it’s influence on conductivity
of electrons was first suggested in 1936 by Mott.[4] The first influential spin-



Chapter 1. Introduction
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Figure 1.1: Schematic of a spin-valve device consisting of a non-magnetic
(NM) layer sandwiched between two ferromagnets (FM).

tronic application came about three decades ago from the pioneering works
of Grünberg[5] and Fert[6] winning them the Nobel prize in Physics in 2007.
They devised a spin-valve in which they discovered the giant magnetoresis-
tance (GMR) effect using which the device could be operated at low (off)
and high (on) - resistance states only by varying the magnetic field.

The schematic of Grünberg’s[5] original spin-valve device is shown in
Fig. 1.1. An efficient spintronic device relies on a spacer layer that should
be long enough to decouple the magnetic electrodes. In addition to that, it
must (a) allow for an efficient spin-injection from the FM electrode, (b) carry
the spin-currents without loss of coherence for longer distances and times.
The latter requires a material with a small spin-orbit coupling (SOC), an in-
teraction arises as a relativistic effect resulting from interaction of spin with
the nuclear potential under which the electron moves.

Discovery of GMR revolutionized the IT industry, allowing for high-
density magnetic storage devices and more efficient read-write heads in hard
disks. Consequently, this led to discovery of more crucial technology like
magnetic-tunnel junctions[7, 8] and magnetoresistive-RAMs.[9] It also opened
up pathways for emerging nanotechnology for different material considera-
tions which could further enhance spintronic properties.

Organic semiconductors (OSC) are fairly new entrants to this field and
ideal candidates.[10–12] As organic materials are composed of lightweight ele-
ments, the SOC is rather small compared to inorganic counterparts. This im-
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plies a slower decay of spin-polarization that make organic materials favorable
for spintronic applications. Not only are organic materials abundant, hence,
industrially economical, they can also be tailored using synthetic chemistry
to tune their electronic properties.

OSC have also proven to be successful in several other applications such
as as photovoltaics [13, 14] and field-effect transistors.[15, 16] Organic LEDs
(OLEDs)[17] are a phenomenal example of the advantage of organic materi-
als as they can be easily processed in from of thin layers leading to energy
efficient devices that is beyond capacities of a traditional inorganic semicon-
ductor. Pioneering experiments in organic spintronics have successfully em-
ployed some OSCs in spin-valves.[18, 19]. Some molecules have demonstrated
exceptionally large spin-relaxation times[20] and diffusion lengths.[21]

A key to understanding spin-transport in organics materials is to under-
stand the charge-transport which vastly differs from inorganic semiconduc-
tors. Most inorganic solids tend to form clusters of regular periodic crystals
due to strong covalent bonds where the valence electrons are often weakly
bound by the atomic potential as represented in Fig. 1.2. On the other hand,
organic materials often lack order and occur in amorphous morphologies and
in semi-crystalline nature are held together by the weak Van der Waals in-
teractions. This leads to the electrons being localized to individual units.
This implies that both the charge- and spin-transport in OSC are directly
correlated to each other and spin-transport primarily takes places via the
charges hopping from one site to another.

Despite of the recent developments in experiments, there still remains
a vast scope to promote understanding of spin-relaxation and transport in
organic materials. Moreover, first-principle electronic structure calculations
have become indispensable to experiments to attain a better understanding
of physical phenomena. In addition to it, properties difficult to measure ex-
perimentally can be predicted using theoretical tools with limited effort and
consistent accuracy, thereby achieving a complementarity with the experi-
ments.

11
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Figure 1.2: Localization vs delocalization of electronic states in molecules
and solids respectively due to differences in atomic potentials

Herein lies the main objective of this thesis i.e., to investigate and model
spin-relaxation in organic semiconductors using first-principle methods. The
thesis is organized as follows, chapter 2 describes a brief summary of recent
research in organic spintronics to explain the challenges. The first-principle
methods used to tackle the problem are described in the chapter 3. Chapter 4
introduces the theoretical foundation of spin-admixture parameter inspired
from the Elliot-Yafet mechanisms which has been found to be one of the
dominating mechanisms in organics at normal operating conditions. Chapter
5 focuses on how chemistry can be used to tune SOC in molecules leading to
design of an ideal molecule for spintronics. Finally, and outlook is presented
on carrying the work forward in the direction of theoretical developments.
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Chapter 2

Overview of spin-relaxation and
transport in organic
semiconductors

Understanding of various spin-transport and relaxation processes is crucial
for designing spintronic devices with required characteristics. Such processes
are intricately governed by the interactions that the itinerant spins experience
within materials.

The spins can interact with intrinsic magnetic moments of the nuclei
and that of neighboring electrons giving rise to the hyperfine, and spin-
exchange and dipole interactions respectively. In addition to that, the spin-
orbit coupling (SOC) combined with electron scattering due to impurities
or lattice vibrations across different momentum states can also cause spin-
relaxation.

SOC is a relativistic interaction that originates from the motion of an
electron under the influence of a nuclear potential (V) which corresponds
to an effective magnetic field, BSOC (∼ −µB(∇V × p)/mc2) w.r.t. the rest
frame of the electron, where p is the electron momentum and µB is the Bohr
magneton. A full relativistic treatment was first described by Dirac.[22]

The spins experience a Larmor precession under BSOC with a frequency
that is proportional to the momentum of that electronic state and orientation
of the nuclear field. As the electrons are randomly scattered between different
momentum states, the BSOC also changes causing a random fluctuation of the
Larmor frequencies, ωSOC . These random fluctuations cause a net dephasing
of the spin-polarization. This is the well known Dyakonov-Perel[23] mecha-
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nism of spin-relaxation that occurs in systems lacking inversion symmetry.
The spin-relaxation rate can be expressed as,

T−1
1DP

= ω2
SOCτ (2.1)

where τ is the momentum relaxation time.

Another consequence of SOC arising from the lattice is an admixture of
the spin-up and down Bloch states. Momentum scattering due to lattice
phonons between these admixed states causes a spin-flip. This process is
called the Elliot-Yafet spin-relaxation [24, 25] and the relaxation time is
described as

T−1
1EY
∝ ω2

SOC/τ (2.2)

As can be noticed, while both D-P and E-Y relaxation are proportional to
the SOC, they have an inverse dependence on τ and hence the conductivity of
the system. Larger conductivity implies more spin-flip scattering events and
a stronger E-Y relaxation. This also means that spins precess for a shorter
duration, thereby causing a weak D-Y relaxation.

The mechanisms discussed above are well-known to describe relaxation
and transport phenomenon in solid-state materials. In context of organic
materials, while the inherent interactions that electron spins experience in
organics are similar, the transport is vastly different compared to inorganic
materials. Most important distinction arises due to the charge-transport in
organic materials. A review on charge-transport can be found here.[26] This
consequently affects the relaxation pathways.

Spin-spin interactions such as dipolar and exchange interactions, in dis-
ordered organic semiconductors, are facilitated via a high carrier density.
Exchange interactions cause two neighboring spins of opposite sign to ex-
change their polarity. As a consequence, the overall polarization is conserved
under exchange and doesn’t contribute to longitudinal spin-relaxation but
to spin-transport. Exchange interactions depend on carrier density and the
extent of delocalization of the spin on the molecule and when present, tends
to cause a faster spin-transport.[27]

An important distinction between inorganic and organic semiconductors
is that in the latter the charge-transport takes place via a spatial charge
transfer between donor-acceptor states driven by intra- and inter-molecular
vibrations instead of momentum scattering between electronic states. Hence,
the effect of D-P and E-Y mechanisms is vastly different.
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SOC in organic materials is often very small, therefore ωSOC is weak.
However, due to the presence of atoms with a finite nuclear spin, such as
hydrogen, the local hyperfine (HF) fields can be dominant. Therefore, an
analogue of D-P mechanism in organics is driven by precession under the HF
fields instead of the SO fields. The role of HFI in spin-transport was observed
by Nguyen et al.[28] where they found a suppressed relaxation on deutera-
tion of hydrogen atoms in DOO-PPV polymers. As mentioned before, this
mechanism is explicitly dependent on the charge-dynamics which is largely in-
fluenced by the energetic disorder and the temperature and therefore is likely
to happen when the charge-mobility is small i.e., either at low-temperatures
or in systems with large energetic disorder given that HF fields are strong.
This phenomenon was explored in detail in references [27, 29].

In presence of an external field, intra-molecular vibrations combined with
SOC and HFI can cause a spin-flip transition between the Zeeman states.
This phenomenon, known as spin-phonon coupling, is mainly responsible for
a local spin-relaxation [30–34] which can occur via direct Orbach[35] or higher
order Raman-processes.[36] At extremely low temperatures, tunneling effects
are also known to arise.

However, for organic semiconductors in doublet state at a reasonable
magnetic fields (0.1-1 cm−1), the Orbach processes are unlikely as lowest en-
ergy vibrations are at least an order of magnitude higher. Therefore, Raman
processes are most likely where the spin-flip transitions are governed by a
simultaneous absorption and emission of a pair of phonons.

Furthermore, in organic or molecular semiconductors characterized by
inter-molecular hopping transport, spatial scattering between mixed spin
states therefore works in direct analogy to, and with equal importance for spin
dynamics as E-Y relaxation. Spin-mixing in these scattering states is often
weak, and correspondingly well described perturbatively in SOC. The first-
order perturbation correction to the spin-free Hamiltonian, a.k.a. the spin
admixture parameter γ, has been derived for crystalline semi-conductors,[24,
25] molecules,[37] and more recently, for molecular electronic structure the-
ory.[38, 39] The spin-relaxation time is proportional to the charge-hopping
frequencies and spin-admixture.[39]

T−1
1 =

16

3
γ2ω (2.3)

The active mechanism of spin-relaxation and transport depends largely on
the experimental conditions and may vary extensively within the same mate-
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rial. For example, if we consider the case of a molecule, Alq3, Jiang et al.[40]
measured spin-currents in an Alq3 device with high-carrier concentrations
(N ∼ 1019 cm−3) where they attributed the transport to be dominated by
exchange coupling between the spins because the spin-diffusion length was
shown to be unaffected by variations in temperature. On the other hand,
Drew et al.[41] show a clear temperature dependent MR and spin-diffusion
measurements which is indicative of E-Y type spin-flips or a local thermal
driven relaxation. Similarly, µSR measurements from Nuccio et al.[34] sug-
gest a local spin-relaxation that is dependent on SOC at higher temperatures
however independent of SOC at lower temperatures.

Harmon and coworkers [42, 43] presented a generalized model to simulate
transport in amorphous systems on a regular lattice. They were able to
map the effect of several of the mechanisms discussed above simultaneously,
based on a characteristic waiting time-distribution. Their model is able to
successfully capture the effects of different mechanisms by its sensitivity on
parameters that represent the corresponding mechanisms, most significant of
which are the HF fields (BHFI), charge-hopping frequencies (ω), spin-mixing
(γ) on-site spin-relaxation rates (Γ).

There exists several first-principle methods to calculate BHFI and ω.
Some recent works[44–46] also explore a detailed first-principle modeling of
on-site spin-relaxation rates (Γ) driven via spin-phonon couplings. How-
ever, γ still remains unexplored except for the original works from Yu[38,
39]. Furthermore, considering high-mobility polymers as the ideal candi-
dates for spintronic applications, it is evident from the above discussion that
under reasonable operating conditions of room-temperature and low exter-
nal fields, a hopping-driven spin-flip mechanism is most likely to cause the
spin-relaxation.

Despite the fact that γ has become a vital parameter in a range of in-
fluential molecular spin dynamics models,[38, 39, 47] and a central concept
for current experimental[48–53] and theoretical[40, 42, 43, 54–57] molecular
spintronics, no further attempts to calculate or analyze γ from first-principles
theory have been made, likely because of the significant methodological lim-
itations of its current formulation.[39] In this formulation, calculations of γ
are restricted to π-orbitals in organic molecules and a wave function quality
below current standards of electronic structure modeling.

Therefore, accurate modeling of the spin-admixture parameter and its
influence on spin-relaxation in organic compounds is the main focus of this
thesis.
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Chapter 3

Methods: First-principles
modeling

The contents of this chapter are only intended to be a brief review of compu-
tational methodology, primarily the density functional theory (DFT) used in
the thesis. For more insights into individual topics, the reader is referred to
the standard textbooks of Jensen[58] and, Szabo and Ostlund[59] or review
by Jones[60]

3.1 Many-body problem

The goal for most of the problems in first-principles modeling entails on
calculating the ground-state electronic structure of the system. This involves
solving the Schrödinger’s equation,

HΨ = EΨ (3.1)

where the time-independent Hamiltonian operator contains the kinetic and
potential energy terms,

Ĥ = T̂ + V̂ = −
N∑
i

~2

2mi

~∇i

2
+ V (r1, r2, ...rN) (3.2)

Given that our interest lies in calculating properties of molecular systems,
we further decompose the Hamiltonian in nuclear and electronic coordinates.
Since the nuclei (e.g., of Hydrogen atom) is roughly 1800 times heavier
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than electrons, they behave stationary w.r.t the latter due to their much
smaller momentum. Therefore, the electronic and nuclear degrees of free-
dom can be considered independent of each other. This is termed as the
Born-Oppenheimer (BO) approximation.[61] Writing the Hamiltonian in the
atomic units we get,

Ĥ = −1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
k=1

Zk
ri − rk

+
N∑
i=1

N∑
j>1

1

|ri − rj|
+ Enuc (3.3)

where the first two terms in the above equation are the one-electron term,
third term represents the Coulomb repulsion between the electrons and last
term is the nuclear kinetic energy. While the BO approximation simplifies
the problem, exactly solving it is computationally feasible only for single-
electron systems, such as the Hydrogen atom, as the position variables in
second term in Eq. 3.3 cannot be separated. For complicated systems, vari-
ation principle is used as a basis for further approximations. It requires (a)
assuming a suitable choice for the wave function of the system dependent
on certain parameters (b) minimizing the energy expectation value by vary-
ing the parameters of the wave-function. More accurate the wave-function,
closer is the solution to the true-ground state of the system.

Various approximations that were significant to the development of quantum-
chemical approaches are discussed as follows.

3.1.1 Hartree Approximation

D. R. Hartree[62] assumed that the electrons exists as point charges and the
only interaction that exists is the Coulomb repulsion of those point charges
with a cloud of uniform electron density. This represents a simplified mean-
field approximation where the electronic wave function can be expressed as
a product of independent orbitals corresponding to each electron.

Ψ(~r1, ~r2, ... ~rN) ≈ φ(~r1)φ(~r2)...φ( ~rN) (3.4)

Subjected to constraints under the variational principle that the set of
individual orbitals {φ(~ri)} are orthonormal, the ground-state energy, also
called the total ground-state Hartree Energy (EHA), can be calculated as
follows,

18



3.1. Many-body problem

EHA =− 1

2

N∑
i=1

∫
d3rφ∗i (r)∇2

iφi(r)−
M∑
k=1

Zk

∫
d3rφ∗i (r) |r− rk|−1 φi(r)

+
1

2

N∑
i,j=1

∫
d3rd3r′φ∗i (r)φ

∗
j (r′) |r− r′|−1

φj (r′)φi(r) = T0 + Eext + EH =
N∑
i=1

εi

(3.5)
As can be seen from the above equation, the total energy can be expressed

a sum of single particle energies containing three components, kinetic ener-
gies, nuclear-electron Coulomb energy (external) and the Hartree potential
energy, respectively. The last term in 3.5 essentially corresponds to poten-
tial due to other electrons in which the electron i moves. Excluding the
electron under consideration from summation in Hartree energy physically
corresponds to adding a screening effect due to other electrons.

The Hartree equations are easily transferable and form a self-consistent
field approach and the scaling of Hartree solutions is N3, there exists follow-
ing two major problems with the solutions:

1. The solution contains a self-interaction error, which corresponds to
the electron interacting with it’s own charge-density. While this can
be partially corrected by restricting the summation over only other
electrons, it essentially corresponds to including strong screening effects
by excluding one electron from the system and often leads to inaccurate
solutions.

2. Electrons being Fermionic in nature are expected to have an anti-
symmetric wave-function, which is completely neglected under the Hartree
approximation.

Fock suggested a possible solution to the second problem stated above.

3.1.2 Hartree-Fock Theory

Building up on the mean-field approximation by Hartree, Fock used a Slater
determinant to satisfy the anti-symmetry conditions on the wave-function.

Ψ =
1√
N !

∣∣∣∣∣∣∣
φ1 (r1) · · · φN (r1)

...
. . .

...
φ1 (rN) · · · φN (rN)

∣∣∣∣∣∣∣ (3.6)
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Using the above wave-function to evaluate the single- and many-electron
terms in the BO Hamiltonian in the Eq. 3.3 led to the following Hartree-Fock
equation.

F̂ φk = εkφk (3.7)

where the Fock operator is defined as

F̂ = ĥ1 +
N∑
i

(Ĵi − K̂i) (3.8)

The one-electron operator ĥ1 described the motion of electron i in field of all
nuclei.

ĥi = −1

2
∇2
i −

M∑
k

Zk
|rk − ri|

(3.9)

The operators Ĵi and K̂i are the Coulomb and exchange operators respec-
tively,

Ĵiφk (~r1) =

∫ |φi (~r2)|2
|~r2 −~r1|

d~r2φk (~r1) (3.10)

K̂iφk(~r1) =

∫
φ∗i (~r2)φk (~r2)

|~r2 −~r1|
d~r2φi (~r1) (3.11)

These equations can also be solved according to the self-consistent (SCF)
procedure, where the operators are generated with a suitable choice of or-
bitals, and solving the equations lead to a new set of orbitals. This procedure
can be repeated until the input and output orbitals differ no more up to a
certain numerical accuracy. While the HF method is significantly more ac-
curate than the previous Hartree method, it comes at poor scaling (N4) as it
requires calculations of additional many-body integrals.

3.1.3 Restricted and Unrestricted Hartree Fock

In case of closed-shell systems, since the orbitals are evenly occupied, the α-
and β- spin electrons can be constrained to the same spatial orbital. Such a
treatment of the wave-functions is called the Restricted Hartree-Fock (RHF).
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3.1. Many-body problem

When dealing with systems having odd number of electrons, RHF cannot
be used therefore an extension of the RHF, called the Restricted open-shell
Hartree-Fock (ROHF)[63] is usually considered. In ROHF, the constraints
are applied to the doubly occupied orbitals while the unpaired electrons are
described using singly-occupied orbitals. However, the constraints imposed
in ROHF can largely deviate from the ground state.

To counter this, the Unrestricted Hartree-Fock [64] (UHF) is usually pre-
ferred. As the name suggests, UHF doesn’t assume any variational con-
straints on the wave function and treats the α and β spatial orbitals in-
dependently. One drawback of UHF is that it leads to the so called spin-
contamination i.e. the wave-functions are no longer pure-spin states and
eigenfunctions of the S2 operator. In the cases where spin-contamination
is large, there are several techniques to tackle the spin-contamination prob-
lem.[65, 66] A schematic to highlight differences between these formalisms is
presented in Fig. 3.1

RHF UHF
(closed shell)

UHF
(open shell)

ROHF

HOMO

LUMO

 

Figure 3.1: Relative energy levels of closed-shell and open-shell systems for
restricted and unrestricted approaches.
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3.2 Basis Sets

Almost all of the electronic structure theory concerning molecular systems
uses linear combination of atomic orbitals (LCAO) to construct the molecular
orbitals (MO). In other words, it is the superposition of the atomic orbitals
that gives rise to MO, as represented in the following equation.

φi =
∑
j

cijχj (3.12)

where, χj are the AOs, and cij are the corresponding coefficients. As we
have seen from the description of wave-function approximations described
above, the choice of orbitals is crucial for the accuracy of the system and is
dependent on the type of system which one is dealing. For example, periodic
plane-waves might be a better choice of solid-state systems where electrons
are only partially bound to the nuclei, atomic orbitals are usually suitable for
most molecular systems where the electrons are strongly confined within the
nuclear potential. Therefore, the basis functions should be able to capture
the physics of the problems with minimum number of parameters and should
form a complete basis-set where the generality can be maintained across
different systems. Like most computational problems, this comes down to
maintaining a balance between accuracy, scalability and transferability. A
larger basis set can be transferable and lead to more accurate predictions but
is computationally intensive.

Gaussian type orbitals

In several quantum chemistry codes, it has been a standard to represent the
AOs in form of Gaussian-type basis functions. This could either be in the
Cartesian or the spherical coordinate system as follows

χζ,lx,lylz(x, y, z) = Nxlxylyylze−ζr
2

χζ,n,l,m(r, θ, φ) = NYl,m(θ, φ)r2n−2−le−ζr
2 (3.13)

where Yl,m are the spherical-harmonics, n, l and m are the principle, az-
imuthal, and magnetic quantum numbers. The Gaussian functions, e−ζr

2

give the shape to the AOs where r is the radial distance to the atomic nu-
cleus, of a single or several exponents ζ (’zetas’). The size of the basis-set is
usually defined by the number of Gaussian functions used to define one AO,
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3.3. Density Functional Theory

e.g., minimal basis set i.e., one Gaussian function per AO would be termed
as a single-zeta.

In some cases when the system is charged, the natural extent of localiza-
tion of the orbitals might vary therefore additional ’polarized’ or ’diffused’
functions might need to be added.

3.3 Density Functional Theory

In the previous sections it was discussed that wave-functions theory such as
the HF scale poorly as the number of variables rise exponentially with in-
creasing number of electrons. Moreover, in order to incorporate the electron-
correlation effects, one needs to resort to other approaches such as configu-
ration interaction (CI) which are even more computationally expensive.

An alternative branch of ab initio techniques is formulated in terms of the
electron-density instead of the wave-function. It counters the scaling problem
to a large extent. For a system with N electrons, wave-function is a function
of 3N coordinates (excluding spin) whereas, the density is dependent on only
3 coordinates, independent of the number of electrons.

n(r) = N

∫
d3r2

∫
d3r3...

∫
d3rNΨ∗(r, r2, ...rN)Ψ(r, r2....rN) (3.14)

The idea was first introduced by Thomas[67] and Fermi[68] where they
presented a formalism to calculate atomic properties using only the electron-
density as the variable. The idea was further developed by Hohenberg and
Kohn [69, 70] in form of two H-K theorems. First theorem states that that
any ground-state property can be uniquely identified as a functional of the
electron density in position space. This essentially means that once the
ground-state electron density is known for the system, it can be used to
calculate any property.

Furthermore, in the second HK theorem, they proved that this energy
functional obeys the variational principle. Therefore, the initial guess for
the electron-density can be improved by minimizing the energy functional,
similar to the HF theory. Thus, assuming that the exact density of the
system is n(~r), the total energy can therefore be written as,

Ee = T [ρ(~r)] +

∫
Vext(~r)ρ(~r)d~r +

∫
VC(~r)ρ(~r)d~r + E ′xcl[ρ(~r)] (3.15)
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Chapter 3. Methods: First-principles modeling

where the terms on the RHS represent the functionals corresponding
to kinetic energy, external potential, Coulomb repulsion and the exchange-
correlation energies respectively.

If we assume that there exists a fictitious system of non-interacting par-
ticles with same density and energy as the real system, it would give rise
to a different effective potential, Veff (~r), which could then be written as a
functional derivative,

Veff(~r) =
δT

δρ
− δT0

δρ
+ Vext(~r) + VC(~r) +

δE ′xc

δρ
(3.16)

where the T0 corresponds to the kinetic-energy of the fictitious system.
In equation 3.16, the Coulomb and external potential are known but there
is no way to know the exact nature of other terms, which is the so-called
exchange-correlation potential,

Vxc(~r) ≡
δT

δρ
− δT0

δρ
+
δE ′xc

δρ
(3.17)

The equations described above represent the Kohn-Sham DFT[70] as is
used in all modern DFT codes.

3.3.1 Jacob’s Ladder: Exchange-correlation Function-
als

It was discussed in previous sections that Hartree-Fock (HF) based for-
malisms consists of a single Slater determinant. While that accounts for most
of the energy, it doesn’t include correlation effects. Correlation energy is the
difference between the HF energy and the lowest possible energy obtained
from HF for a given basis set. In order to incorporate correlation effects in
wave-function methods, a linear combination of multiple Slater determinants
corresponding to different electronic configurations must be considered. This
is the basis for advanced quantum chemistry methods such as the configura-
tion interaction (CI) and multireference methods which are beyond the scope
of this work.

As noted above, within the density functional formalism, this can be
treated using an approximate exchange-correlation functional. While the
first HK theorem proves the existence of a functional, there is no systematic
way to define the XC functional exactly. This still remains a challenge to
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3.3. Density Functional Theory

all modern DFT problems. There are several hundred approximations that
exist in form of different XC functionals which can be chosen depending on
the chemical system one is dealing with.

Perdew proposed a ‘Jacob’s ladder’ strategy to approach different XC
functionals where each rung of the ladder represents one level of approxima-
tions with increase in accuracy up the ladder. The lowest rung was suggested
as the local density approximation (LDA) with the assumption of density as
a homogeneous electron gas and XC energy depends only on the density in
the point in space, hence it’s a strictly local approximation.

ELDA
xc [n] =

∫
d3r n(r)εxc(n(r)) (3.18)

where the εxc is the xc-energy of the electron gas.
On the next rung is the generalized gradient approximation (GGA). These

functionals additionally depend on the gradient of the density at each point.
Hence, this approximation is computationally expensive compared to LDA
but significantly accurate.

EGGA
xc [n] = ELDA

xc [n] +

∫
d3r∆εxc(n, |∇n|) (3.19)

PBE[71] and BLYP[72, 73] are some of the most popular GGA XC func-
tionals.

Third rung of the ladder include the meta-GGA functionals, which in
addition to local density and the gradient, also depends on the Kohn-Sham
kinetic energy density, i.e. a further higher-order derivative of the electron
density (∇2n(~r)). TPSS[74] is a popular example of meta-GGA functional.

Next to the meta-GGAs are the hybrid-functionals, which mix some part
of GGA with an additional HF exchange energy thereby eliminating a frac-
tion of the self-interaction present in the (semi-)local approximation on which
they are based. This is a significant advantage in many systems, in particular
light organic molecules. PBE0[75] and B3LYP[76] are quite often used.

The choice of the xc-functional largely depends on the kind of system and
the properties one is interested to calculate. However, as all functionals are
approximations, there is an inherent delocalization error that is one of the
roots of major failures of DFT causing inaccurate predictions of several ma-
terial properties. Due to the delocalization error the electron density falsely
tends to over delocalize depending on the nature of approximation used in
the functional. This is a major reason why DFT tends to underestimate the
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Chapter 3. Methods: First-principles modeling

band gap. For this reason, hybrid functionals are generally recommended
for molecular systems as they tend to have some sort of error cancellation as
they incorporate HF approximation to a certain extent.[77]
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Chapter 4

Modeling the spin-admixture
parameter

4.1 Theory

Spin-orbit coupling (SOC) is one of the major factors of spin-relaxation.
Therefore, an accurate and general description of SOC operator from first
principles is essential.

This chapter begins by describing Zeroth Order Regular Approximation
(ZORA), which is widely used approximation to describe SOC in molecu-
lar systems. Then, a generalized formalism is presented γ to remove all
limitations on predictive accuracy and transferability between different sys-
tems inherent in the original formulation.[39] Finally, the performance of this
method is compared against the original formulation by using the model sys-
tems, while exploring the influence of computational variables such as the
electronic exchange-correlation approximations on γ, as described in Section
4.1.3. All results and a discussion of the same are presented in Section 4.2.

4.1.1 SOC from First principles: Zeroth Order Regu-
lar Approximation (ZORA)

SOC plays an intricate role in most of the spin-relaxation mechanisms dis-
cussed previously. Therefore our goal is to get an accurate description of the
SOC operator from first principles. The fundamentals of electronic structure
theory discussed in chapter 3 were in the non-relativistic limit. However,
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since SOC is a relativistic effect we take it a step further. Our starting point
is the time-independent Dirac equation.

[
cα · p + β′mc2 + V

]
Ψ = EΨ (4.1)

where cα (c = speed of light) and β can be expressed in form of 4×4
matrices where the former consists of the Pauli spin matrices and the latter
as a block diagonal unitary-matrix.

Directly solving the four-component Dirac equation 4.1 is computation-
ally unfeasible for large systems. Several approaches involve assuming the
solution in form of two-components, namely the large and small components
originating from the electronic and positronic degrees of freedom respectively.
Since we are interested only in the electronic solutions, some kind of reduction
of four-component formalism is preferred.

Some simplifications such as Pauli-like Hamiltonians[78] use a similar
approach, however, they suffer from a singularity close to the nucleus due
to the Coulomb like nature of the potential.

Another feasible two-component approach is called the Zeroth order regu-
lar approximation (ZORA). The ZORA equation can be obtained by solving
the Dirac equation for the large component and expanding the relativistic
operator in zeroth order under the condition where E/(mec

2 − V ) < 1.[79]
Doing so avoids the divergence close to nucleus and remains true for the
chemical systems. Finally we can write the complete ZORA Hamiltonian as
follows:

HZORAΨ =

[
V + p

c2

(2c2 −V)2p−
c2

2c2 − V s · (∇V× p)

]
Ψ = EΨ (4.2)

HZORA = HZORA
SR +HZORA

SO (4.3)

The two terms in the ZORA Hamiltonian represents the scalar-relativistic
and fully-relativistic corrections and V is the total electronic potential. This
Hamiltonian is general, accurate and directly obtainable from first-principles.
Now that we have defined the SOC operator, we’ll use it in defining the spin-
admixture.
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4.1. Theory

4.1.2 Generalization of spin-admixture parameter

The dominant single-electron term of the Breit-Pauli[78, 80] SOC operator
in atomic units can be written as

Ĥsoc =
α2

2

∑
i,k

(
Zk
r3
ik

r̂ik × p̂i) · ŝi =
α2

2

∑
i

ξîli · ŝi

=
α2

4

∑
i

ξi

[
l̂zi l̂−i
l̂+i −l̂zi

]
, l̂+(−) = l̂x + (−)îly ,

(4.4)

where α is the fine structure constant, r̂ik is the separation vector to atomic
nucleus k of effective charge Zk, p̂i is the momentum and ŝi is the spin-angular
momentum for the ith electron. The atomic spin-orbit (SO) constants ξi
provide the nuclear Coulomb potential scaling of orbital angular momentum
l̂i relative to the atomic nuclei for electron i. In the last step, Ĥsoc is written
in the Pauli spin basis. Expectation values of l̂z (̂l+/−) are non-zero for orbital
pairs of same (opposite) spin.

As the spin-orbit corrections are small for organic molecules, the spin-
mixed density-functional theory (DFT) wave-functions (|ψ0+〉) can be writ-
ten according to first-order perturbative expansion as follows

|ψ0+〉 = |ψ0 ↑〉 −
∑
k 6=0σ

〈ψkσ|
∑

i ξîli · ŝi |ψ0 ↑〉
Ek − E0

|ψkσ〉

= |ψ0 ↑〉 −
∑
k 6=0

1

2

[〈ψk ↑|∑i ξîl
z
i |ψ0 ↑〉

Ek − E0

|ψk ↑〉

− 〈ψk ↓|
∑

i ξîl
−
i |ψ0 ↑〉

Ek − E0

|ψk ↓〉
]
,

(4.5)

where |ψk〉 are the orbitals of the SO-free Hamiltonian, and Ek are the cor-
responding orbital energies obtained from restricted open-shell Kohn-Sham
(ROKS) electronic structure calculations. σ and i are summations over spins
and orbitals, respectively. The ROKS approximation represents a very sig-
nificant variational constraint on the Kohn-Sham wave-function compared to
the unrestricted (UKS) approximation.

The spin-admixture parameter can be calculated as a difference from the
norm of the perturbed and the SO-free states.

〈ψ0+|ψ0+〉 = 〈ψ0 ↑|ψ0 ↑〉+ γ2 = 1 + γ2
↑↑ + γ2

↑↓ , (4.6)
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where γ2 is the sum of mixing between same- (γ2
↑↑) and opposite (γ2

↑↓) spin

orbitals, arising from the l̂z and l̂+/− operators, respectively. The subscript
0 indexes the spin-carrying orbital.

In Ref. [39], the unknown SO constants ξi are approximated by mapping
experimental measurements of atomic orbitals (AOs) up to p angular mo-
mentum onto the matrix elements of Eq. 4.5. From a DFT perspective, it
is only possible with a minimal basis set i.e. using one AO per basis func-
tion. In addition to the ROKS constraint, the approach is semi-empirical
and leads to a poor description of the molecular orbitals. The limitation
to p-basis functions also restricts the technique to calculations on molecular
π-orbitals, and consequentially, to light organic molecules only.

First step of modifications is generalization of Eq. 4.5 to the UKS ap-
proximation for which the approach adopted by Neese and Solomon,[81] is
used. The eigenvalues in the denominator of Eq. 4.5 (Ek → Ek↑ /Ek↓) are
spin-labelled and the corresponding energies are calculated from UKS ap-
proximation.

Secondly, the SOC operator is calculated using the zeroth order regular
approximation[79] (ZORA) to the fully-relativistic Dirac equation[22] instead
of using semi-empirical SOC constants. The fully-relativistic SOC matrix
elements in Eq. 4.3 are then treated as perturbation to the wave-functions
calculated at scalar-relativistic level of theory. The spatial matrix elements
of ĤZORA

SO from Eq. 4.2 in the atomic-orbital basis are[79]

L̂lij = i
∑
mn

εlmn

〈
∂ψi
∂xm

∣∣∣∣ V

4c2 − 2V

∣∣∣∣∂ψj∂xn

〉
, (4.7)

where the permutation matrix εlmn is the Levi-Civita tensor and xm is the
Cartesian basis. The matrix elements L̂lij are scaled by effective SO constants,
thereby, inheriting the first-principles qualities of V .

The matrix elements in Eq. 4.7 are transformed to the molecular orbital
(MO) basis, and substituted into Eq. 4.5. The mixed spin-carrying orbital
can be written as

|ψ0+〉 = |ψ0 ↑〉+
∑
k 6=0

[ak |ψk ↑〉+ bk |ψk ↓〉] , (4.8)
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where,

ak =
1

2

〈ψk ↑| L̂z |ψ0 ↑〉
Ek↑ − E0

and bk =
1

2

〈ψk ↓| (L̂x + iL̂y) |ψ0 ↑〉
Ek↓ − E0

.

(4.9)

Here, L̂x,y,z are the full matrices of Eq. 4.7. Note the spin-labeled eigenvalues
(Ek↓ /Ek↑) for UKS.

Finally, substituting Eq. 4.9 into Eq. 4.8, and further into Eq. 4.6,

γ2 =
∑
k 6=0

[a∗kak + b∗kbk] (4.10)

This re-derivation of γ using a more accurate approximation of the ef-
fective SOC potential is independent of any restrictions imposed by the use
of atomic SOC constants and enables use of a larger basis set. It is worth
mentioning that ZORA is only one of the approximations to SOC operator
and this derivation can be easily extended to other similar two-component
approximations, such as the Douglas-Kroll-Hess [82, 83] method, that are
valid at a single-determinant level of theory.

The code to calculate the spin-admixture from output of NWCHEM ZORA/DFT
calculation can be downloaded online.1

4.1.3 Density functional theory calculations

The accuracy of γ is largely determined by the quality of first-principle cal-
culations. As can be noticed from equation 4.9, γ is sensitive to the SOC
matrix elements, which are governed by effective potential V, the MO wave-
functions, and their corresponding energies.

As also discussed in the chapter 3, the absence of an exact xc-functional
leads to a delocalization error[77] in molecules energy levels and consequently,
the properties to be poorly described. The use of hybrid functionals al-
low reducing some delocalization error by the addition of ‘exact’ non-local
Hartree-Fock exchange and have proven a successful solution to this problem,
from calculations of electronic-[84] and magnetic[85, 86] properties in organic
molecules to light transition metal chemistry.[87]

1https://github.com/UdayChopra/spin-admixture
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The influence of xc-approximations on γ is systematically explored start-
ing from the semi-local PBE[71] functional that belongs to the generalized
gradient approximation (GGA) and was also used in the original formulation
in Ref. [39]. This has been compared to the PBE0[75], hybrid functional
that includes 25% of exact exchange. For comparison, the fully non-local
exchange used in Hartree-Fock approximation and the local density approx-
imation (LDA) functional PW92[88] are also included.

While PBE0 minimizes the electron delocalization error there are other
drawbacks inherent to the DFT that require more sophisticated techniques.
One of them is the static correlation error[77] that leads to large errors in sys-
tems that contain strong-correlation effects or near-degeneracies. Such sys-
tems includes molecules containing f -electron elements that make up most of
the interesting single-molecular magnets.[89, 90] These molecules lie outside
the scope of this study however, some range separated hybrid functionals such
as the HSE[91, 92] have been successfully employed in calculating accurate
electronic structure and magnetic properties of these systems.

Computational Details

The NWChem quantum chemistry suite[93] version 6.5 for all DFT calcula-
tions within the zeroth order regular approximation (ZORA). All properties
were found converged with respect to the SARC[94] all-electron, minimally
augmented, polarized triple-zeta valence basis set recontracted for ZORA
(a.k.a. ’MA-ZORA-Def2-TZVP’). This basis set, with the carbon atom dif-
fuse (minimal augmentation) functions removed in order to eliminate linear
dependencies, was used in all calculations unless otherwise stated.

Because of the partially very weak spin-mixing in the studied molecules,
great care was taken to eliminate sources of numerical errors in the calcu-
lations: the self-consistent field (SCF) convergence and Coulomb integral
screening thresholds were set at 10−8 − 10−10 [Ha] and 10−14, respectively.
Integration grids were set at the maximum (’xfine’) density. SCF conver-
gence aids such as level shifting, and initial high tolerances in the SCF cycle
were turned off (options ’nolevelshifting’ and ’tight’, respectively). Spin con-
tamination was negligible (< 10 %) in all UKS calculations.

All γ calculations were done on molecules fully geometry optimized in
the respective charge states, at the stated level of theory, without symmetry
constraints.
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Benzene

θ
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Z

X

Sz

 

Lz

Thiophene

Figure 4.1: Benzene and Thiophene molecules for which the spin-admixture
is calculated with an illustration of the rotation of their conjugation plane
with fixed spin-quantization axis

4.2 Comparison with original formulation

We begin by computing our reformulated γ for single-ring conjugated molecules.
In order to study the effects on our generalized γ of the relative orientation of
orbital- and spin-angular momentum, we rotate the spin in a planar molecule.
The highest occupied molecular orbital (HOMO) of benzene (C6H6), which
has pz orbital angular momentum, is one of the simplest possible system. Re-
moving an electron results in a spin-1/2 system which is rotated by an angle
θ through 180 degrees about the y-axis, with the spin quantization axis fixed
along z. This is equivalent to rotating the spin in a stationary molecule from
parallel- to anti-parallel alignment with the orbital angular momentum (see
Fig. 4.1).

First the effect of the unrestricted Kohn-Sham (UKS) vs. restricted open
shell Kohn-Sham (ROKS) approximations on γ is isolated using the PBE
xc-functional, the ‘STO-6G’ Slater-type minimal basis set, and the SOC
approximation and empirical ξi as in Ref. [39]. This is shown in Fig. 4.2.
The ROKS results are quantitatively very close and qualitatively identical
to those of Ref. [39]. The ROKS γ2 (blue solid line) is constant with the
rotation angle θ. The reason is the orbital symmetry of the ROKS canceling
the changes in the opposite- (γ2

↑↓, dashed blue line) and same-spin (γ2
↑↑, dotted

blue line) contributions to γ2. This is a consequence of degenerate energy
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levels for up- and down-spin molecular orbitals. This is obviously incorrect,
since properties proportional to the absolute magnitude squared of the l̂ · ŝ
scalar product (Eq. 4.4) should resemble a cos2(θ) curve.
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Figure 4.2: γ2 as a function of the angle of plane of conjugation with quanti-
zation axis for Benzene and Thiophene molecule for PBE functional at UKS
and ROKS level of theory using a minimal basis set.

Repeating the calculation using the UKS approximation (solid red line)
breaks the degeneracy between opposite-spin orbitals and the resulting curve
is as expected although weakly for benzene.

Next, we examine the effect of electron delocalization error on the benzene
γ2(θ) curves, by recomputing with the above level of theory, but different
exchange-correlation (xc) approximations (see Fig. 4.3). The γ2(θ) curves
stay qualitatively the same, but quantitatively reduce by almost a factor of
three from a fully local (LDA/PW92) via a hybrid (PBE0) to a fully non-
local (Hartree-Fock, HF) xc-approximation, for both positive (solid lines)
and negative charges (dashed lines). The LDA curve in Fig. 4.3 is nearly
identical to that of GGA/PBE in Fig. 4.2. The high γ for the (semi-)local
functionals is due to underestimated orbital energy differences in the denom-
inator of Eq. 4.9, caused by electron delocalization error. However, since
the HF approximation induces the opposite error,[77] the best estimate of γ
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lies between the LDA/GGA and HF extremes. Therefore, while the exact
solution is unknown, the hybrid PBE0 xc-functional is closest to it.

From here on, we employ the ZORA/UKS/PBE0 level of theory with a
TZVP basis set (see Section 4.1.3) in all calculations. In the simple benzene
system, the only effect of this improvement is an overall shift of the curves
in Figures 4.2 and 4.3.
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Figure 4.3: The UKS γ2 curve of Fig. 4.2 repeated for fully local (PW92),
hybrid (PBE0), and fully non-local (HF) xc approximations for cationic (solid
line) and anionic (dotted-dashed line) benzene molecule.
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4.3 Summary

In this chapter, a generalized formalism to calculate the spin-admixture pa-
rameter was presented. The generalizations consist of (a) using a more accu-
rate unrestricted Kohn-Sham formalism to describe open-shell systems and
(b) calculating the SOC matrix-elements from first-principles using ZORA.
These refinements have led to a completely parameter free approach that al-
lows use of an arbitrarily large basis set in DFT calculations as opposed to a
minimal basis-set. This enables us to conveniently calculate spin-admixture
of molecules involving molecular orbitals other than just π−orbitals.

The dependence of different xc-functionals was also explored in the cal-
culations and it was found that spin-admixture is extremely sensitive to the
delocalization error inherent in the DFT functional.

These modifications over the original formulation[39] show both quali-
tative and quantitative improvements as demonstrated using the example
of simple planar conjugated molecules such as benzene and thiophene. In
the following chapters, this new approach is used to understand behaviour
of SOC in molecules that are more relevant to spintronic applications and
would also focus on how crucial the spin-admixture is to understand the
spin-relaxation in those molecules.
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Chapter 5

Tuning the molecular
spin-admixture

Organic compounds offer several possibilities to chemically tune physical
properties via synthesis. The goal of this chapter is to explore how the chem-
ical composition and molecular structure influence the γ and hence the spin-
orbit coupling (SOC) using molecules of interest as an example. Through
this discussion, it will also be emphasized that the approach is transferable
across different classes organic molecules. Finally, the theory is benchmarked
against recent experiments[21] on spin-transport in high-mobility polymers
underlining the significance of γ in understanding and tuning spin-relaxation.

A common rule of thumb to compare SOC between different compounds
is via the atomic number (or weight) of elements. Atomic SOC is often as-
sumed to be proportional to Z4, where Z is the atomic number of constituent
element. However, this does not necessarily hold true for γ. To demonstrate
this, γ is calculated for several compounds belonging to different classes of
organic semiconductors that are relevant to spintronics. These molecules are
presented in Fig. 5.1 and the values of spin-admixtures are listed in table 5.1.
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Figure 5.1: Chemical structures for which γ2 calculations are performed.
(a) Aromatic hydrocarbons. (b) Hetero-atomic π-conjugated polymers and
molecules (c) Transition metal complexes of phthalocyanine and tetraphenyl-
porphyrins.

As can be observed from Fig. 5.1, the molecules are divided into three
classes (a) aromatic hydrocarbons, (b) heteroatomic π−conjugated systems
and (c) transition metal complexes.

Most of the lightweight and heteroatomic π-conjugated systems such as
the pentacene and rubrene are known for their high-mobilities and have
demonstrated magnetoresistance effects in organic spin-valves[53, 95, 96].
Chalcogenide polymers like PBTTT, P3HT, IDTBT etc., share similar high-
mobility characteristics[97–101] and are of special interest in the spintronics
due to recent studies on long spin-diffusion length and inverse-spin Hall ef-
fect.[102, 103] Furthermore, they allow a vast range of possibilities for tuning
SOC with chemical modifications such as substitution with heavier elements
or modifying the alkyl chains.[104, 105] Complex π-conjugated molecules
like tris-(8-hydroxyquinolinato)aluminium (Alq3), although possessing a low
mobility of 10−5cm2V−1s−1 is an interesting systems as it contains a metal
center in addition to π−conjugated ligands. It was one of the first molecules
to be used in spintronic devices[19, 106] and has been widely studied since
then.[40, 41, 107]
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Another class considered here is that of metal-complexes that are of pri-
mary importance in the field of molecular magnetism. The goal of studying
them is to bridge the gap between conventional organic semiconductors and
single-molecule magnets (SMM) based spintronics. Metal complexes included
in study are with phthalocyanine (Pc) and tetraphenylporphyrin (TPP) lig-
ands. The list attempts to include representative molecules from all different
classes of organic semiconductors to study behavior of SOC across differ-
ent systems. Using these molecules, the effect of elemental composition and
structure on γ will be discussed.

It should be emphasized here that g-tensor shifts (∆g) is another widely-
used measure of SOC. Since the relationship between these two quantities is
not relevant to the following discussion it is discussed in detail in Appendix
A.

Molecule γ2 Molecule γ2

Aromatic hydrocarbons DASS 4.85 · 10−5

Benzene 2.36 · 10−8 C8-DASS 4.42 · 10−5

Pentacene 2.69 · 10−8 C8s-DASS 4.74 · 10−5

Rubrene 3.85 · 10−8 ∗CDSBTBT 1.16 · 10−4

C60 5.89 · 10−8 ∗C8-CDSBTBT 9.34 · 10−5

C70 7.81 · 10−8 ∗C8s-CDSBTBT 1.22 · 10−4

Heteroatomic π-conjugated LDSBTBT 1.12 · 10−4

α-NPD 8.10 · 10−8 C8-LDSBTBT 1.24 · 10−4

Tri-phenylphosphine 5.29 · 10−7 C8s-LDSBTBT 1.15 · 10−4

Alq3 8.49 · 10−5 ∗CDSBSBS 1.47 · 10−4

Gaq3 7.37 · 10−5 ∗C8-CDSBSBS 1.01 · 10−4

Inq3 3.81 · 10−5 ∗C8s-CDSBSBS 1.09 · 10−4

BTBT 4.39 · 10−6 LDSBSBS 1.76 · 10−4

C8-BTBT 2.53 · 10−6 C8-LDSBSBS 1.90 · 10−4

C8s-BTBT 4.22 · 10−6 C8s-LDSBSBS 1.62 · 10−4

DNTT 2.03 · 10−6 PBTTT 3.15 · 10−7
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C8-DNTT 1.70 · 10−6 P3HT 3.68 · 10−7

C8s-DNTT 1.67 · 10−6 NDI-T2 8.73 · 10−7

DATT 1.35 · 10−6 IDTBT 1.71 · 10−7

C8-DATT 1.23 · 10−6 DPPBTz 5.29 · 10−7

C8s-DATT 1.32 · 10−6 BBL 2.44 · 10−7

∗CDTBTBT 3.53 · 10−6 ∗C8-BSBS 1.12 · 10−4

∗C8-CDTBTBT 1.38 · 10−6 ∗C8s-BSBS 1.64 · 10−4

LDTBTBT 5.09 · 10−6 Single molecular magnets

C8s-LDTBTBT 4.63 · 10−6 AlPc 9.30 · 10−8

C8-LDTBTBT 6.15 · 10−6 VOPc 6.20 · 10−6

BSBS 1.11 · 10−4 MnPc 2.41 · 10−2

DNSS 7.28 · 10−5 CoPc 5.70 · 10−3

C8-DNSS 6.18 · 10−5 CuPc 3.72 · 10−4

C8s-DNSS 6.09 · 10−5 CuTPP 5.46 · 10−4

Table 5.1: Spin-admixtures calculated for all the
molecules in Fig. 5.1. Molecules marked with ∗ repre-
sent outliers in the correlation plot in Fig. A.1.

5.1 Chemical Composition

The entire discussion has been summarized in Fig. 5.2 where the spin-admixture
of all molecules is plotted against the atomic number of the heaviest element
present in the corresponding molecule.

5.1.1 π-conjugated molecules

A molecule with heavier atoms is generally considered to have a larger SOC
as compared to one with a light-weight chemical composition. In agreement
with this, the light-weight aromatic hydrocarbons have the smallest γ. Fol-
lowing the increasing order of atomic weights, heteroatomic π-conjugated
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5.1. Chemical Composition

molecules have γ in the order of nitrogen-based, followed by sulfur-based,
and finally selenium-based molecules and polymers. It is also observed that
in molecules with multiple chalcogens, substituting a single S with Se is suf-
ficient for a larger γ2. For example, DSBTBT and DSBSBS have γ2 ∼ 10−4.
These facts imply that spin-mixing is generally governed by the heaviest atom
in the molecule and may not be significantly influenced by multiple substitu-
tions. The variations due to an alkyl functional group are also investigated.
However, no consistent trend is observed.

10 20 30 40 50

Atomic Number

10−10

10−8

10−6

10−4

10−2

γ
2

Z8

π-conjugated molecules

Metal centered molecules

Figure 5.2: γ2 as a function atomic number (Z) of heaviest element in the
molecule. Orange points indicate the π−conjugated systems. Green points
include Pc and TPP transition metal complexes and the Xq3s. The Z8 (blue)
is shown for reference.

5.1.2 Metal-centered molecules

For the molecules mentioned above, although we see that γ, and hence the
SOC, increases with heavier elements, Xq3 and metal-complexes do not follow
this rule. The γ2 for all Xq3 molecules lie within a range of ∼ 10−5, and
does not show any variation on substituting with heavier elements. Another
exception is found in the case of metal-complexes where γ2 varies within six
orders of magnitude, ranging between 10−8 for AlPc and 10−2 for MnPc.

This difference in variation for π−conjugated systems and metal com-
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Chapter 5. Tuning the molecular spin-admixture

plexes can be reasoned based on molecular orbital (MO) where the spin is
localized. The charge and hence the spin in Xq3 molecules is present on
the quinolate ligands which are π-conjugated, therefore they have little to
no interaction with the higher-orbital angular momentum d−orbitals from
the metal center. Irrespective of the substitution with a heavier element,
the spin-carrying orbital is always the same and therefore we don’t see any
variation in the spin-admixture.

Similar reasoning can be extended to MPcs which are neutral molecules
with unpaired electrons in d−orbitals. The spin-carrying molecular orbital
for each metal complex has contribution from different d−orbital hybridised
with the phthalocyanine ligand. Therefore, spin-admixture shows a large
variation within 3d−transition elements. Furthermore, the γ2 for CuPc and
CuTPP are quantitatively similar as it is the same spin-carrying orbital in
both the cases. For AlPc, as there are no d−orbitals at all, the unpaired
electron is present on the π-conjugated Pc ring hence it has the smallest
spin-admixture in the series.

Experiments on MPcs by Bader et al.[108] report a similar behavior where
they measure longitudinal spin-relaxation times, T1s, at low temperature.
Trying to correlate these measurements with atomic number (usually re-
garded measure of SOC) one would conclude that SOC does not cause spin-
relaxation otherwise the T1 of Cu should be fastest but that’s not the case. In
Fig. 5.3 we show a correlation between γ2 and T−1

1 . The fit κ = 1.73 × 10−5

produces T1 ≈ κ
γ2

with and RMS error of ∼ 40%, over four-orders of magni-
tude.

This strong correlation also indicates that the spin-relaxation in these
molecules is driven by SOC. Although γ has been discussed in the context
of a hopping-driven spin-flip mechanism, it is highly unlikely that hopping
events occur at 7 K in dilute solutions. It also eliminates the presence of any
spin-spin interactions.

Hyperfine interactions (HFI) play an important role in EPR transitions,
therefore we performed calculations of HF field strengths at same level of
theory as γ. However, in our calculations1. we find that the VO-, Co- Cu-
and MnPc HF strengths are 39, 34, 37 and 13 [mT] respectively which fails to
explain the trend in T1s. Therefore, HFI can also be ruled out as mechanism
for spin-relaxation as well.

1HFI calculations are performed at same level of theory as the spin-admixture using
NWChem package[93]
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Figure 5.3: Correlation for γ2 vs (T1)−1 for MPcs and the linear fit corre-

sponding to (T1)−1 = γ2

κ

As mentioned before, spins can also couple with lattice vibrations and
relax via SOC. Relaxation via spin-phonon couplings have been shown to
have a identical dependence to SOC [31] i.e. T1 ∝ H2

SOC . Therefore, a high-
correlation in Fig. 5.3 is indicative of a vibration-driven spin-relaxation. It is
expected that at lower temperatures, low-energy vibrational modes coupled
with SOC would cause the relaxation in these molecules.

Orbital γ2 (T1)−1 [MHz][108] T1 Fit Error [%]

VOPc (dxy) 6.20 · 10−6 4.16 · 10−7 +16

MnPc (dyz/dzx) 2.41 · 10−2 1.45 · 10−3 +5

CoPc (dz2) 5.70 · 10−3 9.01 · 10−5 -61

CuPc (dx2−y2) 3.72 · 10−4 9.71 · 10−6 -55

Table 5.2: From left to right: The spin-carrying orbital in the four MPc
molecules (see text), the calculated γ2 value of these orbitals, the inverse of
T1 for each MPc measured in D2SO4 solution at 7 K[108], and the error to
experiment of T1 approximated on the form T1 ≈ κ

γ2
(see text).
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Chapter 5. Tuning the molecular spin-admixture

5.2 Molecular structure and geometry

Electronic structure of molecules is highly sensitive to variations in their ge-
ometry and directly influences the SOC. In most high-mobility polymers,
dihedral angles between conjugated units is a major source of these fluctu-
ations. The variation of spin-mixing w.r.t the dihedral angles (φ) between
two adjacent π−orbitals was derived by Yu [39] as γ2 = γ2

0(1+ tan2φ), where
γ2

0 is the spin-admixture for perfectly aligned orbitals.
This can be seen in Fig. 5.4 for a biphenyl molecules which is the sim-

plest possible representation of such a system. This behavior is attributed to
the effect of the angular momentum operator, which gives a zero expectation
value when the adjacent π−orbitals are parallel; however, with increased tor-
sion angles, the overlaps between opposite-spin orbitals also increase. Similar
variation is also described for a polyacetylenes.[31]

PBE0/TZVP Analytical (Ref[39])
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Φ
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Figure 5.4: Variation of γ2 for a charged biphenyl molecule w.r.t the dihedral
angle between two units of the molecule. Solid (dashed) lines indicate positive
(negative) biphenyl ions.

Long chained polymers in which the individual units are connected via
C-C single bonds have a large degree of freedom in the torsional angles be-
tween monomers. Subtle fluctuations in the structure can lead to vastly
different SOC strength which can cause considerable variation in observable
properties. For a multiscale treatment of a realistic organic morphology, the
parameters relevant to spin-transport would have to be calculated for all the

44



5.2. Molecular structure and geometry

segments.

In Fig. 5.5 we present a distribution of γ2 calculated for relevant polymer
systems such as PBTTT, NDIO2-T2 and IDTBT. The calculations were
performed on hundreds of segments obtained from polymer morphologies
simulated using molecular dynamics. The polymers are usually found in
semi-crystalline structures and have a certain degree of disorder as described
above. These details in the micro-structure are consequentially encapsulated
in the distribution.

From Fig. 5.5 we can make several inferences about the spin-transport
in these polymers. Firstly, it is apparent that the values of γ2 for planar
segments are smallest compared to their corresponding distribution because
of absence of any kind of disorder. Also, since the chemical composition of
the polymers are almost similar, the values of γ2 don’t vary significantly for
a crystalline geometry.

Secondly, we observe that while the average value of distributions are
similar, the width is vastly different for amorphous morphologies due to a
larger degree of variation in the dihedral angles between the individual units.
For example, the NDIT2- and O2- units are bulkier and tend to have di-
hedral angles close to and sometimes larger than 40◦ which corresponds to
the outliers in the distribution. The distribution also reveals which sites are
more likely to cause a larger spin-relaxation in a stochastic spin-dynamics
simulation, however this would also require an in-depth analysis of hopping
rates and occupation probabilities for these sites which is beyond the scope
of this work.

Large distortions along the backbone in amorphous phase may also cause
the charge being localized over a smaller unit. This also affects the spin-
mixing. We further investigate the effects of charge delocalization on spin-
mixing by varying the number of monomers in the polymer chain for IDTBT,
as summarized in the table 5.3. Since the value does not change beyond four
units so as to affect the distribution in Fig. 5.5, that is selected as size of a
polymer segment to save computational costs.
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Figure 5.5: The distributions of γ2 for polymer segments in a semi-crystalline
morphology compared to corresponding crystalline geometries.

We report that a more localized charge leads to a larger spin-admixture.
The same effect is also observed in chalcogenide molecules discussed in the
section 5.1 where increasing the size of conjugated segment, for instance,
in BXBX, DNXX and DAXX (X = Chalcogen) results in a corresponding
decrease in γ. This effect has also been reported in Ref. [31]. This implies
dependence of crystallite size on spin-relaxation rates in the polymer. A well
ordered morphology, with a larger crystallite size, might have the charge delo-
calized to a larger unit which might lead to a smaller spin-mixing. However,
the average charge-transfer rates might also be higher in such a morphol-
ogy. Therefore, modeling spin-transport requires an intricate balance to be
maintained between these two parameters to obtain required properties.

Therefore, for ordered polymers prepared using annealing, which gives
rise to larger crystallite sizes, the spin-mixing would be smaller compared
to disordered structures due to a large torsional degree of freedom between
conjugated units, like P3HT. Moderation of the alkyl chains to reduce inter-
digitation or bulky groups adjacent to each other can lead to steric-hindrance
which also distort the backbone polymer chain, leading to a larger spin-
mixing. This behavior of spin-admixture can be used to tune spin-transport
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5.3. Spin-transport in high-mobility polymers

no. monomers IDTBT

1 3.60 · 10−7

2 1.71 · 10−7

3 1.51 · 10−7

4 1.37 · 10−7

Table 5.3: Variation in γ2 w.r.t. number of monomers of IDTBT

via molecular design in these materials.

5.3 Spin-transport in high-mobility polymers

Preceding discussions have emphasized the significance and applications of
an accurately calculated γ to give in-depth insights into the spin-relaxation in
a wide range of molecules. This section takes it a step further to demonstrate
it’s predictive capabilities, particularly by benchmarking it against experi-
ments2 on highly interesting systems i.e. the high-mobility polymer systems.
Recent experiments [21] investigate spin-transport in polymers PBTTT and
P3HT using a non-local spin-valve device as shown in Fig. 5.6. The spins
were pumped from the permalloy into the organic layer using ferromagnetic
resonance. The spins are then carried along the organic layer to the other
end of the device and the spin-current is detected in the platinum layer using
inverse spin-Hall effect. Through these experiments, the spin-diffusion length
is extracted in these polymers by varying the distance between the platinum
and the permalloy.

These measurements reveal remarkably high spin-diffusion lengths for the
polymers i.e. 600 nm for P3HT and 1200 nm for PBTTT. While this can be
attributed to a small SOC in these molecules, this solely doesn’t explain why
the diffusion lengths are long compared to Ref. [102] and secondly, despite of
having similar constituent elements, the two polymers have vastly different
spin-diffusion lengths.

Given that the carrier concentrations in the polymers are extremely high
(∼ 1020cm−3), contributions from exchange-interactions in spin-transport are

2The experiments discussed in the following text have been performed at Cavendish
Laboratory (Cambridge University) in the group of Prof. Henning Sirringhaus.
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expected to play a crucial role, therefore, to understand this in detail, we use
the analytical model described in Ref. [27]. The original model assumes an
exchange and hopping driven transport over a uniform distribution of hop-
ping sites which was modified suitable to take into account the morphological
and a quasi-1D transport owing to a semi-crystalline nature of morphology
in these polymers. Furthermore, all the parameters used in the model are
calculated entirely from first-principles. This has been described in detail in
Appendix B.

Figure 5.6: Schematic of a non-local spin-injection device used in Ref. [21]

As can be noted from the model, the spin-diffusion length (Ls) has a direct
dependence on the exchange diffusion constant and the spin-relaxation is gov-
erned by the spin-admixture parameter. Hence, higher carrier-concentrations
in addition to a smaller γ2 for both the polymers would cause the Ls to be
large. To explain differences between the two polymers, we use the same rea-
soning as in Section 5.2. P3HT has a large variation in dihedral angles (30-
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5.3. Spin-transport in high-mobility polymers

60◦) between thiophene units while PBTTT has virtually flat backbone. This
is directly reflected in our γ2 calculations where P3HT has γ2 = 2.42×10−6,
which is about an order of magnitude larger spin-mixing compared to PBTTT
with a γ2 = 3.17×10−7 . Consequentially, the Ls is larger for the latter. Us-
ing the improved model, the dependence of Ls w.r.t. carrier concentrations
can be calculated, these are presented in Fig. 5.7 compared against experi-
mental data. The figure also compares our first-principle formulation with
Yu’s [39] method to calculate γ in order to highlight the accuracy and pre-
dictibility of this formulation.

Given the simplicity and approximation used in the model, our results
show remarkable agreement with the experiments. However, it does not
capture the dynamical effects present at the microscopic scale which are
better described using a multiscale models.
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Figure 5.7: Spin-diffusion length in polymers. Experimental (dots) and cal-
culated (lines) spin-diffusion lengths  Ls for PBTTT and P3HT as a func-
tion of carrier concentreation analytical curves calculated using γ from first-
principles formalism (solid) vs approach used in Ref. [39]
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5.4 Summary

Through the preceding discussion it became evident that not only γ is an
extremely essential parameter in understanding spin-relaxation in organic
semiconductors but also how the improved generalized mechanism to cal-
culate γ is crucial to organic semiconductors. The method is transferable
across systems, computationally inexpensive and has predictive capablities
necessary for experiments.

It was found that γ doesn’t necessarily follows the notion of SOC being
proportional to Z4 as it is defined for a particular spin-carrying molecular
orbital which may or may not have contributions from atomic orbitals of a
heavy element. This was studied in conjunction with elemental substitution.
For the case of chalcogenide polymers, replacement with a heavier element
led to an increase in γ however for metal-centered molecules like Alq3 and
phthalocyanine complexes (MPcs), the effect of substitution on γ did not
correspond with atomic SOC strengths.

From the discussion it also became clear that this generalized formalism to
calculate γ is transferable across different organic compounds, demonstrates
the potential to be used for a high-throughput study and is extremely accu-
rate.

In addition to it γ is a tremendous aid to understand spin-relaxation phe-
nomenon occurring in most organic semiconductors. Strong correlation be-
tween T1 of MPcs with γ suggested SOC as a driving factor of spin-relaxation.
Furthermore, geometrical modifications in structure of molecules are pre-
cisely reflected in γ as was discussed using the example of high-mobility
polymer systems. This also allowed for accurate predictions of spin-diffusion
lengths in these systems.

The discussion also suggests that γ can be used as a design tool for tuning
molecular SOC by chemical substitution or molecular geometry to achieve
desirable effects in experiments.
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Chapter 6

Final remarks and outlook

Organic semiconductors are potentially significant candidates for spintronic
technology. First-principles theory can crucially aid our understanding of
spin-dynamics in these materials ranging from single-molecule to material
scales given a simulation technique of sufficient accuracy and transferability
and low computational cost can be developed.

As pointed out in chapter 2, spin-relaxation pathways in organic semi-
conductors can be divided into five distinct mechanisms, namely the ex-
change and dipole interactions, Dyakonov-Perel like hyperfine relaxation,
Elliot-Yafet like spin-flip hopping and the spin-phonon couplings. Out of
these, the first three are well studied and several methodologies exist to pa-
rameterize them into first-principle models, but the Elliot-Yafet hopping and
the spin-phonon coupling mechanisms offer much room for improvements.

The central theme of this thesis was modeling and tuning of spin-admixture
in organic semiconductors to better understand the EY mechanism which is
expected to be more important for high-mobility materials that form an im-
portant class of organic spintronics. At the core of both E-Y mechanism and
the spin-phonon couplings lies the molecular spin-orbit coupling (SOC) that
needs to be well defined.

6.1 Enhancing the SOC approximation

This essence of this work was generalization of the procedure to calculate
spin-admixture parameter using an unrestricted Kohn-Sham formalism and
the Zeroth Order Regular Approximation (ZORA) for the SOC operator as
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opposed to using semi-empirical atomic SOC constants. ZORA is a two-
component approximation to the Dirac equation and is variationally stable
and non-perturbative. It is has been proven to be reliable for the weak SOC
molecules discussed in the text.

However, one of the drawbacks of ZORA is that it is not gauge-invariant
as the DFT ZORA energy depends on an effective potential. Therefore, large
errors can be induced in case of calculations of binding energies. In addi-
tion to it, only one-body terms in the spin-orbit interaction are considered
neglecting the many-body spin-same orbit and spin-other orbit interactions.
While two-component methods such as ZORA are computationally inexpen-
sive and work well to describe the relativistic effects in lighter molecules, in
systems with much larger SOC and especially those with strong electronic
correlations such as the f-shell molecules, ZORA might lead to inaccuracies.
Hence, it is worthwhile looking into further approximations of the SOC op-
erator.

One step to improve is to consider other effective potential methods within
the realm of computationally inexpensive two-component methods such as
the Douglas-Kroll-Hell approximation[82, 83] or a more accurate infinite or-
der two-component methods (IOTC)[109]. Another ideal improvement is to
reduce the four-component SOC Hamiltonian in form of an effective mean-
field operator as discussed by Neese.[110] Here, the mean field SOC operator
includes an approximation to the two-electron spin other orbit interactions in
form of an effective single-electron operator therefore it is feasible to compute
at a DFT level of theory.

Although computationally challenging, the four-component methods are
even more accurate for elements with larger SOC however they require to go
to computational techniques beyond DFT.

6.2 Spin-phonon coupling and multiscale spin-

transport in organics

It was briefly discussed in chapter 2 that in addition to a hopping spin-flip
mechanism, the SOC can also cause a local spin-relaxation driven by molec-
ular vibrations. Such spin-flip transition can occur by either a direct Orbach
transition [35] involving absorption or emission of single phonon or Raman-
like processes [111] involving multiple phonons depending on the magnitude
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of the external field applied. A schematic is shown in Fig. 6.1 below.
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Figure 6.1: Intra-molecular spin-relaxation

At reasonable experimental magnetic fields ∼ 1 T, the corresponding
Zeeman energy (∼1 meV) is usually at least an order of magnitude smaller
than the lowest energy vibrational modes ( ∼10 meV). This renders direct
processes to be unlikely, therefore the spin-flip rates might be dominated by
a second-order Raman process. Here, the SO interaction is coupled with the
lattice vibrations, also known as the spin-phonon couplings. The transition is
mediated via a virtual state with a corresponding absorption and emission of
two phonons whose energies are resonant with the Zeeman energy. Presence
of Raman like processes are also hinted in recent works of Lunghi et al.[44,
46]

In a future work, we’re trying to model these second-order Raman transi-
tions using the Fermi’s golden rule. This would allow us to calculate transi-
tion rates of such events originating from spin-phonon couplings and analyze
the contributions from different phonon modes to the spin-relaxation. In
addition to the SOC, HF interactions are also known to contribute to the
spin-phonon couplings as noted in the works of Erlingsson et al.[112, 113] and
can be treated similarly as SOC in our model. This would further enable us
to calculate the parameters from all spin-relaxation mechanisms discussed in
chapter 2.

A successful technique for calculating the spin-phonon couplings would
accomplish a first-principle description of all the relevant spin-relaxation
mechanisms from first-principles. An accurate description of these mech-
anisms at the molecular scale forms the basis for modeling more complex
transport at the device scale. This can be further integrated all together into
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Chapter 6. Final remarks and outlook

an all-round multi-scale framework for spin-transport in organics equivalent
to VOTCA-CTP[114] where the spin-dynamics and charge-dynamics are si-
multaneously evaluated for a realistic organic morhphology. This would be
revolutionary approach in the field of organic spintronics as such a framework
would facilitate a full-fledged investigation of spin-relaxation within organic
semiconductors with explicit coupling to the charge dynamics.

It is evident that much remains to be explored in the field of organic
spintronics that invites contribution from all spheres. The essence of this
theoretical work lies in achieving a complementarity with disciplines of ma-
terials science and electronics with the end goal to manufacture an actual
working device.

54



Appendix A

Comparison with g-tensor shift

A.1 Comparison with ∆g

Deviation from the free-electron gyromagnetic factor is a widely used method
to estimate the strength of spin-orbit coupling (SOC). This can be directly
measured using the electron paramagnetic resonance (EPR) techniques.

The relation between the spin-admixture parameter, γ and ∆g was ini-
tially explored in Ref. [39] and it was determined that the two measures of
SOC are directly proportional to each other and scale with atomic spin-orbit
coupling constants.

To investigate this relationship, we compare the values of γ calculated for
molecules in the main text against the ∆g values calculated in Ref. [104] and
find how the two quantities correlate with each other.

From the Fig. A.1 it is apparent that when all the molecules are consid-
ered, the two values correlate with an r2 value of 0.562. However, on ex-
cluding a certain outliers, the correlation increases with an r2 of 0.935. This
effect can be understood on comparing the expressions for the two quanti-
ties. It has been previously explored that main contribution to g-tensors for
organic molecules is due to the orbital-Zeeman and SOC terms which can be
expressed as follows,

g(OZ/SOC)
µν =

∑
k,l

∂Pα−β
kl

∂Bµ

〈φk|hSOC
ν |φl〉 (A.1)

The first term represents the magnetic response to a local HF field (Bµ) on
the spin-density (Pα−β) and the second term includes SOC matrix elements,
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similar γ, as used in 4.5. Therefore, the two terms differ only by a response
term.

We note here that the outliers in Fig. A.1 correspond to the C-type iso-
mers of BXBX class of molecules which have a different spin-density profiles.
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Figure A.1: Correlation between ∆g and γ

We find that the absence of spin density from the chalcogenide atoms
implies a negligible response term and therefore leads to a small ∆g; however,
since γ is independent of the response, it remains unaffected with variation
in spin density.

While g-factor shifts can be used to characterize the SOC in organic
compounds, it is important to note that γ represents the extent of mixing in
a particular molecular orbital due to SOC.
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Appendix B

Exchange enhanced transport
in polymers

To model spin-diffusion length we use the model described in Ref. [47] and
adopt it according to the quasi one-dimentional transport. The spin-diffusion
lenght is defined as

λ =
√
DT1 (B.1)

where D is the total diffusion constant with contributions from the ex-
change the hopping transport i.e. D = Dhop + Dex and the spin-relaxation
time, T1 = (ωSOC + ωHFI)

−1 is due to the spin-orbit coupling (SOC) and
hyperfine interaction (HFI).

The hopping diffusion constant, Dhop = µkBT/e where the mobilities
(µ) for PBTTT and P3HT at 300 K are 1 cm2V−1s−1 and 0.1 cm2V−1s−1

respectively.

The exchange spin-diffusion constant, Dex = 1.6 J(R) R2, where the J(R)
describes the distance dependence of exchange interaction and R is the aver-
age distance between polarons which can be expressed as J(R) = 0.821 (e/εξ)
(R/ξ)5/2 e −2R/ξ where e is the fundamental electronic charge and ε = 2 is
the dielectric constant that assumes a typical value for organic compounds.
ξ defines the extent of delocalization of the polaron that is estimated from
first-principle calculations.

To determine ξ three segments of PBTTT in a π−π stacking arrangement
are considered with a separation of 3.8 Å [115]. Using constrained-DFT, a
charge on the middle segment is localized. The average spin-density is then
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plotted along the y-direction in the Fig. B.1.
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Figure B.1: Spin-density profile along π−stacking direction for PBTTT mor-
phology.

From the figure, it is apparent that the polaron extent (ξ) on the middle
backbone (centered at 0) is about 4Å the direction of transport.

The spin-relaxation due to HFI, ωHFI = 2 Ω2
HFIτ/3, where ΩHFI = 2×108

Hz corresponding to a HFI field of 10 G. The dwell time, τ = 2Dhop/a
2 +

2Dex/R
2)−1 is a measure of the time interval between consecutive hops and

a = 4 Å, the average hopping distance between polarons in π − π stacking
direction.

The spin-relaxation rate due to the SOC is ωSOC = 2χ2τ−1, where χ2 =
(4/3)γ2 is the spin-mixing parameter due to the SOC. The calculated γ2 for

58



PBTTT and P3HT are 3.15 ×10−7 and 2.42 ×10−6 respectively.
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