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Zusammenfassung

Der Large Hadron Collider (LHC) am Forschungszentrum CERN in der Nähe von Genf
ist der Teilchenbeschleuniger mit der zum Zeitpunkt dieser Arbeit höchsten Schwer-
punktsenergie. 2012 verkündeten die beiden LHC-Experimente ATLAS und CMS
die Entdeckung des vom Standardmodell der Teilchenphysik vorhergesagten Higgs-
Bosons. Diese Entdeckung vervollständigt das Standardmodell, das jedoch noch einige
wesentliche Defizite aufweist, darunter die fehlende Beschreibung der Gravitation oder
eine Erklärung für die dunkle Materie im Universum. Daher suchen Physiker in
Hochenergie-Experimenten nach neuer Physik jenseits des Standardmodells: Einerseits
wird direkt nach neuen Effekten gesucht, andererseits werden Präzisionsmessungen
durchgeführt, die die Vorhersagen des Standardmodells testen und dadurch Inkonsis-
tenzen aufdecken können. Zu letzterem zählt die Messung der W Boson Masse, deren
Präzision wiederum stark von der genauen Kenntnis der Transversalimpulsverteilung
des W Bosons abhängt. Diese Verteilung kann sowohl direkt als auch indirekt gemessen
werden.

Die direkte Messung nutzt Kalorimeterdaten und wird daher stark von zusätzlichen
Teilchenkollisionen, so genanntem Pileup, beeinflusst. Der erste Teil dieser Arbeit
beschreibt hier einen neuartigen Ansatz die Auswirkungen von Pileup durch maschinelles
Lernen und Bilderkennungstechniken zu unterdrücken. Dabei werden künstliche neu-
ronale Netze ausgehend von Bilddaten der Detektorsignale darauf trainiert zwischen
Pileup und Primärkollision zu unterscheiden.

Die indirekte Messung der W Boson Transversalimpulsverteilung hängt wiederum di-
rekt vom differentiellen Wirkungsquerschnitt des Drell-Yan Prozesses ab. Die Präzi-
sionsmessungen sowohl des integrierten als auch des normierten differentiellenWirkungs-
querschnitts dieses Prozesses werden im zweiten Teil der Arbeit beschrieben. Diese
beiden Messungen, letztere eine der bisher genauesten Messungen der ATLAS Kol-
laboration, verwenden L = 36.1 fb−1 an Daten, die in den Jahren 2015 und 2016 bei
einer Schwerpunktsenergie von

√
s = 13TeV mit dem ATLAS Detektor aufgenommen

wurden.

Beide Teile dieser Arbeit führten zu eigenen Publikationen, die als Referenz [34] und
Referenz [54] im Literaturverzeichnis aufgeführt sind.
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Abstract

The Large Hadron Collider (LHC), currently the most powerful particle accelerator, is
hosted at the CERN research complex near Geneva. In 2012, two LHC experiments,
namely ATLAS and CMS, presented the discovery of the Higgs boson, the last till
then undiscovered particle predicted by the Standard Model of Particle Physics. Al-
though this discovery completes the Standard Model, it has some critical deficits like,
among others, the missing inclusion of gravity or an explanation of the dark matter
in the universe. Hence, physicists search for new physics beyond the Standard Model
in high energy physics experiments. Such searches can be performed following two
approaches, on the one hand, direct searches for new effects and, on the other hand,
precision measurements. The latter probe predictions of the Standard Model and can
discover inconsistencies between predictions and observations. The measurement of
the mass of the W boson is such a probe, which relies on the precise knowledge of the
W boson transverse momentum distribution to achieve high precision. This distribu-
tion can be measured either directly or indirectly.

The direct measurement uses calorimeter data and is profoundly affected by pileup
activity, a collective term for additional particle collisions happening in parallel to the
collision under investigation. The first part of this thesis describes a novel approach
aiming to mitigate the effects of pileup activity using machine learning and image recog-
nition techniques. Deep convolutional neural networks are trained on images created
from several detector signals to differ between the primary collision and pileup activity.

The indirect measurement, on the other hand, directly depends on the measurement of
the differential cross-section of the Drell-Yan Z boson production process. The second
part presents and discusses a precision measurement of both the integrated and the
normalized differential cross-section of this process. These measurements, the latter
being one of the most precise measurements within ATLAS thus far, was performed
using L = 36.1 fb−1 of data collected in 2015 and 2016 at a center-of-mass energy of√
s = 13TeV with the ATLAS detector.

Both parts of this thesis resulted in dedicated publications, listed as Ref. [34] and
Ref. [54].
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Chapter1
Overview

The Standard Model of Particle Physics (SM) describes the fundamental laws of
physics. While qualitative descriptions of physical observations and the internal struc-
ture of matter can be dated back to ancient Greece, well defined mathematical concepts
and symmetry groups providing precise predictions of particle physics processes form
the basis of the SM. These predictions offer the possibility to test this model in dedi-
cated experiments like ATLAS (A Toroidal LHC ApparatuS), the Higgs boson being
the most recent and publicly received discovery. Although measurements continuously
test the predictions of the SM, no result significantly differs from its predictions so far.

This thesis describes two approaches to improve the W boson mass measurement by
reducing its model dependency, both using data created from Z bosons decaying into a
pair of leptons, the Drell-Yan process. Data from proton–proton collisions at a center-
of-mass energy of

√
s = 13TeV is analyzed in this thesis. The data is collected by

the ATLAS detector, a multi-purpose detector at the Large Hadron Collider (LHC),
a storage ring facility at CERN in Switzerland.

The first approach focuses on improving the direct measurement of the boson trans-
verse momentum through the hadronic recoil. Particles created by initial-state ra-
diation are analyzed using calorimeter clusters to reconstruct the kinematics of the
boson. This measurement method is profoundly affected by so-called pileup activity,
additional collision happening in the same bunch-crossing. The performance of a novel
approach aiming to mitigate the effect of pileup by applying deep convolutional neural
networks on event images is studied in simulated data. It has been partially published
as Ref. [34].

1



The second approach focusses on the precise measurement of the differential cross-
section of the production of Drell-Yan lepton pairs in the Z boson peak region, a
process well described by the SM. The results of this measurement are published in
Ref. [54]. Since the production processes of W and Z bosons in proton-proton colli-
sions are similar, the results can be used to tune event generators to constrain model
uncertainties for the measurement of the W boson mass.

This thesis is structured as follows. Following this chapter, three dedicated chapters
discuss the theoretical foundations of this thesis. Chapter 2 provides an introduction
to machine learning and core concepts of deep neural networks, emphasizing the de-
scription of convolutional layers, the gradient descent algorithm, padding methods,
and advanced optimizers, as the machine learning project covered in Chapter 8 uses
these. Afterward, the SM, together with its particles and fundamental interactions,
are presented in Chapter 3. Last but not least, Chapter 4 discusses the core concepts
of particle collisions at the LHC.

Before discussing the results of the projects covered in this thesis, the experimental
setup, namely LHC and ATLAS detector, is introduced. Chapter 5 provides a sum-
mary of CERN and its mission and the LHC accelerator complex. Chapter 6 focusses
on the ATLAS detector and its subsystems. The description of the ATLAS detector
includes its subdetectors, the trigger system, detector simulations, kinematic variables
and the coordinate system used to describe the position and movement of particles
within the detector.

Chapter 7 describes the W boson mass measurement strategy at hadron colliders and
provides additional context for the two projects described afterward. The applica-
tion of image recognition techniques combined with deep convolutional neural net-
works on event images for pileup mitigation and, therefore, the direct measurement
of the W boson transverse momentum is discussed in Chapter 8. The chapter also
includes a discussion of established pileup mitigation techniques as well as the dataset.
Building upon the discussion of perks and limitations of the pileup mitigation ap-
proach, the precise measurement of the integrated and normalized differential fiducial
cross-section in bins of p``T and φ∗η of Drell-Yan lepton pairs in the Z peak region
66GeV < m`` < 116GeV and

∣∣η`
∣∣ < 2.5 is described in Chapter 9. This chapter

includes a description of the analysis strategy and the fiducial volume, the datasets
used in both data and simulation, the correction of detector effects, and a discussion of
uncertainties limiting the precision of the measurement, using both the Drell-Yan elec-
tron and muon pair decay channels. A combined measurement of both the differential
and integrated cross-section, using the results of these two channels, is performed and
compared to theoretical predictions.

Finally, Chapter 10 recapitulates the content of the work described in this thesis and
reflects on possible follow-up studies building up on the obtained results.
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Machine learning, a subset of artificial intelligence, is a computational model inspired
by the structure of the human brain and its ability to learn from processed information.
So-called Artificial Neural Networks (ANN)s, neural networks, in short, consist of sin-
gle computational units called neurons that can form complex architectures. They are
trained on (usually large) datasets utilizing dedicated frameworks like Keras [93] and
Tensorflow [123]. Thereby the networks learn to mimic the underlying behavior of the
dataset by providing only input and output data. ANNs are a standard tool in both
industry and many branches of science, including particle physics. Several studies dis-
cuss and evaluate possible applications in particle physics, like, e.g., PUMML [112] or
ANN based unfolding [100], but there are no commonly used tools so far.

Defining a suitable architecture is, besides data preparation and data processing, the
main challenge of machine learning. During the training process, the neurons try to
learn the systematic behavior behind a provided dataset and form connections within
the network to fit its structure to the general concept behind the dataset. There are
different approaches to training a network. When applying supervised learning, the
network is provided the desired output during training and tries to generalize this
by minimizing a so-called loss function (putting the networks’ current output to the
desired output) using the gradient descent algorithm. Both are described later. Con-
trary to this, unsupervised learning is a method of adapting to data without providing
a direct measure but a scoring mechanism. Only supervised learning techniques are
used in this thesis. Generally speaking, there are two types of applications.

The first one, called classification, provides a probability of a particular input to be a
member of a specific output class or, if provided with more than one class, its proba-
bility distribution over all classes. For the training, one only has to provide the class of
the given input. The network then tries to distinguish between the classes. Classifica-
tion problems can solve a variety of different issues reaching from particle identification
within a detector to image classification or fraud detection.

The other application field is called prediction. The network tries to compute an out-
put value to a given input as precisely as possible, imitating the behavior of the dataset
used during training. Typically this is used in image processing, e.g., applying filters
or object identification. For every machine learning-based application, the training
dataset has to cover as many possible input cases as possible as inputs vastly different
from the training dataset might not yield the correct result.

In this Chapter, only a subset of neural networks, called feedforward neural networks,
are discussed in detail, like these used in Chapter 8. Ref. [124, 153] provide a concise
introduction to other types of networks and training methods commonly used.
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2.1 Feedforward neural networks

Feedforward Neural Networks (FNN) [148] are a subclass of neural networks, where
information only flows in one direction from the input to the output nodes passing
an arbitrary network architecture between those. Its inner connections do not form
any cycles or loops. As a result, a neuron only has inputs coming from the output
of neurons closer to the input nodes. The purest form and, at the same time, the
historical starting point of machine learning, are so-called perceptrons. A perceptron
itself is a FNN and, at the same time, the basic structure of more complex networks.

2.1.1 The perceptron

The most simple form of a FNN is a single layer perceptron [144], or just perceptron in
short. A perceptron, shown in Figure 2.1, can be described by the following variables:

• An arbitrary number i ≥ 1 of inputs xi with corresponding input weights wi

• The combination function
∑

with the bias b

• The activation function σ

w0x0

w1x1

w2x2

w3x3

...
wnxn

inputs weights

b

activation
function

output y

Figure 2.1: Visualization of a perceptron with all its components. The inputs xi are
combined with the perceptrons internal weights wi and bias b via the
combination function

∑
. This is then fed to the activation function σ.

Each input xi is weighted with its corresponding input weight wi and combined by
the combination function

∑
. Note that this usually means to sum all these weighted

inputs and the bias, but this may differ in some corner cases.
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The result of the combination function is then fed to the activation function σ, resulting
in the definition of the output y of the perceptron as:

y = σ

(∑

i

(wi · xi) + b

)
. (2.1)

Depending on the problem at hand, the initialization of weights and biases changes.
While commonly a uniform or Gaussian distribution over all variables are chosen, also
other approaches like all zero or all one are possible. When training huge or complex
networks, there are more advanced ways to initialize weights and bias like Xavier [102]
or Kaiming [105] initialization. As the ANNs used in this thesis are rather simple,
these methods are not covered as these are not applied in the context of this thesis.
Assuming a perceptron with only two inputs and step function as activation function,

Table 2.1: Truth table for different logic gates

A B AND gate OR gate NOT A

0 0 0 0 1
0 1 0 1 1
1 0 0 1 0
1 1 1 1 0

one can already implement basic logical AND, OR and NOT gates, from which more
complex calculations can be built, which shows the computing capabilities of neural
networks. The truth table of these can be seen in Table 2.1, while the corresponding
perceptrons can be seen in Figure 2.2.

b

B

A AND gate

-1.5

1

1

b

B

A OR gate

-1

1

1

b

A NOT gate

0.5

-1

Figure 2.2: Perceptrons implementing logic AND(left), OR(mid) and NOT(right)
gates. A and B refer to inputs, b to the bias.

Several perceptrons are required to implement more complex gates like XOR, as XOR
is defined as a combination of the gates defines above (XOR(A,B) = (A∨B)∧(A ∧B).
Alternatively, a more sophisticated architecture like a multilayer perceptron, which is
better able to generalize based on the training data due to the higher number of degrees
of freedom, can solve this problem.
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2.1.2 The multilayer perceptron

A multilayer perceptron [146] is at its heart just a combination of perceptrons. As
information in a FNN only flows in one direction, these perceptrons naturally form
layers containing several perceptrons with an equal distance to the input layer. All
multilayer perceptrons must have at least one layer as a starting point, called the input
layer, one layer as its endpoint, called the output layer, and at least one of so-called
hidden layers, layers not being input or output, between those. Network architectures
containing more than one hidden layer are called deep neural networks. An example
is shown in Figure 2.3.

Perceptron
x3

x2

x1

x0

y2

y1

y0

Input layer
Hidden layer
Output layer

Figure 2.3: Possible architecture of a multilayer perceptron with four inputs, three
outputs, and five hidden layers of perceptrons. As these are feedforward
neural networks, the information can only flow from the input through
the hidden layers to the output. Note that it is still possible for the
information to ignore layers and flow directly to the output or another
hidden layer that is not directly adjacent.

The network passes information from the input layers through all hidden layers to the
output layers using the output of all neurons of the previous layer as an input of all
neurons of a certain layer.

As stated above, these networks can implement a variety of complex algorithms. Start-
ing from these basics concepts, different types of layers are possible, such as Dropout
layers, convolutional layers, pooling layers, or dense layers. These layer types, which
are all used in the projects outlined in this thesis, are introduced in Section 2.2 below.
After this, the process of training ANNs, the so-called gradient descent, is described
in Section 2.5.
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2.2 Neural network layer types

Building on the basics introduced so far, different layer types for ANNs can be defined.
This section introduces the most important layer types typically used, but obviously,
one can define customized layer types as well, as can be seen later. Depending on the
problem, certain layers are more suited than others to be used as part of a suitable
architecture.

2.2.1 Dense layers

Dense layers, depending on the framework used, also known as fully connected layers,
are defined as a layer with weighted connections between every input and every output.
Every output unit provides a bias, which is, alike the connection weights, a trainable
parameter. This is visualized in Figure 2.4. One can compare such a layer to a
multilayer perceptron with just an input and output layer.

x3 w3,2

w0,0

x2

x1

x0

y2

y1

y0

si
gn
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e
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r

Figure 2.4: Visualization of a dense layer. In this examples four inputs xi are mapped
to three outputs yj via the matrix wij . Some of the weights are marked
for better understanding while the weight of a connection between input
and output is given by its line width.

These layers can be seen as the brute force approach to finding a working architecture,
as all inputs are connected to all outputs. The layer differs between relevant and not
relevant connections between an input xi and an output yj via its weight wij . If a
specific input does not affect a particular output, the connecting weight decreases to
zero over the training period, basically removing the connection between input and
output. The biggest weakness of dense layers is the exponentially growing number of
trainable parameters with the number of hidden layers.
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Given the inputs xi, the weights wij and the activation function σ the output of unit
i can be calculated by:

yi = σ




∑

j

wij · xj


+ bi


 , (2.2)

with wij being the connection weight of neurons i and j and bi the bias of neuron i.
A dense layer with nin inputs and nout output neurons has nin ·nout trainable variables
for the weight matrix as well as nout variables for the biases of the output neurons.

2.2.2 Dropout layers

Dropout layers [156] try to tackle the problem of overfitting, as discussed in Sec-
tion 2.5.3. A dropout layer connects outputs of the layer in front to inputs of the layer
behind the dropout layer. It has no trainable parameters, but randomly deactivates a
manually defined fraction of its connections for each training sample during training.
Hence, dropout layers are ignored when using a trained network to perform predictions
or classifications.

Dropout rate: 25%

Active connection
Inactive connection
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Figure 2.5: Visualization of the working principle of dropout layers. All inputs are
connected to all the outputs like a dense layer, but for each training step
a predefined fraction of these connections are disabled. This is shown by
the dashed lines in this example setup.

Using dropout fundamentally changes the concept of training ANNs, as instead of
training one architecture, each dropout layer creates a new architecture per training
step. These new architectures are always a substructure of the original architecture
and, given enough statistics, each part of the network is trained as often as the other
parts. Using dropout layers usually results in a trade-off between a higher training
effort, as some parts are excluded from training and a higher generalization of the
problem.
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2.2.3 Convolutional layers

Convolutional layers are mainly used in image processing and pattern recognition.
Unlike fully connected layers, convolutional layers scan the input in slices with so-called
kernels of predefined size. Each kernel works like a filter that can learn different features
within the data, like, for example, edges or lines. Depending on the input, there are
one-dimensional and two-dimensional convolutional layers. These layers require two-
dimensional and three-dimensional input, respectively. The reason for this kind of
implementation is versatility, as the same convolutional layer is then able to process
multiple input images stacked in the additional dimension.

number offilters

filt
er
siz
e

filte
r si
ze

Figure 2.6: Visualization of convolutional layers. The kernel, shown in purple, is
moved over the input in steps defined by strides‚ resulting in an output
image with depth equal to the number of filters applied in the kernel.

In the context of this work, these can, for example, be inputs from different detector
systems, all covering the same event, which gives the network additional information to
process. The kernel is moved over the entire input by a certain step size, called stride.
This is shown in Figure 2.6. Given a two dimensional convolutional layer, the kernel
size and the stride can be defined for each of its dimensions. The remaining, uncovered
dimension of the input is affected by the number of filters nfilters. The output size of
this dimension is completely independent of the input size of this dimension, always
nfilters.
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Convolutional layers can be fully described by the following sets of parameters:

• Number of filters

• Filter size

• strides

• padding

The trainable variables of such a convolutional layer are independent of the actual
input but are defined by the filter size and the number of filters nfilters. A convolu-
tional layer using an one-dimensional input has only nfilters ·size trainable parameters.
In the two-dimensional case, there would be nfilters · size2 parameters, given a sym-
metric filter size. The movement of the kernel over the input is defined by the stride
and padding parameters. While stride simply defines the step size the filter is moved
over the input, padding describes the behavior along the edges of the input image.
Additionally, these two parameters define the output size of the convolutional layer,
for example, a stride of two would cut in half the input dimensions because every
second position is skipped.

There are two standard ways of padding called valid and zero padding, but one could
think of other approaches, depending on the task at hand. Both valid and zero-padding
are visualized in Figure 2.7
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Figure 2.7: Visualization of both valid padding and zero padding. Valid padding
uses the input presented, while zero padding augments this input. As a
result using zero padding results in a better control of the ANNs output.
Note that the yellow areas are identical.

Valid padding uses only the input, having a size W , as presented to the ANN. The
kernel of the corresponding layer moves over the input as long as it still entirely fits
inside.
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Given a filter size K larger than one and a stride of S, larger than 1 in at least one
dimension, results in a smaller output image compared to the dimensions of the input.
Using the Padding parameter P = K−1

2 , one can calculate the output size O of each
filter by:

O = 1 +
W −K + 2P

S
= 1 +

W − 1

S
. (2.3)

Zero padding augments the input as such as adding rows and columns filled with zeros
around the input if needed. If the kernel laps over the actual input, the missing entries
are filled with zeros. Using zeros removes the effect of the weights connected to these
entries and introduces a mechanism to adjust the size of the output of a convolutional
layer. Stride 1, for example, preserves all input dimensions, except the output depth,
which is defined by the number of filters.

To summarize, a convolutional layer can be seen as a stack of nfilters small dense layers
that are slid over the input image, thereby computing the new image.

2.2.4 Pooling layers

Pooling layers are used to collect either local or global features like the maximum or
the average of a layer (global) or parts of it (local). This is visualized in Figure 2.8.
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Figure 2.8: Example of different pooling layers and their results. Both the results of
global and local maximum and average pooling are provided.

Collecting local information results in a resized multidimensional output with its di-
mensions depending on the pooling size. Within the area defined by the pooling size,
the chosen metric, e.g., maximum or average, is collected and written to the output.
Contrary to this, collecting global information results in just one output, as the metric
applied to the complete input.

12



2.3 Activation functions

So far, different layer types from the very basic perceptron to more complex types of
layers have been described. Except for Dropout layers, the output of these layer types
is determined by its weights, biases, and activation function. The latter has been
treated rather generically so far. There are several well suited standard activation
functions commonly used among a variety of applications. A selection of these are
listed in Table 2.2 and are plotted in Figure 2.9.
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Figure 2.9: A selection of commonly used activation functions for ANN layers. Left
shows functions limited to a certain value. Some of these limited to
the range of 0 to 1 are commonly used for last layers of classification
problems. Right shows activation functions with no upper limit which
can be used for a variety of use cases.

The choice of activation functions highly depends on the problem at hand and if a layer
is hidden or an output layer. The function for a classification problem usually aims for
a probability distribution as output and should hence be limited to 1 as a maximum
value. Good examples for these are sigmoid or step functions. Usually, only the last
layer of a network aiming to solve a classification problem has to have an activation
function limited to the described above, as the last layer produces the final output of
the network.

Generally speaking, there are no of these limitations mentioned above for a prediction
problem. The topology of the input dataset defines which activation functions are
suitable. Having negative values present, using activation functions that are 0 for
negative input values, removes information from the network and is therefore not an
appropriate choice. This approach is inverted when working on a dataset spanning
over several magnitudes of values. Here an activation function introducing an upper
limit can be the right choice. However, there are no general rules on how to approach
but more simple rules to get started. If computation time is an issue, as it is, for
example, a trigger system, simpler functions like a linear function are used as these
are computational lightweight.
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Table 2.2: Commonly used activation functions together with their corresponding
definition and derivative.

Activation function Definition Derivative

Rectified linear unit (ReLu) [128] f(x) =

{
x for x > 0

0 else
f ′(x) =

{
1 for x > 0

0 else

elu f(x) =

{
x for x > 0

α · (ex − 1) else
f ′(x) =

{
1 for x > 0

α · ex else

leaky ReLu f(x) =

{
x for x > 0

α · x else
f ′(x) =

{
1 for x > 0

α else

Softplus f(x) = ln (1 + ex) f ′(x) = 1
(1+e−x)

Linear f(x) = x f ′(x) = 1

Softsign f(x) = x
1+|x| f ′(x) = 1

(1+|x|)2

Sigmoid f(x) = 1
(1+e−x)

f ′(x) = e−x
(1+e−x)2

Tangens hyperbolicus f(x) = ex−e−x
ex+e−x f ′(x) = 1− f(x)2

Softmax fj(x) = ezj∑K
k=1 e

zk
for j = 1....K ∆if(x)j = fi(x)(δih − fj(x))

given K output neurons

Hard sigmoid f(x) = min (1,max (0, 0.2 · x+ 0.5)) f ′(x) =

{
0 if |x| > 2.5

0.2 else
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2.4 Data preparation

One of the most important tasks when training an ANN is the preparation of the
dataset. It should fulfill the following criteria:

• Have enough statistics for proper training. The amount of data highly differs
depending on the size of the network and the problem under investigation. If
applicable, e.g. if invariants exist, data can be rotated or mirrored to enlarge
statistics.

• Does not contain duplicates of the same data points as the influence of this data
point is then overestimated.

• Cover as many edge cases as possible.

• Should have no bias or in reality close to no bias

Generally speaking, three independent datasets are used when training an ANN. These
datasets can be either obtained by splitting the available dataset into three parts or
come from different sources all describing the same underlying process and probability
distributions and are called:

• Training dataset,

• Validation dataset,

• Test dataset.

The training dataset is used for everything related to the training process, as described
in Section 2.5. This process includes updating the weights and biasses of the ANN.
During training, the training dataset is processed by the ANN several times, called
epochs.

The performance of the network is measured on the validation dataset after each it-
eration over the training dataset. Using an independent dataset enables an unbiased
performance review of the network, as this dataset has never been seen by the network
before. This way, issues like under- or overfitting, as discussed in Ref. 2.5.3, can be
spotted.

The last dataset, called the test dataset, is used as a final, unbiased measure of perfor-
mance for fully trained models. This is especially important when applying machine
learning training techniques that use the performance on the validation dataset for
evaluation. Such techniques are e.g. Checkpointing or Early-Stopping.

Checkpointing only stores the model with the best performance on the validation
dataset instead of the model after the last training epoch, while Early-Stopping ter-
minates the complete training process once the performance on the validation dataset
worsens.

15



2.5 The training process

The process of updating the neurons weights and bias of an ANN is called training.
It is a time-intensive process running over several epochs, ideally leading to a good
generalization of the training dataset. The training dataset usually gets shuffled after
each epoch to achieve further generalization. The ANNs performance is evaluated on
the validation and test dataset, as described above. A set of so-called hyperparam-
eters describes ANNs. These include the architecture itself with all layers and their
respective activation functions but also further tunable parameters. Examples of these
tunable parameters are, on the one hand, fixed parameters not updated through the
training process like the dropout rate but also parameters affecting the training process
like the learning rate α or the optimizer used for training.

2.5.1 Gradient descent

The algorithm commonly used to train ANNs is called gradient descent. It aims to
minimize the networks’ so-called loss function, sometimes called the error function,
L(y, ŷ) during the training process. This loss function is a performance metric de-
scribing the difference between the output of the network y and the desired output ŷ.
It directly depends on the weights and biasses stored in the network’s layers, as the
network’s output is computed using these parameters. The weights and biasses are
updated after each training step as the loss is propagated back through the network.
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x yneuron 2
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x yneuron 4
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Figure 2.10: Exemplary 6 neuron ANN with inputs x and outputs y.

Given a differentiable multi-variable function F , Gradient descent is based on the idea
that the fastest way to minimize this function is to move from a given initial point
a in the functions hyperparameter space along the negative gradient of −∇F (a). On
this assumption, one can write the process of gradient descent as a monotonically
decreasing series of an as:

an+1 = an −∇F (an). (2.4)

This process is repeated until the loss function reaches sufficiently small values, ideally
0, given such fix points exist at all.
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Gradient descent is split into two phases, forward pass and back propagation. As-
suming a network like shown in Figure 2.10 with inputs x, outputs y and activation
function σ(x), these can be described as follows.

During the forward pass, the output of a neuron j, and as a result finally the output
of the network is calculated by:

yj = σ(xj), (2.5)

with the input in neuron j

xj =
∑

i∈inputs(j)

wij · yi + bj . (2.6)

Hereby the inputs of xj can be either the input of the network or the output of the
neurons connected to neuron j.
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Figure 2.11: Gradient descent for different learning rates exemplary shown on a
parabola. Using a sufficient learning rate as shown in the left picture,
gradient descent efficiently converges to the minimum. A too large
learning rate can result in jumpy behavior (middle) or no convergence
at all (right). As the function is given, its derivate cane be directly used
for back propagation.

During back-propagation, the weights are updated depending on the comparison of
the networks’ actual output y and the designated output ŷ. From there, the loss of
the network L(y, ŷ) is calculated. Starting from Equation 2.4, the weights are updated
according to:

wnew
ij = wij − α

dL(y, ŷ)

dwij
, (2.7)

with α being the so-called learning rate, a tunable parameter describing which frac-
tion of the actual gradient should be used for the next step in the series. Figure 2.11
visualizes the influence of an appropriate or inappropriate choice of learning rate.

Given that machine learning is usually used to iteratively learn to generalize data too
complicated to be fully described, the learning rate is one of the tunable parameters
of a network together with, for example, the architecture.
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The change of the loss function depending on the output of the network is given by
the derivative dL(y,ŷ)

dy . With f ′(x) being the derivative of the activation function, the
next step is describes the dependence of the loss function of a certain input xj :

dL(y, ŷ)

dxj
=

dy

dxj

dL(y, ŷ)

dy
=
dσ(x)

dxj
· dL(y, ŷ)

dy
=
dL(y, ŷ)

dy
· σ′(xj) (2.8)

and from a certain weight, which is what we are looking for:

dL(y, ŷ)

dwij
=

dxj
dwij

dL(y, ŷ)

dxj
= yi

dL(y, ŷ)

dxj
. (2.9)

Furthermore, the loss can be propagated through all layers of the network as:

dL(y, ŷ)

dyi
=
dxj
dyi

dL(y, ŷ)

dxj
=
∑

j

wij
dL(y, ŷ)

dxj
. (2.10)

The change in bias can be computed the same way. Any differentiable function can
be used as a loss function. While each framework comes with a set of predefined loss
functions commonly used in the machine learning community, also problem-specific,
custom loss function can be applied as well.

There are several implementations of gradient descent, which all base on principles
described above. Stochastic gradient descent performs the back-propagation after
each data point in the training dataset, resulting in a computationally intense, fine
granular update of the network parameters also finding small local minima. On the
other hand, this might lead to the network being kept in a local minimum and not able
to pass the barrier around it. Batch gradient descent performs the back-propagation
step once per epoch after processing the complete training dataset, resulting in a very
coarse, global update of the weights and biases of the network. Combining the best
of both worlds, Minibatch gradient descent performs the back-propagation step
after processing a certain amount of data points, called minibatch. Minibatches save
computing time and give the network a chance to find both local and global minima.

2.5.2 Accuracy as a performance metric

As stated above, the performance of a fully trained network is usually evaluated on
the test dataset using problem-specific metrics. In addition to this, a general metric
to measure the performance of an ANN called accuracy exists. This metric can be ap-
plied to both the training and validation dataset already during the training process.
These are then called training accuracy and validation accuracy, respectively. Gen-
erally speaking, the accuracy is defined as the fraction of correct predictions over all
predictions. Depending on the problem at hand, variations of this approach might be
applied. Given e.g. a multiclass classification problem, only the class with the highest
probability is compared to the designated output class, called categorical accuracy [93].
The accuracy can be used to spot a variety of problems, which are outlined below.

18



2.5.3 Under− and overfitting

Overfitting refers to a model starting to store the provided training dataset in its archi-
tecture, losing its ability to generalize the training dataset. It negatively impacts the
performance of the model when applied to, for example, the validation or test dataset
or when used in production. As can easily be seen, the chance of this happening rises
with the networks’ size relative to the size of the training dataset. Overfitting results
in a (usually much) higher training accuracy compared to the validation accuracy.
It can be mitigated by lowering the number of trainable parameters, the number of
training epochs or by adding Dropout layers. Contrary to an overfitted network, an
underfitted network did neither learn the training dataset nor was able to generalize
it, resulting in a weak performance on all the training, validation, and test dataset.
Standard solutions to this problem can be a more flexible or at least more massive
network architecture or alternating the loss function. Before approaching the latter
solution, a more detailed study should be made to understand if the inputs used for
the ANN have a sufficient correlation to the outputs after all.

2.5.4 Vanishing gradient

The vanishing gradient problem can occur in larger ANN architectures applying a
particular type of activation functions. The output value of activation functions lim-
iting their output to a specific upper and or lower boundary, e.g., sigmoid(x) ∈ [0, 1],
applied over and over again through the network can lead to a so-called vanishing
gradient. During back-propagation, the gradient of the loss function, depending on
the derivative of the activation function, tends to get smaller with every layer.
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Figure 2.12: Sigmoid and its derivative.

This is shown in Figure 2.12 for the Sig-
moid activation function, which is limited
to 0.25. As a result, the first few lay-
ers of a network, learn slower than the
later layers closer to the output. The
solution to this problem is rather prag-
matic and straightforward. Some activa-
tion functions are better suited than oth-
ers to deal with the vanishing gradient
problem, as their derivative is not limited
to a specific value, e.g., the relu activation
function. The best solution is to adapt
if the problem occurs and switch activa-
tion functions or apply batch normaliza-
tion [107].

There can also be a so-called exploding gradient problem, which is nearly the same
but with a growing instead of vanishing gradient during back-propagation.
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2.6 Optimizers

In the context of machine learning, more advanced derivations of the gradient descent
algorithm are applied to increase the training performance further. These derivations,
so-called optimizers, try to compensate for intrinsic weaknesses of gradient descent,
which are discussed below in the context of different optimization strategies. This
section is based on Ref. [145], which provides an overview of different optimizing tech-
niques beyond the scope of this thesis.

2.6.1 Gradient descent with momentum

The concept of momentum [140] is an expansion of the classic gradient descent al-
gorithm, introducing an additional weighted term when updating weights and biases.
It is defined in analogy to a particle traveling through the network parameter space,
accelerating from the gradient of the loss function.
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Figure 2.13: Different derivations of Gradient descent with momentum. Classic mo-
mentum (left) uses the vector sum of the gradient descent step and
the momentum step evaluated at the current phase space position,
while Nesterov momentum uses the momentum step to determine the
point used for gradient descent calculations. Shown in an arbitrary
two-variable phase space.

Due to this momentum, the direction of the minimization is more stable, preventing
oscillations within the parameter space. Starting from Equation 2.4, the change of a
certain parameter a (e.g., bias or weight) can be written as:

an+1 = an − α · ∇F (an). (2.11)
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Introducing the concept of momentum mt at a certain gradient descent step t, an
additional term is added to this equation. This term depends on the momentum mt−1

gained in the previous update step and the momentum parameter γ ≈ 0.9. The value
of the parameter to be updated is then calculated as a linear combination of classic
gradient descent and this momentum:

mn = γmn−1 + α∇F (a) (2.12)
an+1 = an −mn. (2.13)

On the other hand, so called Nesterov momentum or Nesterov Accelerated Gradi-
ent [131, 145] uses the momentum as an additional movement in the parameter space.
Hereby the momentum parameter is added to the weight (and bias respectively) before
calculating the updated values using gradient descent:

mn = γmn−1 + α∇F (a− γmn−1) (2.14)
an+1 = an −mn. (2.15)

Both are valid ways of defining momentum in the context of machine learning and are
visualized in Figure 2.13.

2.6.2 The Adaptive Moment Estimation optimizer

Adaptive Moment Estimation (Adam) [108] calculates an adaptive learning rate for
each parameter of a network. An exponentially decaying average of past squared
gradients vt as well as an exponentially decaying average of past gradients mt, which
is similar to the momentum defined in the previous section, are utilized:

mn = β1mn−1 + (1− β1) · ∇F (an) (2.16)

vn = β2vn−1 + (1− β2) (∇F (an))2 . (2.17)

vn and mn are estimates of the mean (or first moment) and the uncentered variance
(second moment) of the gradient, being the namesake of this method. These values
are initialized as 0 and were found to have a bias towards this initial value for the first
time steps. To counter this bias, the so called bias-corrected first and second moment
estimates are computed as:

m̂n =
mn

1− βn1
(2.18)

v̂n =
bn

1− βn2
(2.19)

and then used to update the parameter value:

an+1 = an −
η · m̂n√
v̂n + ε

. (2.20)

According to the authors, default values of ε = 10−8, β1 = 0.9 and β2 = 0.999 work
well in practice, but have to be seen as additional tunable parameters in the context
of machine learning.
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The Standard Model of Particle Physics
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This chapter focusses on the fundamentals of particle physics, namely the SM and
the particles and interactions included in it. The SM, shown in Figure 3.1, describes
all known fundamental particles and their interactions. It consists of six quarks, six
leptons as well as five gauge bosons and the Higgs boson. Additionally, all fundamental
interactions, except gravity, are covered together with the gauge bosons being the
force carriers of the different forces: the strong, weak, and electromagnetic force. This
chapter gives a short introduction to the SM based on Ref. [138] and Ref. [160], which
provide further reading.
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Figure 3.1: Standard Model of Particle Physics. All fundamental particles described
by the SM, separated by particle type, are included. It includes the force
carriers, the Higgs boson as well as 12 fermions. The fermions are split
into quarks and leptons as well as generations. Based on Ref. [35].

Mathematically, the SM is a relativistic quantum field theory based on the non-Abelian
symmetry group SU(3)C × SU(2)L × U(1)Y . C refers to the quark color, L to left-
handed fields, and Y to the hypercharge of the particles.
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The theories described by the SM are:

• Quantum Chromodynamics (QCD), describing the strong interaction.

• Electroweak interactions, describing both the weak interaction and Quantum
Electrodynamics (QED).

• Higgs mechanism

All subatomic particles and processes observed thus far, including decay and scattering
processes, can be described by the SM. The fundamental particles can be split into
four groups, two groups of spin 1/2 fermions, called quarks and leptons, one group of
spin 1 bosons, the gauge bosons, and the spin 0 Higgs boson.

3.1 Quarks and leptons of the Standard Model

The SM predicts twelve matter-particles and their corresponding antiparticles. These
spin 1/2 matter-particles are fermions and respect the Pauli exclusion principle, follow-
ing the spin-statistics theorem. These matter-particles are grouped into quarks and
leptons, each containing six particles. Inside each group, pairs of particles form a gen-
eration, grouping particles with similar characteristics as shown in Figure 3.1. Each
member of a generation has greater mass than the corresponding particles of lower
generations. Additionally, the first-generation charged particles do not decay.

3.1.1 Quarks

Quarks carry a color charge and, as a result, interact via the strong interaction. This
includes interactions with other quarks. Quarks also carry an electric charge and,
in the case of left-handed particles, weak isospin. Three up-type quarks, namely up,
charm and top quark, carry an electric charge of 2/3, while the down-type down, strange
and bottom quarks carry an electric charge of −1/3.

Due to color confinement, quarks are strongly bound to other quarks via gluons. As
a result, quarks can not be observed as free particles but form color-neutral particles
called hadrons. These hadrons can either be baryons, containing three quarks, or
mesons, containing a quark-antiquark pair. Quarks, generally all color-charged parti-
cles, can never be observed in nature, as color confinement states that energy put into
the separation of quarks ultimately leads to the creation of quark-antiquark pairs.

3.1.2 Leptons

Fermions carrying no color charge are called leptons. Electron, muon, and tau carry
an electric charge of −1 and, in the case of left-handed particles, a weak isospin of
−1/2. Each of these leptons forms a generation with a corresponding lepton neutrino,
e.g. muon and muon-neutrino.

25



The neutrinos carry no electrical charge and, again only if left-handed, a weak isospin
of 1/2. Neutrinos, as a result, only interact via the weak interaction, while charged
leptons also interact electromagnetically. Electrons, as well as all neutrinos, do not
decay, while muons and taus can decay.

3.2 Forces and gauge bosons in the Standard Model

Interactions between particles, namely strong, weak, and electromagnetic interactions,
are described by the exchange of force-mediating particles in the SM. These spin 1
force carriers follow the Bose-Einstein statistics and are called gauge bosons.

H

W Z
+- leptons

τ

τ

μ

μνν νe

e

g

γ

quarks

u c t

d s b

electromagnetic

strong

weak

higgs
interactions

Figure 3.2: Summary of the possible interactions of the different fundamental par-
ticles of the SM. Differently colored lines mark the different kinds of
interactions. These lines connect the gauge bosons corresponding to its
interaction with the particles it is acting on. Based on Ref. [75].

Table 3.1 summarizes all interactions, the property of the particle they act on, the
mediating particles, and its relative strength. Additionally, Figure 3.2 illustrates which
particles of the SM are affected by which interaction. The following part provides a
brief introduction and overview of the SM forces. Ref. [133] provides further reading.

3.2.1 Quantum electrodynamics

Electromagnetism describes the interaction of electrically charged particles by the ex-
change of photons. The photon γ, itself carrying no charge, is the massless gauge
boson of electromagnetism and mediates the force between affected particles. It is not
limited to a certain range.
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Table 3.1: The four fundamental forces, taken from Ref. [94]. The strong force is
split into fundamental and residual contributions, as on a bigger scale,
residual contributions of the quarks in protons and neutrons bind nuclei
together.

Property Gravitation Electroweak Strong

Weak Electromagnetic Fundamental Residual

Acts on: Mass -Energy Flavor Electric charge Color charge Atomic nuclei

Particles affected: All Quarks, Leptons Electrically charged Quarks, Gluons Hadrons

Particles mediating: - W+,W−,Z0 γ(photon) Gluons Mesons

Strength at the
10−41(predicted) 10−4 1 60 -scale of quarks:

Strength at the scale
10−36(predicted) 10−7 1 - 20of protons/neutrons:

3.2.2 Weak interaction

The weak interaction describes the interactions between leptons and quarks, including
quark conversions within the same generation and lepton decays switching generations.
Figure 3.3 visualizes examples of these processes. This force has a range of 10−16 m and
is mediated by the massiveW± and Z bosons, with the Z bosons massMZ = 91.2GeV
being higher than the W boson mass MW = 80.4GeV.

W−

ν̄e

e− e−

ν̄e

W−

u dµ−
νµ

Figure 3.3: Muon decay into an electron (left) and conversion of up into a down
quark (right).

In the context of this theory, quarks and leptons are divided into left-handed particles,
only participating in the charged-current interactions involving the W± bosons, and
right-handed particles, only participating in the neutral-current interactions via Z
bosons. Thereby, left-handed particles form doublets, while right-handed particles
form singlets. These can be described using projection operators as:

ΨL,R =
1

2
(1± γ5)Ψ, (3.1)

with γ5 = iγ0γ1γ2γ3 the fifth Dirac matrix.
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Furthermore, weak interactions involving the W± bosons only act on left-handed par-
ticles and right-handed antiparticles. These bosons, as they carry an electric charge
of ±1, can additionally interact electromagnetically. The weak interaction is the only
interaction able to trigger a particle to switch its type.

3.2.3 Electroweak interaction

Electromagnetism and weak interaction unify at the electroweak scale (or Fermi scale)
at ν ≈ 245GeV and can both be described by a Yang-Mills gauge field theory with
the symmetry group U(1) × SU(2). The generators of these groups are called weak
hypercharge YW and weak isospin T , respectively. The invariant Lagrangian describing
the electroweak sector is defined as:

LEW =
∑

ψ

ψ̄γµ
(
i∂µ − g′

1

2
YψBµ − g~τa ~Wµ

)
ψ − 1

4
Wµν
a W a

µν −
1

4
BµνBµν , (3.2)

with Bµ being the U(1) gauge field, ~Wµ the SU(2) gauge field, Yψ the hypercharge
of fermion ψ and τa the generator of the SU(2) representation of ψ. For doublets, τa
refers to the Paul matrices. Furthermore, g′ and g are coupling constants and Bµν and
W aµν two field strength tensors. Photons and Z bosons are linear combinations of B
and W3 bosons, which can be written using the weak mixing angle ΘW as:

(
γ
Z

)
=

(
cos ΘW sin ΘW

− sin ΘW cos ΘW

)
·
(

B
W3

)
, (3.3)

The W± bosons is defined by:

W± =
1√
2

(W1 ∓ iW2) . (3.4)

The bosons have to be massless to preserve the electroweak gauge symmetry but are
observed to have non-zero masses. The bosons acquire their mass by a process called
spontaneous symmetry breaking via the Higgs mechanism. In the context of this theory,
mass terms for the fermions can be generated by the Higgs mechanism via so-called
Yukawa couplings between fermions and the Higgs field.

3.2.4 Strong interaction

The strong interaction, as described by QCD, refers to the force between color-charged
particles, namely quarks and gluons, and has an effective range of 10−15 m, similar to
the size of hadrons. It is a non-Abelian gauge theory based on a SU(3) gauge symmetry.
8 gluons, massless gauge bosons, mediate the strong force.
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Each gluon carries one of eight possible color-anticolor pair combinations and therefore
can, due to net color charge of the pair, interact with each other.

Two effects are important in the context of strong interactions: Confinement and
Hadronization. Generally speaking, processes described by the SM can result in quarks
and gluons in the final-state. Both quarks and gluons can not exist as free particles
but form colorless bound states directly after their production under conditions below
the Hagedorn temperature TH ≈ 1 · 1012 K [26].

This phenomenon is called color confinement and is true for all color charged particles.
Hadronization is a consequence of color confinement and refers to the formation of
hadrons. This is achieved by singular quark or gluons immediately forming combi-
nations with quarks and antiquarks or more gluons, for example created by vacuum
fluctuations to form baryons or mesons.
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4.1 Particle collisions at the LHC

Proton–proton collisions as produced at the LHC, which is discussed in Chapter 5,
involve complex, composite particles consisting of three valence quarks, gluons, and
quark-antiquark pairs. Data created in such collisions, especially through the Drell-
Yan process, are used in this thesis. Hence the theoretical description of the underlying
processes is given here. This section is based in chapters 10.9.1 and 10.9.2 of Ref. [160],
while sections 4.2 and 4.3 are based on Ref. [42].

Protons do not collide as one object, but each parton of the proton, carrying a frac-
tion of the proton momentum, can but does not have to participate in the scattering
processes. The kinematics of such a proton–proton collision can be described in its
center-of-mass frame. Assuming two colliding protons A and B with four-momenta
PA and PB while ignoring the proton mass, which plays only a neglectable role at high
energies, the squared total energy s in the center-of-mass frame is given by:

s = (PA + PB)2 ≈ 2PAPB. (4.1)

Looking at the interacting partons a and b of proton A and B, respecively, with
momenta pa and pb, the square of the total energy is defined as:

ŝ = (pa + pb)
2

= (xaPA + xbPB)2

≈ 2xaxbPAPB

= xaxbs.

(4.2)

Hereby x denotes the Bjorken scale, the fraction of the quark momentum with respect
to the proton momentum. In order to be able to produce a certain particle in this
collision, e.g. a Z boson, the centre-of-mass energy

√
s has to be equal to the invariant

mass of this particle M . Using this, one can rewrite the parton momenta to

pa,b = xa,b

√
s

2
(1, 0, 0,±1)T

= xa,b
M

2
(1, 0, 0,±1)T.

(4.3)

The rapidity y of the produced particle, a measure of the boost of a particle along the
beam axis, can be defined using its energy E and momentum along the z-axis pz as:

y =
1

2
ln

(
E + pz
E − pz

)
. (4.4)

Assuming the parton mass to be 0, this can be rewritten using Equation 4.3 to:

y =
1

2
ln

(
xa
xb

)
. (4.5)
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Using the rapidity, Equation 4.3 can be rewritten as:

xa,b =
M√
s
e±y. (4.6)

Thus, different invariant masses M and rapidties y of the final-state particle probe
different x. This relationship is visualized in Figure 4.1 for a center-of-mass energy of
13TeV. In addition, sensitivity regions of other experiments are marked.

4.2 Parton distribution functions

The kinematics of a proton–proton collisions depend on the interacting partons, as de-
scribed above. So-called Parton Distribution Functions (PDF) describe the structure
of a proton and hence quantify the probability density of finding a parton (quark or
gluon) inside the proton. These PDFs depend on the fraction of the proton momen-
tum, described by the Bjorken scale x, the parton carries as well as the energy scale Q2.

As PDFs can’t be calculated perturbatively, they are extracted from data from different
experimental measurements using global fits. The experimental data used for these
fits include, among many other sources, data from HERA (Hadron-Electron Ring
Accelerator), Tevatron, and the LHC. PDFs are generically parameterized with a
starting scale Q2

0 = 1GeV2 as [42]:

xf(x,Q2
0) = AxB(1− x)CP (x,D). (4.7)

Hereby the normalization parameter A is constrained by the quark number sum-
rules [98] and momentum sum-rule, while B and C are free fit parameters and P (x,D)
are polynomials in x. Using the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP)
evolution equations [8, 83, 104], PDFs can be evolved to any other energy scale
Q2 > Q2

0:
∂f(x, µ2

F )

∂ logµ2
F

=
αS(µ2

R)

2π

∑

b=q,q̂,g

∫ 1

x

dz

z
Pab(

x

z
, µ2

F )fb(z, µ
2
F ), (4.8)

where µF is the factorization scale, which separates the long- and short-distance
regimes. αS(µ2

R) is the running strong coupling constant depending on the renormal-
ization scale µR for the QCD running coupling and Pab(xz , µ

2
F ) are so-called splitting

functions. The latter describe the probability of the parton b to emit a parton a carry-
ing a fraction x

z of the momentum of the parton b. These functions can occur in four
different forms:

• Pqq – a quark radiating a quark,

• Pqg – a gluon radiating a quark,

• Pgq – a quark radiating a gluon,

• Pgg – a gluon radiating a gluon.
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Figure 4.1: Graphical representation of the relationship between a partons x and Q2

and a collisions final-state described by its mass M and rapidity y at
the LHC at a center-of-mass energy of 13TeV. This Figure is taken from
Ref. [158].
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Figure 4.2: MSTW2008NNLO PDFs as a function of Bjorken-x for quarks and glu-
ons. Uncertainties are indicated as an uncertainty band. The gluon PDF
is divided by a 10. The PDFs are shown for a scale of Q2 = 10GeV2

(left) and Q2 = 104 GeV2 (right). This Figure is taken from Ref. [121].

Figure 4.2 shows a PDF calculated up to Next-to-Next-to-Leading Order (NNLO)
for two energy scales Q2 = 10GeV2 and Q2 = 104 GeV2 together with its correspond-
ing uncertainties [121]. Overall, the distributions decrease with increasing x. The up
quark and down quark distributions show a local maximum at ≈ 1/3, which refers to
the valence quarks of the proton. These peaks are less prominent for higher Q2, while
sea quark contributions are higher for low x.

PDFs are used to calculate cross-section predictions of various processes. These pre-
dictions are widely used within the experimental communities at the LHC to simulate
collision events. Such simulations are then combined with suitable detector simulations
and used to differentiate between background and signal contributions within measured
data as well as to correct for technical effects limiting the precision of a measurement,
such as handling pileup. Hence, a good knowledge of the PDFs is essential, but the
precision of such predictions usually suffer from significant PDF-related uncertainties,
which can only be reduced by adding new precise data, covering different x ranges, to
the QCD fits.
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4.3 Partonic cross-section

Both hard- and soft-scattering processes appear in hadronic collisions. Hereby, the
term hard-scattering process refers to processes with high momentum transfer Q2,
which can be calculated using pertubative QCD, while the soft-scattering processes
correspond to lower Q2 and are dominated by non-pertubative QCD effects. Using the
QCD factorization theorem [74], the total cross-section of a specific hard-scattering
process in a proton–proton collision, producing a final-state X, can be calculated by:

σ(AB → X) =
∑

a,b

∫
dxadxb fa/A(xa, µ

2
F ) fb/B(xb, µ

2
F ) σ̂ab→X , (4.9)

summing over all partons a of hadron A and partons b of hadron B contributing to
the process. Hereby fa/A and fb/B are PDFs for the partons a and b, and σ̂ab→X the
partonic cross section describing interactions between two partons.

proton A

proton B

parton a
carrying momentum fraction

carr
ying

mom
entu

m fract
ionpart

on b

Figure 4.3: Schematic view of a hard scattering process of cross-section σ̂. The
partons a and b involved in this process carry a momentum fraction xa,b
of its corresponding proton. The probability to find a certain parton
with a certain x is given by the corresponding PDF. These are denoted
fa/A(xa) for parton a coming from proton A and fb/B(xb) for parton b
coming from proton B. Based on Figure 1 of Ref. [42].

The latter can be calculated perturbatively using QCD and expressed as a power series
expansion of the αS coupling constant, with Leading Order (LO), NLO and NNLO
and even higher-order contributions as:

σ̂ab→X = σ̂0︸︷︷︸
LO

+αS(µ2
R)σ̂1︸ ︷︷ ︸

NLO

+α2
S(µ2

R)σ̂2︸ ︷︷ ︸
NNLO

+... (4.10)
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Hereby µR is the renormalization scale of the QCD running coupling. Figure 4.3
schematically visualizes a hard scatter process with cross-section σ̂. The probability of
finding a parton with the two colliding protons are given by the corresponding PDF.

4.4 The Drell-Yan process

Z bosons, first observed at the UA1 and UA2 experiments in 1983 [97, 135], can be
created in proton–proton collisions at the LHC. Table 4.1 lists the branching ratios,
which can be understood as a decaying probability, of a Z boson into a pair of leptons
as well as a pair of hadrons.

Table 4.1: Branching ratios of Z boson decays at the LHC. Taken from Ref. [134].

Process branching ratio [%]

Z → qq̄ 69.91± 0.06
Z → νν̄ 20.00± 0.06

Z → µ−µ+ 3.366± 0.007
Z → τ−τ+ 3.370± 0.008
Z → e−e+ 3.363± 0.004

The branching ratios are similar for all three non-neutrino lepton decays, meaning each
type of charged lepton is created equally often in decay processes. This phenomenon
is called lepton universality.

Z bosons at the LHC are dominantly produced through the Drell–Yan process [84]. In
this process one quark and one antiquark from the incoming protons annihilate and
form a photon γ or Z boson, which then instantaneously (τZ ≈ 10−25 sec) decays into
a pair of leptons. This can be described as:

qq̄ → Z/γ∗ → `+`−. (4.11)

Feynman diagrams of the Drell-Yan process in LO, Next-to-Leading Order (NLO)
and NNLO are shown in Figure 4.4, each order adding a radiated gluon or quark
creating Initial-State Radiation (ISR). The leading order cross-section of the Drell-
Yan process [160] can be calculated by:

σ̂(qq̄ → Z/γ∗ → l+l−) =
4πα2

3ŝ

1

NC
Q2
q . (4.12)

HerebyQq denotes the charge of the quarks andNC = 3, the number of same color com-
binations out of the nine possible color-combinations. Table 4.2 lists experimentally
determined fiducial cross-sections of the Drell-Yan process for different center-of-mass
energies

√
s. The results are taken from Ref. [56].
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Table 4.2: Fiducial cross-section of the leptonic Drell-Yan process for both muon and
electron pairs for different center-of-mass energies. The fiducial volume of
the 13TeV and 7TeV measurement is defined by the lepton |η`| < 2.5 and
the reconstructed Z invariant mass m`` 66 and 116GeV. For the 8TeV
result, the lepon cut changes to |η`| < 2.4 and an additional cut on the
rapidity of the Z boson |y``| < 2.4 is applied. The content is taken from
Ref. [56]. The kinematic cuts are explained in Section 6.2.

√
s [TeV] 13 8 7

σfidZ→ee value±stat±sys [pb] 778.3 ± 0.7 ± 17.7 507.0 ± 0.2 ± 11.0 451.2 ± 0.5 ± 8.7

σfidZ→µµ value±stat±sys [pb] 774.4 ± 0.6 ± 18.2 504.7 ± 0.2 ± 10.8 450.0 ± 0.3 ± 8.8
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γ, Z0

q̄

µ+

µ−

q

γ, Z0

g

q̄

µ+g

µ−

q

γ, Z0

g

q̄

Figure 4.4: Leading order (upper left) as well as examples of NLO (upper right) and
NNLO (lower) Feynman diagrams of the Drell-Yan process, describing
two quarks annihilating to form a charge-neutral Z boson. This boson
further decays into a pair of muons. The gluon radiated from the quark
in the NLO diagram as well as the two remaining quarks in the NNLO
diagram hadronize and form jets. This is referred to as ISR. Radiation
can also happen in the final-state from the muons, which then radiate
photons. This is then called Final-State Radiation (FSR).
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4.5 Initial- and final-state radiation

In leading-order, Z bosons created in proton–proton collisions have no momentum in
the transverse plane as the protons collide head-on. In higher-order, the interacting
quarks can gain transverse momentum through the radiation of gluons or photons.
These radiations are collectively referred to as ISR as it concerns the quarks involved
in the initial interaction. Figure 4.4 shows examples of such processes. FSR, on
the other hand, refers to the radiation of photons or gluons from final-state particles
created from the decaying Z boson. In the case of Drell-Yan lepton pairs, the FSR
does not include the radiation of gluons, as leptons carry no color charge.

gISRq

q̄

γFSR

Z

µ+

γISR

µ−

Figure 4.5: Visualization of both ISR and FSR using a Drell-Yan Z boson decay into
a pair of muons. Gluon and photon are radiated from the initial quarks,
creating ISR, while one of the final-state muons radiated a photon as
final-state radation.

Figure 4.5 visualizes both initial-state and FSR using a Z boson decaying into a pair of
muons as an example process. Both a gluon and a photon are radiated as ISR, while
one of the final-state muons emits a photon as FSR.
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All topics covered in this thesis are related to the ATLAS [62] detector, an all-purpose
particle detector at the LHC [92] built at European Organization for Nuclear Research
(CERN) near Geneva, Switzerland. This chapter introduces CERN, the LHC and in
particular the ATLAS detector and its subsystems.
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Figure 5.1: The CERN accelerator complex together with the experiments. Taken
from Ref. [127].

5.1 CERN

CERN is a research organization with 22 member states at the time of this thesis
submission. It operates the largest particle physics laboratory in the world. Based
in Geneva, Switzerland, CERN provides particle accelerators for high-energy physics
research and the necessary infrastructure to maintain as well as improve them. It
operates several different accelerator complexes, each focusing on different areas of
study. One of these machines is the LHC, a terascale hadron collider facility together
with its preaccelerators. The next section introduces this machine complex, while
Figure 5.1 shows a schematic of it.
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5.2 The Large Hadron Collider

The LHC, developed at CERN, is the largest energy particle accelerator built thus far
and able to collide both protons as well as heavy ions. Its current primary objective
is to investigate electroweak symmetry breaking, measure the properties of the Higgs
boson, and search for physics beyond the Standard Model. It consists of 1232 dipole
magnets to keep the particles beams on track as well as 392 quadrupole magnets to
keep the beams focused. In addition to this higher pole order magnets are used to
preserve the beam geometry.

Located between 50 m to 175 m underground, it is built in a 26.7 km long tunnel
formerly used for the Large Electron Proton Collider. Over the years of operation, the
LHC increased its center of mass energy from 7 TeV (3.5 TeV per beam) in 2011 till up
to 13 TeV from 2015 to 2018, when the machine was shut down for further upgrades.

Table 5.1: LHC Run–II parameters during different years of operation [157].

Parameter 2015 2016 2017 2018

Beam Energy [TeV] 6.5 6.5 6.5 6.5
Bunches per beam 2244 2220 1916 2556
Protons per bunch [1011] 1.1 1.1 1.2 1.2
Peak luminosity [1034cm−2 s−1] 0.51 1.44 1.9 2.1
Average interactions per 13.4 25.1 37.8 36.1bunch crossing 〈µ〉
LHC integrated luminosity [fb−1] 4.2 39.7 50.2 66

At the LHC, two particle-beams consisting of several bunches with several thousand
particles are running in the opposite direction through the tunnel. These beams in-
tersect at four distinct interaction points. There, particle bunches collide every 25 ns,
creating observable events for the four main experiments at the LHC. These four ex-
periments are the two multipurpose experiments ATLAS and CMS (Compact Muon
Solenoid) [71], the LHC Beauty experiment (LHCb) [72], focusing on b physics, and
ALICE (A LHC Ion Collider Experiment) [70], a heavy-ion experiment.

As the LHC is a storage ring, particles entering the LHC have to have a minimum
kinetic energy of 450 GeV to be able to be stored within the LHC. The LHC is fed
by a series of accelerator complexes, preparing the particles to enter the LHC. For
proton runs, the particles are first accelerated to 50 MeV in the LINAC2 (Linear
ACcelerator 2) linear accelerator. From there, the protons are passed to the PSB
(Proton Synchrotron Booster) and, after being accelerated to 1.4 GeV, enter the PS
(Proton Synchrotron). Reaching 26 GeV, the protons are fed into the last stage of
preacceleration, the SPS (Super Proton Synchrotron). In there, particles are acceler-
ated up to the LHC’s injection kinetic energy and are fed into the LHC.
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Once all particle bunches entered the LHC, these are further accelerated and, after
reaching the designated final kinetic energy, collide at the interaction points.

The so-called instantaneous luminosity is a measure of performance or intensity of
particle beams and describes the number of particle interactions per unit time per
unit area. It only depends on the beam characteristics and is defined as

L =
N2
b nb fr γr
4π εn β?

·
(

1 +

(
Θc σZ
2σ?

))− 1
2

, (5.1)

with

• the particles per bunch Nb,

• the number of bunches nb,

• the revolution frequency fr,

• the relativistic gamma factor γr,

• the transverse normalized beam emittance εn,

• the beam squeezability at the interaction point β?,

• the crossing angle between the beams Θc,

• the Root Mean Square (RMS) of the bunch length σZ ,

• the RMS of the beam size at the interaction point σ?.

An overview of the LHC Run–II operational parameters, which is the scope of this
thesis, is additionally given in Table 5.1. These parameters all have to be experimen-
tally optimized for a given task by technicians to run the LHC at its peak performance.

A measure of the overall particle interactions per area produced by the accelerator is
the so-called integrated luminosity, defined as:

L =

∫
L dt. (5.2)

Figure 5.2 exemplary shows the luminosity delivered in Run–II (2015-2018). From
the luminosity, the expected number of events for a process with a given cross-section
σprocess can be calculated by:

Nprocess = σprocess · L ·A · ε, (5.3)

with A being the geometrical acceptance and ε the detector efficiency. Data taken with
the ATLAS detector from proton-proton collisions at the LHC is used in the context
of this thesis, as outlined in Chapter 9. This data, taken during LHC Run–II in 2015
and 2016, features a centre-of-mass energy of

√
S = 13TeV and a bunch crossing every

25 nss. Further run conditions are summarized in Table 5.1 for all years of Run–II,
2015 to 2018.
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Figure 5.2: The integrated (delivered) luminosity for the ATLAS detector in the
years 2015 to 2018 are shown. This plot is an ATLAS public result taken
from Ref. [20].

5.3 Pileup activity at the LHC

When colliding particles at the LHC, usually more than one interaction per bunch
crossing appears. The collision of interest, the so-called hard-scatter, is defined as the
collision with the highest

∑
p2
T over all particles created. Additional activity in the

detector besides the hard-scatter is collectively referred to as pileup.

Figure 5.3 visualizes the rising average number of interactions over the years of Run–
II. Pileup activity is a significant challenge for the LHC experiments as it complicates
particle detection and reconstruction. Pileup is not limited to further collisions during
a particular bunch crossing but can include contributions from earlier or later collisions
as well as particle beam and background effects. Five categories of pileup exist.

Additional proton-proton collisions occurring during the same proton-proton bunch-
crossing are referred to as in-time pileup and present a significant background for all
physics objects. This kind of collision can happen throughout a detector volume and
can typically be distinguished from the hard scatter. The rising number of particles
to be reconstructed and particles being too close to each other to be identified are the
main problems for this class of pileup.
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Figure 5.3: The mean interactions per bunch crossing for 2015 to 2018 are shown
together with the provided and collected luminosity. This plot is an
ATLAS public result taken from Ref. [20]

On the other hand, out-of-time pileup refers to contributions from proton-proton colli-
sions before or after the in-time collision. The effect of this type of pileup on detector
systems highly depends on the detectors working principle. Depending on factors like
pulse shapes or integration time, out-of-time pileup can induce signals in detector sys-
tems. Additionally, out-of-time pileup can add signals to tracking detectors, which
may shadow particles from the in-time collision.

During LHC operation, detector caverns fill with a gas of thermal neutrons and pho-
tons. This cavern background, its particles to be more precise, has a long lifetime
(particles can propagate for seconds without interacting) and consists mostly of low-
energy particles with kinetic energies at or below 1 MeV, creating signals in detectors.

Proton bunches scraping against collimators far upstream of an interaction point create
so-called beam halo events. Particles created by this process, reaching the detectors at
the interaction point, are mainly muons, which can pass through the entire detector
nearly parallel to the particle beams. These muons can induce signals in both the
muon system and the calorimeters.

Collisions between protons with residual gas in the beam-pipe are called beam-gas
events, which create detector signals if the collisions happen near an interaction point.
These proton-carbon, proton-oxygen, proton-nitrogen, or proton-proton (coming from
hydrogen) collisions create additional collision vertices, usually outside of the standard
interaction region. Hence these collisions can easily be removed.
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The ATLAS detector [62] is a multipurpose detector system capable of tracking parti-
cles originating from the LHC interaction point located at its center. Figure 6.1 gives a
general overview of the detector, while Figure 6.2 visualizes how the different particles
interact with the detector subsystems. Due to its versatility and performance of all
subsystems, not only discoveries but also precision measurements like the measurement
of the W boson mass are possible.

Figure 6.1: Overview of the ATLAS detector [136]. Built following the onion shell
principle, it consists of several detector subsystems shown here. The
innermost part tracks particles coming from the interaction point, while
the calorimeters detect electrons, photons and hadrons. Only muons
penetrate the outermost layer, the muon system and are detected there.

It is built in the so-called onion shell principle commonly used in particle physics, hav-
ing several layers of detector systems around the interaction point. It is constructed
symmetrically around the interaction point in its center and divided into three regions.
The barrel region is a cylindrical structure built around the beam pipe, measuring in
the transverse plane. It is enclosed at both ends by the end-cap (or forward) regions.

Two superconducting magnet systems, which are described in more detail in subsection
6.4.1, are built into the ATLAS detector. The magnet systems are used to bend the
tracks of charged particles and thus measure their transverse momenta in both the
Inner Detector (ID) and the Muon System (MS). Except for the ID, all detector
systems are, to some extent, present in the forward regions.
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The ID, being the innermost detector system, consists of silicon-based detectors and
the Transition Radiation Tracker (TRT). It is used to track particles and assign them
to a certain point of collision.

All particles except muons and neutrinos are absorbed in the next layer, the calorime-
ters, which consists of two parts. The inner layer is formed by the electromagnetic
calorimeter, which absorbs electrons and photons. Hadron showers (together with
muons and neutrinos) travel through this inner part to the hadronic calorimeter, which
consists of a higher density material. All remaining particles except muons and neu-
trinos are then absorbed in the hadronic calorimeter.

Figure 6.2: Visualization of the detection of different types of particles within the
ATLAS detector subsystems. Based on Figure 8 of Ref. [113].

Muons are reconstructed using the MS, the outermost layer of ATLAS, consisting of
gaseous detectors. In an ideal case, only muons and neutrinos, the latter not being
detectable with the ATLAS detector, penetrate through the calorimeters. In reality,
some other particles penetrate the MS and create fake muon signatures. The MS is a
dedicated tracking system used to reconstruct the tracks of muons. The muons mo-
mentum, and their charge, can be calculated from the curvature of the corresponding
track, which is caused by the magnetic field present in the MS.
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Quarks and gluons created in collisions are not detectable in the detector but instantly
hadronize and create jets of particles, consisting of both leptons and hadrons. The
constituents of jets are not detected as single particles in the detector as these particles
are created too close to each other but leave signals in the corresponding detector
systems. In the context of this thesis, every jet is reconstructed using the anti-kt jet
reconstruction algorithm [41] with a cone-radius of R = 0.4. This radius, as well as
other kinematic variables, are described below.

6.1 The ATLAS Coordinate System

ATLAS uses several parameters to describe locations within the detector. These are
visualized in the following Figure 6.3 and are defined below.

y

x, pointingto LHC center
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Figure 6.3: Definition of the ATLAS lab frame with the z-axis along the beam pipe
and the x-axis pointing towards the LHC center. Side A refers to the side
of the detector pointing to the alps. Also shown are kinematic parameters
of a particle with momentum ~p.

The ATLAS lab frame is defined as a right-handed coordinate system with its z-axis
pointing along the beam pipe, while x points towards the center of the LHC ring. The
y-axis is perpendicular to these. Within this frame, two angles are defined. These are
the polar angle Θ in the XZ plane and the azimuth angle ϕ in the XY plane.
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6.2 Kinematic variables

Ther rapidity, a measure of the boost of a particles along the beam axis, has al-
ready been defined in Equation 4.5. For highly relativistic particles, this approximates
through the pseudorapidity η, a measure of a particles track independent of its Lorentz
boost along the z-axis, being defined as:

η = − ln

(
tan

Θ

2

)
. (6.1)

η is a spatial coordinate to measure a particles angle in relation to the beam axis. It
is also used to differ between the different detector regions, namely the barrel region
(|η| ≤ 1.05) and the forward regions (|η| > 1.05). Using η and ϕ, the angular distance
∆R of two particles, described by their angular vectors (ηi, ϕi), can be defined as:

∆R =
√

(η2 − η1)2 − (ϕ2 − ϕ1)2. (6.2)

Furthermore, ∆R can be used to define so-called isolation criteria, which are applied
to particles. If no other particles are present within a ∆R cone with radius R defined
by a given isolation criterium, a particle is considered isolated.

Using proton–proton collisions to perform measurements comes with some limitations
as the initial collision energy of the partons involved in the hard-scatter are unknown in
beam direction. On the other hand, the momentum can be assumed to be balanced in
the transverse plane as the protons collide heads-on. Knowing a particles momentum
~p, one can define the transverse momentum

~pT = (px, py)T

= (pT · sinϕ, pT · cosϕ)T
(6.3)

with its absolute value

pT =
√

p2
x + p2

y. (6.4)

The transverse energy ET can be defined using the mass m and pT of a particle as:

ET =
√

p2
T +m2. (6.5)

pT and ET are identical for massless particles. Each particle within the detector can
be fully described by the tuple (η, ϕ, pT,ET, q) using the variables defined above and
the particle charge q. Two more variables, the transverse impact parameter d0 and the
longitudinal impact parameter z0, are needed to define the trajectory of a particle. d0

is defined as the shortest distance between a track and the beamline in the transverse
plane. From this point, the longitudinal impact parameter z0 can be calculated. It is
defined as the distance between the collision position and the point used to evaluate
d0 in z-direction. The corresponding uncertainties are denoted σ(d0) and σ(z0).
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6.3 Missing transverse momentum reconstruction

Having ideal head-to-head particle collisions within the ATLAS detector, the vectorial
sum of the transverse momentum over all particles created by this collision should be
zero due to momentum conservation. This statement is true assuming the detector
can detect all particles and match them to the corresponding production vertex, which
is not necessarily true in reality. Neutrinos in general, for example, are not detectable
by the ATLAS detector at all, as these barely interact with matter. Besides particle
characteristics, there are other sources like a malfunction in the detector, insensitivities,
detector resolution effects, gaps between detector parts or noise from pileup vertices,
as discussed before, contributing to the so-called missing transverse momentum. The
following short introduction is based on Ref. [18].

6.3.1 Missing transverse momentum definition

Depending on ~pT of all reconstructed particles, the missing transverse momentum
vector ~E

miss
T is defined as:

~E
miss
T = (Emiss

T,x ,E
miss
T,y )T, (6.6)

with its components

Emiss
T,x = −

∑

i∈[hard objects]

px,i −
∑

i∈[soft objects]
px,i (6.7)

Emiss
T,y = −

∑

i∈[hard objects]

py,i −
∑

i∈[soft objects]
py,i (6.8)

and the absolute missing transverse momentum being

Emiss
T =

∣∣∣~Emiss
T

∣∣∣ =
√

(Emiss
T,x )2 + (Emiss

T,y )2. (6.9)

Furthermore, one can define its angle in the transverse plain:

φmiss
T = tan−1

(
Emiss
T,x

Emiss
T,y

)
. (6.10)

The scalar sum of all contributions, called
∑

ET, is defined as:

∑
ET = −

∑

i∈[hard objects]

pT,i −
∑

i∈[soft objects]
pT,i. (6.11)

This variable gives a measure of the overall hardness of the hard-scatter collision event.
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6.3.2 Missing transverse momentum contributions

In reality, the reconstruction of the missing transverse momentum is more complicated
than presented so far. The hard-scatter contribution is split into contributions from
different particles, as the reconstruction is different for all of them. Depending on
the specific requirements of a given measurement, the hard-scatter contributions can
change, depending on the accepted particles within an event. Generally speaking, the
missing transverse momentum can be defined as:

~E
miss
T = −

∑

selected
electrons

~p eT

Emiss,e
T

−
∑

selected
muons

~pµ
T

Emiss,µ
T

−
∑

selected
photons

~p γT

Emiss,γ
T

−
∑

accepted
jets

~p jet
T

Emiss, jet
T

−
∑

accepted
τ -leptons

~p τhadT

Emiss, τhad
T

hard-scatter

−
∑

unaccepted
tracks

~p jet
T

Emiss,soft
T

soft term

. (6.12)

The same holds true for both hard and soft term of
∑

ET:

∑
ET = −

∑

selected
electrons

peT −
∑

selected
muons

pµ
T −

∑

selected
photons

pγT −
∑

accepted
jets

pjetT −
∑

accepted
τ -leptons

pτhadT

hard-scatter

−
∑

unaccepted
tracks

pjetT

soft term

. (6.13)

The hard-scatter terms show only a small dependence on in-time pileup, as it is formed
from only fully calibrated particles. These calibrations include a correction for pileup
as well as the removal of objects not coming from the hard-scatter vertex.

The missing transverse momentum soft term is solely reconstructed from ID tracks
coming from the hard-scatter vertex. This Track Soft Term (TST), the contribution
of tracks to the Emiss,soft

T , is measured by analyzing tracks from the hard-scatter vertex
which are not assigned to any detected particle in the dectector and are hence not
selected to be part of the actual hard-scatter process. These tracks are required to
have a high reconstruction quality and can not be associated with an electron, τ -lepton,
or jet already contributing to the corresponding Emiss

T term. The signal-overlap removal
process removes

• ID tracks associated with muons

• ID tracks associated with contributing jets

• ID tracks with ∆R(track, electron) < 0.05

• ID tracks with ∆R(track, γ) < 0.05

• ID tracks with ∆R(track, τ − leptons) < 0.2
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The TST includes contributions from several kinds of ID tracks, e.g., tracks being
associated with jets rejected by overlap removal or jets tagged to be probably coming
from pileup vertices, as described above. This term is widely used within ATLAS for
analysis, as it is mostly independent of pileup processes due to only considering hard-
scatter tracks. Additionally, it is not affected by any soft neutral particles coming from
any type of vertex.

6.4 The ATLAS Detector Subsystems

ATLAS consists of several subsystems, including detector systems, as already men-
tioned at the beginning of this chapter, as well as the magnet system and the trigger
system, which accepts or rejects collision events. These systems are introduced in this
section.

6.4.1 The Magnet System

The ATLAS magnet system [21] consists of four separate, superconducting magnet
subsystems. These are the central solenoid magnet and the barrel toroid in the central
region, as well as two end-cap toroids, consisting of coils made of aluminum stabilized
Cu-NbTi. It is continuously kept at a temperature of 4.5K. As the momentum of a
particle is measured by its deflection by the magnetic field, this field is continuously
mapped and monitored to ensure stable operation.

Figure 6.4: Coil structure of the ATLAS magnet system. Taken from [141].

The central solenoid, installed within a cryostat together with the liquid argon calorime-
ters, is wrapped around the ID and provides 0.9 to 2T strong magnetic field. The
end-cap toroids, built from 8 coils, produce a magnetic field of 0.2 to 3.5 Tesla and are
enclosed in individual cryostats. Finally, the barrel toroid provides a magnetic field of
0.2 to 2.5 Tesla. These systems are shown in Figure 6.4.
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6.4.2 The Inner Detector

The main purpose of the ID [65] consists of the identification of interaction points
(primary vertices), where protons collided in an event, as well as the measurements of
tracks coming from these primary vertices.

Figure 6.5: The ATLAS inner detector schematic [62], showing all subsystems to-
gether with its radial distance from the interaction point R as well as the
specific η coverage.

It is 6.2m long and 2.1m in diameter and wrapped around the beamline. To measure
track properties, high resolution and granularity are required as close to the beams as
possible.
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The inner detector is split into three subsystems. Directly next to the beam pipe, three
layers of pixel detectors are mounted. Behind those, four layers of Silicon Microstrip
Layers (SCT) are installed. The TRT is the final layer of the inner detector. Both
pixel detector and SCT provide coverage till up to |η| ≤ 2.5, while TRT covers a η
range of |η| ≤ 2.0.

6.4.2.1 The Pixel Detector

Due to its position close to the beamline, the pixel detector [47, 106] has to withstand
a high radiation environment and, at the same time, provide excellent resolution to
track particles. It consists of 1744 sensor modules with a surface area of 19× 63mm2,
mounted around the beam pipe.

Each sensor houses 46080 50 × 400 µm2 large readout pixels. It provides a resolution
of 12 µm in the (R,ϕ) plane, with R being the radial distance from the interaction
point, and 110 µm parallel to the LHC beam line [106].

6.4.2.2 The Semiconductor Tracker

The SCT [126] is a silicon microstrip detector consisting of 15912 sensors. Being
further away from the beam pipe and hence suffering fewer radiation effects allows
for this more cost-efficient approach compared to the pixel detector. Each of these
sensors has a thickness of 285 µm, and a strip pitch of 80 µm, housing 768 12 cm long
readout strips. The strip pitch of 80 µm is slightly varied for the sensors covering the
forward region to keep a constant azimuth pitch. For the barrel region, this design
leads to an intrinsic resolution of 17 µm in the (R,ϕ) plane, with R being the distance
from the drift tube center and 580 µm in the z-direction. It provides a hit efficiency of
99.74± 0.04 % [126].

6.4.2.3 The Transition Radiation Tracker

The TRT [125] is built from 72 layers of drift tubes. These drift tubes, being 4mm in
diameter, are oriented in parallel to the beam pipe in the barrel region and the radial
direction for the two forward regions. Such a drift tube consists of a 31 µm diameter
tungsten wire, stretched in the middle of a multilayer polyimide tube. Being operated
with an electron collection time of 48 ns, and a gas mixture of Xe:CO2:O2 (70:27:3)
leads to a position resolution of roughly 130 µm. During operation, each track creates
roughly 30 hits in the TRT, which then have to be matched to single objects.

In addition to tracking, the TRT is used to differentiate between electrons and pions.
Due to a polyethylene content in the tubes, the production of transition radiation pho-
tons is enhanced. These can efficiently be detected, and from the signal characteristics,
these particles can be classified.
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6.4.3 The Calorimeter System

Calorimeters measure the energy of particles passing through it by absorption. In the
case of ATLAS, so-called sampling calorimeters are used for both calorimeter systems,
namely the electromagnetic and hadronic calorimeters.

Calorimeters use a destructive process, as these detectors absorb the particles, which
shields detector systems behind the calorimeter from these particles, but makes preci-
sion measurements even more important.

These calorimeters consist of several layers, alternating between high-density absorp-
tion layers and detection layers. The penetration depth of a particle is a measure for its
energy, while the structure and width of the particle shower created from the particle
absorption are used to classify the particle type.

Figure 6.6: The ATLAS calorimeter system [3]. Shown here are both the electro-
magnetic and hadronic calorimeter subsystems for both the barrel and
the forward region. The calorimeters are built around the inner detector,
which is shown in the center of the image in grey.

For the operation of ATLAS, and especially high precision measurements, it is crucial
to reconstruct as many particles as possible as precisely as possible. To achieve this
the ATLAS calorimeter [45] is built with 99.5% geometric coverage.
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6.4.3.1 The Electromagnetic Calorimeter

The innermost calorimeter, the electromagnetic calorimeter, is used to detect photons
and electrons, while other particles pass through it nearly no energy deposition. When
passing through the calorimeter, electrons lose energy by Bremsstrahlung, which cre-
ates photons. Photons undergo pair-production within the material. Hence the energy
of electrons and photons is subsequently absorbed by the calorimeter material until
the particles are completely absorbed.

The electromagnetic calorimeter is split into the electromagnetic barrel calorimeter,
covering |η| < 1.475, and two Electromagnetic end-cap Calorimeters (EMEC), cover-
ing 1.35 < |η| < 3.2. These detectors use liquid argon as a detection medium, which
provides high signal linearity and radiation hardness. The argon is ionized by the
shower create from absorbed particles in the absorber material. These showers create
electron-ion pairs in the argon, which are then collected on an electrode. This electrode
is shaped in an accordion geometry, leading to a full ϕ coverage, avoiding dead regions
in the detector. To minimize the chance of not absorbing an electron or photon, the
barrel and the forward region of the electromagnetic calorimeter have a depth of 22
and 24 radiation lengths, respectively. The radiation length X0 is given by the mean
length, where an electron loses a fraction of 1/e of its energy or for photons as 7/9 of
the mean free path for pair production.

The electromagnetic calorimeter is divided into three longitudinal regions for |η| < 2.5.
The first layer, being 4 to 5 radiation lengths thick, is finely segmented in η to provide
photon direction measurements and π0 separation. It uses lead as absorber material.
For the barrel region, the cell size in η is 0.003125. The second layer is used to collect
most of the shower energy. It has a cell size of ∆η ×∆ϕ = 0.025 × 0.025 and covers
|η| < 2.5. Copper is used to absorbing particles in this region. The last region is used
to correct for leakage and uses tungsten to absorb particles.

6.4.3.2 The Hadronic Calorimeter

Other particles, except muons and neutrinos, are absorbed by the hadronic calorime-
ter. While passing through, these particles create further hadronic showers, which
leads to wider signals in comparison to the electromagnetic calorimeter. Hence it is
built with broader segments and a depth of 11 times the interaction length, leading to
a negligible punch-through of hadronic particles into the MS.

The barrel hadronic calorimeter is built from alternating plastic scintillator plates and
steel absorber plates, covering 0 < |η| < 1.7. In the forward region the hadronic end-
cap calorimeter, covering 1.5 < |η| < 3.2, uses copper as absorber material. To realize
a good geometric coverage, this is extended by the liquid argon forward calorimeter is
installed directly around the beam pipe, covering 3.1 < |η| < 4.9. It uses copper and
tungsten as absorber materials.
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6.4.4 The Muon System

The ATLAS MS [46] forms the outermost layer of the ATLAS detector, measuring the
properties of muons passing through. It consists of different gaseous detector tech-
nologies, optimized for their specific use case. The MS covers a range of |η| < 2.7 and
provides muon triggers to up to |η| < 2.4. The MS is able to measure the momentum
of muons with a precision of σ(pT)/pT < 10 % for 1TeV particles. This precision is
achieved by, on the one hand, accurately monitored detectors providing precise mea-
surements, but on the other hand, an optical alignment system, which measures the
position of the muon detectors within the ATLAS detector with a precision of 30 µm.
Without knowing the position of a detector within the ATLAS frame of reference, a
track can not be reconstructed using several detectors, which would lead to a decrease
in precision.

Monitored Drift Tubes (MDT)s are used for precision tracking all over the MS. In
the barrel region, Resistive Plate Chamber (RPC)s are used to trigger events. In
this region, the muons are not influenced by magnetic field deflection effects. For the
forward region, Thin Gap Chamber (TGC)s are used for this purpose. Both of these
chamber types provide a worse spatial but excellent time resolution. The spatial res-
olution is good enough to match the particles to trigger objects, which makes them
ideal for trigger purposes. The innermost forward detector system, called small wheel,
is equipped with Cathode Strip Chamber (CSC)s, covering 2.0 < |η| < 2.7.

All detector types utilized in the MS are gaseous detectors, in which a counting gas
is ionized by muons passing through the detector volume. An electric field splits
the electrons and ions, leading the electrons to a dedicated readout structure. Near
the readout structure, the electrons are further accelerated by the high electric field,
creating avalanches through further collisions with gas atoms, leading to signal ampli-
fication. During the drift in the electric field, both ions and electrons induce signals in
the readout structure and the cathode. Both types of signals can be measured, which
is utilized by some detector types.

6.4.4.1 The Monitored Drift Tubes

For precision measurements of muon tracks, or to be more precise, the bending of the
muon track to later calculate its energy, ATLAS houses 1150 monitored drift tube
chambers in 3 layers in each direction [57]. These chambers house several layers of
MDTs. Each MDT consists out of a 3 cm diameter aluminum tube with a 50 µm
tungsten-rhenium wire spanned in its center. The tubes are filled with a gas mixture
of Ar:CO2 of 93:7 at a 3 bar overpressure, which is carefully monitored, leading to the
name of this detector type. Utilizing these chambers, 20 independent measurements of
the bending coordinate of the track within the magnetic field, are performed, leading
to a resolution of 35 µm.
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6.4.4.2 The Cathode Strip Chambers

16 CSCs per end-cap cover a range of 2.0 < |η| < 2.7. CSCs are multi-wire propor-
tional chambers, each housing four detection layers [10]. Such a layer consists of a
gas volume, enclosed by cathode surfaces segmented in readout strips with a pitch of
5.5mm to achieve spatial resolution.

In the middle of the gas volume, several 30 µm thick wires, creating a high electric
field for avalanche formation, are spanned. Each layer has a resolution in the precision
coordinate of 60 µm, which can be combined to further enhance the resolution.

6.4.4.3 The Resistive Plate Chambers

RPCs [44] consist of two flat, conducting surfaces coated with a highly resistive mate-
rial, creating an electric field between those plates. The electric field is chosen as such,
that traversing muons create avalanches in the 2mm high gas volume between those
plates.

The gas volume is filled with a mixture of C2H2F4(94.7 %):C4H10(5 %):SF6(0.3 %).
The avalanches travel to the plates, where it induces a signal. This signal is capaci-
tively coupled to readout strips beneath the insulating coating.

The readout strips beneath the insulating coat are oriented in the X direction and the
Y direction for the anode and the cathode plate, respectively. This setup ensures short
drift times and leads to a time resolution of 1.5 ns, and 10mm of spatial resolution,
which is enough for triggering purposes.

6.4.4.4 The Thin Gap Chambers

TGCs [9], like CSCs, are multi-wire proportional chambers. Within the 3600 cham-
bers installed in ATLAS, the distance between wires is larger than the distance to the
cathode, which leads to a good time resolution of 4 ns, but a worse spatial resolution.

In this case, the cathode is built from a graphite coated insulator with a stripped
copper coating on its backside, pointing towards the gas volume. These chambers,
positioned in the forward region of ATLAS, are used to trigger low-pT muons.

6.4.5 The Trigger System

Due to the high collision rate at the LHC of 40MHz, corresponding to a bunch crossing
every 25 ns, not all data collected by ATLAS can be stored. A dedicated trigger
system [64] is implemented to decide which events to store. This system reduces the
data rate from 40MHz collision rate to 1 kHz of accepted events. In Run–II, from 2015
to 2018, the trigger chain consists of a hardware-based trigger system called first-level
trigger (L1 in short), followed by a High-Level Trigger (HLT).
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The ATLAS Level 1 Trigger is implemented purely in hardware and aims to reduce
the data rate to 100 kHz with a fixed latency of 2.5 µs. Specialized hardware finds
so-called regions of interest (RoI), regions around a potential particle track, utilizing
coarse calorimeter and muon data.

It consists of two subsystems, called L1Muon [11], L1Calo [4], L1Topo [143] and the
Central Trigger Processor (CTP). Hereby L1Calo and L1Muon feed preprocessed
information to L1Topo. The results of L1Topo are then, together with information
from L1Calo, used by the CTP to accept or reject an event. This is also shown in
the Figure 6.7.
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Figure 6.7: Visualization of the ATLAS Level 1 Trigger. It consists of several subsys-
tems, namely L1Calo, L1Muon and L1Topo. Hereby L1Calo and
L1Muon feed preprocessed information to L1Topo. The CTP uses in-
formation from these systems to accept or reject an event. This system
reduces the data rate to 100 kHz.

L1Calo, as the name implies, uses information from both the electromagnetic and the
hadronic calorimeter. A sliding-window algorithm is applied to find local transverse
energy maxima in a range of |η| < 4.9. The data is taken from two grids of trig-
ger towers, one grid from the electromagnetic, the other coming from the hadronic
calorimeter, with each tower covering 0.1× 0.1 in η × ϕ.

In parallel to L1Calo, L1Muon utilizes data from fast RPCs in the barrel region and
TGCs in the forward region to locate coincidences within the MS as well as coinci-
dences between the muon spectrometer and the inner detector.

Both L1Calo and L1Muon pass information to L1Topo in the form of trigger ob-
jects, which include information about particle type, location, isolation status, and
energy of identified objects in the detector. L1Topo performs selections based on
kinematic and geometric information.

In a last step within the level 1 trigger, CTP uses the output of L1Topo and L1Calo
information to reject or preliminary accept an event, computing several different trig-
gers in parallel.
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In the case of the level 1 trigger accepting an event, the data collected about the event
by the detector subsystems is buffered in the so-called Read-Out System (ROS). The
trigger information collected by the level 1 trigger is passed to the high-level trigger
together with data in the ROS for further processing.

The HLT executes its reconstruction and trigger algorithms in parallel on approx-
imately 40000 CPU cores, aiming to further reduce the rate of recorded events to
1 kHz. Additionally, as the data is already being processed and present in the high-level
trigger, the data is also used for trigger-level analysis, detector monitoring, detector
calibration purposes, and monitoring.

Figure 6.8: Schematic of the ATLAS high-level trigger chain. Data coming from the
level 1 trigger is processed further, aiming to reduce the data rate in each
step. The remaining data rate after each step is shown on the left.

After the HLT accepts an event, the data collected about this event by all subsystems
is passed to local storage at the detector site via data streams. From there, the central
facility of the LHC Grid stores the data for offline reconstruction. There the full event
is reconstructed.
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6.5 Vertexing within the ATLAS detector

As already mentioned, more than one interaction per bunch crossing, so-called primary
vertices, appear in an event during proton-proton runs at the LHC. The number of
primary vertices per event is called NPV. From the collision data, the positions and
hence the vertices themselves are reconstructed from ID signals. Vertices coming from
collision products decaying further into other particles are called secondary vertices
but are not of interest in this context.

Protonenpaket 1 Protonenpaket 2

Primär-Kollision

Pileup-Kollision

Interaktions-
punkt

flight distance

Figure 6.9: Visualization of in-time pileup within the ATLAS detector. Several pri-
mary vertices are created, while only the hard-scatter is of interest. This
image is loosely based on Figure 2 of Ref. [161].

For a primary vertex to be reconstructed, a certain set of cuts have to be fulfilled:

• Tracks are required to have pT > 400MeV.

• Tracks are required to fullfill the tight isolation criteria [17].

• Tracks are needed to fulfill |d0| < 4mm, σ(d0) < 5mm and σ(z0) < 10mm

• Further reconstruction quality requirements are applied, which are detailed in [61].

The term hard-scatter vertex refers to the primary vertex of the so-called hard-scatter,
the particle interaction with the largest sum of p2

T of tracks associated with it. All
other primary vertices are considered in-time pileup vertices. This is schematically
shown in Figure 6.9.

As can be additionally seen in this Figure, there are constellations where vertices can
not be reconstructed, for example, if these appear within a jet. Additionally, having
tracks that overlap with other vertices does make the reconstruction more challenging
in practice. Algorithms to limit the effect of pileup are present and under development
within the ATLAS collaboration. Some of them are discussed in Section 8.1.
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6.6 Luminosity Measurement

A precise knowledge of the integrated luminosity is crucial to calculate the number of
events of a given process, as stated in Equation 5.3. The luminosity often is, especially
in the case of cross-section measurements, as presented in Chapter 9 of this thesis, one
of the leading sources of uncertainties (2.0 % to 2.4 %for Run–II [51]). This section,
which is based on Ref. [51], provides a short overview of different luminosity measure-
ments within ATLAS.

The luminosity measurement of the ATLAS experiment is based on two key compo-
nents. Luminosity-sensitive detectors are calibrated in low-luminosity runs, while van
der Meer (vdM) scans [36, 137] are performed in specially-tailored LHC runs.

Multiple redundant luminosity detectors with complementary capabilities are utilized
for this measurement, each using specialized algorithms and hence having different
systematic uncertainties. During Run–II, the LUCID2 Cherenkov detector [66] pro-
vided the primary bunch-by-bunch luminosity measurement. The measurements of
this detector were complemented by the ATLAS Beam Conditions Monitor (BCM)
diamond detectors, providing measurements on a bunch-by-bunch basis, as well as
offline track counting, a method using the multiplicity of reconstructed charged par-
ticles in randomly-selected bunch-crossings. Additional measurements are provided
by cluster counting in a network of TimePix readout sensors, which are distributed
throughout the ATLAS cavern [155]. Ref. [51, 155] provide further information.

The LUCID2 detector consists of two measurement stations, one per forward arm
of the ATLAS detector placed ≈ 17m from interaction point 2, each containing 16
photomultiplier tubes. Passing particles produce Cherenkov radiation in the quartz
windows of the photomultipliers. These windows are coated with 207Bi radioactive
sources, which provide an additional signal used for calibration. The detector parts
data is collected using dedicated electronics, which provide so-called luminosity counts
for each of the 3564 LHC bunch slots. These counts are then integrated over distinct
time periods, so-called luminosity blocks, having a typical length of 60 seconds.

The absolute luminosity calibration of both LUCID2 and BCM, both based on the
determination of the visible cross-section σvis for each of the detection algorithms, is
performed using dedicated van der Meer scan sessions in special LHC fills in each data-
taking year. The calibration methodology and sources of uncertainty are the same as
for the

√
s = 8TeV measurement and are described in Ref. [155] in more detail.

Besides these dedicated devices, parts of the ATLAS calorimeters can be used to pro-
vide bunch-integrated measurements. These bunch-integrated measurements are based
on quantities proportional to instantaneous luminosity, for example, liquid-argon gap
currents within the end-cap electromagnetic and forward calorimeters, or photomulti-
plier currents from the hadronic calorimeter.
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6.7 Detector Simulation

In order to study several effects coming from the detector systems involved in parti-
cle reconstruction, not only Monte Carlo (MC) simulations of physics processes are
utilized, but also how these events are detected by the ATLAS detector as it would
for measured data. The term MC generators describes the software used to simulate
particle collisions. A simulation is split into four steps:

1. Event Generation

2. Detector Simulation

3. Digitization

4. Reconstruction

MC event generators simulate proton–proton collisions. This simulation includes the
hard-scatter process as well as the so-called underlying event, additional parton-parton
scatter processes creating additional particles in the same event. This step also includes
hadronization and decay processes of unstable particles and is called particle-level.

All particles present after this first simulation step are considered stable. Some exam-
ples of such generator are Powheg [6], Pythia8 [154] and Sherpa [32]. Due to the
complexity of such an event generator, some generators apply certain simplifications
and approximations and later have to be tuned towards measured data.

The final-state particles coming from the event generator are used as input for the de-
tector simulation, which describes the interaction of particles with the ATLAS detector
systems. Generally speaking, this step computes particle trajectories, the interaction
of particles with matter, and particle decays within the detector system volumes. The
most commonly used and detailed detector simulation is the Geant4 [5] toolkit. In
addition to Geant4, other faster methods, e.g., Fatras [86] and FastCaloSim [67] are
available, which can also be combined with Geant4.

Detector simulations are ended once all particles have left the detector volume or re-
maining particles have energy below a predefined threshold, chosen as such, that no
contributions relevant to particle reconstruction are missed. This step results in a
number of so-called detector hits, each referring to an interaction of a particle with an
ATLAS detector subsystem leading to its detection by the ATLAS detector.

Following the detector simulation, the simulated detector hits are converted into signals
similar to those retrieved from a detector system by the detector digitization step.
Hereby interactions of particles with sensitive detector material are converted into
measurable quantities, such as collected charges, drift times, or photomultiplier signals.
Besides computing output signals, event pileup can be added during this step. This
state is called detector-level and is technically equal to data collected by the detector.
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6.8 Particle-level definitions

Three different particle-level definitions exist, called born, bare and dressed particle-
level. On born-level, objects directly coming from the hard-scatter matrix element
calculation, i.e. additional FSR is not yet considered. Using this defintion simplifies
the comparisson of several decay channels, e.g. electrons and muons created by the
Drell-Yan process, as e.g. muons do not have as strong FSR as electrons.

Bare-level particles are stable particles after all FSR has been evaluated. This defi-
nition is closer to detectable particles compared to the born-level, but this definition
complicates the comparison, following the same argument as for born-level particles.

Figure 6.10: Visualization of different particle-levels (left). To obtain dressed-level
(right), photons, shown in red, are added to the muon four-vector in a
cone of ∆R < 0.1 around the bare-level muon. The image is based on
Figure 12 in Ref. [151].

Finally, dressed-level particles are defined in similarity to jets by taking the bare-level
particle and add all bare-level photons radiated from it to the lepton four-vector. This
is done by defining a cone of ∆R < 0.1 around the lepton vector, as:

pµT, dressed = pµT, bare +
∑

∆R(bare µ,γ)<0.1

pγT, bare. (6.14)
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Chapter7
W Boson mass measurement in pro-
ton collisions at the LHC

The SM predicts two relations between the W boson mass and SM parameters. Firstly,
the weak mixing angle ΘW relates the masses of the Z boson MZ and the W boson
MW are related by :

MZ =
MW

cos ΘW
. (7.1)

Secondly, the mass of the W boson can be calculated at the lowest order from other
Standard Model parameters, namelyMZ , the fine-structure constant α, and the Fermi
constant Gµ. Higher-order loop-corrections introduce further dependencies on the
gauge couplings and the masses of the heavy particles of the SM, especially the Higgs
boson and top quark masses. This can be expressed as:

M2
W

(
1− M2

W

M2
Z

)
=

πα√
2Gµ

(1 + ∆r (MH ,Mtop)) , (7.2)

where ∆r (MH ,Mtop) depends on the Higgs Boson mass MH as well as the top quark
mass Mtop and incorporates all higher-order corrections [22]. All of these parameters
were measured by several collaborations before and are summarized in Table 7.1 below.
MW can be predicted using the formulas presented above, as all parameters are known.
This calculation results in a leading-order prediction ofMW = 80.358±0.008GeV [55].
Measuring MW in data and comparing it to the Standard Model predictions provides
the opportunity to test the consistency of the SM. Additionally, discrepancies between
prediction and measurement could hint to physics beyond the Standard Model.
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Table 7.1: SM parameters and its values, taken from Ref. [159]. The particle mass
values are obtained by global fits of different measurements, while the
uncertainties of the physics constants are provided in parentheses after
the values are the 1-standard-deviation uncertainties in the last digits.

SM Parameter Measured value

Z boson mass MZ 91.1876± 0.0021GeV
W boson mass MW 80.379± 0.012GeV
Higgs boson mass MH 125.10± 0.14GeV
Top quark mass Mtop 172.9± 0.4GeV

fine-structure constant α = e2

4πε0~c 7.2973525693(11) · 10−3 GeV
Fermi constant Gµ/(~c)3 1.1663787(6) · 10−5 GeV−2

Conversion factor ~c 197.3269804...MeV fm

A first precision measurement of the W boson mass MW was published by the four
experiments ALEPH, DELPHI, L3, and OPAL [87] at the LEP2 accelerator. This
electron-positron collider reached the energy threshold for W+W− production. Later,
the CDF [1] and DØ [2] Collaborations at the Tevatron, a proton-antiproton collider,
published the first precision measurements of the W boson mass at a hadron collider.
In 2018, the ATLAS collaboration published the result of its W boson mass measure-
ment of MATLAS

W = 80.370± 0.019GeV [55].

The W boson decays into a lepton-neutrino pair with a probability of ≈ 11 % for each
of the three lepton types and a hadronic decay probability of ≈ 67 %. Due to the
extensive multijet background in the hadronic decay channel, only the leptonic decay
channels are investigated as shown in Figure 7.1. To be more precise, only the muon
and electron decay channels are analysed due to the short lifetime of the tauons. The
processes under investigation are:

• W+ → µ+ + νµ

• W+ → e+ + νe

• W− → µ− + ν̄µ

• W− → e− + ν̄e

The decay products of these processes are detected and analyzed as the W boson can
not be directly observed. The W boson mass MW can then be derived from the kine-
matic distributions of the decay products. This is realized by a template fit approach.

A selection of final-state distributions sensitive to MW are predicted using MC simu-
lations and used as templates. This is done for a range of potential W boson masses.
The results of the variations are then compared to the kinematic distributions observed
in data to find the W boson mass prediction that fits best to data.
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Figure 7.1: Leading order Feynman diagram of a W boson, produced by two quarks,
decaying into a lepton-neutrino pair.

In the context of ATLAS, the distributions sensitive to MW are the transverse mo-
mentum spectrum of the charged decay lepton ~p`T, the missing transverse momentum

~Emiss
T = −~p`T + ~pWT (7.3)

with the transverse momentum of the W boson ~pWT as well as the transverse mass
distribution mT. The latter is defined as

mT =

√
2~p`T

~Emiss
T

(
1− cos ∆ϕ(~p`T,

~Emiss
T )

)
. (7.4)

and hence can be interpreted as the invariant mass of the dilepton system, if the W
boson decays in the transverse plane. ∆ϕ denotes the azimuthal angle between the
lepton and the missing transverse momentum. Generally speaking, both Emiss

T and p`T
peak at ≈ MW

2 , while mT peaks at roughly the W boson mass.

As these distributions depend on different aspects of both the detector response and
the underlying physics modeling, they provide partially uncorrelated measurements
of MW , which can be used as a cross-check for each other. Nevertheless, all of these
methods to measure MW carry its own challenges and limitations, which have to be
solved independently, especially in the case of the transverse mass, as it directly de-
pends on Emiss

T and p`T.

The p`T distribution is limited by the knowledge of the momentum scale of the tracking
system as well as the energy scale of the electromagnetic calorimeter or muon system.
The same holds true for the Emiss

T distribution, which is additionally affected by the
calorimeter response parameters and pileup, leading to a reduced sensitivity to MW .
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This problem is even more prominent for the transverse mass as it depends on both
of these quantities and additionally requires precise knowledge of the azimuthal angle
between lepton and missing transverse momentum.

The calibration of the detector response is typically performed using well-described
resonances, such as the Z boson decay, which is kinematically very close to the decay
of W bosons in its leptonic decay channels. Utilizing the leptonic Z boson decay, cor-
rections of the momentum and energy scales of the leptonic decay products, including
lepton identification- and reconstruction efficiencies, can be derived. Several analysis
procedures were specially developed to transfer the corrections from the Z to the W
boson events [91].

Furthermore, the transverse momentum distribution of the decay leptons p`T is broad-
ened by the intrinsic transverse momentum distribution of the W boson pWT , which is
created by ISR.

Uncertainties of the pWT modeling, coming from approximations, free parameters in
the theoretical calculations, and the PDF choice, influence the lepton transverse mo-
mentum spectrum and hence have a direct effect on MW .

The ATLAS Collaboration follows two approaches to model pWT . Measurements of the
transverse momentum distribution of leptonic Z boson decays Z → `` can be used
to tune MC generator predictions, following the same argumentation as for using this
process to calibrate the detector response. This tuning process can mitigate the model
uncertainties of the pWT measurement but highly relies on precise measurements of the
Z boson transverse momentum pµµT . Such a measurement is described in Chapter 9.

Alternatively, pWT can be experimentally measured by analyzing calorimeter signals
created by the hadronic recoil of the W boson. This approach is profoundly affected
by pileup and can hence only be used as a rough estimate for pWT .

The hadronic recoil vector is defined in similarity to Emiss
T in Equation 6.9 as the sum

over all 4-vectors of the particles coming from the W boson. Experimentally, it is
obtained by the vectorial sum over reconstructed energy clusters in the calorimeters
of the detector:

~uT =
∑

calorimeter
signals

~Ecalo
T . (7.5)

In W boson events, Emiss
T and ~uT are essentially the same experimental observable and

are directly related by the reconstructed charged lepton transverse momentum vecplT
as:

~uT = ~plT + ~E
miss
T . (7.6)
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Figure 7.2: Hadronic recoil in a W boson leptonic decay resulting in a muon and
muon-neutrino, shown in the transverse plane. The transverse momen-
tum of the W boson pWT is created by ISR from the colliding quarks. The
hadronic recoil ~uT can be used to measure pWT . The same holds true for
decays of the Z boson, but with a muon pair instead of a muon-neutrino
pair.

This approach is visualized in Figure 7.2 for a W boson decaying leptonically into
a muon and muon-neutrino. Generally speaking, the same method can be applied
to events containing a Z boson decaying via the Drell-Yan process to measure pZT.
In practice, the Z boson is reconstructed from the leptons created in the decay, as
these can be detected with high precision. At the same time, the hadronic recoil is
profoundly affected by pileup activity due to additional scattering processes creating
more particles in the detector and hence more signals in the calorimeters. The detector
itself can not completely mitigate these pileup effects due to the limited resolution of
the calorimeters. Therefore Z boson decays are a perfect process to study new pileup
mitigation methodologies, as it allows the comparison of the reconstructed pµµT via the
decay leptons with the hadronic recoil, in principle even in measured data.

Both methods have been studied in a MC Z → µµ + jets sample, described in more
detail in Chapter 8, to visualize the limitations of the direct measurement via the
hadronic recoil. Events are required to have two opposite charged muons with a
combined four-vector mass between 66GeV and 116GeV. Additionally, one muon has
to have a transverse momentum above 27GeV to trigger the event.
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Figure 7.3: Z boson reconstruction performance when using the hadronic recoil (left)
or the two muons coming from the Z boson decay. The plots show the
ratio of the reconstructed Z boson transverse momentum over its particle-
level value pZ,part. lvl.T for different pileup activities. The reconstruction
using muons is largely unaffected by pileup and more precise, while the
performance using the hadronic recoil worsens with higher pileup.
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As only ISR creates the boson transverse momentum, the muons are not used to
calculate it. Hence, only calorimeter clusters having a ∆R ≥ 0.2 to the muons are
taken into account. To estimate the underlying ISR activity covered by this ∆R cone,
a different region in ϕ outside the muon cones with the same pseudorapidity η as the
muon under investigation is randomly selected. All calorimeter clusters within the
randomly selected regions are analyzed and the resulting hadronic recoil is rotated
back to the muon cone. This is visualized in Figure 7.4.
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Figure 7.4: Estimation of the underlying event activity. The cone around the muon
(red) is rotated randomly around ϕ. The hadronic recoil in the rotated
region (blue) is measured from calorimeter cluster and rotate back.

Figure 7.3 visualizes the reconstruction performance using the hadronic recoil. The ra-
tio of the transverse momentum reconstructed from calorimeter cells over the particle-
level transverse momentum is shown. The distribution broadens with higher pileup,
having events with ten times higher reconstructed transverse momentum. The same
Figure additionally shows the reconstruction performance when using the muons to
provide context. These distributions show a neglectable dependence on the pileup ac-
tivity and are not as broad as the distributions of the hadronic recoil.

To conclude, measuring the hadronic recoil from calorimeter signal can thus far only
be seen as a rough estimate of the W boson transverse momentum. The precision
and hence the effectiveness of such a measurement highly depends on the mitigation
of pileup effects. A novel approach to pileup mitigation using Deep Convolutional
Neural Networks, which can potentially increase the precision of such a measurement,
is presented in Chapter 8.
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Chapter8
ANN based pileup mitigation
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With higher instantaneous luminosity and more interactions per bunch crossing with
every upgrade of the accelerator complex, limiting the effects of pileup is a versatile
task. Solving this issue includes better reconstruction algorithms, better detector sub-
systems, and better triggers, but also applying techniques to classify detector activity
and suppress all unwanted activity. The latter is called pileup mitigation.

Currently, ATLAS deploys a variety of pileup mitigation techniques to correct for
pileup related effects. On hardware level, the calorimeters calibration and minimal
signal thresholds suppress pileup activity. In addition to this, the detectors’ ability, or
main purpose to be more precise, to track charged particles and associate them to a
certain point of origin, the production vertex or collision point, can sort out unwanted
activity not coming from the hard scatter. This approach works best for any type of
lepton, as these can be tracked with a good resolution.

Jets originating from pileup vertices can also easily be removed based on the measured
track information and event topology [50, 59], as long as they do not overlap with
other jets. As overlapping jets coming from several different production vertices can
no longer be distinguished, this approach can not be used. Hence the pileup contri-
bution to the energy of jets is corrected on average using an area-based approach [39,
41] with a residual correction [59].

Offline reconstruction after data taking offers a way to suppress pileup activity further.
A variety of techniques applied on the jet constituent level are under study or already
used in ATLAS [48].

Pileup mitigation on constituent-level results in a reduction of local fluctuations and
can be seen as corrections for jet substructure observables as well as any other event
shapes. A variety of methods are available, all following different approaches. This
includes SoftKiller (SK) [40], Constituent Subtraction (CS) [27, 28], cluster vertex
fraction [48], and cluster area correction [48]. Additionally, pileup mitigation can be
performed on jet level instead of jet constituents. Methods here are e.g. subjet removal
via grooming [37, 40, 59, 88, 89, 115, 118] or Jet Cleansing [114].

This chapter describes a new exploratory approach to constituent subtraction pileup
mitigation never used within ATLAS before, applying deep convolutional neural net-
works, which have been introduced in chapter 2, on detector event images. Collision
events are treated and processed as images with a defined resolution within the (η, ϕ)
plane. These images are then processed utilizing tools and approaches commonly used
within the machine learning community as well as other, already established pileup
mitigation techniques. The goal of this project is to predict the hard scatter particle-
level image, hence correcting for pileup activity as well as detector effects. The missing
transverse momentum Emiss

T , a parameter especially sensitive to pileup, is utilized as a
measure of network performance.
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Although being a black-box approach, which requires extensive validation and large
datasets (which is usually not a problem within particle physics), standardized and
widely supported tools are used for the ANN definition, training, and optimization
process. The training process is performed using Keras [93] as a high-level description
language and Tensorflow [123] as a backend. Results of this study, and hence the first
proof of concept, have been partially published in 2019 as Ref. [34]. Therefore, the
context of this chapter is based on Ref. [34].

8.1 Commonly used pileup mitigation techniques

As already stated above, there are several pileup mitigation techniques deployed within
ATLAS. Utilizing ANNs to solve a problem naturally leads to a black box kind solu-
tion, as neural networks describe a (if training successfully) generalized dataset with
their trainable parameters rather than physical processes. Given a more complex and
not fully describable field of application such as pileup mitigation, validation of results
produced with such a trained ANN can be achieved by comparison to validated and
commonly used techniques in a variety of well-understood test cases. These are in-
troduced here. The introduction to pileup mitigation techniques shown in this section
is based on Ref. [48], together with the corresponding publications mentioned in each
subsection.

8.1.1 Jet-Area correction

The jet-area method [39] is the standard pileup correction method used within the
ATLAS collaboration. This method uses two parameters, the area in (η, ϕ) occupied
by a jet and the event pileup density, to correct the transverse momentum of each jet
present in an event.

The jet area is measured by applying the kt jet reconstruction algorithm [90] on a cus-
tomized detector output. A large number of infinitely soft particles, so-called ghosts,
are added to the detector output. The area of a certain jet is defined as the area in
the (η, ϕ) space occupied by the original jet as well as the area covered by all ghosts
clustered into this jet by the kt algorithm. A particle clustered into a jet is not visible
as an individual particle to this algorithm but is covered by a nearby jet. Knowing
the areas of all jets, the transverse momentum density ρ, an event-by-event estimate
of the pileup density, can be defined as:

ρ = median

(
pjetT

Ajetkt

)
, (8.1)

the median transverse momentum per jet area over all jets in the event. Using this,
the pT of each jet is then corrected by

pcorr
T = pjetT − ρ ·A

jet
kt
. (8.2)
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8.1.2 Voronoi subtraction

Building upon this, Voronoi subtraction [48] transfers the concept introduced by jet
area correction to the constituent level. Voronoi cells in (η, ϕ) are formed by con-
stituents closer to each other than to any other constituents. Before the clustering of
a jet, the pT of a constituent is corrected in analogy to the jet area correction. It uses
the Voronoi area AVoronoi and the pileup density ρ:

pcorrT = pT − ρ ·AVoronoi. (8.3)

This approach can result in negative transverse momenta of some constituent, which
can then not be used as input for jet reconstruction. There are several approaches to
deal with negative transverse momenta. So-called negative suppression removes these
from the event, while so-called spreading combines these negative momenta to nearby
clusters, which is described below.

Figure 8.1: Event display before (left) and after (right) Voronoi subtraction. Please
not that the right image shows the result of the pure Voronoi subtraction
without any further handling of negative cell entries. Circles mark areas
before and after corrections. The images are taken from Ref. [48].

For each cluster i with pcorr
T < 0GeV, clusters j with a distance ∆Rij below 0.4 and

positive transverse momentum are selected. For each cluster found this way, the weight
wij i calculated as:

wij =
1

N
· 1

∆R2
ij

with N =
∑

j

1

∆R2
ij

. (8.4)

This weight is higher for clusters with smaller ∆Rij and results in
∑

j wij = 1.
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The negative transverse momentum of cluster i is spread as:

pcorr
Tj =

{
pcorr
Tj + wij · pcorr

Ti , if |wij · pcorr
Ti | < pcorr

Tj

0 GeV, otherwise
(8.5)

Finally, the transverse momentum of cluster i is set to zero. After this process is
finished, there are no clusters with negative transverse momentum left in the event.

8.1.3 Constituent subtraction

In contrast to the jet area correction approaches, constituent subtraction [27] ap-
plies corrections to constituents of a jet, correcting both the 4-vector of a jet and its
constituents. The contamination of a jet due to pileup is described in terms of the
transverse momentum density ρ and mass density ρm. These are very similar to the jet
area method and also use the kt algorithm to measure the area of a jet (here denoted
patch) and its pT in the (η, ϕ) plane. These are defined as:

ρ = median

(
ppatchT
Apatch

)

patches

(8.6)

ρm = median

(
mpatch
δ

Apatch
kt

)

patches

. (8.7)

The expected pileup deposition in a small area ∆y∆ϕ is described using the following
4-vector, assuming ρ and ρm are only weakly dependent on η and ϕ:

ppileupT =




ρ cosϕ
ρ sinϕ

(ρ+ ρm) sinh y
(ρ+ ρm) cosh y


∆y∆ϕ. (8.8)

The transverse momentum of such a patch ppatchT as well as its mass mpatch
δ are deter-

mined by summing over all particles within that patch

ppatchT =
∑

i∈patch
pT,i (8.9)

mpatch
δ =

∑

i∈patch

√
p2
T,i +m2

i − pT,i, (8.10)

with pT,i and mi being the transverse momentum and the mass of particle i.

Each event is populated with massless particles with very low momentum, called
ghosts, such that they uniformly cover the (y, ϕ) plane with high density.

79



Each ghost covers a fixed area Ag in (y, ϕ). Using mδ =
√

p2
T +m2 − pT, the 4-

momentum of both the particles and the ghost is expressed as:

pµ =




pT cosϕ
pT sinϕ

(pT +mδ) sinh y
(pT +mδ) cosh y


 (8.11)

Even after adding the ghosts to the events, jet clustering algorithms identify the same
jets as before, but these now contain ghost particles which can be used to correct the
jet structure. Starting from Equation 8.8, mass and transverse momentum of a ghost
can be identified with the pileup contamination:

pgT = Ag · ρ (8.12)
mg
δ = Ag · ρm (8.13)

The mass and transverse momentum of constituents of a jet are corrected iteratively.
For each pair of particle and ghost, ghosts are matched to particles utilizing their
distance ∆Rik:

∆Rik = pαT
√

(ηi − ηgk)2 + (φi − φgk)2 (8.14)

Hereby α can be any real number but is usually set to zero. The distances of all pairs
are sorted and the pileup is corrected starting with the pair with the lowest distance.
Transverse momentum and mass of the pair are corrected as:

if pT,i ≥ pgT,k:
pT,i → pT,i − pgT,k
pgT,k → 0GeV

if mδi ≥ mg
δk:

mδi → mδi −mg
δk

mg
δk → 0GeV

else:
pT,i → 0GeV
pgT,k → pgT,k − pT,i

else:
mδi → 0GeV
mg
δk → mg

δk −mδi

This is repeated until ∆Ri,k > ∆Rmax, for a predefined ∆Rmax threshold parameter.

8.1.4 The SoftKiller algorithm

The SoftKiller (SK) [40] algorithm is a straightforward method using only the pT of
an uncalibrated particle to differ between particles originating from the hard scatter
and the pileup vertices.

A hard pT cut is applied to accept or reject particles. Therefore, the detector into a
(η, ϕ) grid. For each event, the pT threshold of this cut is chosen to leave half the grid
entries empty. This threshold sets the median particle flow per bin of this grid to zero.
A more detailed explanation of the algorithm and the grid can be found in Ref. [40].

SoftKiller can be combined with both Constituent subtraction and Voronoi subtraction
to enhance the performance further.
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8.2 Training sample

The network is trained using a supervised learning approach, which is based on pro-
viding the desired output to the ANN during training. Hence no real data, as there
is no particle-level information available, but simulated events are used for training.
This study uses a Z→µµ + jets MC dataset, which is generated taking higher-order
corrections into account, which results in the creation of jets from ISR and FSR. Fig-
ure 8.3 shows some example Feynman diagrams of this process. Ref. [34] describes full
technical details like detector tune or used PDF.
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Figure 8.2: Binned particle-level transverse momentum distribution of the Z boson.

This dataset is chosen to create a controlled environment for the training process of
the ANN utilizing the high muon reconstruction efficiency and precision of the AT-
LAS detector, as stated in Chapter 6. As a first step, this study only uses events
with a Z boson reconstructed from muons on detector-level. This selection requires
two opposite-charged muons with at least medium quality and a combined four-vector
mass between 66GeV and 116GeV. To simulate a trigger, only events with a muon
with transverse momentum above 27GeV are used for this analysis.

To then add artificial missing transverse momentum, emulating events with non-zero
Emiss
T , the two muons with combined invariant mass closest to the Z mass peak at

91GeV are removed from an event on both particle and detector-level. This process
leads to events with missing transverse momentum as it would occur from neutrinos
or other weakly interacting particles, which in this case can be very well quantified
and used as a crosscheck for validation. This validation could theoretically even be
performed in data as the Emiss

T can be reconstructed from the muons with high pre-
cision. By this approach, only particles created by ISR are left in the event as the Z
boson decay products are removed from the event. Hence, hadronic recoil and missing
transverse momentum are equal, and results obtained are directly transferable to the
W boson mass measurement.
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8.3 ANN input: Event images

Each event of the dataset is transformed into a set of histograms, the images, each
having 50 pixels in η, covering −2.5 < η < 2.5, and 64 bins in ϕ covering the full az-
imuth. Each pixel covers approximately 0.1×0.1 rad2, which corresponds to the finest
single-layer granularity of the hadronic calorimeter [63]. The transverse momentum
pT deposited in the corresponding detector area during this event is stored in each
pixel. In order to be as close as possible to the tracking detector acceptance, only
constituents with pT > 0.5GeV are filled into the histograms. Using finer binning is,
of course, possible, but the larger data size makes training a network more time and
hardware consuming.

Six detector-level images are constructed and used as input:

• Clusters [68]: Calorimeter-cell clusters at the EM-scale.

• Primary tracks: charged-particle tracks matched to the hard scatter vertex. Such
tracks are required to have at least loose quality [85].

• Pileup tracks: charged-particle tracks matched to any primary vertex but the
hard scatter vertex.

• SoftKiller [40]: Calorimeter-cell clusters after the application of the SK algo-
rithm, which removes all clusters below some threshold that is determined event-
by-event.

• Constituent subtraction + SoftKiller (CSSK) [28]: Calorimeter-cell clusters af-
ter the application of CS and SK. The CS procedure locally and dynamically
subtracts momentum from each cluster based on the pileup density.

• Voronoi subtraction + SoftKiller (VorSK) [48]: Calorimeter-cell clusters after
the application of Voronoi subtraction and SK. Voronoi subtraction is a local
area-based pileup subtraction technique where the Voronoi areas are used to
estimate the amount of momentum that should be locally subtracted.

The operational parameters used for the SK, CSSK, and VorSK algorithms can be
found in [34], following the ATLAS recommendations. Additionally, the particle-level
event image is created and used as the training output for the network. In these im-
ages, all primary particles considered stable (cτ > 10 mm) except neutrinos and muons
(as these are artificially removed from the dataset) are included. As on detector-level
a pT > 0.5GeV cut is applied.

The particle-level is chosen as output because calorimeter cell signals can not be fully
distinguished between pileup and hard scatter contributions due to its non-linear re-
sponse. Due to this fact, the network learns, in contrast to the other pileup mitigation
techniques, to correct for the detector response and about the dependence on the
particle-level energy spectrum [49, 76].
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Table 8.1: Machine learning pileup mitigation network architecture. The dropout
rate of each dropout layer is set to 0.1, disabling 10% of connections.

Layer Kernel size Filters Activation function Parameters

2D convolution 9 15 ReLU 7305
Dropout and Wrap padding 0
2D convolution 7 20 ReLU 14720
Dropout and Wrap padding 0
2D convolution 5 25 ReLU 12525
Dropout and Wrap padding 0
2D convolution 1 1 ReLU 26

Total 34576

Figure 8.4: Visualization of the network architecture, together with the convolution
input (red) and its projection to the next layer (blue) as well as the
wrap padding layer (green). The numbers below each layer indicates the
number of convolutional filters (e.g. 6 for the input), while the numbers
next to the red boxes indicate the size of the filters (e.g. 9× 9). Shown
for one exemplary position.
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8.4 ANN architecture

The deep convolutional neural network used in this context consists of four convolu-
tional layers, combined with dropout and padding layers, which are described in Sec.
8.5, between each pair of convolutional layers. This is shown in Figure 8.4. Table 8.1
records the specifications of the network, including the number of trainable parameters
per layer. The data stored in the input images are fed through each of the overall ten
layers (4 convolutional layers, three dropout, and three padding layers). Each convo-
lutional layer applies more filters on a smaller kernel size compared to its predecessor.
The last convolutional layer applies one filter to each pixel with kernel size 1 to adjust
the dimension of the output to be comparable to the particle-level event image.

8.5 Padding methods

The padding methods are chosen to preserve the dimension and spatial information of
the event images all through the network to keep the output size of a layer in (η, ϕ)
constant. In η, zero-padding is applied. Along the ϕ axis, so-called wrap padding is
used, simulating the continuity of the detector geometry, as the event images cover the
full 2π range along this axis. As this is no feature commonly provided within array
implementations, a custom network layer is developed, artificially enhancing the event
images in between the convolutional layer. Similar to zero padding, additional rows
of pixels are added along the ϕ axis on top and bottom of the image. The number of
rows is equal to half the kernel size, rounded down. These additional pixels mirror the
pixel entries on the other side of the ϕ scale to imitate continuous behavior.
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Padding based

input augmentation

φ

η

Figure 8.5: Visualization of the event image padding. Along η, zero padding is ap-
plied. Along ϕ, the image is cloned to emulate continuous behavior of
the ATLAS geometry. Here, half the kernel size would be 2.
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8.6 Training the network

The network is trained using 1.4 million events, split into three parts as:

• 0.8 million training samples

• 0.2 million validation samples

• 0.4 million test samples

One key parameter when training a network is the choice of the loss function as it de-
termines how the weights are updated and has a significant impact on the performance
of the ANN. Two ANNs are trained using different loss functions. Each loss function
emphasizes different aspects of the problem at hand are trained.

Figure 8.6: Exemplary particle-level images (left) and the corresponding predicted
event image (right). The network predicts images with a similar missing
transverse momentum, but not the particle-level image itself.

The first loss function directly utilizes a global variable, the missing transverse mo-
mentum, which was chosen as core quantity to measure ANN performance. Due to
the binned nature of input and output data, a binned version of Emiss

T is constructed
as:

Emiss,x
T,binned = −

∑

η

∑

ϕ

pT(η, ϕ) · cosϕ (8.15)

Emiss,y
T,binned = −

∑

η

∑

ϕ

pT(η, ϕ) · sinϕ (8.16)

and from this, the loss function is chosen to be:

L =

〈(
Emiss, x
T,binned − Emiss, x

T,binned, part.

)2
+
(
Emiss,y
T,binned − Emiss, y

T,binned,part.

)2
〉
. (8.17)
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It uses the pixel centers η, ϕ coordinates to calculate the missing transverse momentum.
Variables denoted part. are related to the particle-level event image, the designated
output. The mean value of all loss values for each batch entry is chosen not to in-
troduce a direct dependency on the batch size. The results discussed in the following
section using this loss function are published as Ref. [34].

The loss function described above provides no incentive to learn the composition of
the particle-level event image, but only to find a way to create images with compa-
rable missing transverse momentum. To emphasize local, binwise differences between
prediction and particle-level image, the loss function from a similar machine learning
project called PileUp Mitigation using Machine Learning (PUMML) [112] is used to
train the second network. This function is defined as:

L =

〈〈
log

(
ppredictedT + p̂T

pparticle-levelT + p̂T

)2〉

pixel

〉

batch entries

(8.18)

The logarithm of the bin entries of the predicted and desired event image, after sub-
tracting a scaling-factor p̂T = 16, is calculated. These are then subtracted. The scaling
factor p̂T thereby is an artificially introduced, tunable hyperparameter. The loss is
computed per pixel and then later averaged over these pixels. Afterward, the average
over all batch entries is calculated to not introduce a dependency on the batch size.

Figure 8.7: Predicted (left) and particle-level image(right). Due to the applied
PUMML [112] loss function, the network is able to reproduce the maxima
in the hard scatter image, while not emphasizing smaller contributions.

Figures 8.6 and 8.7 show exemplary outputs of both the global and the local loss func-
tion trained network, respectively, together with the hard scatter particle-level image
the ANNs try to predict. Applying a global loss function leads to an abstract output,
while a loss based on local differences results in a comparable output. Nevertheless,
both ANNs provide a good measure of the missing transverse momentum within an
event, as discussed in the following Section 8.7.
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8.7 Performance studies and comparison

The performance of the ANNs is evaluated in direct comparison with established pileup
mitigation techniques as well as the measurement of the hadronic recoil in three dif-
ferent test cases.

At first, the output spectrum of the methods are compared, ensuring the network has a
non-zero output, which would result in a low Emiss

T , but counts as unwanted behavior.
Furthermore both the stability and the bias of each method is evaluated by dedicated
measurements. Hereby, the missing transverse momentum is measured in relation to
the actual missing transverse momentum on particle-level Emiss, part.

T to evaluate the
recontruction performance of a given method. This is defined as:

∆Emiss
T,x = Emiss

T,x − Emiss,part.
T,x

∆Emiss
T,y = Emiss

T,y − Emiss,part.
T,y .

(8.19)

The minimal baseline is the tight TST Emiss
T , as this is currently the most widely used

definition for analyses performed within ATLAS [18]. In addition to this, tight TST is
measured without any jets outside −2.5 < η < 2.5 as the ANN only uses information
up to |η| = 2.5. This approach leads to a better comparability, as removing jets in the
forward region can improve the Emiss

T for some topologies. This approach is, due to
the missing tracking information, usually used to reject forward pileup jets. Result of
SK, VorSK and CSSK methods applied on calorimeter cluster data are used for further
comparison.

Table 8.2: Widths of the predicted Emiss
T distributions of each method for both the

absolute distributions as well as with respect to the particle-level Emiss
T .

x - component y - component
Method abs. width diff. width abs. width diff. width

Hadronic recoil 32.07± 0.05 38.06± 0.06 32.19± 0.05 38.24± 0.06

∆Emiss
T based ANN 9.71± 0.02 10.37± 0.02 9.75± 0.02 10.41± 0.02

PUMML based ANN 8.30± 0.02 10.07± 0.02 8.32± 0.02 10.09± 0.02
Tight TST 14.38± 0.06 12.28± 0.02 14.26± 0.06 12.31± 0.02
η-cut tight TST 11.64± 0.03 11.64± 0.02 11.55± 0.03 11.67± 0.02
SK 17.30± 0.03 18.95± 0.03 17.41± 0.03 19.02± 0.028
Vor+SK 14.10± 0.02 16.58± 0.02 14.24± 0.02 16.68± 0.025
CS+SK 14.82± 0.02 17.00± 0.03 14.90± 0.02 17.07± 0.025

Particle-level 12.20± 0.03 12.21± 0.03
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Figure 8.8 shows the distributions of both the absolute Emiss
T and the difference to the

particle-level value for all algorithms under investigation. The widths of these distri-
butions, measured with the RMS of the distributions, can be found in Table 8.2. One
can easily see, that the ANN provides non-trivial, non-zero predictions and results in
a sharper resolution compared with the TST Emiss

T as well as other studied definitions.
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Figure 8.8: Top: The distribution of the Emiss
T distribution for various detector-level

and particle-level definitions for the η direction (left) and φ direction
(right). Bottom: The distribution of the difference between the predicted
and particle-level Emiss

T distribution for various detector-level definitions.

The hadronic recoil performs the worst having the widest distribution. As the Soft-
Killer based constituent-level techniques do not apply any preselection but work on raw
detector input, these have a worse resolution compared to the ANN and TST meth-
ods. The results measured in the x- and y-component of both Emiss

T and ∆Emiss
T are

comparable, which is expected as there is no preferred direction within the transverse
plane.
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The stability of the various Emiss
T methods are quantified as a function of pileup activ-

ity. ∆Emiss
T distributions are measured in bins of 〈µ〉 as well as the number of primary

vertices NPV. The width of the distribution in each bin is measured by its RMS.

0

10

20

30

40

50

60

70

80

90

100

∆
E

m
is

s
T
,x

R
M

S
[G

eV
]

Hadronic recoil
∆Emiss

T based ANN
PUMML based ANN
TST Tight Emiss

T

η cut TST Tight Emiss
T

SK
Vor + SK
CS + SK

32000

ev
en

ts

PowhegPythia Z→µµ+jets
〈µ〉 ∼ 34,

√
s = 13 TeV

10 20 30 40 50 60 70 80

< µ >

0.10

0.25

0.40

a
lg

o
ri

th
m

n
e
u
ra

l
n
e
tw

o
rk 0

10

20

30

40

50

60

70

80

90

100

∆
E

m
is

s
T
,y

R
M

S
[G

eV
]

Hadronic recoil
∆Emiss

T based ANN
PUMML based ANN
TST Tight Emiss

T

η cut TST Tight Emiss
T

SK
Vor + SK
CS + SK

32000

ev
en

ts

PowhegPythia Z→µµ+jets
〈µ〉 ∼ 34,

√
s = 13 TeV

10 20 30 40 50 60 70 80

< µ >

0.10

0.25

0.40

a
lg

o
ri

th
m

n
e
u
ra

l
n
e
tw

o
rk

0

10

20

30

40

50

60

70

80

90

100

∆
E

m
is

s
T
,x

R
M

S
[G

eV
]

Hadronic recoil
∆Emiss

T based ANN
PUMML based ANN
TST Tight Emiss

T

η cut TST Tight Emiss
T

SK
Vor + SK
CS + SK

32000

ev
en

ts

PowhegPythia Z→µµ+jets
〈µ〉 ∼ 34,

√
s = 13 TeV

10 15 20 25 30 35 40

number of primary vertices

0.10

0.25

0.40

a
lg

o
ri

th
m

n
e
u
ra

l
n
e
tw

o
rk 0

10

20

30

40

50

60

70

80

90

100

∆
E

m
is

s
T
,y

R
M

S
[G

eV
]

Hadronic recoil
∆Emiss

T based ANN
PUMML based ANN
TST Tight Emiss

T

η cut TST Tight Emiss
T

SK
Vor + SK
CS + SK

32000

ev
en

ts

PowhegPythia Z→µµ+jets
〈µ〉 ∼ 34,

√
s = 13 TeV

10 15 20 25 30 35 40

number of primary vertices

0.10

0.25

0.40

a
lg

o
ri

th
m

n
e
u
ra

l
n
e
tw

o
rk

Figure 8.9: Stability of different pileup suppression methods, measured using the
RMS of the difference between the predicted and particle-lebel value.
The top row quantifies the performance as a function of 〈µ〉 while the
bottom row shows the dependence on the number of reconstructed pri-
mary vertices. The plots on the left are for the x direction while the
plots on the right are for the y direction. The underlying distributions
of the x-axis quantities is shown in the upper panel of each plot, while
the lower part shows the ratio of a given method to the hadronic recoil.

Again, all methods perform more stable than the hadronic recoil, and both the x- and
y-component are comparable. The ANNs performs better than the other methods,
showing stable behavior over a wide range of pileup activity. Hence both ANNs can
perform predictions largely unaffected by pileup activity, a feature unique to this ap-
proach. The PUMML based ANN shows a small bump, which is caused by singular
outlier events that are wrongly predicted. These events are well predicted by the other
ANN, as it is trained using a global function.

90



The performance of the hadronic recoil worsens with higher pileup activity. It shows a
rise of the RMS with higher pileup activity similar to the TST and SK based methods
but has a large offset in RMS from the start.

The performance of any method within the field of pileup mitigation is a trade-off
between stability and bias. Figure 8.10 shows the bias (or linearity) of each method
under investigation. In order to measure the bias, the ∆~E

miss
T vector is projected along

the direction of Ê
miss,part.
T . This parameter is measured in bins of the particle-level

missing transverse momentum Emiss,part.
T . The average value in each bin refers to the

bias in the corresponding bin.
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Figure 8.10: Bias of each method, measured in bins of Emiss,part.
T . ∆Emiss

T is projected
along the normalized particle-level Ê

miss
T direction. The upper pannel

shows the Emiss,part.
T , while the lower panel shows the bias ratio of each

method with respect to the hadronic recoil bias.

The ideal value of the bias is 0, as there would be no difference between prediction
and particle-level value. Depending on the angle between prediction and particle-level
vector, the sign of the bias can change. For all methods, the mean bias in each bin
is negative. For the ANN, the bias is more substantial compared to the TST based
methods. As the SoftKiller based methods are not calibrated, the bias is expected to
be larger than the TST or ANN approach.
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8.8 Advantages and limitations of this approach

To summarize, the previous sections present the results of a first study of the applica-
tion of deep convolutional neural networks to perform pileup mitigation. The ANNs
were trained to perform eventwise corrections, making use of low-level information to
improve upon existing techniques. Event information is used as input in the form
of event images, histograms with 50 bins in η, and 64 bins in ϕ. Image recognition
techniques, namely convolutional layers, are used to predict the hard scatter particle-
level image from the input. An augmented Z → µµ + jets dataset, where the muons
are reconstructed and later removed to provide a precisely known amount of missing
transverse momentum.

The resulting neural network performances are more independent of pileup than the
default Emiss

T reconstruction and established mitigation techniques. For 〈µ〉 = 30, the
neural network Emiss

T resolution improves upon the default resolution by about 15 %.
Given the importance of Emiss

T to the ATLAS physics program, the results presented
here are promising. Other groups are looking into the applicability of this approach
in a trigger environment, as the ATLAS trigger uses binned data at the first stage of
the trigger chain.

Both networks are trained using different loss functions, emphasizing various aspects
of the project. Although both ANNs show somewhat similar performances, some dif-
ferences exist. The ∆Emiss

T based loss function utilizes a global variable rather than a
per-pixel comparison between the images. Additionally, the ANN has no incentive to
work on the precision along the η axis as Emiss

T only depends on the ϕ coordinate of
a pixel. Applying a loss function utilizing local instead of global differences, like the
PUMML based loss function, remedies this. One can easily see that the output of the
PUMML based network is way more similar to the particle-level image. While this
feature does not provide any further advantages, it confirms the concept behind the
loss function.

Further improvements may be possible by using more information for training and
performing a detailed hyper-parameter scan. Additionally, using finer binning or not
limiting the input image to the detector region beyond |η| = 2.5 may further improve
the performance. The latter argument is especially important when studying the per-
formance of the ANNs in the context of boson kinematic reconstruction.

Its performance is measured using the so-called bin stability S and purity P , key
metrics in correcting for detector effects. These parameters are derived from a so-
called response matrix, a two-dimensional histogram filled with events that happened
in a certain bin on particle-level (x-axis) and detector-level.
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Ideally, such a matrix has non-zero entries only on the diagonal, meaning that all
events created in a particular bin on particle-level are present on the same bin on
detector-level. In this case, no correction has to be applied and the measurement
would be independent of any MC generator.
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Figure 8.11: Exemplary response matrices of the hadronic recoil (left) and ∆Emiss
T

based ANN pileup mitigation approach. Shown is a two-dimensional
histogram filled with entries of both the particle-level and detector-
level Z boson transverse momentum. Ideally non-zero entries can only
be found in the diagnonal entries.

In reality, off-diagonal entries, also called bin migrations, exist. The more bin-migrations
exist, the stronger a measurement depends on the underlying physics model and hence
suffers from a stronger model uncertainty, one key limitation the W boson mass mea-
surement. Given a response matrix, as shown in Figure 8.11, stability, and purity of
bin i can be calculated by:

Si =
Ndet. & part. lvl.
i

Npart. lvl.
i

, (8.20)

Pi =
Ndet. & part. lvl.
i

Ndet. lvl.
i

. (8.21)

Hereby Ndet. lvl.
i refers to the overall number of events visible in detector-level bin i,

Npart. lvl.
i the number of events created in particle-level bin i and Ndet. & part. lvl. the

number of events created in the same bin i on detector-level and particle-level (the
diagonal entries). Both stability and purity are a measure of bin migrations, meaning
how many events created in a certain bin on particle-level end up visible in the same
bin on particle-level or detector-level, respectively. The higher the stability and purity,
the more reliable is the unfolding process.
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Figure 8.12: Purity (left column) and Stability (right column) for the reconstruction
of pµµT using the hadronic recoil (upper row) as well as the ∆Emiss

T
(middle row) and PUMML based (lower row) ANN approaches. The
variables are measured for three regions of pileup activity, defined by
the corresponding 〈µ〉 region.
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Figure 8.12 shows the stability of the pµµT measurement using the hadronic recoil as
well as the ANN approaches for different regions of pileup activity. Some key points
can be learned from these. Both the ANNs have higher stability and purity compared
to the hadronic recoil measurement with the global loss function approach performing
better than the local loss function approach. Furthermore, the ANN results show less
dependency on pileup activity. While there is some improvement visible, stability and
purity around 20 % are not good enough to be used in an analysis project as it still
introduces a strong model dependence. The impact of the purity on measurement
results is further discussed in Section 9.12.

The performances of both the ANNs are ultimately limited by the particle-level images’
ability to describe the hard-scatter process, as the ANNs aim to recreate these images.
This ability can be studied by measuring the purity and stability of the input images in
bins of particle-level pµµT . Results of such a study are shown in Figure 8.13, emphasizing
different aspects of the hard-scatter particle-level event images like the number of bins
and selection criteria.
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Figure 8.13: Purity and stability of different particle-level Emiss
T approaches in bins

of particle-level pµµT . Stability and purity are shown for the unbinned
particle-level Emiss

T without any η cut, two binned versions of this using
64 and 640 bins in ϕ as well as the unbinned Emiss

T limited to the barrel
region |η| < 2.5. While the choice of binning has some minor impact,
limiting the input to the barrel region has the biggest impact on these
metrices. The overall particle-level selection to use any stable particle
already results in a purity and stability of only ≈ 30 % in the lower
bins. These values rise with higher bins, which is expected as the bins
get bigger with higher pµµT .

The drop in purity and stability are mostly caused by three critical technical reasons
rather than intrinsic limitations of deep artificial neural networks. These reasons are
the particle-level selection criteria, the restriction of the ANN to the barrel region and
the particle-level image binning, the latter being the weakest limitation.
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As one can see, even the unbinned particle-level Emiss
T does not result in a 100%, but

≈ 30 % purity and stability, showing a lot of room for improvement to similarize these
values. Building up on this, using only 64 bins in ϕ shows some minor differences
to the unbinned Emiss

T . This effect vanishes using 640 bins in ϕ. The particle-level
selection presented in this chapter uses all stable born particle-level particles without
any further selection criteria but does not describe pµµT well. Hence, using a more
specialized selection procedure can result in higher purity and stability.

The most substantial limitation is the selection of only particles present in the bar-
rel region, causing the most significant drop in stability and purity to below 20 %.
Hence extending the event images to the forward region and a redefinition of the im-
age content can significantly improve the results of this approach to ANN based pileup
mitigation. Until these problems are solved, better-suited approaches to measure the
W boson mass are available.

As discussed in Chapter 7, another approach to the W boson mass measurement is
to measure the cross-section of the Drell-Yan lepton-pair production cross-section to
tune MC generators. As this decay is kinematically similar to the leptonic W boson
decays, this can also lead to a decrease in model uncertainty. Such a measurement is
presented in the following chapter.
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Measurement of the Drell-Yan lep-
ton pair production cross-section
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Looking at the kinematics of the Drell-Yan process, no transverse momenta of the Z
boson is predicted at leading order calculations. Higher-order calculations take ISR
into account and hence allow for a transverse momentum of the Z boson. Figure 4.4
shows exemplary Feynman diagrams of leading order and next to leading order Feyn-
man diagrams, leading to one jet in the final-state, against which the Z boson recoils
to balance its momentum. Next-to-next-to-leading order calculations in αs are ex-
pected to lead to an improved description of large transverse momenta of the Z boson.
However, to correctly describe the momentum range between 0 and 30GeV, more so-
phisticated theoretical methods have to be deployed.

There are several approaches to model the Z boson transverse momentum correctly
in the low pµµT regime (pµµT < 30GeV). On the one hand, parton shower models [116]
can be matched to NLO order calculations, providing a good description of vector bo-
son transverse momentum spectra, as a large variety of underlying parameters can be
tuned to describe the measured data. On the other hand, resummation techniques [73]
are expected to provide the most accurate description of the data at low momenta of
the Z boson. Hereby resummation refers to calculating the impact of an infinite series
of soft gluon emissions on the transverse momentum spectrum.

The measurement is performed using data collected in the years 2015 and 2016 by
the ATLAS experiment at

√
s = 13TeV proton-proton collision at the LHC with an

integrated luminosity L = 36.1 fb−1. The transverse momentum was measured using
the measured spectrum of the dilepton system. In order to improve the precision of
the measurement, the analysis was also performed in the electron decay channel and
combined with the muon decay channel in a second step. The measurement in the elec-
tron decay channel was not performed within this thesis. The results of this project
have been published as Ref. [54]. The full documentation of the analysis project can be
found as Ref. [163]. Hence, the content of this chapter is based on these two references.

This chapter presents the measurement of the integrated and normalized differential
fiducial cross-section of Drell-Yan lepton pairs. The Drell-Yan process describes the
decay of a Z boson, or more generally Z/γ∗, into a pair of oppositely charged leptons.
In the scope of this project, mainly the decay of Z bosons into a pair of muons is
investigated. The measurement is performed in bins of the transverse momentum and
the φ∗η variable, which is defined as:

φ∗η = tan

(
π −∆ϕ

2

)
sin (θ∗η), (9.1)

where ∆ϕ is the azimuth angle between the two leptons. θ∗η is a measure of the
scattering angle of the leptons to the proton beam direction in the rest frame of the
dilepton system. It is defined by cos(θ∗η) = tanh[(η−-η+)/2], with η− and η+ being the
pseudorapidity of the negatively and positively charged lepton, respectively. Figure 9.1
shows the relation between φ∗η and p``T measured in bins used for this analysis.
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analysis.
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9.1 Analysis strategy

Generally speaking, an ATLAS data analysis can be split into the following steps:

1. Simulate the process under investigation and determine characteristic signatures
in the recorded data. Find processes resulting in the same signature to estimate
background activity.

2. Find suited triggers and kinematic cuts to select signal candidate events.

3. Process the data corresponding to the years under investigation.

4. Correct for differences between MC predictions and observed data.

5. Perform the analysis using both signal candidate events and relevant MC datasets.

These steps define the structure of the event selection process and are discussed below
in further detail. The fiducial volume of this measurement is defined by two kinematic
cuts applied to both the leptons and the boson system. The invariant mass of the
reconstructed Z boson mµµ has to be in the Z boson peak region between 66 GeV and
116 GeV, while the leptons are required to have a transverse momentum above 27GeV
and be in the ATLAS barrel region defined by |η`| < 2.5.

The analysis is performed using data recorded during the second run of the LHC us-
ing proton-proton collisions at a center-of-mass energy of

√
s = 13 TeV with a bunch

spacing time of 25 ns during the runs of 2015 and 2016. Only data taken during stable
beam conditions and with a fully operating magnet system, tracking and calorimeter
are considered. The data must pass different data-quality requirements and corre-
sponds to an integrated luminosity of L ≈ 36.1 fb−1 for the full 2015+2016 datasets.
Dedicated MC simulation samples are used to describe background processes and the
Z → µµ process, the latter being used to correct for detector effects.

Measurements involving the p``T process, especially high precision measurements alike
this analysis, require a precise understanding of both the beam conditions and the
detector systems used to detect the lepton pair. Systematic uncertainties related to
the particle reconstruction and measurement affect the detector resolution in p``T and
hence limit the precision. The φ∗η observable was introduced as an alternative probe of
p``T [53], depending only on the lepton directions, to minimize the impact of the lepton
resolution and scale uncertainties. The introduction of φ∗η leads to a gain in precision
as directions can be better measured within ATLAS compared to particle momenta.
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9.2 Event reconstruction and selection

The selection in this analysis is straight forward, as the detector can fully reconstruct
all relevant physics objects. The study focusses on the Z boson mass peak region
between 66 and 116GeV of the combined 4-vector boson mass of the invariant di-
lepton mass. The selections discussed below refer to the detector-level selection. Only
a subset of these criteria are applied on particle-level and are indicated as such.

9.2.1 General event selection

All events entering the analysis are required to be recorded while the detector subsys-
tems were operational and under nominal conditions. This selection is performed using
a so-called Good Run List (GRL). The GRL contains a list naming which data blocks
to skip or to analyze depending on the detector conditions. Furthermore, all events
are required to pass at least one of a set of triggers on detector-level. These triggers
are defined depending on the data taking period, e.g., 2015 or 2016. In general, these
triggers, presented in Table 9.1, are combined by a logical OR.

Table 9.1: Trigger chains used in the analysis

Year 2015 2016

triggers used HLT_mu20_iloose_L1MU15 HLT_mu26_ivarmedium
HLT_mu50 HLT_mu50

For 2015, it is required to have at least one muon with 50GeV of transverse momentum
in the HLT or the combination of a 20GeV loose quality muon in the HLT which is
also present as a 15GeV muon in the level 1 trigger. For 2016, due to the rise in pileup
activity, the threshold changes to detecting any muon with at least 50GeV or a 26GeV
transverse momentum muon with at least medium quality in the HLT.

Table 9.2: Muon trigger efficiencies

Year Reconstructed bosons Triggered events Trigger efficiency

2015 1865162±1366 1796932±1340 96.34±0.10%
2016 23240549±4821 22237984±4716 95.69±0.03%

The efficiencies of these triggers were studied in the data used for this thesis and
are summarized in Table 9.2. Reconstruction algorithms are applied to event data
before accepting or rejecting it through the triggers listed above. If a Z boson can be
reconstructed from data, the trigger corresponding to the run year is checked. The
ratio of triggered events over reconstructed bosons is used as estimate for the trigger
efficiency. It is found to be above 95 % for both 2015 and 2016.
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Table 9.3: Cutflow of all data and MC samples. The steps are all following the
definition of the fiducial volume and the Z → µµ signature.

Data Powheg signal electroweak background photon induced background W± → lν tt̄, single top

all events 246984511 77497800 9695207 566945 140993 12675994

rel all events [%] 100.00±0.01 100.00±0.02 100.00±0.05 100.00±0.19 100.00±0.38 100.00±0.04
Triggered events [%] 21.92±0.00 59.56±0.01 48.12±0.03 55.36±0.12 59.05±0.26 45.67±0.02
found Z candidate [%] 9.19±0.00 31.77±0.01 21.96±0.02 26.98±0.08 0.40±0.02 6.37±0.01
mass in peak region [%] 8.73±0.00 31.02±0.01 19.30±0.02 7.92±0.04 0.16±0.01 2.27±0.00
opp. charged muons [%] 7.35±0.00 26.49±0.01 16.36±0.01 7.11±0.04 0.01±0.00 1.36±0.00

9.2.2 Muon selection

The selection criteria for muons are applied in accordance to the recommendations of
the ATLAS experiment and have to meet the following requirements:

• Medium Muon [17], i.e. a combined muon (a muon object using the combined
information from the Inner detector and Muon system) 1 with at least 1 hit
within the precision layers and a q

p -significance lower than 7.

• pµT > 27 GeV and |ηµ| < 2.5

• dsignificance0 :=
∣∣∣ d0
σ(d0)

∣∣∣ < 3 with σ (d0) being the uncertainty of d0.

• |z0 · sin (θ)| < 0.5mm

• Gradient working point isolation [17], a working point that has an efficiency of
95 % for muons with pT = 25GeV and 99 % for muons with pT = 60GeV.

The cuts on d0 and z0 assure that the leptons are coming from the hard scatter
vertex. The isolation criterion serves the same purpose. In addition, the momentum
resolution of combined muons is better than for muons recorded only within the muon
spectrometer. On particle-level, only the pµT and η cuts are applied to select muons.

9.2.3 Z boson selection

In order to select Z → µµ events on detector- and particle-level, the following addi-
tional requirements are made, which are checked after identifying muon candidates:

• The event contains exactly two oppositely charged muons

• The boson invariant mass lies within 66 GeV < mµµ < 116GeV.

Table 9.3 shows the remaining events after each selection step.

1Medium includes also standalone muons outside the ID acceptance. These are rejected due to the
cut on η. Section 9.6.1 presents the measurement principle of combined muons.
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9.2.4 Particle-level selections

The selection of the different particle-levels is straight forward, as the levels of a
particle-level object are provided by the generator, with one exception. On born-
level, if the event does not contain two born-level muons, the bare-level muons are
used. This procedure originates from the technical setup of MC generators, as muons
if no FSR appears, are directly saved as stable, bare particles.

The goal of this study is to provide a combined measurement of the Drell-Yan lepton
pair production differential and integrated cross-section using the measurements from
both the electron and muon decay channels. Due to the differences of muons and
electrons on bare particle-level, combined results are only presented for the born and
dressed-level.

9.3 Background estimation

Dedicated kinematic selections and triggers are used to filter data collected with the
ATLAS detector. Nevertheless, data of all processes resulting in a pair of oppositely
charged muons within the fiducial volume are collected this way. The background
contributions have to be estimated to extract Drell-Yan lepton pair production events
from the collected data. These background processes include:

• Electroweak processes (Z → ττ , photon-induced and diboson processes)

• Top processes (Z → t̄t)

• Multijet processes

Nearly all processes, except for multijet contributions, contributing to this signature
are modeled by MC simulations. The contribution of multijet processes, which refers to
processes creating muons within jets, is estimated using a combination of MC datasets
and a data-driven method. The following sections discuss these contributions in more
detail, while the MC samples are presented in Section 9.4.

9.3.1 Electroweak background processes

The main background contributions are coming from electroweak processes, an um-
brella term covering processes using the electroweak interactions. This covers Z bosons
decaying into τs, which then decay into muons due to their short lifetime, as well as
photon-induced processes, both shown in Figure 9.2. Furthermore, diboson processes
involving two bosons decaying both hadronically and leptonically are covered. Hereby
two bosons decay into a pair of leptons, a lepton-neutrino pair or two quarks, creating
a signal including two opposite charged leptons, which are not necessarily created as a
pair. The Feynman diagrams of same-type diboson processes are shown in Figure 9.3,
while the Feynman diagrams of the remaining processes are shown in Figure 9.4.
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nihilate and form a photon, that decays into a pair of tauons or muons.
The tauons further decay into two opposite charged muons and four neu-
trinos.
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Figure 9.3: Feynman diagrams of same-type diboson processes. Diagrams of the
processes W +W → lν + lν (upper left), Z + Z → ll + ll (upper right),
Z+Z → νν+ ll (lower left) and Z+Z → qq+ ll (lower right) are shown.
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Figure 9.4: Feynman diagrams of diboson processes, namely W → qq, q → Z → ll
(left), W + Z → qq + ll (middle) and W + Z → lν + ll(right).

These diboson processes are:

• W +W → lν + lν

• Z + Z → ll + ll

• Z + Z → νν + ll

• Z + Z → qq + ll

• W + Z → lν + ll

• W + Z → qq + ll

• W → qq, q → Z → ll

Hereby the processes Z+Z → ll+ll andW+Z → lν+ll has to be seen as special cases,
as selecting events coming from this process require the rejection or misidentification
of muons. Furthermore, the process W + Z → qq + ll is a mix between signal and
background process. The leptons are created using the Drell-Yan process. Hence it
should be seen as a signal sample. On the other hand, MC generators do not yet
take this production channel into account, so it can also be defined as a background
process. The impact of treating this process as a signal or as a background contribution
is summarized in Table A.7. Within uncertainties, no difference can be observed. In
the following, this processes is defined as background contribution.
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9.3.2 Top physics background processes

The signature of Drell-Yan muon pairs can also be created by a pair of top quarks,
denoted g → t̄t. Two annihilating quarks form a gluon that decays into a pair of top
quarks. The top quarks then decay into bottom quarks by creating a W boson, which
can then create lepton-neutrino pair, as shown in Figure 9.5.

W+

W−

g

b

b̄q

νµ

µ+

q̄

t

t̄

ν̄µ

µ−

Figure 9.5: Feynman diagram of the Z → t̄t process. After the creation of a top
quark, this quark can irradiate a W boson, which then forms a bottom
quark together with a lepton-lepton-neutrino pair.

9.3.3 Multijet background

As stated above, multijet backgrounds are processes that create at least one muon from
jets due to hadronization. Multijet processes containing one prompt muon, a muon not
created from hadronization, are estimated using MC datasets, while all other multijet
contributions are estimated using a data-driven approach.

W boson + jets and diboson + jets contributions

In contrast to the processes discussed thus far, not only same-type quark pairs can
create a muon pair signature in the detector. A charged W boson is formed in quark-
antiquark annihilation processes with different quark types (e.g. ud̄, d̄u), which then
decays into a lepton-neutrino pair of the same lepton family. As these processes,
shown in Figure 9.6, create only one muon, another muon created from hadronization
is needed to fake the Drell-Yan muon pair signature in the detector. W bosons decays
resulting in τ leptons are also considered, as these can decay into muons:

• W+ → µ+ + νµ

• W− → µ− + ν̄µ

• W+ → τ+ + ντ

• W− → τ− + ν̄τ

The same argument holds true for the following diboson processes, shown in Figure 9.7:

• W +W → lν + qq • W + Z → lν + νν • W + Z → lν + qq

106



W+

u µ+

d̄ g νµ

W+

W+ νµ

u

τ+

d̄

ν̄τ

µ+

ντg

Figure 9.6: Leading order Feynman diagrams of W bosons decaying into a lepton-
neutrino pair, shown for muons (left) and τ leptons (right). The τ can
further decay into a muon and muon-neutrino.
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Figure 9.7: Feynman diagrams of the diboson + jets processes included in this anal-
ysis. Shown are W +Z → lν + νν (upper left), W +Z → lν + qq (upper
right) and W +W → lν + qq(bottom).
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Single top + jets backgrounds

Single top processes can also create a muon pair signature in the detector if ISR creates
a jet that includes a muon. Both the s-channel and the t-channel of these processes
are of interest. The Feynman diagrams are shown in Figure 9.8.
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W±

u, d b̄, t̄
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Figure 9.8: Feynman diagrams of single top + jet processes. Shown for both the s-
channel, the exchange of a virtual W boson (left) and the t-channel, the
annihilation of two quarks to form a W boson (right). After the creation
of a top quark, this quark can irradiate a W boson, which then forms a
bottom quark together with a lepton-lepton-neutrino pair. All leftover
quarks will decay hadronically and form jets in the detector.

Quarks, e.g., up and bottom quarks, exchange a virtual W boson, resulting in a down
and top quark in the s-channel. These will then further decay hadronically and form a
jet. In the t-channel, up and down quarks annihilate to form a W boson decaying into
a top-bottom quark pair. These can then create muons the same way as discussed for
the tt̄ process. Feynman diagrams of all these top processes are shown in Figure 9.8.

Data-driven estimation of remaining multijet background

Multijet background contributions created from processes without prompt muon, as
exemplarily shown in Figure 9.9, are estimated using a data-driven approach. This
is done using a so-called ABCD method. Two uncorrelated variables are chosen, the
charge of the muons and the isolation of the muons. Four categories are defined
using these variables, as listed in Table 9.4, from here denoted regions A, B, C, and
D. Events fulfilling the region’s criteria are counted to then ultimately estimate the
multijet background.

Table 9.4: Regions used for the multijet background

region opposite sign same sign

isolated A B

non isolated C D
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Figure 9.9: Two muons created within jets coming from two hadronizing quarks.
These quarks are inititially created from a gluon.

One can assume that the ratio of multijet background in regions A and B will be the
same as the ratio in regions C and D as the spatial isolation of muons within an event
can be assumed independent of the muon charge. So one can estimate the multijet
background in the signal region by:

nqcdA

nqcdB
=
nqcdC

nqcdD
⇒ nqcdA =

nqcdC

nqcdD
· nqcdB . (9.2)

The Poisson error
√
n is used as the uncertainty of the number of events in each region.

These uncertainties are propagated using Gaussian error propagation. The number of
events in each region is measured for both data and MC samples. As this measurement
aims to estimate the remaining multijet background not covered by any MC sample,
the events seen in MC samples are subtracted from the events seen in data in each
region. The number of data and MC background events in each of the regions is given
in Table 9.5. This is done for two different Z → µµ signal samples, the additional one
using the Sherpa event generator. Within uncertainties, the numbers are consistent
for both Sherpa and Powheg signal samples.

Table 9.5: Z→ µµ multijet background events. The Poisson error
√
n is used as

uncertainty for each region, while Gaussian error propagation is applied
for the final event number uncertainties.

Powheg Sherpa
sample nisoss nisoss nisoos nisoss nisoss nisoos

data 708.0 ± 26.6 9076.0 ± 95.3 179670.0 ± 423.9 708.0 ± 26.6 9076.0 ± 95.3 179670.0 ± 423.9

Z → µµ 13.5 ± 3.9 19.1 ± 6.9 141980.8 ± 487.9 18.4 ± 6.5 15.8 ± 4.6 127265.8 ± 1683.6
electroweak 312.3 ± 18.4 6.5 ± 1.0 246.8 ± 4.7 312.3 ± 18.4 6.5 ± 1.0 246.8 ± 4.7
photon induced 0.0 ± 0.0 0.0 ± 0.0 24.9 ± 8.0 0.0 ± 0.0 0.0 ± 0.0 24.9 ± 8.0
W → lν 30.0 ± 22.4 0.0 ± 0.0 390.3 ± 245.1 30.0 ± 22.4 0.0 ± 0.0 390.3 ± 245.1
top processes 108.5 ± 6.7 873.2 ± 19.9 1472.7 ± 26.5 108.5 ± 6.7 873.2 ± 19.9 1472.7 ± 26.5

data corrected 243.6 ± 40.2 8177.2 ± 97.6 35554.5 ± 691.8 238.8 ± 40.5 8180.5 ± 97.4 50269.5 ± 1753.6

multijet events 1059.2± 176.3 1467.3± 254.6
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9.3.4 Overall background contributions

Looking at the number of events contributing to this analysis, as shown in Table 9.6,
background processes yield less than 1 % contribution to the Z boson events.

Table 9.6: Inclusive background and data events for all samples under investigation.

Process Selected events

data 18162641.0 ± 4261.8
electroweak 50063.8 ± 223.7
photon induced 4062.7 ± 63.7
W → lν 409.5 ± 20.2
top processes 45411.2 ± 213.1
multijet 1059.2 ± 176.3

The main background processes are electroweak and top processes, every other process
having a negligible contribution. These contributions are bin-wise shown in Figure 9.10
for the pµµT and φ∗η spectrum, showing the fractions of the overall signal. One can easily
see that background becomes more dominant in the last few bins reaching up to 7%,
while in the first bins background contributions stay below 1%. All other sources of
background are negligible in comparison.

For better visibility, the backgrounds are summarized in the electroweak + top process
group (also including the multijet MC samples grouped in this category) and the
data-driven estimate of the remaining multijet background. Additionally, the multijet
background is smoothed due to the lack of statistics available by averaging over the
three neighboring bins in each direction for plotting purposes.
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Figure 9.10: Background contributions shown as fractions of the overall signal for
both the pµµT spectrum(left) and the φ∗η spectrum(right).
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9.4 Monte Carlo datasets

This section lists the different MC samples used to estimate the signal Drell-Yan muon
pair production process as well as the background contributions described above. The
signal sample is used for the correction of detector effects such as inefficiencies, as
described later in Section 9.12. The measured spectrum in the background samples is
subtracted from the data sample to remove background contributions. Additionally,
simulation samples can be systematically varied to estimate systematical uncertainties
as well as probe the quality of the modeling of the physics processes and the detector,
which are discussed in detail in Sectionsec:systematics.

The Z → µµ signal process was generated with the Powheg-Box V1 MC event
generator [6, 7, 95, 129] at next-to-leading order in αs interfaced to Pythia version
8.186 [154] for the modeling of the parton shower, hadronization, and underlying event,
with parameters set according to the AZNLO tune [15]2. The CT10 (NLO) set of PDF
[117] was used for the hard-scattering processes, whereas the CTEQ6L1 PDF set [139]
was used for the parton shower.

Table 9.7: Summary of the MC simulation tunes used for this analysis.

Dataset Generator Type PDF Tune

Z → µµ, Z → ττ
Powheg NLO CT10 AZNLO

+Pythia8 Parton Shower CTEQ6L1

top processes Powheg NLO CT10 A14
+Pythia8 Parton Shower CTEQ6L1

photon induced Pythia8 Parton Shower NNPDF2.3

Diboson processes

Sherpa LO multi-leg matrix-element NNPDF3.0 [23] NNLO+ Parton Shower
Powheg NLO CT10 AZNLO

+Pythia8 Parton Shower CTEQ6L1

The effect of final-state photon radiation was simulated with Photos++ v3.52 [80,
103]. The EvtGen v1.2.0 program [77] was used to decay bottom and charm hadrons.

Powheg+Pythia8 was also used to simulate the majority of the background pro-
cesses considered. The Z → ττ and the diboson processes WW , WZ and ZZ [130]
used the same tune and PDF as the signal process. The tt̄ and single-top-quark [96,
142] backgrounds to the dimuon channel were simulated with POWHEG+PYTHIA8
with the A14 tune [12] and the NNPDF3.0 PDF [23]. The photon-induced background
γγ → `` was generated with Pythia8 using the NNPDF2.3 QED PDF [25].

Two diboson samples, namely WqqZll and ZqqZll with all having a Z boson decaying
into two muons, were created using the Sherpa v2.2.1 [32] MC generator, a multi-
purpose MC generator.

2The AZNLO tune is optimized to the low pT bins of the pµµT measurement at
√
s = 7TeV
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Special emphasis is put on matrix- element and parton-shower merging, the latter
being based on the Catani-Seymour dipole factorization [152]. Looking at the signal
creating leptons, both real and virtual QED corrections are taken into account [149].
Additionally, this simulated process is combined with parton-level calculations of dif-
ferent jet multiplicity on the next-to-leading order. For this, the NNPDF3.0 PDF
set is used. The shower hadronization is calculated using a phenomenological cluster-
hadronization model.

The effect of multiple interactions in the same and neighboring bunch crossings (event
pileup activity) was modeled by overlaying the hard-scattering event with simulated
minimum-bias events generated with Pythia version 8.186 using the MSTW2008LO
set of PDFs [122] and the A2 tune [19]. The description of the datasets is taken from
Ref. [54]. and a summary of the generator tunes and PDF sets can be found in Ta-
ble 9.7.

MC samples are created to fit a wide range of applications rather than to fit a specific
dataset as computation time is limited. To describe the amount of events observed
in data, MC samples are scaled by a global weight w, defined as the ratio of the
luminosities of data Ldata and simulation sample LMC:

w = k · L
data

LMC , (9.3)

multiplied by a so-called k-factor to correct for higher order effects not included in
simulation. The MC sample luminosity is defined as

LMC =

∑
weights
σsample

. (9.4)

Hereby σsample is the cross-section of the simulated process and
∑

weights the sum over
all weights coming from the MC generator. As MC do not perfectly describe both the
real-life detector response as well as run conditions, These weights are used to correct
for a variety of differences observed in detector performances and run conditions. These
are discussed in the following Sections 9.5 and 9.6.

9.5 Efficiency corrections in Monte Carlo simulations

Several aspects of the detector and the underlying processes can not be modeled with
sufficient precision. The muon reconstruction, isolation, trigger, and track-to-vertex
association efficiencies are examples of such aspects directly related to this analysis.
Measuring these efficiencies in data and simulations leads to the observation of non-
negligible differences, which hence have to be corrected by scale factors. These scale
factors are defined as the ratio of a certain efficiency in data over the corresponding
efficiency in MC simulations:

SF =
εData

εMC . (9.5)

112



The scale factors are calculated by analyzing Z → µµ and J/ψ → µµ events in both
data and simulation using a tag-and-probe method. Each scale factor has a dedicated
uncertainty, which is described in Section 9.9.

9.5.1 The Tag-and-Probe method

Figure 9.11: Visualization of
the tag and probe
method, taken from
Ref. [111].

Processes resulting in a muon pair are used to
perform efficiency measurements because of the
clean signature in the detector. These are per-
formed using a tag-and-probe method [17, 52,
58], visualized in Figure 9.11. At first, events
with two muon candidates are selected. The
events and the corresponding particles have to
fulfill a set of criteria, ensuring the two muons
originate from the process under investigation,
e.g., a decayed Z boson. The exact composition
of the selection criteria depends on the scale fac-
tor under investigation and is discussed in the
corresponding section. In general, one muon (the
tag muon) has to fulfill stricter criteria, as it is
used to define suited events, compared to the sec-
ond muon, called the probe muon. The efficiency
can be calculated by:

ε =
NSignal
R −NBkg

R

NSignal
P −NBkg

P

. (9.6)

NR denotes the number of successfully reconstructed events, passing all selection cri-
teria, while NP denotes the overall number of probes performed. The number of
background events has to be subtracted from the number of signal events to obtain
the correct number of events to compute the efficiency. The determination of the
number of background events is defined differently for each dataset under investiga-
tion. Ref. [58] provides the full definition of the background processes.

A visualization of the effect of different scale factors is shown in Figure 9.12, while
Table 9.8 lists typical values of these corrections.

9.5.2 Muon reconstruction efficiency

The measurement of the reconstruction efficiency [58, 109, 147] is performed for both
the ID and the MS in bins of η. The tag muon requires to be a medium muon triggering
the event. The probe selection depends on the detector system under investigation. If
investigating the muon system, the probe is selected to be an ID track or an ID track
with calorimeter tagging. When probing the ID, the probe has to be a MS track.
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Figure 9.12: The effect of applying different scale factors (SFs) is shown together
with the pµµT distribution observed in data (upper part) and in relation
to the application of all scale factors (lower part).

For both detector systems, the track is considered successfully reconstructed, if a
reconstructed muon is found in a cone of ∆R < 0.05 around the probe track.

9.5.3 Muon isolation efficiency

The muon efficiency isolation is measured in data and simulation in Z → µµ decays,
following the same procedure as for the muon reconstruction efficiency measurement
with some additional cuts [58]. The probe muons need to have a transverse momentum
higher than 20GeV and a ∆R above 0.4 to the closest jet to avoid probe muons being
covered by a jet. Furthermore, the two muons need to be separated by ∆Rµµ > 0.3.

Table 9.8: Mean value and RMS of all muon efficiency scale factors.

scale factor Mean value Standard deviation

Muon reconstruction efficiency 0.9939 0.0086
Muon isolation efficiency 0.9945 0.0015
Muon ttva efficiency 0.9881 0.0061
Muon trigger efficiency 0.9870 0.1026
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9.5.4 Muon trigger efficiency

The muon trigger efficiency is measured using the tag-and-probe method described
above in both data and simulation of the Z → µµ process. It corrects for the false
association of reconstructed muons as trigger objects [60].

In this case, the tag muon is required to be a combined, isolated muon firing the
trigger under investigation. The probe muon, on the other hand, has to be a combined
and isolated muon. Furthermore, the muons need to be of opposite charge and have
an invariant mass of the two muons close to the Z peak. As the muon system only
provides triggers to |η| < 2.4, this limitation is also applied to the muons. The probe
muon is considered successfully reconstructed if a trigger object can be matched with
it.

9.5.5 Muon track-to-vertex-association efficiency

Muons used in precision measurements, like the one described here, are required to pass
the so-called track-to-vertex association requirements defined by |z0| · sin Θ < 0.5mm
and |d0| /σ(d0) < 3, ensuring the muons are coming from the primary vertex. As these
cuts, which are affected by the reconstruction of primary vertices as well as the mea-
surement of d0 and z0, are independent of the muon identification, the track-to-vertex
association efficiency [110] has to be measured separately, using the tag-and-probe
method on Z → µµ events in both simulation and data.

The selection of the tag muon is identical to the one described in the muon recon-
struction efficiency measurement section above. Probe muons have to satisfy the loose
identification criterion [58] and have to pass the |η| < 2.5 and pT > 10GeV cuts.

9.6 Muon transverse momentum calibration in simulation

Not only efficiencies but also the measurement of the transverse momentum has to
be calibrated to describe the observed distributions in data better. Although the
ATLAS detector is accurately modeled, the precision of the simulation is not suffi-
cient to describe both the muon momentum scale and the momentum resolution to a
level sufficient for precision measurements. Such measurements require a description
accurate on per mille level for the muon momentum scale and percent level for the
resolution [58]. The muon momentum is recalibrated as described below and outlined
in more detail in Ref. [58] to achieve this level of precision. The corrections applied in
this calibration procedure to the muon momentum scale and resolution is studied by
measuring the pT and η distributions in both the J/ψ → µµ and Z → µµ datasets.
The corrections are obtained by reweighting the distributions observed in MC to the
ones observed in data.
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9.6.1 Transverse momentum measurements

Figure 9.13: Muon track re-
construction.

As the ID does not differentiate between types
of particles when reconstructing the correspond-
ing track by the procedure outlined in Ref. [65,
69], this section focusses on the description of the
measurement in the muon system and the com-
bination of the muon system and ID informa-
tion.

In the muon system, the transverse momentum is
measured by the curvature of the muon track due
to the present magnetic field B. MDT chambers
measure the sagitta of the curvature defined by hits
in three MDT chambers (and shown in Figure 9.13)
to reconstruct the muon track and determine the
muon transverse momentum. As shown in Ref. [150],
the sagitta s is defined by the reconstructed track
segment of length L and angle α with radius R as:

s = r
(

1− cos
α

2

)
≈ rα

2

8
≈ 1

8

L2B

pT
. (9.7)

From there, the transverse momentum can be ob-
tained by:

pT ≈
1

8

L2B

s
. (9.8)

The measurement of the transverse momentum is
hereby mostly limited by the uncertainty of the mag-
netic field ∆B and the uncertainty of the sagitta
∆s.

In reality, not only muons but also tails of hadronic showers, cavern background, or
electronic noise create signals in the muon detector, resulting in a multitude of induced
signals in the MDT chambers. Due to the sheer amount of possible combinations of
detector hits, not all signals in different MDT chambers can be analyzed in a reason-
able time, but suitable candidates are selected by hit pattern recognition algorithms.

Furthermore, the muons are distracted due to multi-scattering in the detector mate-
rial, and the magnetic field is not constant over the full detector. Hence, the track
parameters are obtained by a global fit, which takes all of these factors into account,
as described in Ref. [58].
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This fit is used to extrapolate the muon track back to the ID, and finally, the interac-
tion point from where it originated. The muon tracks are reconstructed independently
in both the ID and the MS to obtain a combined muon transverse momentum mea-
surement. Afterward, a combined track is formed by a global refit using the data
from both detector systems. Not all muon system tracks have to be used during this
procedure but can be added or removed to improve the fit quality.

9.6.2 Muon transverse momentum calibration

The correction is applied to both ID and MS measurements, as these systems are used
to measure combined muon properties. Hence only combined muons are used for the
calibration procedure, which utilizes the track of such a combined muon. The track
consists of both an ID component pIDT and a muon system component pMS

T , which are
reconstructed by an extrapolation procedure from detector system hits and the pro-
duction vertex position.

The uncorrected transverse momentum observed in MC pMC, Det
T is corrected for each

detector system, namely ID and MS, by:

pCor, Det
T =

pMC, Det
T +

1∑
n=0

sDetn (η, ϕ)
(
pMC, Det
T

)n

2∑
m=0

∆rDet
m (η, ϕ)

(
pMC, Det
T

)m−1
gm

, (9.9)

with gm being normally distributed random variables with zero mean and unit width.
Furthermore, ∆rDet

m (η, ϕ) describes the momentum resolution smearing, while sDetn (η, ϕ)
describes the scale corrections. Both are applied depending on the region within a spe-
cific η − ϕ grid of the ATLAS detector, defined as such that bins are homogeneous in
terms of detector technology and performance.

Both pCor, IDT and pCor, MS
T are used to calculate the corrected combined muon trans-

verse momentum pCor, CBT as:

pCor, CBT = f · pCor, IDT + (1− f) · pCor, MS
T . (9.10)

Assuming that the relative contributions of the two detector systems remain unchanged
under recalibration, f can be calculated utilizing the uncalibrated transverse momen-
tum pMC, CB

T of the combined muon and of the two detector systems pMC, ID
T , pMC, MS

T
by:

pMC, CB
T = f · pMC, ID

T + (1− f) · pMC, MS
T . (9.11)
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9.7 Z vertex reweighting

As the MC samples are generated to fit a wide range of applications, the samples have
to be reweighted to describe the data samples under investigation. Most of this is
done by tools provided by the ATLAS community and affect different scale factors, as
described above.

One reweighting procedure that has been performed manually in the context of this
analysis is the so-called z vertex position reweighing. The primary vertex z-position
distributions for data and MC samples are measured and compared.
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Figure 9.14: Comparison of the data and MC z vertex position distributions for both
reweighed and original MC samples.

In a second run, which only affects the MC samples, an additional event weight depend-
ing on the z vertex position is introduced. It is defined as the ratio of the normalized
z-vertex position distributions and given by:

wzpos(posvertex) =
zposdata(posvertex)

zposMC(posvertex)
, (9.12)

where posvertex describes the z vertex position. Applying this weight leads to nearly
identical distributions of the primary vertex z-positions with only small statistical
fluctuations. Figure 9.14 shows the result of this procedure.
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9.8 Pileup reweighting

A dedicated pileup reweighting tool [38] provided by the ATLAS community is used
to model the pileup activity of the collected data in the corresponding run periods
under investigation. This tool calculates an event-based pileup weight that is applied
to all distributions to reweight the MC sample, as these are simulated using a flat
distribution of 〈µ〉. A dedicated pileup uncertainty is also described in Section 9.9.4.
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Figure 9.15: Average interactions per bunch crossing 〈µ〉 for both data and the
Powheg MC signal sample. In order to model to model the pileup
activity of the data, a pileup event weight is applied.

The resulting distributions of the average interactions per bunch crossing 〈µ〉 are shown
in Figure 9.15. They agree reasonably well, differing less than 5 % in the central region.

9.9 Systematic uncertainties

Every measurement is affected and hence limited by systematical and statistical un-
certainties. Generally speaking, systematic uncertainties are all uncertainties that
are not directly related to the limited number of data events but represent intrinsic
methodological limitations. These can originate from different sources. Examples are
the missmodeling of the detector, beam conditions, or physics processes in the MC
simulation, the correction of detector effects, or the missmodeling of pileup effects.
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While dedicated methods are applied for the statistical uncertainties, which are de-
scribed in the corresponding sections, the systematic uncertainties incorporated in
this analysis are mostly taken from recommendations provided by ATLAS analysis
tool developers. This is also true for physics objects (e.g., leptons) selection and most
event-level corrections. Self-defined estimations of uncertainties are applied for both
the pileup modeling as well as the Z vertex reweighting. The systematic uncertainties
are split into experimental and theoretical systematics.

9.9.1 Treatment of systematic uncertainties

Systematic uncertainties are provided by ATLAS analysis tools as a set of two vari-
ations, called σ1up and σ1down. For both variations, the parameters affected by this
systematic uncertainty are varied one standard deviation up and down, respectively.
These variations are available for all MC samples. The full analysis process is per-
formed again with the adapted values and the varied backgrounds subtracted from
the measured data sample. The resulting distribution using the varied MC signal and
background samples is then compared to the so-called nominal result σnominal with no
variation applied. The absolute difference of the varied and the nominal distribution is
depicted as uncertainty. As each of these pairs is considered directly correlated, each
systematic is combined bin-wise as following:

σsyst = mean(|σ1up − σnominal| , |σ1down − σnominal|).

This holds for all systematic uncertainties except the pileup reweighting and back-
ground contamination. The details of the corresponding procedures are described
below in the corresponding subsection. For the final result, systematic uncertainties
are further combined to on the one hand packs of related uncertainties like statistical,
modeling, lepton efficiency, and resolution uncertainties, but on the other hand, to the
total uncertainty. Correlations between different uncertainties are taken into account.

9.9.2 Experimental uncertainties

Experimental uncertainties cover all uncertainties related to the detector. As ATLAS
is a complex, modular detector system, measurements of particle properties are a
combination of several steps, which all are affected by uncertainties. This is also true
for the scale factors used to better match MC predictions with observed data as these
are obtained from dedicated measurements.

Muon efficiencies

The analysis includes scale factors for the muon isolation (MUON_ISO) and muon
reconstruction efficiencies (MUON_EFF), while Track to vertex association describes
the efficiency of correctly assigning a track to an interaction vertex. For each one, the
scale factors are systematically varied up and down by one standard deviation of the
corresponding scale factor distribution.
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As these efficiencies highly depend on the detector subsystems and their position within
ATLAS, the detector is divided into a grid in the (η, ϕ) plane to decorrelate these
efficiency uncertainties. This grid features ten regions in η, reaching from -2.5 to 2.5,
and 6 regions in φ, reaching from −π to π. The pµµT and φ∗η distributions are measured
in each region separately, only applying the systematically varied efficiency scale factor
in the region covering the muons (η, ϕ) coordinate. All other regions use the nominal
scale factor value. The distributions obtained in all of these regions are then later
unfolded, and the relative difference to the nominal unfolded result added in square.

Muon momentum calibration uncertainty

Muon ID and Muon MS variations smear the reconstructed transverse momentum of
the ID track and the MS track by one standard deviation of its reconstruction process
up and down, respectively. Hence the properties of the reconstructed combined muon
change as well, leading to the systematically variated distributions.

Muon sagitta uncertainty

The muon sagitta systematic variation corrects for two effects that occur within the
muon system. On the one hand, effects resulting from the misalignment of the muon
detector chambers within ATLAS have to be corrected, as this limits the spacial reso-
lution. On the other hand, charge-dependent contributions due to the magnetic field,
in particular effects coming from defects in the magnet curl, have to be treated ac-
cordingly. These contributions are later quadratically summed.

9.9.3 Luminosity uncertainty

Both ATLAS and the LHC are using dedicated systems to measure the luminosity,
which naturally is affected by uncertainties. The luminosity uncertainty is provided
by the ATLAS luminosity group to be 2 % [66] for the 2015 and 2016 datasets. It is
only used for the fiducial cross-section measurement.

9.9.4 Pileup uncertainty

A correction is applied to the MC samples such that the distribution of the average
number of interactions per bunch crossing 〈µ〉 in these samples better reflects the
distribution seen in data. The 2015 data analysis team observed a double counting
of isolation effects coming from both the isolation and the pileup reweighting tool,
resulting in an overestimation of this uncertainty. The absolute difference between
the result with and without pileup reweighting is used as uncertainty to avoid double-
counting but to estimate a pileup uncertainty. Therefore the analysis is run a second
time without pileup reweighting, resulting in a flat distribution in 〈µ〉 as provided by
the MC generators.
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9.9.5 Z vertex position uncertainty

As Z vertex reweighting is applied, a dedicated uncertainty is assigned. The resolution
of the z vertex position is better than 1mm, so the reweighting spectrum is shifted by
1mm up and down. The relative difference to the nominal is used as uncertainty.

9.10 Detector-level distributions

Applying all these corrections, the signal and background MC predictions should to-
gether describe the recorded data reasonably well. Furthermore, systematic variations
of these MC datasets are used to estimate a binwise uncertainty of these MC predic-
tions. From there, several detector-level distributions are measured and used as control
mechanisms to investigate the agreement between MC samples and data.

Results coming from both MC signal and background samples are stacked. Ideally,
the sum of all of these samples corresponds to the events observed in data in each bin.
Figures 9.16 and 9.17 show muon control plots, while Figure 9.18 focusses on a variety
of Z boson properties. All plots show the ratio of the normalized combined MC distri-
butions and data distribution is shown in the lower panel of each plot. Detector-level
systematic uncertainties are indicated as a grey error band in the ratio plot pannel.
For plot purposes and due to a lack of statistics, the data-driven multijet background
contributions are smoothed over the four neighboring bins.

Figure 9.17 shows the muon η distribution for all muons as well as separated by muon
charge. These plots show good agreement between data and MC, confirming the ap-
plication of muon efficiencies. This holds also true for the mµµ and yµµ distributions
shown in Figure 9.18, all showing a difference in shape of below 5%.

The higher bins of pµT, shown in Figure 9.16 as well as of φ∗η and pµµT , shown in Fig-
ure 9.18, are not well described by MC generators, showing differences of up to 20 %.
These differences further emphasize the importance of such high-precision measure-
ment, which can be used to tune MC generators to describe better the underlying
physics processes leading to more realistic predictions.

As a further cross-check, the same distributions were measured using the Sherpa event
generator. These plots can be found in Section A.5 in the appendix, as no further
information is gained from these plots.
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Figure 9.16: Powheg control plots of the muon transverse momentum pµT (up) for all
muons as well as pµ+

T for µ+ (lower left) and pµ+
T for µ− (lower right).
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Figure 9.17: Powheg control plots of the muon pseudorapidity ηµ (up) for all muons
as well as ηµ+ for µ+ (lower left) and ηµ+ for µ− (lower right).
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Figure 9.18: Powheg control plots for the Z mass mµµ (upper left), Z transverse
momentum pµµT (upper right) as well as muon φ∗µµ (lower left) rapidty
yµµ (lower right). All plots show detector-level data. The MC samples
are normalized as such that the MC luminosity fits the data luminosity.
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Table 9.9: C-factors for different systematic variations and particle levels. The c-
factor is obtained by the ratio of the number of events on detector-level
over the number of events on particle-level. Shown are only the differ-
ence to nominal. EFF hereby refers to efficiency corrections, while ISO
refers to muon isolation scale-factors. STAT and SYS refer to variations
of statistical and systematic components of a certain scale-factor, respec-
tively. Furthermore, 1up and 1down refer to up and down variations of
the corresponding scale-factors.

systematic variation Cborn
Z Cbare

Z Cdressed
Z

nominal 0.6851 0.7147 0.7024

MUON EFF STAT 1down -0.0026 -0.0027 -0.0027
MUON EFF STAT 1up 0.0026 0.0027 0.0027
MUON EFF STAT LOWPT 1down 0.0000 0.0000 0.0000
MUON EFF STAT LOWPT 1up 0.0000 0.0000 0.0000
MUON EFF SYS 1down -0.0094 -0.0098 -0.0097
MUON EFF SYS 1up 0.0095 0.0099 0.0097
MUON EFF SYS LOWPT 1down 0.0000 0.0000 0.0000
MUON EFF SYS LOWPT 1up 0.0000 0.0000 0.0000
MUON EFF TrigStatUncertainty 1down -0.0003 -0.0003 -0.0003
MUON EFF TrigStatUncertainty 1up 0.0003 0.0003 0.0003
MUON ID 1down -0.0000 -0.0000 -0.0000
MUON ID 1up 0.0000 0.0000 0.0000
MUON ISO STAT 1down -0.0002 -0.0002 -0.0002
MUON ISO STAT 1up 0.0002 0.0002 0.0002
MUON ISO SYS 1down -0.0028 -0.0029 -0.0029
MUON ISO SYS 1up 0.0028 0.0029 0.0029
MUON MS 1down -0.0000 -0.0000 -0.0000
MUON MS 1up -0.0001 -0.0001 -0.0001
MUON SAGITTA RESBIAS 1down -0.0000 -0.0000 -0.0000
MUON SAGITTA RESBIAS 1up 0.0000 0.0000 0.0000
MUON SAGITTA RHO 1down -0.0001 -0.0001 -0.0001
MUON SAGITTA RHO 1up -0.0001 -0.0001 -0.0001
MUON SCALE 1down 0.0004 0.0005 0.0005
MUON SCALE 1up -0.0005 -0.0005 -0.0005
MUON TTVA STAT 1down -0.0011 -0.0011 -0.0011
MUON TTVA STAT 1up 0.0011 0.0011 0.0011
MUON TTVA SYS 1down -0.0008 -0.0009 -0.0009
MUON TTVA SYS 1up 0.0008 0.0009 0.0009
z vertex 1up 0.0002 0.0002 0.0002
z vertex 1down -0.0004 -0.0004 -0.0004
Pileup 0.0020 0.0020 0.0020

error 0.0105 0.0107 0.0108
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9.11 Measurement of the fiducial integrated cross-section

The fiducial integrated cross-section is obtained using Equation 9.13 with an additional
factor CZ , correcting for detector efficiencies, leading to:

σfid =
Nsignal

L · CZ
. (9.13)

with Nsignal = Nevents − NBackground referring to the number of signal events. It
is calculated by subtracting the number of background events NBackground from the
number of events observed in data Nevents. The CZ-factor is defined as the ratio of
the Z → µµ events on detector-level, passing all cuts, and the Z → µµ events on
particle-level, passing the fiducial criteria.

This factor is calculated for all systematic variations, which are summarized in Ta-
ble 9.9. Muon efficiency, muon isolation, and pileup scale-factor variations are the
major contributions to the CZ-factor uncertainties, as these directly affect the selec-
tion process. This is also true for muon track-to-vertex association variation. For the
muon efficiency scale-factors, the low pT scale-factor variations have no impact on the
CZ-factor uncertainties. Furthermore, scale-factors uncertainties related to the muon
resolution like Muon ID, Muon MS and Muon Sagitta as well as Muon Scale show only
a minor impact. This is expected, as the integrated fiducial cross-section measurement
depends on the number of observed events rather than the highly precise reconstruc-
tion of the muon momentum.

Using the nominal CZ-factor obtained from the comparison of particle-level and detector-
level values, one can calculate the fiducial cross-section σfid, leading to the results
presented in Table 9.10.

Table 9.10: CZ-factors and fiducial cross sections for born, bare and dressed-level.

Particle-level CZ-factor fiducial cross-section [pb]

Born-level 0.685± 0.011 731.7± 15.3lumi ± 0.2stat ± 11.3sys

Dressed-level 0.702± 0.011 713.2± 14.3lumi ± 0.2stat ± 11.0sys

Bare-level 0.715± 0.011 701.0± 14.0lumi ± 0.2stat ± 10.7sys

Hereby, The different uncertainties affecting the cross-section measurement are cal-
culated using Gaussian error propagation. Hereby, the uncertainty of the number of
events is estimated by its Poisson error ∆Nsignal =

√
Nsignal, while the uncertainty of

the luminosity measurement is provided by the ATLAS Collaboration to be 2 % [51].
The systematic uncertainty is obtained from the differences in the CZ-factors. As
outlined in Section 9.9.1, the mean absolute difference of up- and down-variation to
the nominal value of these factors is calculated for all systematics. The squared sum
over all systematics obtained this way is then used as the total systematic uncertainty
∆CZ .
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Table 9.11: Comparison to former measurement [56]. Compared are fiducial cross-
sections with a pµT > 25.GeV at

√
s = 13TeV.

Z→ µµ cross-section [pb]

this analysis 774.9±0.2stat±14.6lumi±15.0syst
previous measurement 774± 1stat ± 6syst ± 5beam ± 16lumi

This analysis is performed one more time using a particle-level lepton transverse mo-
mentum cut pµT > 25GeV to be able to compare the obtained results to former mea-
surements, presented in Ref. [56]. Table 9.11 summarizes the obtained results, showing
overall good agreement. The former measurement has a smaller systematic uncertainty
compared to this measurement, because the muon reconstruction efficiencies were as-
sumed to be better understood.

As stated before, Drell-Yan lepton pairs do not solely consist of muon pairs, but also
electron and τ pairs, the latter decaying too fast to be detected within the ATLAS
detector, while electron pairs can be detected. In parallel to this analysis, another
group measured the cross-section of Drell-Yan electron pairs. These measurements are
combined to achieve higher precision.

Table 9.12: Measured inclusive cross-sections in the electron and muon decay chan-
nels at born-level together with the combined fiducial cross-section. Ad-
ditionally a theory prediction at NNLO in αS using the CT14 PDF set
is presented. Taken from Ref. [54].

Channel Measured cross-section × B(Z → ``) Predicted cross-section × B(Z → ``)
(value ± stat. ± syst. ± lumi.) (value ± PDF ± αs ± scale ± intrinsic)

Z → ee 738.3± 0.2± 7.7± 15.5 pb
Z → µµ 731.7± 0.2± 11.3± 15.3 pb
Z → `` 736.2± 0.2± 6.4± 15.5 pb 703+19

−24
+6
−8

+4
−6

+5
−5 pb [16]

Table 9.12 shows the measured fiducial cross-sections of both the Z → µµ and Z → ee
channel together with the corresponding statistical, systematic, and luminosity un-
certainties together with the combined cross-section, labeled Z → ``. These show
good agreement within the uncertainties and are comparable to former ATLAS mea-
surements [16] as seen in Table 9.11. Additionally, Table 9.12 shows a fixed-order
theoretical prediction, which also shows good agreement with the measurement within
uncertainties. Details of the prediction can be found in Ref. [54].

The two measurements are combined using Bayesian Evidence Combination. Applying
this leads to a combined cross-section value calculated as the weighted average, using
the squared sum of all uncertainties as full uncertainy of the cross-section.
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The combined integrated fiducial cross-section is then given by:

σcombfid =

σµfid

(∆σµfid)
2 +

σefid

(∆σefid)
2

(
∆σµfid

)−2
+
(

∆σefid

)−2 (9.14)

∆σfid,µ and ∆σfid,e refer to the total cross-section uncertainty for the muon and
electron channel, respectively. The uncorrelated uncertainties, namely systematical
and statistical uncertainty, are combined, while the luminosity uncertainty is assumed
to be 100 % correlated between the channels and kept as is. Uncorrelated uncertainties
are combined by:

∆σcombfid =

√√√√
1

(
∆σµfid

)−2
+
(

∆σefid

)−2 . (9.15)

This combination is only valid assuming no correlations between the channels. Other
approaches like Bayesian iterative unfolding, which is used for the differential cross-
section measurement, can take correlations into account. Combining both channels
finally leads to the combined fiducial integrated cross-section:

σfid(pp→ Z → ``) = 736.2± 0.2stat ± 6.4sys ± 15.5lumi pb.

The combination of the two channels leads to a reduction of the systematic uncer-
tainty compared to the individual electron- and muon-channel measurements, due to
the uncorrelated systematics.

The same measurement can be performed differential in bins of both pT and φ∗η. This
measurement is discussed in the following sections. Hereby only the shape of the
cross-section distribution is of interest, as the normalization is given by the integrated
fiducial cross-section. Hence, only normalized distributions are analyzed.

9.12 Normalized differential cross-section measurement

As for the integrated fiducial cross-section measurement, the measurement of the nor-
malized differential cross-section aims to provide a particle-level measurement. In this
case, detector effects can not be corrected by a global factor like CZ , as local, bin-
dependent influences exist as well. This approach also depends on the binning chosen
for the differentiating variables, pµµT and φ∗η in this case. The binning has to be op-
timized and chosen to have high purity. For this project, the binning is chosen to be
equal to former measurements [16], which studied the binning.These detector effects
and limitations can be corrected using MC samples, as well-described detector models
produce a smearing effect similar to the real detector. This simulation can be inverted
to compute the particle-level properties from the detector-level measurements, which
is called unfolding. One approach to calculate this inversion is the so-called Bayesian
iterative unfolding [78, 79], which is used in the context of this project and explained
below.
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9.12.1 Bayesian iterative unfolding

Bayesian iterative unfolding is a statistical unfolding algorithm based on Bayes theorem
to correct for detector effects. The following nomenclature is used for the discussion
of the mathematical concept:

• d as the measured data distribution on detector-level with n bins, where the
content of bin i is written as di.

• b as the expected background contribution on detector-level with n bins, where
the content of bin i is written as bi.

• x as the signal distribution on detector-level with n bins, where the content of
bin j is written as xj .

• µ as the unfolded distribution with n bins. µi refers to the content of bin i.

Two corrections are applied, denoted as:

• the fiducial factors fi =
N in fid.
i
Ni
| for each bin i of the detector-level distribu-

tion. This fiducial factor corrects for those reconstructed events on detector-
level, which fall outside the particle-level fiducial region. These events are also
referred to as fakes. fi is defined as the ratio of events falling in the fiducial
region on particle-level N in fid.

i over all reconstructed and selected events Ni.

• the correction factors mi =
Ndetector
i

Nparticle
i

for each bin i of the distribution, which
accounts for acceptance and efficiency losses on detector-level. Events missed on
detector-level but present at particle-level are also referred to as misses. It is
defined as the ratio of reconstructed events Ndetector

i in bin i on detector-level
over the number of particle-level events Nparticle

i in bin i in the fiducial volume.
Bin i is defined by the truth value of the unfolding variable.

Using these correction factors, the number of signal events xj in bin j are calculated
as well as the corrected number of particle-level events yi:

xj = (dj − bj) · fj (9.16)

This value is then unfolded to obtain the particle-level value µi, which is then corrected
to account for missed events to achieve the final value:

yi = µi ·mi. (9.17)

The full process is also depicted in Figure 9.19.

Mathematically, unfolding attempts to determine the probability distribution of particle-
level events P (µi|xj , I), describing the fraction of detector-level event xj visible in
particle-level bin i. From this, the number of events µi on particle-level can be esti-
mated.
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Figure 9.19: Pictorial description of the unfolding method for a distribution in a
fiducial volume. The background subtracted measured distribution is
unfolded and corrected to compute the particle-level distribution. Each
grey square corresponds to a bin of the measured distributions. Fidu-
cial corrections correspond to events observed only on detector-level,
also called fakes. Efficiency corrections correct for events only seen on
particle-level but missed on detector-level, also called misses.
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The variable I hereby describes underlying assumptions postulated for the analysis at
hand, which are usually left implicit.

Starting from the event generator, a given detector simulation can in this context be
abstractly described as follows. The simulation describes how many of the µi events
created in particle-level bin i are visible in detector-level bin j, denoted xj |µi. This
fraction can be described in similarity to above by a probability function, from here
on called response matrix:

Rji := P (xj |µi, I). (9.18)

xj |µi can be calculated by

xj |µi = P (xj |µi, I) · µi = Rji · µi (9.19)

Using Bayes theorem, Equation 9.18 leads to

Θij := P (µi|xj , I) =
P (xj |µi, I) · P (µi|I)∑
k

P (xj |µk, I) · P (µk|I)
(9.20)

which can be rewritten using Rji

P (µi|xj , I) =
Rji · P (µi|I)∑
k

Rjk · P (µk|I)
(9.21)

The number of particle-level events in bin i can be estimated given nj events were
measured in detector-level bin j:

µi|nj =
Θij · nj
εi

(9.22)

with ε being the efficiency, by design defined by:

εi =

N∑

j=1

Rji. (9.23)

Summing over all detector-level bins, the total number of events estimated on particle-
level in bin i can be calculated as:

µi =
1

εi

N∑

j=1

Θij · nj (9.24)

Hereby, the response matrix is estimated using MC simulations by:

Rji =
nMC
j

µMC
i

, (9.25)

as particle-level information is only available for MC samples.
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The process is applied iteratively, following these steps:

• Update prior P (µi, I). For the first iteration, the prior is usually chosen to be
the normalized particle-level distribution.

• Calculate the unfolded values.

• The resulting µi is used as prior for the next generation.

9.12.2 Number of iterations

As one can easily see, the results of this unfolding procedure depend on the number
of iterations. There are two approaches to evaluating the suited number of iterations.
On the one hand, one can find the number of iterations where the combination of
statistical and model uncertainty, both described later in Section 9.12.4, is minimal.
A more practical approach used in this project is to find the number of iterations after
which the result does not change within the uncertainties. Four iterations were found
to fulfill this criterion, which is visualized in the following Figure 9.20.
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Figure 9.20: Comparison of the differential cross sections depending on the number
of unfolding steps. Left is shown for 2 iterations as standard value,
right for 4 iterations.

9.12.3 Closure and purity test

As done in Section 8.8, the performance of detector-level corrections, the unfolding
process, is evaluated by analyzing response matrices. The purity of the response matrix
is calculated to check bin migrations and the model dependence of this approach. Both
the response matrix as well as the purity are shown in Figure 9.21 for both pµµT and
φ∗η. The bin purities are found to be above 60 % for pµµT and above 90 % for φ∗η, both
reasonably good values for Bayesian iterative unfolding, especially compared to the
purities in Section 8.8.
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Figure 9.21: Response matrix (upper row) and bin purity(lower row) for the trans-
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Additionally, the functionality of the unfolding is validated using a so-called technical
closure test. Hereby, the objects required for unfolding, the detector-level and particle-
level distributions, as well as the response matrix, are created from MC signal sample.
Then, this MC detector-level distribution is unfolded using Bayesian iterative unfold-
ing. The result, shown in Figure 9.22, is by design expected to have 100 % agreement,
which is achieved.
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9.12.4 Additional systematic uncertainties

Further systematic uncertainties in addition to the systematics mentioned in Sec-
tion 9.9 are taken into account for the normalized differential measurement. The
luminosity measurement is not taken into account as only the shape is measured.

Monte Carlo Prior uncertainty

Bayesian iterative unfolding relies on an initial assumption of a MC prior P (xi, I),
usually the normalized particle-level distribution measured in the MC signal sample.
The MC Prior uncertainty probes the impact of this assumption by changing this
prior using a well-defined data-driven closure test. This test transfers the differences
between MC and recorded data on detector-level to the particle-level.
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Figure 9.23: Reweighting spectrum for pµµT (left) and φ∗η (right), used to estimate the
MC prior uncertainty. The detector-level spectrum is divided by the
unfolded spectrum to calculate the bin weights, which are shown in the
lower panel. These weights are then applied on an event-by-event basis
depending on the event pµµT or φ∗η. Similar to the detector-level control
plots the weights rise with high pT, following the same argumentation.

For each distribution measured, the MC signal events are reweighed based on mea-
sured particle-level distributions. This results in a better agreement with the measured
data distributions. The weights are applied on an event-by-event basis, depending on
the particle-level value of the observable. It is applied to all distributions of the MC
signal sample incorporated in the unfolding procedure. The distributions are shown
in Figure 9.23.

The measured data distribution is unfolded using this reweighed MC signal sample.
The systematic uncertainty of the unfolding method is then given by the difference
between this distribution (reweighed and unfolded), and the data distribution unfolded
with the nominal baseline MC sample without reweighting.
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Background contamination

Not only the simulated processes but also the normalization to measured data are
affected by uncertainties. The measured distributions of the different background
samples are scaled up and down to study the effect on the unfolded result. Hereby the
normalization of the background from Z → ττ is varied by ±2%, all other backgrounds
(diboson and tt̄ processes) are varied by ±5% both up and down. These numbers refer
to the relative uncertainty of the cross-section of these processes.

In order to evaluate a systematic uncertainty for the remaining multijet background
estimated by the data-driven ABCD method, the analysis of the dataset is performed
again using the FixedCutTight3 [17] instead of the Gradient isolation working point.
This is done to study the influence of the isolation criteria on the final result, changing
one of the two defining parameters of the four regions used for the ABCD method. As
the charge of the muons can not be varied, only the influence of the isolation is studied.

The difference of the unfolded spectrum using the corresponding multijet background
distribution is used as a systematic uncertainty. The varied backgrounds are subtracted
from the data distribution, which is then unfolded. The absolute difference to the
nominal result is used as uncertainty for both the up- and the downscaled distributions.
The upscaled and downscaled distributions are considered fully correlated, and the
mean of the absolute differences is used for combination, as described above. The
background contamination

9.12.5 Treatment of systematic uncertainties

Variated distributions in bins of pµµT and φ∗η are unfolded using Bayesian iterative un-
folding. The resulting particle-level variated distributions are then combined following
the procedure outlined in Section 9.9, using the difference of the particle-level nomi-
nal distribution. Both the Monte Carlo Prior, as well as the Pileup uncertainty, does
not provide up- and down-variations. Hence the absolute difference to the nominal
unfolded result to the nominal distribution is used as uncertainty.

9.12.6 Statistical uncertainties

Apart from systematic uncertainties also the limited statistics lead to statistical un-
certainties, affecting both data and MC samples. The statistical uncertainties on the
unfolded result are estimated by creating 100 Poison fluctuated variations of the mea-
sured detector-level distribution (before subtracting the background).

3This cut measures the transverse momentum of objects within a cone of radius R =

min
(

10GeV
pT

, 0.2
)

around the muon. A muon is called isolated if less than 6% of its own transverse
momentum is present in this cone.
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Then the analysis steps (background subtraction, bayesian iterative unfolding) are re-
peated for all these varied distributions. The RMS of the relative difference between
systematically varied unfolded distributions and the nominal unfolded distribution are
used as uncertainty.

The MC statistical uncertainties are estimated by creating 100 Poisson varied unfolding
matrices, detector-level, and particle-level distributions. The distribution measured in
data is unfolded using the varied distributions, and the RMS of the differences to the
nominal unfolded histogram is used as uncertainty.

9.12.7 Overall bin-wise uncertainties of the unfolded distributions

Table 9.13 and Table 9.14 show a full bin-wise breakdown of all uncertainties for the
unfolded distributions of pµµT and φ∗η on born-level, respectively. The results are only
shown on born particle-level here, as the breakdown is essentially unchanged for the
bare- and dressed-level definitions. The same Tables covering the dressed and bare
level can be found in the appendix as Table A.8 and Table A.9 for the bare particle-
level as well as Table A.10 and Table A.11 for the dressed particle-level for pµµT and
φ∗η, respectively.
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Figure 9.24: Binwise breakdown of relative uncertainties for the pµµT spectrum (left)
and the φ∗η spectrum on born particle-level. The breakdown is essen-
tially unchanged for bare and dressed particle-level. Overall this mea-
surement is limited by statistical uncertainties. Taken from Ref. [54].

Figure 9.24 visualizes these bin-wise breakdowns of the unfolded distributions of pµµT

and φ∗η. As showing a large number of uncertainties results in an overly crowded
plot, the uncertainties are grouped into five categories. Statistical uncertainties cover
both the MC and data statistical uncertainties, while lepton efficiencies and lepton
scale/resolution cover uncertainties related to varied scale factors and momentum res-
olution uncertainties, respectively. Model uncertainty covers only the MC prior, while
all remaining uncertainties are called Others.
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Table 9.13: Measured normalized pµµT cross-section on born level definition including
a full breakdown of relative uncertainties. The first three uncertainties
(Stat, MCStat as well as electron efficiencies) are bin-to-bin uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 2 0.0483485 0.264 0.214 0.021 0.166 0.088 0.001 0.008 0.000 0.000 0.000 0.001 0.060 0.046 0.009
2 - 4 0.102336 0.114 0.099 0.008 0.061 0.068 0.007 0.003 0.000 0.000 0.000 0.000 0.011 0.044 0.004
4 - 6 0.106454 0.100 0.090 0.008 0.060 0.068 0.000 0.003 0.000 0.000 0.000 0.000 0.014 0.000 0.003
6 - 8 0.0949447 0.119 0.105 0.008 0.059 0.038 0.001 0.003 0.000 0.000 0.000 0.000 0.002 0.010 0.004
8 - 10 0.0811024 0.128 0.118 0.009 0.046 0.024 0.001 0.003 0.000 0.000 0.000 0.000 0.002 0.014 0.004
10 - 12 0.068568 0.153 0.138 0.010 0.028 0.085 0.007 0.002 0.000 0.000 0.000 0.000 0.000 0.016 0.004
12 - 14 0.0583926 0.176 0.160 0.011 0.010 0.104 0.005 0.002 0.000 0.000 0.000 0.000 0.013 0.025 0.005
14 - 16 0.0495932 0.195 0.184 0.010 0.005 0.100 0.001 0.002 0.000 0.000 0.000 0.000 0.013 0.007 0.006
16 - 18 0.0426003 0.218 0.207 0.009 0.014 0.077 0.006 0.002 0.000 0.000 0.000 0.000 0.001 0.019 0.006
18 - 20 0.0365929 0.218 0.233 0.009 0.030 0.071 0.005 0.003 0.000 0.000 0.000 0.000 0.008 0.015 0.008
20 - 22.5 0.039024 0.186 0.203 0.006 0.031 0.052 0.002 0.002 0.000 0.000 0.000 0.000 0.005 0.005 0.008
22.5 - 25 0.0328605 0.212 0.225 0.007 0.046 0.042 0.004 0.003 0.000 0.000 0.000 0.000 0.002 0.018 0.011
25 - 27.5 0.0280475 0.232 0.253 0.006 0.057 0.042 0.006 0.003 0.000 0.000 0.000 0.000 0.006 0.005 0.013
27.5 - 30 0.0238817 0.264 0.281 0.007 0.065 0.033 0.006 0.004 0.000 0.000 0.000 0.000 0.011 0.010 0.016
30 - 33 0.0242942 0.226 0.257 0.006 0.070 0.017 0.013 0.004 0.000 0.000 0.000 0.000 0.025 0.001 0.016
33 - 36 0.0203863 0.261 0.323 0.007 0.090 0.007 0.014 0.005 0.000 0.000 0.000 0.000 0.009 0.016 0.020
36 - 39 0.0172779 0.283 0.359 0.008 0.107 0.004 0.010 0.005 0.000 0.000 0.000 0.000 0.022 0.015 0.024
39 - 42 0.0146252 0.311 0.371 0.009 0.135 0.017 0.004 0.006 0.001 0.000 0.000 0.001 0.029 0.000 0.027
42 - 45 0.0124869 0.333 0.335 0.010 0.143 0.036 0.004 0.006 0.001 0.000 0.000 0.002 0.047 0.008 0.032
45 - 48 0.0105421 0.370 0.375 0.013 0.168 0.022 0.001 0.006 0.001 0.000 0.000 0.003 0.037 0.027 0.039
48 - 51 0.00896744 0.402 0.435 0.016 0.194 0.021 0.008 0.006 0.001 0.001 0.000 0.000 0.018 0.031 0.053
51 - 54 0.00760829 0.446 0.501 0.019 0.212 0.022 0.007 0.007 0.001 0.001 0.000 0.000 0.024 0.053 0.063
54 - 57 0.00648499 0.491 0.578 0.022 0.229 0.013 0.023 0.007 0.000 0.001 0.000 0.000 0.023 0.072 0.079
57 - 61 0.00752818 0.401 0.507 0.019 0.168 0.013 0.010 0.005 0.000 0.001 0.000 0.000 0.033 0.058 0.071
61 - 65 0.00635331 0.425 0.564 0.024 0.171 0.015 0.008 0.006 0.000 0.001 0.000 0.001 0.067 0.081 0.083
65 - 70 0.00675757 0.398 0.525 0.026 0.146 0.000 0.001 0.005 0.000 0.000 0.000 0.001 0.094 0.097 0.078
70 - 75 0.00565293 0.446 0.517 0.040 0.165 0.002 0.002 0.007 0.000 0.001 0.000 0.000 0.083 0.090 0.110
75 - 80 0.00477561 0.480 0.640 0.063 0.170 0.027 0.013 0.009 0.000 0.001 0.000 0.000 0.073 0.147 0.135
80 - 85 0.00405529 0.556 0.726 0.087 0.164 0.029 0.004 0.013 0.000 0.001 0.000 0.004 0.069 0.162 0.198
85 - 95 0.00652509 0.323 0.428 0.060 0.099 0.006 0.007 0.010 0.000 0.000 0.000 0.002 0.029 0.113 0.128
95 - 105 0.00486299 0.422 0.551 0.095 0.116 0.010 0.002 0.015 0.000 0.000 0.000 0.004 0.046 0.128 0.165
105 - 125 0.00656466 0.289 0.344 0.075 0.080 0.000 0.002 0.012 0.000 0.000 0.000 0.002 0.019 0.105 0.119
125 - 150 0.00463292 0.383 0.424 0.109 0.097 0.008 0.004 0.020 0.000 0.000 0.000 0.002 0.031 0.112 0.163
150 - 175 0.0026228 0.604 0.674 0.195 0.127 0.056 0.004 0.037 0.000 0.000 0.000 0.005 0.013 0.191 0.237
175 - 200 0.00151905 0.947 0.931 0.333 0.174 0.024 0.013 0.063 0.002 0.000 0.000 0.012 0.010 0.232 0.321
200 - 250 0.00152326 0.821 0.821 0.320 0.122 0.008 0.000 0.055 0.003 0.000 0.000 0.008 0.105 0.158 0.181
250 - 300 0.000600594 1.726 1.806 0.769 0.168 0.059 0.091 0.113 0.009 0.000 0.000 0.013 0.075 0.230 0.259
300 - 350 0.000295887 2.900 3.057 1.344 0.246 0.023 0.025 0.186 0.019 0.001 0.000 0.006 0.008 0.375 0.375
350 - 400 0.00014254 4.782 4.044 2.444 0.297 0.138 0.015 0.308 0.046 0.001 0.001 0.009 0.148 0.309 0.477
400 - 470 8.61709e-05 6.587 5.397 3.570 0.317 0.157 0.053 0.315 0.077 0.001 0.000 0.039 0.380 0.489 0.482
470 - 550 4.60894e-05 10.87 9.231 5.849 0.277 0.083 0.131 0.408 0.141 0.003 0.000 0.027 1.081 0.027 0.494
550 - 650 2.04842e-05 18.67 17.34 8.916 0.459 0.184 0.393 0.666 0.338 0.006 0.001 0.027 1.203 0.791 0.781
650 - 900 1.25171e-05 26.68 25.22 9.716 0.504 0.723 1.669 0.833 0.586 0.008 0.002 0.060 0.895 0.894 0.918

Table 9.14: Measured normalized φ∗η cross-section on born level definition including
a full breakdown of relative uncertainties. The first three uncertainties
(Stat, MCStat as well as electron efficiencies) are bin-to-bin uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 0.004 0.0352108 0.222 0.124 0.009 0.016 0.002 0.001 0.004 0.000 0.000 0.000 0.000 0.019 0.017 0.004
0.004 - 0.008 0.0348122 0.208 0.137 0.009 0.013 0.004 0.001 0.004 0.000 0.000 0.000 0.000 0.030 0.017 0.003
0.008 - 0.012 0.0341709 0.183 0.132 0.010 0.014 0.001 0.000 0.004 0.000 0.000 0.000 0.000 0.002 0.017 0.003
0.012 - 0.016 0.0333264 0.205 0.140 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.005 0.018 0.003
0.016 - 0.02 0.0323455 0.207 0.135 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.019 0.018 0.003
0.02 - 0.024 0.0311863 0.207 0.143 0.010 0.014 0.001 0.001 0.004 0.000 0.000 0.000 0.001 0.025 0.019 0.003
0.024 - 0.029 0.0371284 0.177 0.112 0.008 0.011 0.003 0.000 0.003 0.000 0.000 0.000 0.000 0.008 0.015 0.003
0.029 - 0.034 0.0351867 0.178 0.115 0.009 0.009 0.003 0.001 0.003 0.000 0.000 0.000 0.000 0.002 0.015 0.003
0.034 - 0.039 0.032948 0.193 0.127 0.009 0.010 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.003 0.015 0.003
0.039 - 0.045 0.0370367 0.162 0.110 0.008 0.009 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.013 0.012 0.003
0.045 - 0.051 0.0342322 0.173 0.116 0.009 0.009 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.001 0.011 0.003
0.051 - 0.057 0.0316565 0.188 0.127 0.009 0.008 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.015 0.009 0.004
0.057 - 0.064 0.033933 0.176 0.116 0.008 0.005 0.000 0.001 0.002 0.000 0.000 0.000 0.000 0.019 0.006 0.004
0.064 - 0.072 0.0353678 0.169 0.111 0.007 0.003 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.010 0.003 0.004
0.072 - 0.081 0.0357806 0.174 0.108 0.007 0.003 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.004 0.002 0.004
0.081 - 0.091 0.0355277 0.176 0.108 0.007 0.000 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.005 0.000 0.004
0.091 - 0.102 0.0345791 0.174 0.111 0.007 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.021 0.000 0.005
0.102 - 0.114 0.0331588 0.196 0.114 0.007 0.003 0.001 0.001 0.002 0.000 0.000 0.000 0.000 0.016 0.000 0.005
0.114 - 0.128 0.0338174 0.202 0.111 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.008 0.000 0.005
0.128 - 0.145 0.035083 0.191 0.107 0.006 0.008 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.006 0.000 0.006
0.145 - 0.165 0.0345822 0.210 0.106 0.005 0.011 0.000 0.001 0.002 0.000 0.000 0.000 0.000 0.007 0.001 0.006
0.165 - 0.189 0.0342832 0.199 0.107 0.006 0.014 0.001 0.001 0.002 0.000 0.000 0.000 0.000 0.003 0.001 0.009
0.189 - 0.219 0.0344528 0.192 0.104 0.006 0.015 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.005 0.001 0.012
0.219 - 0.258 0.034456 0.187 0.101 0.008 0.018 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.001 0.001 0.018
0.258 - 0.312 0.0349282 0.177 0.095 0.009 0.018 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.009 0.005 0.023
0.312 - 0.391 0.0346567 0.164 0.088 0.010 0.017 0.001 0.001 0.003 0.000 0.000 0.000 0.000 0.009 0.010 0.027
0.391 - 0.524 0.0347245 0.153 0.083 0.012 0.014 0.002 0.001 0.003 0.000 0.000 0.000 0.000 0.008 0.015 0.031
0.524 - 0.695 0.0241386 0.208 0.110 0.020 0.017 0.001 0.004 0.005 0.000 0.000 0.000 0.000 0.003 0.028 0.049
0.695 - 0.918 0.016633 0.249 0.149 0.031 0.017 0.003 0.004 0.007 0.000 0.000 0.000 0.002 0.012 0.048 0.076
0.918 - 1.153 0.0094987 0.367 0.236 0.060 0.020 0.006 0.008 0.013 0.000 0.001 0.000 0.002 0.046 0.090 0.125
1.153 - 1.496 0.0074166 0.428 0.253 0.081 0.006 0.002 0.006 0.016 0.000 0.000 0.000 0.003 0.048 0.111 0.134
1.496 - 1.947 0.00487765 0.502 0.355 0.132 0.000 0.000 0.004 0.023 0.000 0.001 0.000 0.004 0.059 0.148 0.174
1.947 - 2.522 0.00309366 0.693 0.495 0.221 0.007 0.002 0.001 0.035 0.001 0.001 0.001 0.007 0.030 0.193 0.232
2.522 - 3.277 0.00206941 0.946 0.675 0.340 0.006 0.006 0.000 0.052 0.003 0.001 0.002 0.006 0.037 0.256 0.305
3.277 - 5 0.0020097 0.879 0.637 0.352 0.010 0.005 0.005 0.051 0.005 0.001 0.002 0.006 0.066 0.220 0.279
5 - 10 0.0016914 0.945 0.654 0.418 0.006 0.014 0.007 0.056 0.007 0.001 0.002 0.004 0.032 0.230 0.235
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Overall, relative bin-wise uncertainties are below 0.4 % for the majority of bins, rising
with higher bin number. This is true for both pµµT and φ∗η. Overall, the measurement
is limited by the statistical uncertainties. Lepton resolution uncertainties play a role
for low-pT bins, while lepton efficiencies are contributing to the high pT regime.

The rise in uncertainty in higher bins can be explained by the lack of events in these
bins. Statistical uncertainties rely on Poisson variated distributions, which show large
fluctuations in bins with only a few events. The same holds true for the uncertainties
related to muon efficiency and muon reconstruction scale-factors. Scale-factors are
determined using the tag-and-probe method, hence rely on events covering the full
kinematic range these factors are applied on. Similar to the statistical uncertainties,
fluctuations in scale-factors get larger with fewer events used to determine these fac-
tors. Furthermore, the measurement of the muon transverse momentum relies on the
curvature of the track, which decreases with higher transverse momentum. Hence the
uncertainty rises with smaller curvature.

9.12.8 Results of the differential cross-section measurements

Utilizing Equation 9.13, this differential cross-section can be calculated, done by di-
viding the unfolded distribution by the luminosity, as the number of events can be de-
termined by N = L ·σ. As this Section covers the normalized differential cross-section
measurements, scaling the unfolded distributions by a global factor, the luminosity, in
this case, has no effect due to the normalization. Hence, the unfolded distribution is
already equal to the normalized differential cross-section and the uncertainty.
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Figure 9.25: Born-level normalized differential cross-section pµµT (left) and Φ∗µµ (right)
with the relative uncertainties indicated by the grey band in the ratio
plot. Bare and dressed-level results can be found in Figure A.4.

The full information can be recovered by multiplying the fiducial cross-section to the
normalized cross-section. The results of the measurements of the differential pµµT and
φ∗η cross-sections are both shown in Figure 9.25 and summarized in the Tables 9.15
and 9.16 for pµµT and φ∗η, respectively.
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Table 9.15: Measured normalized differential cross-section vs. pµµT where the results
are shown for born-level, the bare-level and the dressed-level definition of
leptons. The uncertainties are split-up between bin-to-bin uncorrelated
uncertainties (dominated by data and MC statistics) and bin-to-bin cor-
related uncertainties

Binning Born-level Bare-level Dressed-level
val ± uncor-unc ± cor-unc [10−5] val ± uncor-unc ± cor-unc [10−5] val ± uncor-unc ± cor-unc [10−5]

0 - 2 4834.85 ± 16.47 ± 9.86 4638.28 ± 15.97 ± 9.72 4727.29 ± 16.20 ± 9.76
2 - 4 10233.60 ± 15.56 ± 10.57 9949.08 ± 15.38 ± 10.27 10078.00 ± 15.42 ± 10.44
4 - 6 10645.40 ± 14.46 ± 9.88 10538.20 ± 14.35 ± 9.75 10582.60 ± 14.45 ± 9.82
6 - 8 9494.47 ± 15.16 ± 6.85 9550.20 ± 14.85 ± 6.75 9522.21 ± 15.00 ± 6.80
8 - 10 8110.24 ± 14.21 ± 4.45 8240.11 ± 13.96 ± 4.37 8173.78 ± 14.08 ± 4.40
10 - 12 6856.80 ± 14.19 ± 6.30 7009.81 ± 13.98 ± 6.01 6935.86 ± 14.07 ± 6.15
12 - 14 5839.26 ± 13.95 ± 6.38 5988.52 ± 13.55 ± 6.10 5916.19 ± 13.61 ± 6.20
14 - 16 4959.31 ± 13.32 ± 5.04 5084.26 ± 12.90 ± 4.87 5023.03 ± 12.97 ± 4.94
16 - 18 4260.03 ± 12.83 ± 3.49 4358.97 ± 12.50 ± 3.41 4313.10 ± 12.49 ± 3.45
18 - 20 3659.29 ± 11.70 ± 2.92 3718.05 ± 11.27 ± 2.88 3692.46 ± 11.34 ± 2.89
20 - 22.5 3902.40 ± 10.78 ± 2.42 3947.54 ± 10.42 ± 2.47 3927.12 ± 10.43 ± 2.45
22.5 - 25 3286.05 ± 10.18 ± 2.19 3300.98 ± 9.84 ± 2.17 3295.71 ± 9.88 ± 2.17
25 - 27.5 2804.75 ± 9.65 ± 2.06 2800.36 ± 9.25 ± 2.07 2803.97 ± 9.33 ± 2.08
27.5 - 30 2388.17 ± 9.22 ± 1.85 2383.65 ± 8.79 ± 1.88 2385.77 ± 8.86 ± 1.90
30 - 33 2429.41 ± 8.32 ± 1.93 2414.33 ± 7.85 ± 1.97 2424.91 ± 7.94 ± 2.01
33 - 36 2038.63 ± 8.48 ± 1.96 2022.66 ± 7.95 ± 1.97 2031.31 ± 8.06 ± 1.95
36 - 39 1727.79 ± 7.91 ± 1.96 1702.47 ± 7.38 ± 2.09 1716.68 ± 7.52 ± 2.03
39 - 42 1462.52 ± 7.09 ± 2.08 1441.44 ± 6.83 ± 2.13 1452.77 ± 6.95 ± 2.14
42 - 45 1248.69 ± 5.91 ± 1.98 1227.51 ± 6.37 ± 1.99 1238.56 ± 5.82 ± 2.01
45 - 48 1054.21 ± 5.56 ± 1.91 1035.66 ± 5.96 ± 1.92 1047.23 ± 5.45 ± 1.95
48 - 51 896.74 ± 5.31 ± 1.84 878.69 ± 5.75 ± 1.85 888.54 ± 5.19 ± 1.85
51 - 54 760.82 ± 5.11 ± 1.75 748.87 ± 5.64 ± 1.76 755.69 ± 5.13 ± 1.78
54 - 57 648.49 ± 4.92 ± 1.65 639.07 ± 5.49 ± 1.64 644.68 ± 4.95 ± 1.65
57 - 61 752.81 ± 4.87 ± 1.47 743.34 ± 5.52 ± 1.46 748.72 ± 4.91 ± 1.49
61 - 65 635.33 ± 4.49 ± 1.39 627.20 ± 5.14 ± 1.42 631.26 ± 4.59 ± 1.41
65 - 70 675.75 ± 4.45 ± 1.44 668.41 ± 5.11 ± 1.42 672.56 ± 4.56 ± 1.48
70 - 75 565.29 ± 3.87 ± 1.32 559.83 ± 4.39 ± 1.36 562.55 ± 3.95 ± 1.39
75 - 80 477.56 ± 3.83 ± 1.31 472.52 ± 4.38 ± 1.34 475.22 ± 3.90 ± 1.35
80 - 85 405.52 ± 3.72 ± 1.27 401.21 ± 4.14 ± 1.27 403.37 ± 3.74 ± 1.26
85 - 95 652.50 ± 3.52 ± 1.31 646.74 ± 3.94 ± 1.29 649.79 ± 3.56 ± 1.28
95 - 105 486.29 ± 3.40 ± 1.19 480.51 ± 3.81 ± 1.17 483.46 ± 3.44 ± 1.14
105 - 125 656.46 ± 2.99 ± 1.18 650.20 ± 3.31 ± 1.11 653.31 ± 3.01 ± 1.10
125 - 150 463.29 ± 2.69 ± 1.03 456.41 ± 2.92 ± 0.97 459.76 ± 2.64 ± 0.92
150 - 175 262.27 ± 2.42 ± 0.88 258.07 ± 2.54 ± 0.81 260.14 ± 2.34 ± 0.79
175 - 200 151.90 ± 2.08 ± 0.66 149.04 ± 2.09 ± 0.61 150.67 ± 1.99 ± 0.58
200 - 250 152.32 ± 1.83 ± 0.45 149.29 ± 1.84 ± 0.50 151.30 ± 1.74 ± 0.45
250 - 300 60.05 ± 1.57 ± 0.25 59.32 ± 1.57 ± 0.25 59.87 ± 1.49 ± 0.24
300 - 350 29.58 ± 1.30 ± 0.18 28.92 ± 1.33 ± 0.18 29.44 ± 1.26 ± 0.17
350 - 400 14.25 ± 0.95 ± 0.10 13.84 ± 0.95 ± 0.11 14.32 ± 0.93 ± 0.11
400 - 470 8.61 ± 0.79 ± 0.07 8.32 ± 0.81 ± 0.07 8.52 ± 0.78 ± 0.07
470 - 550 4.60 ± 0.71 ± 0.06 4.45 ± 0.71 ± 0.06 4.55 ± 0.69 ± 0.04
550 - 650 2.04 ± 0.55 ± 0.03 2.06 ± 0.55 ± 0.03 2.06 ± 0.54 ± 0.04
650 - 900 1.25 ± 0.47 ± 0.03 1.20 ± 0.47 ± 0.03 1.22 ± 0.46 ± 0.03
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Table 9.16: Measured normalized differential cross-section vs. φ∗η, where the results
are shown for born-level, the bare-level and the dressed-level definition of
leptons. The uncertainties are split-up between bin-to-bin uncorrelated
uncertainties (dominated by data and MC statistics) and bin-to-bin cor-
related uncertainties

Binning Born-level Bare-level Dressed-level
val ± uncor-unc ± cor-unc [10−5] val ± uncor-unc ± cor-unc [10−5] val ± uncor-unc ± cor-unc [10−5]

0.0 - 0.004 3521.08 ± 8.97 ± 1.11 3493.06 ± 8.03 ± 0.86 3492.33 ± 8.13 ± 0.86
0.004 - 0.008 3481.22 ± 8.70 ± 1.32 3455.20 ± 7.57 ± 1.51 3454.91 ± 7.60 ± 1.42
0.008 - 0.012 3417.09 ± 7.72 ± 0.80 3395.99 ± 6.63 ± 0.82 3396.13 ± 6.78 ± 0.80
0.012 - 0.016 3332.64 ± 8.28 ± 0.80 3312.71 ± 7.21 ± 0.86 3312.71 ± 7.38 ± 0.81
0.016 - 0.02 3234.55 ± 8.01 ± 0.98 3217.08 ± 7.02 ± 0.88 3215.93 ± 7.14 ± 0.88
0.02 - 0.024 3118.63 ± 7.88 ± 1.09 3102.76 ± 6.87 ± 0.96 3102.57 ± 7.03 ± 0.94
0.024 - 0.029 3712.84 ± 7.82 ± 0.81 3696.22 ± 7.07 ± 0.79 3695.87 ± 7.19 ± 0.80
0.029 - 0.034 3518.67 ± 7.48 ± 0.68 3502.23 ± 6.75 ± 0.70 3503.00 ± 6.90 ± 0.71
0.034 - 0.039 3294.80 ± 7.66 ± 0.64 3289.32 ± 6.92 ± 0.69 3289.38 ± 7.01 ± 0.70
0.039 - 0.045 3703.67 ± 7.29 ± 0.78 3694.78 ± 6.64 ± 0.64 3693.68 ± 6.74 ± 0.67
0.045 - 0.051 3423.22 ± 7.15 ± 0.52 3420.77 ± 6.49 ± 0.53 3419.66 ± 6.64 ± 0.53
0.051 - 0.057 3165.65 ± 7.20 ± 0.66 3163.85 ± 6.65 ± 0.73 3165.65 ± 6.84 ± 0.75
0.057 - 0.064 3393.30 ± 7.18 ± 0.72 3395.37 ± 6.66 ± 0.61 3395.55 ± 6.85 ± 0.65
0.064 - 0.072 3536.78 ± 7.17 ± 0.44 3539.48 ± 6.64 ± 0.42 3541.26 ± 6.80 ± 0.43
0.072 - 0.081 3578.06 ± 7.36 ± 0.29 3582.16 ± 6.81 ± 0.24 3584.07 ± 6.93 ± 0.23
0.081 - 0.091 3552.77 ± 7.36 ± 0.28 3559.80 ± 6.83 ± 0.32 3560.26 ± 6.96 ± 0.27
0.091 - 0.102 3457.91 ± 7.16 ± 0.76 3467.85 ± 6.60 ± 0.43 3468.78 ± 6.78 ± 0.52
0.102 - 0.114 3315.88 ± 7.53 ± 0.60 3324.24 ± 6.99 ± 0.40 3325.77 ± 7.17 ± 0.42
0.114 - 0.128 3381.74 ± 7.84 ± 0.41 3395.22 ± 7.35 ± 0.31 3395.84 ± 7.52 ± 0.34
0.128 - 0.145 3508.30 ± 7.70 ± 0.43 3518.18 ± 7.25 ± 0.38 3521.18 ± 7.45 ± 0.39
0.145 - 0.165 3458.22 ± 8.15 ± 0.53 3473.55 ± 7.73 ± 0.47 3474.68 ± 7.93 ± 0.48
0.165 - 0.189 3428.32 ± 7.77 ± 0.60 3441.94 ± 7.37 ± 0.57 3443.95 ± 7.55 ± 0.59
0.189 - 0.219 3445.28 ± 7.53 ± 0.71 3456.92 ± 7.09 ± 0.68 3460.40 ± 7.23 ± 0.67
0.219 - 0.258 3445.60 ± 7.35 ± 0.92 3459.31 ± 6.96 ± 0.84 3460.67 ± 7.08 ± 0.84
0.258 - 0.312 3492.82 ± 7.03 ± 1.12 3502.60 ± 6.73 ± 0.93 3503.48 ± 6.84 ± 0.98
0.312 - 0.391 3465.67 ± 6.46 ± 1.26 3476.51 ± 6.26 ± 1.07 3477.62 ± 6.37 ± 1.19
0.391 - 0.524 3472.45 ± 6.07 ± 1.37 3484.33 ± 5.91 ± 1.15 3483.96 ± 6.01 ± 1.33
0.524 - 0.695 2413.86 ± 5.71 ± 1.45 2423.15 ± 5.56 ± 1.23 2420.44 ± 5.63 ± 1.40
0.695 - 0.918 1663.29 ± 4.86 ± 1.56 1670.50 ± 4.70 ± 1.34 1667.23 ± 4.76 ± 1.46
0.918 - 1.153 949.87 ± 4.18 ± 1.55 955.91 ± 4.06 ± 1.39 952.13 ± 4.13 ± 1.53
1.153 - 1.496 741.66 ± 3.74 ± 1.35 746.65 ± 3.65 ± 1.27 743.88 ± 3.68 ± 1.39
1.496 - 1.947 487.76 ± 3.06 ± 1.15 491.83 ± 2.98 ± 1.12 489.56 ± 3.00 ± 1.21
1.947 - 2.522 309.36 ± 2.72 ± 0.94 311.49 ± 2.70 ± 0.91 310.40 ± 2.69 ± 0.95
2.522 - 3.277 206.94 ± 2.50 ± 0.83 208.09 ± 2.51 ± 0.80 207.30 ± 2.50 ± 0.78
3.277 - 5.0 200.97 ± 2.29 ± 0.73 201.91 ± 2.28 ± 0.69 201.06 ± 2.28 ± 0.66
5.0 - 10.0 169.14 ± 2.06 ± 0.56 168.99 ± 2.02 ± 0.54 168.61 ± 2.03 ± 0.57
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9.13 Combined differential measurement

The combination of the two Drell-Yan lepton pair channels is ther main result of
Ref. [54], hence this section is based on it. The combination is performed using χ2

minimization, following the best linear unbiased estimator prescription (Blue) [120,
132, 162]. The following explanation is based on Ref. [120]. This approach searches
for a combined stimate ŷ, which:

• is a linear combination of the channels yi to be combined,

• provides an unbiassed estimate and

• has a minimal variance.

In the context of this project, channel refers to the variations of both the muon and
the electron channel. Following the first criteria, ŷ can be written as:

ŷ =
∑

i

αi · yi, (9.26)

with αi being weighting factors of the different channels fullfilling
∑
αi = 1, as the

estimate has to be unbiassed. The variance of this approach, which is minimized, is
given by:

σ2 = ~αT ·E · ~α =
∑

i

∑

j

Eij · αi · αj (9.27)

with ~α being the vector of weights αi and E the error matrix. This matrix contains
the variances of the individual estimates as diagonal elements, while the off-diagonal
entries describe the correlations between pairs of estimates. The resulting ŷ is opti-
mized by performing χ2 minimization. The weights αi are applied for each bin. A
detailed breakdown of the results are shown in Tables A.12, A.13 and A.14 for pµµT as
well as Tables A.15, A.16 and A.17 for φ∗η in the appendix.

For the combination, the uncertainties are separated into two groups, one set of bin-
to-bin uncorrelated sources and another set of bin-to-bin correlated sources, the latter
being primarily reduced due to the normalization by the fiducial cross-section. Only
the pile-up, physics modeling and luminosity uncertainties are treated as correlated
between the two decay channels. The combination of the two channels leads to a re-
duction of the systematic uncertainty compared to the individual electron- and muon-
channel measurements. The dominant detector-related systematic uncertainties are
treated as largely uncorrelated.

The χ2 minimization process results in a χ2/Ndof = 47/44 for the combination of the
p``T distribution and a χ2/Ndof = 32/36 for the φ∗η distribution. These values, being
both close to 1, indicate a good agreement between the two channels. The combination
is performed on born-level. All results presented here are published in Ref. [54].
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The normalized differential cross-sections measured in both the Z → µµ and the
Z → ee channel are compared to the resulting combination in Figure 9.26. Hereby the
two channels differ between 0.1% and 0.5% for p``T < 100GeV, rising to 10% for larger
transverse momenta. As observed before, the overall precision in this regime is limited
by the data and MC statistics. This effect can be seen in the ratio plot of this Figure.
The pull distribution between the electron and muon channel is shown below the ratio
plot to visualize the contributions of each channel further. The pull is defined as the
difference between the two channels divided by the combined uncorrelated uncertainty.
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Figure 9.26: Measured normalized cross-section as a function of p``T (left) and
φ∗η(right), taken from Ref. [54]. The results are presented for both the
electron and muon channel as well as the combined result. Additionally
the ratio of the channels and the combined result is shown together
with the total uncertainties, shown as a blue band. The contribution
of each channel is shown by the Pull distribution.

In addition to this, the values of the combined differential cross-section are bin-wise
presented in Table 9.17. This table additionally provides the corresponding statistical
as well as the bin-to-bin uncorrelated and correlated systematic uncertainties. In order
to be able to transfer the result on born-level to the dressed-level, the kdr factor is given.
Further tables containing more detailed informations can be found in Section A.4.4 of
the appendix.

9.14 Comparison to theoretical predictions

As stated in the motivation, differential cross-sections of the Drell-Yan lepton pairs
are on the one hand needed for W boson related measurements. Additionally, they are
useful to tune MC generators due to the clean signature in the detector. This section
focuses on the comparison of a variety of different MC generator predictions to the
obtained combined measurement. These generators are Powheg+Pythia, Sherpa,
Pythia8 and RadISH. The generators are based on different theoretical approaches.
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Table 9.17: The measured combined normalized differential cross-sections, divided
by the bin-width, in the fiducial volume at born-level as well as a factor
kdr to translate from the Born particle-level to the dressed particle-level.
Shown in bins of p``T (left column) and φ∗η (right column). The table is
taken from Ref. [54].

Bin 1/σfid× Corr. Uncorr. kdr Bin 1/σfid× Corr. Uncorr. kdr

[GeV] dσ/dpµµT uncert. uncert. dσ/dφ∗µµ uncert. uncert.
[1/GeV]

0-2 0.024189 ± 0.15% ± 0.18% 0.978 0-0.004 8.8053 ± 0.03% ± 0.13% 0.992
2-4 0.051144 ± 0.06% ± 0.08% 0.985 0.004-0.008 8.6969 ± 0.03% ± 0.13% 0.993
4-6 0.053232 ± 0.05% ± 0.08% 0.994 0.008-0.012 8.5624 ± 0.02% ± 0.13% 0.993
6-8 0.047383 ± 0.05% ± 0.08% 1.000 0.012-0.016 8.3378 ± 0.02% ± 0.13% 0.994
8-10 0.040568 ± 0.04% ± 0.09% 1.010 0.016-0.02 8.0881 ± 0.03% ± 0.14% 0.994
10-12 0.034317 ± 0.06% ± 0.11% 1.010 0.02-0.024 7.7920 ± 0.03% ± 0.14% 0.995
12-14 0.029157 ± 0.07% ± 0.12% 1.010 0.024-0.029 7.4174 ± 0.02% ± 0.12% 0.995
14-16 0.024804 ± 0.06% ± 0.14% 1.010 0.029-0.034 7.0360 ± 0.02% ± 0.13% 0.996
16-18 0.021268 ± 0.05% ± 0.15% 1.010 0.034-0.039 6.5989 ± 0.02% ± 0.13% 0.998
18-20 0.018325 ± 0.04% ± 0.16% 1.010 0.039-0.045 6.1608 ± 0.02% ± 0.12% 0.998
20-22.5 0.015605 ± 0.03% ± 0.14% 1.010 0.045-0.051 5.7085 ± 0.01% ± 0.13% 0.999
22.5-25 0.01318 0 ± 0.03% ± 0.15% 1.000 0.051-0.057 5.2791 ± 0.02% ± 0.14% 1.000
25-27.5 0.011207 ± 0.04% ± 0.17% 1.000 0.057-0.064 4.8488 ± 0.02% ± 0.13% 1.000
27.5-30 0.0095568 ± 0.05% ± 0.19% 0.999 0.064-0.072 4.4139 ± 0.01% ± 0.12% 1.000
30-33 0.0081029 ± 0.06% ± 0.17% 0.998 0.072-0.081 3.9705 ± 0.01% ± 0.12% 1.000
33-36 0.0067881 ± 0.08% ± 0.19% 0.996 0.081-0.091 3.5515 ± 0.01% ± 0.12% 1.000
36-39 0.0057563 ± 0.09% ± 0.21% 0.994 0.091-0.102 3.1421 ± 0.02% ± 0.13% 1.000
39-42 0.0048769 ± 0.12% ± 0.23% 0.993 0.102-0.114 2.7659 ± 0.01% ± 0.13% 1.000
42-45 0.0041688 ± 0.12% ± 0.25% 0.992 0.114-0.128 2.4125 ± 0.01% ± 0.13% 1.000
45-48 0.0035213 ± 0.14% ± 0.28% 0.993 0.128-0.145 2.0648 ± 0.01% ± 0.12% 1.000
48-51 0.0029751 ± 0.17% ± 0.31% 0.991 0.145-0.165 1.7299 ± 0.02% ± 0.13% 1.000
51-54 0.0025433 ± 0.18% ± 0.35% 0.992 0.165-0.189 1.4282 ± 0.02% ± 0.13% 1.000
54-57 0.0021832 ± 0.20% ± 0.38% 0.994 0.189-0.219 1.1469 ± 0.02% ± 0.12% 1.000
57-61 0.0018779 ± 0.15% ± 0.31% 0.994 0.219-0.258 0.8848 ± 0.02% ± 0.12% 1.000
61-65 0.0015932 ± 0.17% ± 0.35% 0.994 0.258-0.312 0.6470 ± 0.03% ± 0.11% 1.000
65-70 0.0013519 ± 0.16% ± 0.32% 0.995 0.312-0.391 0.4387 ± 0.03% ± 0.11% 1.000
70-75 0.0011323 ± 0.17% ± 0.37% 0.995 0.391-0.524 0.2610 ± 0.03% ± 0.10% 1.000
75-80 0.0009574 ± 0.20% ± 0.43% 0.995 0.524-0.695 0.1414 ± 0.04% ± 0.13% 1.000
80-85 0.0008150 ± 0.22% ± 0.49% 0.995 0.695-0.918 0.07462 ± 0.07% ± 0.17% 1.000
85-95 0.0006537 ± 0.14% ± 0.29% 0.996 0.918-1.153 0.04047 ± 0.12% ± 0.27% 1.000
95-105 0.0004849 ± 0.18% ± 0.37% 0.995 1.153-1.496 0.02167 ± 0.14% ± 0.30% 1.000
105-125 0.0003291 ± 0.12% ± 0.25% 0.996 1.496-1.947 0.01084 ± 0.18% ± 0.42% 1.000
125-150 0.0001861 ± 0.16% ± 0.32% 0.994 1.947-2.522 0.005386 ± 0.23% ± 0.59% 1.000
150-175 0.0001050 ± 0.24% ± 0.51% 0.993 2.522-3.277 0.002738 ± 0.31% ± 0.79% 1.000
175-200 6.1279·10−5 ± 0.30% ± 0.78% 0.992 3.277-5.000 0.0011730 ± 0.29% ± 0.72% 1.000
200-250 3.0584·10−5 ± 0.22% ± 0.66% 0.995 5.000-10.00 0.0003372 ± 0.30% ± 0.78% 0.997
250-300 1.2211·10−5 ± 0.34% ± 1.4% 0.997
300-350 5.9026·10−6 ± 0.56% ± 2.3% 0.994
350-400 2.7742·10−6 ± 0.90% ± 3.8% 0.991
400-470 1.2513·10−6 ± 0.82% ± 4.9% 0.991
470-550 5.5219·10−7 ± 1.2% ± 7.9% 0.994
550-650 2.0165·10−7 ± 1.5% ± 13% 0.995
650-900 5.1153·10−8 ± 1.8% ± 16% 0.990
900-2500 1.5735·10−9 ± 6.3% ± 60% 0.964
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This way, both the soft and hard emissions from ISR are taken into account. Unless
stated otherwise, the predictions do not consider NNLO electroweak effects. The gen-
erator descriptions and prediction discussion are taken from Ref. [54], which provides
in-detail information about the generators and software packages used, as the predic-
tions were not created in the context of this thesis, but are provided by the ATLAS
community. Figure 9.27 shows both the predictions and the combined measurement
in bins of p``T and φ∗η combined cross-section measurement including the ratios of pre-
dictions and data.

The first two predictions were created using the same generator setup as used for the
W -boson mass measurement at 7TeV LHC data [14]. These were chosen as this mea-
surement required a high-precision description of the W -boson transverse momentum
spectrum at low p`νT . Pythia8 with matrix elements at leading-order in αs, supple-
mented with a parton shower with the AZ set of tuned parameters [15], as well as
Powheg+Pythia8 using NLO matrix elements with the Pythia8 parton shower
parameters set and AZNLO tune [15] are used. Both tunes are optimized to describe
the ATLAS 7TeV p``T and φ∗η data [13, 15].

The third prediction is simulated using the Sherpa v2.2.1 [32] generator. Used PDF
and parton shower are described in Section 9.4. Furthermore, the Comix [101] and
OpenLoops [43, 81] libraries are used to calculate NLO-accurate matrix elements for
up to two partons as well as LO-accurate matrix elements for up to four partons. Un-
certainties from missing higher-orders are evaluated [33] using seven variations of the
QCD factorization and renormalization scales in the matrix elements by factors of 0.5
and 2, avoiding variations in opposite directions. The effect of each variation is fully
correlated across the full spectrum. The envelope of all variations is taken as final
uncertainty, resulting in uncertainties of 3–4% in the low-bins of p``T and φ∗η, rising to
25% in the high bins. The effects of PDF uncertainties are found to be very small,
typically < 1% for low bins, and a few percent above.

The fourth prediction is created using the RadISH program [29, 30], which combines
a fixed-order NNLO prediction of Z+jet production (O(α3

s)) from NNLOjet [99]
with resummation of log(m``/pµµT ) terms at next-to-next-to-next- to-leading-logarithm
(N3LL) accuracy [31] using the The NNPDF3.1nnlo PDFs set [24]. Uncertainties for
this prediction are derived from variations of µR and µF in the same way as for the
Sherpa prediction described above and, also, two variations of Q by a factor of two
up and down, assuming that the effects of scale variations are fully correlated across
the full spectrum.

Pythia-based predictions describe the 13TeV data to within 2–4% for p``T < 40GeV
and φ∗η < 0.5. The prediction using the AZ tune is better-suited modeling the measured
data, showing that predictions based on 7TeV collision data can be used for higher
center-of-mass energies data in the low p``T regime. In higher bins, the prediction
underestimates the data due to missing higher-order matrix elements.
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Figure 9.27: Comparison of the normalized p``T (upper) and φ∗η(middle) distributions
predicted by different computations to the born-level combined mea-
surement. The uncertainties of the measurement are shown as vertical
bars. Taken from Ref. [54]
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The Sherpa prediction does not sufficiently well model the normalized spectrum in
the low-bin regime of pµµT < 25GeV and φ∗η < 0.1. Above these bins, the data is
modeled to within ≈ 4 % up to the point where statistical uncertainties in the data
become significant, which is better than the uncertainty estimate obtained from scale
variations. Lastly, the RadISH prediction describes the data well over the full spec-
trum with uncertainties of typically 1–3%, highlighting the benefits of this prediction.
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Figure 9.28: Comparison of the normalized p``T distributions predicted by differ-
ent computations to the born-level combined measurement in the range
pµµT > 10GeV. The uncertainties of the measurement are shown as
vertical bars. The theoretical uncertainties on the textscNNLOjet pre-
dictions are not shown, but have been estimated to be up to 5% for
p``T ≈ 1TeV [119]. Taken from Ref. [54].

In a second study, the p``T measurement is compared to predictions in bins of pµµT >
10GeV, as the NNLOjet prediction used in RadISH is only expected to describe the
data at sufficiently large p``T & 15GeV [99]. In addition to the Sherpa prediction,
the data is compared to fixed-order NNLOjet predictions both with and without
NLO electroweak corrections [82]. As shown in Figure 9.28, the application of NLO
electroweak corrections lead to a reduction of up to 20% at the higher end of the p``T
spectrum. In this region, NNLOjet predictions without NLO EW corrections gen-
erally overestimate while including the corrections lead to an underestimation. The
difference between those is not more significant than the uncertainties in the measure-
ments.
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9.15 Summary of the Cross-Section Measurement

This chapter presented the result of the high precision measurement of the cross-section
of the Drell-Yan lepton pair production process. The cross-sections were measured both
integrated and differential in bins of pµµT and φ∗η using 36.1 fb−1 of data from proton-
proton collisions recorded in 2015 and 2016 at a center-of-mass energy of 13TeV with
the ATLAS experiment. A series of kinematic cuts define the fiducial volume. Those
affect the lepton transverse momentum p`t > 27GeV as well as its |η`| < 2.5 while the
analysis is limited to the Z peak region 66 < m`` < 116GeV.

Utilizing the 2015 and 2016 dataset allows this analysis to cover a kinematic range
up to the TeV-regime and dedicated MC samples are used to correct for background
processes and detector inefficiencies. The cross-section results from the muon and elec-
tron channels, which were both measured separately, were combined using Blue and
show good agreement between the two channels. As the uncertainties limiting this
measurement are mostly uncorrelated, the combination increased the precision of the
analysis. Its normalized uncertainty is lower than 0.2% for p``T < 30GeV, providing
crucial information to validate and tune MC event generators. Furthermore, it can be
used to constrain models of vector-boson production, which are essential for measure-
ments of the W -boson mass as well as searches for new physics at high p``T .

The results of both the fiducial integrated and normalized differential cross-section
measurements are compared to theoretical predictions. The measured integrated cross-
section is compared to a fixed-order perturbative QCD prediction, showing good agree-
ment within uncertainties. The measured differential cross-sections in bins of both p``T
and φ∗η are compared to a set of four different theoretical predictions.

Pythia8 parton shower based predictions using parameters tuned to 7 TeV data
are found to describe the 13TeV data well in the low-bin regime of both p``T and
φ∗η. On the other hand, both Sherpa based predictions and fixed-order NNLOjet
predictions provide a good description of the data at high p``T . Predictions calculated
using RadISH agree with the measured result over the full spectrum.
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Chapter10
Conclusion and Outlook

This thesis covers two approaches to improving the measurement of the W boson mass
utilizing Z boson Drell-Yan process data. Both projects aim to reduce the model
uncertainty by improving measurements of the W boson transverse momentum and
resulted in dedicated main-author publications, namely Ref. [34] and Ref [54].

The first approach investigates the application of deep convolutional neural networks
to mitigate the effects of pileup and enables a direct measurement of the W boson
transverse momentum. Therefore, a first study of the application of image recognition
techniques and deep convolutional neural networks on event images has been per-
formed. A 10 layer artificial neural network is trained on binned event images with 50
bins in η and 64 bins in ϕ to predict the hard scatter particle-level image without pileup
contributions. Two ANNs are trained, one utilizing a global, eventwise physics param-
eter, the missing transverse momentum, as loss function, while the second network
describes the loss by local bin fluctuations. The ANNs show a more stable behavior
compared to other pileup mitigation techniques like Voronoi subtraction, Constituent
Subtraction or SoftKiller, but were not able to fully reconstruct events without bias.
Additional application fields can be found in a low-level trigger environment, where
speed and implementation size of an algorithm is more critical than maximum preci-
sion due to the binned nature of this approach and the small size of the network.

In the context of the W boson transverse momentum measurement, this approach re-
duces bin migration effects compared to the measurement using the hadronic recoil. It
shows a neglectable dependence on pileup activity. On the downside, this approach still
shows a significant model dependence due to the choice of the particle-level definition
and the limitation to the ATLAS barrel region.
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Until these rather technical than intrinsic limitations are solved, a better approach
of limiting the model uncertainty consists of tuning MonteCarlo generators. This is
done using results obtained by Drell-Yan lepton pair production processes, which are
kinematically similar to leptonic W boson decays.

Such a measurement is described in the second part of this thesis, measuring the Drell-
Yan lepton pair production cross-section both differential in bins of p``T and φ∗η and
integrated over the fiducial volume. Hereby, the fiducial volume of the measurement
is defined by the Z peak region 66GeV < m`` < 116GeV and the lepton being recon-
structed in the ATLAS barrel region

∣∣η`
∣∣ < 2.5. The measurement was performed for

the Drell-Yan muon decay channel and later combined with the measured results of
the electron decay channel.

The integrated cross-section measurement resulted in 736.2± 0.2± 6.4± 15.5 pb. Un-
certainties covering both statistical and systematical influences limiting the precision
of this measurement are studied and discussed, resulting in an uncertainty of below
0.3 % for most of the bins of the measured normalized differential cross-section, one
of the most precise measurements within ATLAS thus far. The application of this
result in the context of a new W boson mass measurement using the ATLAS detector
is currently ongoing.
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A.1 GoodRunLists

The GoodRunLists for 2015 and 2016 are summarized below:

Table A.1: 2015 and 2016 GoodRunLists

Year GoddRunList

2015 data15_13TeV.periodAllYear_DetStatus-v79-repro20-02_DQDefects-00-02-02_PHYS_StandardGRL_All_Good_25ns.xml
2016 data16_13TeV.periodAllYear_DetStatus-v88-pro20-21_DQDefects-00-02-04_PHYS_StandardGRL_All_Good_25ns.xml

A.2 Data samples

Events recorded during data taking are available in containers divided per runs or per
periods. The DAOD_STDM3 group derivation is used in both the electron and muon
channels, re-processed with p-tag 2950. The data containers have the following format:
data1*_13TeV.*.physics_Main.merge.DAOD_STDM3.*_p2950/.

Table A.2: Data containers included in analysis in Z → µµ channel

Dataset container
data15_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp15_v01_p2950
data15_13TeV.periodE.physics_Main.PhysCont.DAOD_STDM3.grp15_v02_p2950
data15_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp15_v01_p2950
data15_13TeV.periodG.physics_Main.PhysCont.DAOD_STDM3.grp15_v01_p2950
data15_13TeV.periodH.physics_Main.PhysCont.DAOD_STDM3.grp15_v01_p2950
data15_13TeV.periodJ.physics_Main.PhysCont.DAOD_STDM3.grp15_v01_p2950
data16_13TeV.periodA.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodB.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodC.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodD.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodE.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodF.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodG.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodI.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodK.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
data16_13TeV.periodL.physics_Main.PhysCont.DAOD_STDM3.grp16_v01_p2950
Total:

∫
L =36 074.56 pb−1
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A.3 Monte Carlo Samples

The MC samples: And the Sherpa signal samples:

Table A.3: Cross section, filtering efficiency and k-factors for Powheg signal and
background samples

Process Generator DSID Cross-section [pb] GenFiltEff k-factor tag

Z → µµ Powheg 361107 1901.2 1.0 1.026 e3601_s2576_s2132_r7725_r7676_p2952

tt̄ Powheg 410501 730.19 0.54383 1.139 e5458_s2726_r7772_r7676_p3314
t. chan. Powheg 410011 43.739 1.0 1.009 e3824_s2608_s2183_r7725_r7676_p3314

Powheg 410012 25.778 1.0 1.019 e3824_s2608_s2183_r7725_r7676_p3314
Wt. chan. Powheg 410013 34.009 1.0 1.054 e3753_s2608_s2183_r7725_r7676_p3314

Powheg 410014 33.989 1.0 1.054 e3753_s2608_s2183_r7725_r7676_p3314
W+ → eν Powheg 361100 11306 1.0 1.017 e3601_s2576_s2132_r7725_r7676_p3314
W+ → µν Powheg 361101 11306 1.0 1.017 e3601_s2576_s2132_r7725_r7676_p3314
W+ → τν Powheg 361102 11306 1.0 1.0172 e3601_s2576_s2132_r7725_r7676_p3314
W− → eν Powheg 361103 8282.9 1.0 1.036 e3601_s2576_s2132_r7725_r7676_p3314
W− → µν Powheg 361104 8282.9 1.0 1.036 e3601_s2576_s2132_r7725_r7676_p3314
W− → τν Powheg 361105 8282.9 1.0 1.036 e3601_s2576_s2132_r7772_r7676_p3314
Z → ττ Powheg 361108 1901.2 1.0 1.026 e3601_s2726_r7725_r7676_p3314

WWlvlv Powheg 361600 10.637 1.0 1.0 e4616_s2726_r7772_r7676_p3314
WWlvqq Powheg 361606 44.821 1.0 1.0 e4711_s2726_r7772_r7676_p3314
WZlvll Powheg 361601 4.4625 1.0 1.0 e4054_s2608_s2183_r7725_r7676_p2949
WZlvvv Powheg 361602 2.778 1.0 1.0 e4054_s2608_s2183_r7725_r7676_p3314
WZqqll Sherpa 361607 3.2777 1.0 1.0 e4711_s2726_r7772_r7676_p3314
WZlvqq Powheg 361609 10.086 1.0 1.0 e4711_s2726_r7772_r7676_p3314
ZZllll Powheg 361603 1.2689 1.0 1.0 e4475_s2726_r7772_r7676_p3314
ZZvvll Powheg 361604 0.92318 1.0 1.0 e4475_s2726_r7772_r7676_p3314
WqqZll Sherpa 363358 3.437 1.0 1.0 e5525_s2726_r7772_r7676_p2949
ZqqZll Sherpa 363356 15.563 0.14089 1.0 e5525_s2726_r7772_r7676_p2949

Photon induced (e channel) Pythia 363672 17.494 0.11564 1.0 e4913_s2726_r7773_r7676_p3314
(e channel) Pythia 363673 1.7919 0 .31443 1.0 e4913_s2726_r7773_r7676_p3314
(e channel) Pythia 363674 0.13862 0 .37842 1.0 e4913_s2726_r7773_r7676_p3314
(mu channel) Pythia 363675 109.170 0.072923 1.0 e4913_s2726_r7773_r7676_p3314
(mu channel) Pythia 363676 17.477 0.26481 1.0 e4913_s2726_r7773_r7676_p3314
(mu channel) Pythia 363677 1.791 0.34228 1.0 e4913_s2726_r7773_r7676_p3314
(mu channel) Pythia 363678 0.13884 0.38183 1.0 e4913_s2726_r7773_r7676_p3314

Table A.4: Details of the Sherpa samples used in the analysis.

Process DSID pµµT Veto/Filter Cross-section [pb] GenFiltEff k-factor

Z → µµ 364100 0-70 GeV CVetoBVeto 1982.3 0.82179 0.975
364101 0-70 GeV CFilterBVeto 1982.1 0.11356 0.975
364102 0-70 GeV BFilter 1981.6 0.06574 0.975
364103 70-140 GeV CVetoBVeto 109.07 0.68978 0.975
364104 70-140 GeV CFilterBVeto 108.94 0.19588 0.975
364105 70-140 GeV BFilter 108.98 0.12052 0.975
364106 140-280 GeV CVetoBVeto 39.884 0.60179 0.975
364107 140-280 GeV CFilterBVeto 39.857 0.23545 0.975
364108 140-280 GeV BFilter 39.892 0.15628 0.975
364109 280-500 GeV CVetoBVeto 8.526 0.56012 0.975
364110 280-500 GeV CFilterBVeto 8.5261 0.26632 0.975
364111 280-500 GeV BFilter 8.5276 0.17657 0.975
364112 500-1000 GeV 1.787 1.0 0.975
364113 1000 GeV 0.148 1.0 0.975
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A.4 Drell-Yan analysis tables

A.4.1 Background contamination tables

Table A.5: Z→ µµ transverse momentum signal and background events (Powheg)

pµµT -bin data EWK Background (Z→ ττ , Diboson) Photon induced W → lν Top-Quark Pairs, single top Multijet Background

0.0-2.0 774992.0±880.3 505.4±22.5 316.8±17.8 0.0±0.0 45.0±6.7 16.0±9.8
2.0-4.0 1739841.0±1319.0 625.9±25.0 456.5±21.4 0.0±0.0 126.7±11.3 -5.6±4.9
4.0-6.0 1910029.0±1382.0 1145.9±33.9 483.3±22.0 0.0±0.0 212.7±14.6 9.1±10.8
6.0-8.0 1741572.0±1319.7 1101.3±33.2 347.7±18.6 0.0±0.0 304.2±17.4 6.5±12.0
8.0-10.0 1501796.0±1225.5 1171.8±34.2 353.1±18.8 13.7±3.7 376.1±19.4 23.4±16.3
10.0-12.0 1273443.0±1128.5 1284.2±35.8 246.3±15.7 0.0±0.0 412.9±20.3 46.0±18.7
12.0-14.0 1081168.0±1039.8 1134.3±33.7 184.0±13.6 10.1±3.2 489.7±22.1 36.5±18.7
14.0-16.0 919721.0±959.0 1088.0±33.0 175.9±13.3 16.6±4.1 544.9±23.3 26.0±16.5
16.0-18.0 786335.0±886.8 1023.5±32.0 168.4±13.0 4.8±2.2 591.9±24.3 18.9±16.0
18.0-20.0 673716.0±820.8 966.2±31.1 142.3±11.9 0.0±0.0 673.3±25.9 25.0±16.5
20.0-22.5 714042.0±845.0 1202.2±34.7 160.4±12.7 0.0±0.0 818.0±28.6 23.3±18.4
22.5-25.0 599581.0±774.3 1182.0±34.4 157.8±12.6 0.0±0.0 918.5±30.3 36.7±20.7
25.0-27.5 507623.0±712.5 1149.4±33.9 112.7±10.6 0.0±0.0 919.9±30.3 101.7±26.1
27.5-30.0 433271.0±658.2 1194.3±34.6 98.8±9.9 0.0±0.0 1008.9±31.8 7.2±17.5
30.0-33.0 440628.0±663.8 1524.7±39.0 103.0±10.2 202.5±14.2 1225.1±35.0 -77.9±95.0
33.0-36.0 370191.0±608.4 1302.1±36.1 88.1±9.4 21.0±4.6 1268.3±35.6 13.0±21.0
36.0-39.0 312420.0±558.9 1289.1±35.9 38.6±6.2 8.0±2.8 1335.0±36.5 49.3±24.0
39.0-42.0 264897.0±514.7 1271.3±35.7 55.1±7.4 0.0±0.0 1341.4±36.6 77.9±27.3
42.0-45.0 226004.0±475.4 1232.9±35.1 32.5±5.7 0.0±0.0 1347.1±36.7 28.6±23.7
45.0-48.0 192434.0±438.7 1096.1±33.1 57.5±7.6 4.5±2.1 1422.4±37.7 45.0±22.8
48.0-51.0 164631.0±405.7 990.9±31.5 24.4±4.9 0.0±0.0 1432.9±37.9 38.5±22.7
51.0-54.0 141460.0±376.1 923.6±30.4 19.8±4.5 0.0±0.0 1442.8±38.0 50.7±23.3
54.0-57.0 123215.0±351.0 910.5±30.2 17.6±4.2 0.0±0.0 1488.5±38.6 11.1±16.8
57.0-61.0 142747.0±377.8 1073.9±32.8 22.1±4.7 104.7±10.2 1969.4±44.4 45.1±24.8
61.0-65.0 121548.0±348.6 998.6±31.6 31.8±5.6 3.9±2.0 1927.7±43.9 15.0±19.7
65.0-70.0 130108.0±360.7 1107.3±33.3 24.4±4.9 6.6±2.6 2434.6±49.3 36.8±23.5
70.0-75.0 109096.0±330.3 1028.6±32.1 36.0±6.0 0.0±0.0 2319.0±48.2 64.4±26.5
75.0-80.0 93247.0±305.4 905.8±30.1 11.9±3.5 0.0±0.0 2228.8±47.2 9.0±18.8
80.0-85.0 79746.0±282.4 796.9±28.2 7.2±2.7 0.0±0.0 2061.7±45.4 22.3±21.1
85.0-95.0 128911.0±359.0 1373.7±37.1 20.4±4.5 0.0±0.0 3549.3±59.6 56.7±24.3
95.0-105.0 97469.0±312.2 1110.1±33.3 15.8±4.0 0.0±0.0 2770.7±52.6 54.6±23.4
105.0-125.0 132065.0±363.4 1708.7±41.3 23.2±4.8 0.0±0.0 3485.1±59.0 -1.0±91.5
125.0-150.0 94220.0±307.0 1386.0±37.2 12.6±3.5 0.0±0.0 1833.4±42.8 75.6±23.8
150.0-175.0 53126.0±230.5 897.5±30.0 6.2±2.5 0.0±0.0 645.4±25.4 22.1±13.9
175.0-200.0 31046.0±176.2 593.2±24.4 1.7±1.3 0.0±0.0 234.0±15.3 12.6±10.9
200.0-250.0 30908.0±175.8 662.8±25.7 5.7±2.4 13.0±3.6 156.3±12.5 9.1±9.9
250.0-300.0 12787.0±113.1 363.1±19.1 4.6±2.1 0.0±0.0 42.8±6.5 4.9±6.2
300.0-350.0 6059.0±77.8 175.2±13.2 0.7±0.8 0.0±0.0 19.1±4.4 11.5±7.5
350.0-400.0 2903.0±53.9 98.5±9.9 0.3±0.5 0.0±0.0 5.0±2.2 -0.9±0.4
400.0-470.0 1916.0±43.8 70.0±8.4 0.2±0.5 0.0±0.0 2.8±1.7 3.9±4.3
470.0-550.0 939.0±30.6 39.1±6.3 0.3±0.5 0.0±0.0 1.1±1.1 -0.2±0.2
550.0-650.0 504.0±22.4 34.8±5.9 0.0±0.1 0.0±0.0 0.4±0.7 -0.2±0.2
650.0-900.0 286.0±16.9 15.7±4.0 0.0±0.0 0.0±0.0 0.0±0.0 -0.2±0.2
900.0-2500.0 62.0±7.9 3.2±1.8 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0
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Table A.6: Z→ µµ transverse momentum background fractions (Powheg)

pµµT -bin EWK Background (Z→ ττ , Diboson) [%] Photon induced [%] W → lν [%] Top-Quark Pairs, single top [%] Multijet Background [%]

0.0-2.0 0.065±0.003 0.041±0.002 0.000±0.000 0.006±0.001 0.002±0.001
2.0-4.0 0.036±0.001 0.026±0.001 0.000±0.000 0.007±0.001 -0.000±0.000
4.0-6.0 0.060±0.002 0.025±0.001 0.000±0.000 0.011±0.001 0.000±0.001
6.0-8.0 0.063±0.002 0.020±0.001 0.000±0.000 0.017±0.001 0.000±0.001
8.0-10.0 0.078±0.002 0.024±0.001 0.001±0.000 0.025±0.001 0.002±0.001
10.0-12.0 0.101±0.003 0.019±0.001 0.000±0.000 0.032±0.002 0.004±0.001
12.0-14.0 0.105±0.003 0.017±0.001 0.001±0.000 0.045±0.002 0.003±0.002
14.0-16.0 0.118±0.004 0.019±0.001 0.002±0.000 0.059±0.003 0.003±0.002
16.0-18.0 0.130±0.004 0.021±0.002 0.001±0.000 0.075±0.003 0.002±0.002
18.0-20.0 0.143±0.005 0.021±0.002 0.000±0.000 0.100±0.004 0.004±0.002
20.0-22.5 0.168±0.005 0.022±0.002 0.000±0.000 0.115±0.004 0.003±0.003
22.5-25.0 0.197±0.006 0.026±0.002 0.000±0.000 0.153±0.005 0.006±0.003
25.0-27.5 0.226±0.007 0.022±0.002 0.000±0.000 0.181±0.006 0.020±0.005
27.5-30.0 0.276±0.008 0.023±0.002 0.000±0.000 0.233±0.007 0.002±0.004
30.0-33.0 0.346±0.009 0.023±0.002 0.046±0.003 0.278±0.008 -0.018±0.022
33.0-36.0 0.352±0.010 0.024±0.003 0.006±0.001 0.343±0.010 0.004±0.006
36.0-39.0 0.413±0.012 0.012±0.002 0.003±0.001 0.427±0.012 0.016±0.008
39.0-42.0 0.480±0.013 0.021±0.003 0.000±0.000 0.506±0.014 0.029±0.010
42.0-45.0 0.546±0.016 0.014±0.003 0.000±0.000 0.596±0.016 0.013±0.010
45.0-48.0 0.570±0.017 0.030±0.004 0.002±0.001 0.739±0.020 0.023±0.012
48.0-51.0 0.602±0.019 0.015±0.003 0.000±0.000 0.870±0.023 0.023±0.014
51.0-54.0 0.653±0.022 0.014±0.003 0.000±0.000 1.020±0.027 0.036±0.017
54.0-57.0 0.739±0.025 0.014±0.003 0.000±0.000 1.208±0.032 0.009±0.014
57.0-61.0 0.752±0.023 0.015±0.003 0.073±0.007 1.380±0.031 0.032±0.017
61.0-65.0 0.822±0.026 0.026±0.005 0.003±0.002 1.586±0.036 0.012±0.016
65.0-70.0 0.851±0.026 0.019±0.004 0.005±0.002 1.871±0.038 0.028±0.018
70.0-75.0 0.943±0.030 0.033±0.006 0.000±0.000 2.126±0.045 0.059±0.024
75.0-80.0 0.971±0.032 0.013±0.004 0.000±0.000 2.390±0.051 0.010±0.020
80.0-85.0 0.999±0.036 0.009±0.003 0.000±0.000 2.585±0.058 0.028±0.027
85.0-95.0 1.066±0.029 0.016±0.004 0.000±0.000 2.753±0.047 0.044±0.019
95.0-105.0 1.139±0.034 0.016±0.004 0.000±0.000 2.843±0.055 0.056±0.024
105.0-125.0 1.294±0.032 0.018±0.004 0.000±0.000 2.639±0.045 -0.001±0.069
125.0-150.0 1.471±0.040 0.013±0.004 0.000±0.000 1.946±0.046 0.080±0.025
150.0-175.0 1.689±0.057 0.012±0.005 0.000±0.000 1.215±0.048 0.042±0.026
175.0-200.0 1.911±0.079 0.005±0.004 0.000±0.000 0.754±0.049 0.041±0.035
200.0-250.0 2.144±0.084 0.018±0.008 0.042±0.012 0.506±0.041 0.029±0.032
250.0-300.0 2.840±0.151 0.036±0.017 0.000±0.000 0.335±0.051 0.038±0.048
300.0-350.0 2.891±0.222 0.011±0.014 0.000±0.000 0.315±0.072 0.190±0.124
350.0-400.0 3.392±0.348 0.010±0.019 0.000±0.000 0.171±0.077 -0.031±0.012
400.0-470.0 3.653±0.445 0.011±0.024 0.000±0.000 0.144±0.087 0.203±0.226
470.0-550.0 4.168±0.680 0.028±0.055 0.000±0.000 0.121±0.114 -0.016±0.016
550.0-650.0 6.895±1.209 0.004±0.030 0.000±0.000 0.085±0.130 -0.038±0.038
650.0-900.0 5.483±1.422 0.000±0.000 0.000±0.000 0.000±0.000 -0.061±0.061
900.0-2500.0 5.152±2.956 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000
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A.4.2 Influence of the W + Z → qq + ll sample

Table A.7: Difference in the normalized differential cross-section in bins of the Z
boson transverse momentum if including theW+Z → qq+ll background
process or not. Shown are bin entries of the measurement together with
its uncertainty. No bin shows a difference within the uncertainties, hence
no effect is observed.

Bin dσ/σ with W + Z → qq + ll [GeV] dσ/σ without W + Z → qq + ll [GeV]

0.0-2.0 4837.52± 30.18 4834.84± 30.17
2.0-4.0 10239.19± 29.92 10233.58± 29.91
4.0-6.0 10651.13± 9.09 10645.40± 9.08
6.0-8.0 9499.37± 11.83 9494.47± 11.83
8.0-10.0 8114.16± 13.78 8110.23± 13.77
10.0-12.0 6859.96± 6.86 6856.79± 6.86
12.0-14.0 5841.68± 7.63 5839.25± 7.62
14.0-16.0 4961.00± 5.87 4959.31± 5.87
16.0-18.0 4261.27± 8.08 4260.03± 8.08
18.0-20.0 3660.17± 4.94 3659.29± 4.94
20.0-22.5 3903.01± 3.82 3902.39± 3.82
22.5-25.0 3286.24± 3.93 3286.04± 3.93
25.0-27.5 2804.63± 3.33 2804.75± 3.33
27.5-30.0 2387.81± 1.93 2388.17± 1.93
30.0-33.0 2428.67± 2.96 2429.42± 2.96
33.0-36.0 2037.65± 2.38 2038.62± 2.38
36.0-39.0 1726.71± 2.59 1727.78± 2.59
39.0-42.0 1461.34± 2.65 1462.51± 2.66
42.0-45.0 1247.47± 1.87 1248.69± 1.88
45.0-48.0 1053.01± 2.36 1054.21± 2.36
48.0-51.0 895.59± 1.92 896.74± 1.92
51.0-54.0 759.70± 1.93 760.82± 1.93
54.0-57.0 647.45± 2.10 648.49± 2.10
57.0-61.0 751.45± 1.45 752.81± 1.45
61.0-65.0 634.09± 1.80 635.33± 1.80
65.0-70.0 674.30± 1.16 675.75± 1.17
70.0-75.0 563.78± 1.20 565.29± 1.20
75.0-80.0 476.27± 1.56 477.56± 1.56
80.0-85.0 404.33± 1.16 405.52± 1.17
85.0-95.0 650.39± 1.67 652.50± 1.68
95.0-105.0 484.51± 1.89 486.29± 1.90
105.0-125.0 653.64± 1.67 656.46± 1.67
125.0-150.0 460.83± 1.67 463.29± 1.68
150.0-175.0 260.60± 1.11 262.28± 1.12
175.0-200.0 150.79± 1.03 151.90± 1.04
200.0-250.0 151.03± 1.15 152.32± 1.16
250.0-300.0 59.40± 0.82 60.05± 0.83
300.0-350.0 29.22± 0.55 29.58± 0.55
350.0-400.0 14.00± 0.45 14.25± 0.45
400.0-470.0 8.46± 0.21 8.61± 0.21
470.0-550.0 4.51± 0.33 4.60± 0.34
550.0-650.0 1.99± 0.15 2.04± 0.16
650.0-900.0 1.21± 0.06 1.25± 0.06
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A.4.3 Fiducial cross section tables

Table A.8: Measured normalized pµµT cross-section on bare-level definition including
a full breakdown of relative uncertainties. The first three uncertainties
(Stat, MCStat as well as electron efficiencies) are bin-to-bin uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 2 0.0463828 0.282 0.196 0.022 0.170 0.093 0.001 0.008 0.000 0.000 0.000 0.001 0.059 0.048 0.005
2 - 4 0.0994908 0.120 0.096 0.008 0.061 0.068 0.007 0.003 0.000 0.000 0.000 0.000 0.006 0.045 0.002
4 - 6 0.105382 0.102 0.088 0.008 0.060 0.067 0.000 0.003 0.000 0.000 0.000 0.000 0.018 0.000 0.002
6 - 8 0.095502 0.121 0.096 0.008 0.058 0.037 0.001 0.003 0.000 0.000 0.000 0.000 0.000 0.010 0.002
8 - 10 0.0824012 0.129 0.109 0.009 0.045 0.022 0.001 0.003 0.000 0.000 0.000 0.000 0.000 0.014 0.003
10 - 12 0.0700981 0.154 0.126 0.010 0.029 0.078 0.007 0.002 0.000 0.000 0.000 0.000 0.001 0.015 0.004
12 - 14 0.0598852 0.177 0.139 0.010 0.011 0.097 0.005 0.002 0.000 0.000 0.000 0.000 0.009 0.024 0.004
14 - 16 0.0508426 0.196 0.159 0.010 0.004 0.094 0.002 0.002 0.000 0.000 0.000 0.000 0.010 0.006 0.006
16 - 18 0.0435897 0.220 0.182 0.009 0.012 0.073 0.006 0.002 0.000 0.000 0.000 0.000 0.001 0.019 0.007
18 - 20 0.0371805 0.223 0.205 0.009 0.029 0.069 0.001 0.003 0.000 0.000 0.000 0.000 0.005 0.014 0.009
20 - 22.5 0.0394755 0.189 0.183 0.007 0.030 0.051 0.000 0.002 0.000 0.000 0.000 0.000 0.015 0.005 0.008
22.5 - 25 0.0330098 0.217 0.203 0.007 0.046 0.041 0.000 0.003 0.000 0.000 0.000 0.000 0.006 0.018 0.011
25 - 27.5 0.0280036 0.239 0.227 0.007 0.057 0.042 0.001 0.003 0.000 0.000 0.000 0.000 0.012 0.005 0.013
27.5 - 30 0.0238365 0.271 0.250 0.007 0.065 0.033 0.000 0.004 0.000 0.000 0.000 0.000 0.018 0.010 0.019
30 - 33 0.0241433 0.232 0.227 0.006 0.071 0.016 0.007 0.004 0.000 0.000 0.000 0.000 0.030 0.001 0.019
33 - 36 0.0202266 0.265 0.289 0.007 0.091 0.006 0.007 0.005 0.000 0.000 0.000 0.000 0.010 0.016 0.024
36 - 39 0.0170247 0.288 0.324 0.008 0.108 0.004 0.010 0.005 0.000 0.000 0.000 0.000 0.046 0.015 0.028
39 - 42 0.0144144 0.316 0.352 0.009 0.136 0.017 0.004 0.006 0.001 0.000 0.000 0.000 0.042 0.000 0.032
42 - 45 0.0122751 0.339 0.392 0.011 0.144 0.037 0.004 0.006 0.001 0.000 0.000 0.001 0.050 0.008 0.038
45 - 48 0.0103566 0.377 0.434 0.013 0.170 0.023 0.001 0.006 0.001 0.000 0.000 0.002 0.044 0.028 0.047
48 - 51 0.00878699 0.409 0.511 0.016 0.195 0.021 0.009 0.006 0.001 0.001 0.000 0.000 0.038 0.032 0.054
51 - 54 0.00748878 0.451 0.602 0.019 0.212 0.023 0.007 0.007 0.001 0.001 0.000 0.000 0.046 0.053 0.067
54 - 57 0.00639071 0.495 0.702 0.023 0.228 0.013 0.024 0.007 0.000 0.001 0.000 0.000 0.023 0.073 0.084
57 - 61 0.00743347 0.404 0.623 0.020 0.166 0.013 0.011 0.005 0.000 0.001 0.000 0.000 0.036 0.058 0.075
61 - 65 0.00627207 0.428 0.699 0.025 0.170 0.015 0.009 0.006 0.000 0.001 0.000 0.001 0.067 0.082 0.103
65 - 70 0.00668419 0.399 0.652 0.026 0.145 0.000 0.001 0.005 0.000 0.000 0.000 0.001 0.071 0.098 0.098
70 - 75 0.00559836 0.446 0.644 0.041 0.164 0.001 0.001 0.007 0.000 0.001 0.000 0.000 0.090 0.091 0.124
75 - 80 0.00472527 0.481 0.790 0.064 0.169 0.029 0.013 0.009 0.000 0.001 0.000 0.001 0.075 0.149 0.149
80 - 85 0.00401212 0.556 0.866 0.089 0.163 0.031 0.005 0.013 0.000 0.001 0.000 0.005 0.085 0.163 0.198
85 - 95 0.00646743 0.322 0.514 0.061 0.099 0.008 0.008 0.010 0.000 0.000 0.000 0.003 0.037 0.114 0.123
95 - 105 0.00480518 0.421 0.664 0.096 0.116 0.012 0.002 0.015 0.000 0.000 0.000 0.005 0.061 0.129 0.157
105 - 125 0.00650209 0.288 0.413 0.076 0.079 0.001 0.002 0.012 0.000 0.000 0.000 0.003 0.039 0.106 0.099
125 - 150 0.00456411 0.384 0.500 0.111 0.097 0.009 0.003 0.020 0.000 0.000 0.000 0.003 0.057 0.114 0.137
150 - 175 0.00258074 0.603 0.755 0.198 0.128 0.057 0.005 0.037 0.000 0.000 0.000 0.007 0.036 0.194 0.199
175 - 200 0.00149049 0.947 0.976 0.340 0.176 0.025 0.014 0.064 0.002 0.000 0.000 0.012 0.009 0.237 0.276
200 - 250 0.00149294 0.821 0.864 0.327 0.122 0.008 0.000 0.056 0.003 0.000 0.000 0.008 0.198 0.161 0.169
250 - 300 0.000593267 1.714 1.879 0.778 0.167 0.056 0.088 0.114 0.009 0.000 0.000 0.012 0.129 0.233 0.236
300 - 350 0.00028923 2.909 3.302 1.370 0.247 0.019 0.029 0.188 0.019 0.001 0.000 0.006 0.136 0.383 0.366
350 - 400 0.000138402 4.823 4.255 2.503 0.301 0.135 0.015 0.313 0.048 0.001 0.001 0.010 0.126 0.319 0.602
400 - 470 8.32572e-05 6.705 6.185 3.666 0.325 0.150 0.051 0.322 0.081 0.001 0.000 0.040 0.316 0.506 0.441
470 - 550 4.45417e-05 11.07 10.08 5.992 0.282 0.099 0.141 0.416 0.146 0.003 0.000 0.027 1.145 0.028 0.450
550 - 650 2.06872e-05 18.31 17.87 8.722 0.451 0.156 0.405 0.649 0.336 0.006 0.001 0.024 0.774 0.783 0.690
650 - 900 1.20444e-05 27.39 26.52 9.893 0.528 0.726 1.752 0.852 0.610 0.008 0.002 0.066 1.270 0.929 0.905
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Table A.9: Measured normalized φ∗η cross-section on bare-level definition including
a full breakdown of relative uncertainties. The first three uncertainties
(Stat, MCStat as well as electron efficiencies) are bin-to-bin uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 0.004 0.0349306 0.203 0.106 0.009 0.016 0.002 0.001 0.004 0.000 0.000 0.000 0.000 0.001 0.017 0.004
0.004 - 0.008 0.034552 0.192 0.104 0.009 0.013 0.004 0.001 0.004 0.000 0.000 0.000 0.000 0.037 0.017 0.004
0.008 - 0.012 0.0339599 0.169 0.096 0.010 0.014 0.001 0.000 0.004 0.000 0.000 0.000 0.000 0.005 0.017 0.004
0.012 - 0.016 0.0331271 0.189 0.107 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.010 0.018 0.004
0.016 - 0.02 0.0321708 0.190 0.105 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.013 0.018 0.003
0.02 - 0.024 0.0310276 0.191 0.110 0.010 0.014 0.001 0.000 0.004 0.000 0.000 0.000 0.001 0.018 0.019 0.003
0.024 - 0.029 0.0369623 0.164 0.097 0.008 0.011 0.003 0.000 0.003 0.000 0.000 0.000 0.000 0.007 0.015 0.003
0.029 - 0.034 0.0350223 0.165 0.099 0.009 0.009 0.002 0.001 0.003 0.000 0.000 0.000 0.000 0.005 0.015 0.003
0.034 - 0.039 0.0328932 0.179 0.110 0.009 0.010 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.009 0.015 0.003
0.039 - 0.045 0.0369478 0.150 0.097 0.008 0.009 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.006 0.012 0.003
0.045 - 0.051 0.0342078 0.161 0.099 0.009 0.009 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.002 0.011 0.003
0.051 - 0.057 0.0316385 0.177 0.112 0.009 0.008 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.018 0.009 0.004
0.057 - 0.064 0.0339537 0.165 0.104 0.008 0.005 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.015 0.006 0.004
0.064 - 0.072 0.0353948 0.159 0.099 0.007 0.003 0.001 0.000 0.002 0.000 0.000 0.000 0.000 0.009 0.003 0.004
0.072 - 0.081 0.0358216 0.164 0.094 0.007 0.003 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.002 0.004
0.081 - 0.091 0.035598 0.166 0.095 0.007 0.001 0.002 0.000 0.001 0.000 0.000 0.000 0.000 0.006 0.000 0.004
0.091 - 0.102 0.0346786 0.164 0.095 0.007 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.011 0.000 0.005
0.102 - 0.114 0.0332424 0.186 0.097 0.007 0.003 0.001 0.001 0.002 0.000 0.000 0.000 0.000 0.009 0.000 0.006
0.114 - 0.128 0.0339522 0.193 0.096 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.002 0.000 0.006
0.128 - 0.145 0.0351818 0.183 0.093 0.006 0.008 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.001 0.000 0.006
0.145 - 0.165 0.0347355 0.202 0.093 0.006 0.010 0.000 0.001 0.002 0.000 0.000 0.000 0.000 0.000 0.001 0.007
0.165 - 0.189 0.0344194 0.192 0.093 0.006 0.014 0.001 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.001 0.008
0.189 - 0.219 0.0345692 0.185 0.087 0.006 0.015 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.002 0.001 0.011
0.219 - 0.258 0.0345931 0.181 0.086 0.008 0.018 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.001 0.015
0.258 - 0.312 0.035026 0.172 0.084 0.009 0.018 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.003 0.005 0.017
0.312 - 0.391 0.0347651 0.160 0.082 0.010 0.017 0.001 0.001 0.003 0.000 0.000 0.000 0.000 0.008 0.010 0.021
0.391 - 0.524 0.0348434 0.150 0.077 0.012 0.014 0.002 0.001 0.003 0.000 0.000 0.000 0.000 0.006 0.015 0.024
0.524 - 0.695 0.0242315 0.204 0.102 0.020 0.017 0.001 0.004 0.005 0.000 0.000 0.000 0.000 0.002 0.028 0.037
0.695 - 0.918 0.016705 0.245 0.135 0.031 0.017 0.003 0.006 0.007 0.000 0.000 0.000 0.002 0.007 0.048 0.060
0.918 - 1.153 0.00955916 0.360 0.217 0.059 0.020 0.006 0.011 0.013 0.000 0.001 0.000 0.002 0.049 0.090 0.099
1.153 - 1.496 0.00746651 0.420 0.236 0.081 0.006 0.002 0.010 0.016 0.000 0.000 0.000 0.003 0.062 0.110 0.111
1.496 - 1.947 0.00491834 0.494 0.327 0.132 0.000 0.000 0.010 0.023 0.000 0.001 0.000 0.004 0.087 0.146 0.149
1.947 - 2.522 0.00311493 0.685 0.484 0.221 0.007 0.001 0.011 0.035 0.001 0.001 0.001 0.007 0.073 0.192 0.203
2.522 - 3.277 0.00208096 0.937 0.678 0.340 0.006 0.005 0.016 0.052 0.003 0.001 0.002 0.006 0.083 0.254 0.270
3.277 - 5 0.00201913 0.872 0.630 0.353 0.011 0.005 0.015 0.051 0.005 0.001 0.002 0.006 0.085 0.219 0.246
5 - 10 0.00168999 0.943 0.604 0.421 0.007 0.013 0.006 0.057 0.007 0.001 0.002 0.004 0.030 0.230 0.211

Table A.10: Measured normalized pµµT cross-section on dressed-level definition in-
cluding a full breakdown of relative uncertainties. The first three un-
certainties (Stat, MCStat as well as electron efficiencies) are bin-to-bin
uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 2 0.0472729 0.273 0.204 0.022 0.169 0.090 0.001 0.008 0.000 0.000 0.000 0.001 0.058 0.047 0.008
2 - 4 0.10078 0.117 0.097 0.008 0.061 0.068 0.007 0.003 0.000 0.000 0.000 0.000 0.012 0.044 0.002
4 - 6 0.105826 0.101 0.090 0.008 0.060 0.067 0.000 0.003 0.000 0.000 0.000 0.000 0.017 0.000 0.003
6 - 8 0.0952221 0.120 0.101 0.008 0.059 0.037 0.001 0.003 0.000 0.000 0.000 0.000 0.002 0.010 0.003
8 - 10 0.0817378 0.129 0.113 0.009 0.046 0.023 0.001 0.003 0.000 0.000 0.000 0.000 0.001 0.014 0.003
10 - 12 0.0693586 0.154 0.131 0.010 0.029 0.081 0.007 0.002 0.000 0.000 0.000 0.000 0.003 0.016 0.004
12 - 14 0.0591619 0.177 0.146 0.010 0.010 0.100 0.005 0.002 0.000 0.000 0.000 0.000 0.006 0.024 0.004
14 - 16 0.0502303 0.196 0.167 0.010 0.004 0.097 0.002 0.002 0.000 0.000 0.000 0.000 0.010 0.007 0.004
16 - 18 0.043131 0.220 0.188 0.009 0.013 0.075 0.006 0.002 0.000 0.000 0.000 0.000 0.005 0.019 0.006
18 - 20 0.0369246 0.221 0.212 0.009 0.029 0.070 0.005 0.003 0.000 0.000 0.000 0.000 0.002 0.014 0.008
20 - 22.5 0.0392712 0.188 0.187 0.007 0.031 0.051 0.002 0.002 0.000 0.000 0.000 0.000 0.012 0.005 0.007
22.5 - 25 0.0329571 0.215 0.208 0.007 0.046 0.041 0.004 0.003 0.000 0.000 0.000 0.000 0.003 0.018 0.010
25 - 27.5 0.0280397 0.236 0.233 0.007 0.057 0.042 0.006 0.003 0.000 0.000 0.000 0.000 0.015 0.005 0.012
27.5 - 30 0.0238578 0.268 0.257 0.007 0.065 0.033 0.006 0.004 0.000 0.000 0.000 0.000 0.021 0.010 0.017
30 - 33 0.0242491 0.229 0.233 0.006 0.070 0.017 0.013 0.004 0.000 0.000 0.000 0.000 0.034 0.001 0.017
33 - 36 0.0203131 0.264 0.296 0.007 0.091 0.007 0.014 0.005 0.000 0.000 0.000 0.000 0.003 0.016 0.019
36 - 39 0.0171668 0.285 0.332 0.008 0.107 0.004 0.010 0.005 0.000 0.000 0.000 0.000 0.038 0.015 0.022
39 - 42 0.0145277 0.314 0.360 0.009 0.136 0.017 0.004 0.006 0.001 0.000 0.000 0.000 0.044 0.000 0.029
42 - 45 0.0123856 0.336 0.328 0.010 0.143 0.036 0.004 0.006 0.001 0.000 0.000 0.001 0.056 0.008 0.033
45 - 48 0.0104723 0.373 0.363 0.013 0.169 0.022 0.001 0.006 0.001 0.000 0.000 0.002 0.056 0.028 0.039
48 - 51 0.00888542 0.405 0.421 0.016 0.194 0.021 0.008 0.006 0.001 0.001 0.000 0.000 0.038 0.031 0.051
51 - 54 0.00755696 0.449 0.508 0.019 0.212 0.022 0.007 0.007 0.001 0.001 0.000 0.000 0.050 0.053 0.067
54 - 57 0.00644683 0.493 0.589 0.022 0.228 0.013 0.024 0.007 0.000 0.001 0.000 0.000 0.004 0.073 0.085
57 - 61 0.00748728 0.403 0.517 0.019 0.167 0.013 0.010 0.005 0.000 0.001 0.000 0.000 0.034 0.058 0.081
61 - 65 0.00631266 0.427 0.589 0.025 0.171 0.015 0.008 0.006 0.000 0.001 0.000 0.001 0.060 0.082 0.099
65 - 70 0.00672562 0.399 0.548 0.026 0.146 0.000 0.001 0.005 0.000 0.000 0.000 0.001 0.088 0.097 0.100
70 - 75 0.00562552 0.447 0.542 0.041 0.164 0.001 0.001 0.007 0.000 0.001 0.000 0.000 0.087 0.091 0.135
75 - 80 0.0047522 0.482 0.662 0.063 0.170 0.028 0.013 0.009 0.000 0.001 0.000 0.001 0.072 0.148 0.156
80 - 85 0.00403371 0.557 0.735 0.088 0.163 0.029 0.004 0.013 0.000 0.001 0.000 0.005 0.075 0.163 0.194
85 - 95 0.00649798 0.323 0.437 0.061 0.099 0.007 0.008 0.010 0.000 0.000 0.000 0.003 0.036 0.114 0.120
95 - 105 0.00483469 0.423 0.564 0.095 0.117 0.011 0.002 0.015 0.000 0.000 0.000 0.005 0.050 0.129 0.149
105 - 125 0.00653312 0.290 0.351 0.076 0.079 0.000 0.002 0.012 0.000 0.000 0.000 0.003 0.032 0.106 0.098
125 - 150 0.00459762 0.385 0.412 0.111 0.097 0.008 0.004 0.020 0.000 0.000 0.000 0.003 0.041 0.113 0.126
150 - 175 0.00260144 0.606 0.637 0.197 0.128 0.057 0.005 0.038 0.000 0.000 0.000 0.007 0.032 0.193 0.181
175 - 200 0.00150677 0.950 0.852 0.337 0.175 0.025 0.013 0.064 0.002 0.000 0.000 0.012 0.016 0.234 0.243
200 - 250 0.00151307 0.823 0.739 0.323 0.122 0.008 0.000 0.056 0.003 0.000 0.000 0.008 0.154 0.159 0.152
250 - 300 0.000598786 1.726 1.629 0.774 0.168 0.059 0.090 0.115 0.009 0.000 0.000 0.013 0.090 0.231 0.234
300 - 350 0.000294408 2.907 2.859 1.354 0.246 0.022 0.026 0.188 0.019 0.001 0.000 0.006 0.013 0.377 0.324
350 - 400 0.000143273 4.748 3.810 2.438 0.295 0.136 0.015 0.308 0.047 0.001 0.001 0.009 0.299 0.308 0.516
400 - 470 8.52153e-05 6.665 5.329 3.620 0.321 0.157 0.053 0.320 0.079 0.001 0.000 0.039 0.194 0.494 0.519
470 - 550 4.55063e-05 11.03 8.844 5.942 0.281 0.087 0.136 0.414 0.145 0.003 0.000 0.028 0.740 0.027 0.472
550 - 650 2.06171e-05 18.62 16.67 8.892 0.456 0.180 0.398 0.662 0.340 0.006 0.001 0.027 1.876 0.786 0.596
650 - 900 1.22673e-05 27.33 24.57 9.943 0.514 0.737 1.723 0.845 0.605 0.008 0.002 0.063 0.495 0.913 0.684
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Table A.11: Measured normalized φ∗η cross-section on dressed-level definition includ-
ing a full breakdown of relative uncertainties. The first three uncer-
tainties (Stat, MCStat as well as electron efficiencies) are bin-to-bin
uncorrelated

Bin dσ/σ Stat MCStat µ-Eff. µ-Scale µ-Res. Sagitta Eff Iso Trig- TTVA Z-Pos P.U. Model Bkg
(GeV) [%] [%] [%] [%] [%] [%] ID [%] Iso [%] er [%] ID [%] [%] [%] [%] [%]

0 - 0.004 0.0349233 0.206 0.106 0.009 0.016 0.002 0.001 0.004 0.000 0.000 0.000 0.000 0.000 0.017 0.004
0.004 - 0.008 0.0345491 0.195 0.101 0.009 0.013 0.004 0.001 0.004 0.000 0.000 0.000 0.000 0.033 0.017 0.003
0.008 - 0.012 0.0339613 0.171 0.101 0.010 0.014 0.001 0.000 0.004 0.000 0.000 0.000 0.000 0.000 0.017 0.003
0.012 - 0.016 0.0331271 0.191 0.113 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.007 0.018 0.003
0.016 - 0.02 0.0321593 0.193 0.109 0.010 0.013 0.002 0.000 0.004 0.000 0.000 0.000 0.000 0.013 0.018 0.003
0.02 - 0.024 0.0310257 0.193 0.116 0.010 0.014 0.001 0.000 0.004 0.000 0.000 0.000 0.001 0.018 0.019 0.003
0.024 - 0.029 0.0369587 0.166 0.100 0.008 0.011 0.003 0.000 0.003 0.000 0.000 0.000 0.000 0.007 0.015 0.002
0.029 - 0.034 0.03503 0.166 0.104 0.009 0.009 0.002 0.001 0.003 0.000 0.000 0.000 0.000 0.006 0.015 0.003
0.034 - 0.039 0.0328939 0.181 0.112 0.009 0.010 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.009 0.015 0.003
0.039 - 0.045 0.0369368 0.152 0.100 0.008 0.009 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.008 0.012 0.003
0.045 - 0.051 0.0341967 0.162 0.105 0.009 0.009 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.001 0.011 0.004
0.051 - 0.057 0.0316565 0.178 0.121 0.009 0.008 0.002 0.000 0.002 0.000 0.000 0.000 0.000 0.019 0.009 0.004
0.057 - 0.064 0.0339555 0.166 0.113 0.008 0.005 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.016 0.006 0.004
0.064 - 0.072 0.0354126 0.160 0.106 0.007 0.003 0.001 0.000 0.002 0.000 0.000 0.000 0.000 0.010 0.003 0.004
0.072 - 0.081 0.0358407 0.165 0.099 0.007 0.003 0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.001 0.002 0.004
0.081 - 0.091 0.0356026 0.167 0.100 0.007 0.001 0.002 0.000 0.001 0.000 0.000 0.000 0.000 0.005 0.000 0.004
0.091 - 0.102 0.0346878 0.165 0.103 0.007 0.001 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.013 0.000 0.005
0.102 - 0.114 0.0332578 0.187 0.107 0.007 0.003 0.001 0.001 0.002 0.000 0.000 0.000 0.000 0.010 0.000 0.005
0.114 - 0.128 0.0339584 0.194 0.106 0.006 0.005 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.005 0.000 0.005
0.128 - 0.145 0.0352118 0.183 0.104 0.006 0.008 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.004 0.000 0.006
0.145 - 0.165 0.0347468 0.202 0.105 0.005 0.010 0.000 0.001 0.002 0.000 0.000 0.000 0.000 0.002 0.001 0.007
0.165 - 0.189 0.0344395 0.192 0.104 0.006 0.014 0.001 0.000 0.002 0.000 0.000 0.000 0.000 0.002 0.001 0.009
0.189 - 0.219 0.034604 0.185 0.095 0.006 0.015 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.003 0.001 0.010
0.219 - 0.258 0.0346067 0.182 0.093 0.008 0.018 0.002 0.000 0.003 0.000 0.000 0.000 0.000 0.001 0.001 0.015
0.258 - 0.312 0.0350348 0.172 0.090 0.009 0.018 0.001 0.000 0.003 0.000 0.000 0.000 0.000 0.004 0.005 0.019
0.312 - 0.391 0.0347762 0.160 0.088 0.010 0.017 0.001 0.001 0.003 0.000 0.000 0.000 0.000 0.010 0.010 0.024
0.391 - 0.524 0.0348396 0.150 0.084 0.012 0.014 0.002 0.001 0.003 0.000 0.000 0.000 0.000 0.008 0.015 0.030
0.524 - 0.695 0.0242044 0.204 0.108 0.020 0.017 0.001 0.004 0.005 0.000 0.000 0.000 0.000 0.001 0.028 0.046
0.695 - 0.918 0.0166723 0.245 0.143 0.031 0.017 0.003 0.006 0.007 0.000 0.000 0.000 0.002 0.005 0.048 0.069
0.918 - 1.153 0.00952137 0.361 0.231 0.060 0.020 0.006 0.011 0.013 0.000 0.001 0.000 0.002 0.042 0.090 0.122
1.153 - 1.496 0.00743887 0.422 0.246 0.081 0.006 0.002 0.010 0.016 0.000 0.000 0.000 0.003 0.059 0.111 0.136
1.496 - 1.947 0.00489564 0.496 0.334 0.132 0.000 0.000 0.010 0.023 0.000 0.001 0.000 0.004 0.079 0.147 0.182
1.947 - 2.522 0.00310407 0.686 0.483 0.221 0.007 0.001 0.011 0.035 0.001 0.001 0.001 0.007 0.050 0.193 0.229
2.522 - 3.277 0.00207306 0.939 0.675 0.340 0.006 0.006 0.016 0.052 0.003 0.001 0.002 0.006 0.059 0.255 0.268
3.277 - 5 0.00201066 0.874 0.633 0.353 0.011 0.005 0.014 0.051 0.005 0.001 0.002 0.006 0.060 0.220 0.229
5 - 10 0.00168618 0.944 0.625 0.421 0.007 0.014 0.006 0.057 0.007 0.001 0.002 0.004 0.013 0.231 0.240
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A.4.4 Combined fiducial cross section tables

Table A.12: Combination: measured normalized p``T cross-section on born level defi-
nition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 2 0.0484018 9.20699e-05 7.07504e-05
2 - 4 0.102286 5.85091e-05 8.13524e-05
4 - 6 0.106486 6.11488e-05 7.36234e-05
6 - 8 0.09468 6.29709e-05 7.48824e-05
8 - 10 0.08115 6.31765e-05 6.93918e-05
10 - 12 0.0686642 6.53704e-05 6.84137e-05
12 - 14 0.0582644 6.97449e-05 6.40802e-05
14 - 16 0.0496081 6.33438e-05 6.37153e-05
16 - 18 0.0424937 5.59555e-05 6.24328e-05
18 - 20 0.0366795 5.00285e-05 5.84013e-05
20 - 22.5 0.039002 4.54181e-05 5.35437e-05
22.5 - 25 0.0330001 4.22252e-05 5.04145e-05
25 - 27.5 0.0279983 4.11078e-05 4.77862e-05
27.5 - 30 0.0238948 3.9604e-05 4.51904e-05
30 - 33 0.0243127 3.84881e-05 4.05577e-05
33 - 36 0.020348 3.68572e-05 4.05719e-05
36 - 39 0.017258 3.42924e-05 3.80441e-05
39 - 42 0.0146294 3.15593e-05 3.42204e-05
42 - 45 0.0125113 2.89591e-05 2.86418e-05
45 - 48 0.0105687 2.6248e-05 2.69046e-05
48 - 51 0.00890156 2.48723e-05 2.57712e-05
51 - 54 0.00763575 2.26259e-05 2.4761e-05
54 - 57 0.00657764 2.19066e-05 2.40572e-05
57 - 61 0.00749142 1.98297e-05 2.35118e-05
61 - 65 0.00637974 1.89423e-05 2.19824e-05
65 - 70 0.00675707 1.81e-05 2.1917e-05
70 - 75 0.00566338 1.75167e-05 1.92242e-05
75 - 80 0.00479026 1.71679e-05 1.8926e-05
80 - 85 0.00408189 1.64693e-05 1.82576e-05
85 - 95 0.00654072 1.54701e-05 1.72583e-05
95 - 105 0.00483986 1.46129e-05 1.62734e-05
105 - 125 0.00658685 1.33498e-05 1.44866e-05
125 - 150 0.00465846 1.26382e-05 1.27902e-05
150 - 175 0.00262564 1.09681e-05 1.1255e-05
175 - 200 0.00153693 9.98559e-06 9.6362e-06
200 - 250 0.0015317 8.27e-06 8.44609e-06
250 - 300 0.000614663 6.77416e-06 7.13132e-06
300 - 350 0.000294738 5.22589e-06 5.69645e-06
350 - 400 0.000137497 4.03982e-06 4.1404e-06
400 - 470 8.81033e-05 2.96661e-06 3.61831e-06
470 - 550 4.33334e-05 2.26039e-06 3.18794e-06
550 - 650 1.9995e-05 1.62144e-06 2.45382e-06
650 - 900 1.29451e-05 1.26637e-06 2.06126e-06
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Table A.13: Combination: measured normalized p``T cross-section on bare-level defi-
nition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 2 0.0475504 9.28213e-05 6.90362e-05
2 - 4 0.101353 6.08271e-05 8.10463e-05
4 - 6 0.106234 6.7458e-05 7.51727e-05
6 - 8 0.0952441 6.46773e-05 7.39169e-05
8 - 10 0.0819623 6.70158e-05 6.87693e-05
10 - 12 0.0695442 6.84462e-05 6.80029e-05
12 - 14 0.0591255 7.26186e-05 6.31039e-05
14 - 16 0.0503067 6.57963e-05 6.22881e-05
16 - 18 0.0429808 5.71014e-05 6.11359e-05
18 - 20 0.0368932 5.15593e-05 5.67534e-05
20 - 22.5 0.0391201 4.95935e-05 5.25987e-05
22.5 - 25 0.0329572 4.62382e-05 4.94949e-05
25 - 27.5 0.0278573 4.34168e-05 4.6355e-05
27.5 - 30 0.0237336 4.17985e-05 4.36414e-05
30 - 33 0.0240899 4.06327e-05 3.85737e-05
33 - 36 0.0201106 3.84799e-05 3.85503e-05
36 - 39 0.0169941 3.61286e-05 3.61579e-05
39 - 42 0.0143626 3.19283e-05 3.32069e-05
42 - 45 0.0122447 2.98261e-05 3.08178e-05
45 - 48 0.0103726 2.77177e-05 2.88819e-05
48 - 51 0.00872035 2.60888e-05 2.78669e-05
51 - 54 0.00752682 2.34673e-05 2.70728e-05
54 - 57 0.00649828 2.15414e-05 2.61866e-05
57 - 61 0.00740055 1.96582e-05 2.58495e-05
61 - 65 0.00632542 1.91145e-05 2.45588e-05
65 - 70 0.00672535 1.81426e-05 2.43102e-05
70 - 75 0.00563865 1.81245e-05 2.15272e-05
75 - 80 0.00476925 1.76793e-05 2.12656e-05
80 - 85 0.0040593 1.75944e-05 2.01854e-05
85 - 95 0.0065543 1.65207e-05 1.91029e-05
95 - 105 0.0048434 1.58768e-05 1.81138e-05
105 - 125 0.00664637 1.46545e-05 1.59316e-05
125 - 150 0.00469294 1.38932e-05 1.3845e-05
150 - 175 0.00262862 1.27508e-05 1.201e-05
175 - 200 0.00153471 1.14759e-05 9.83009e-06
200 - 250 0.00154258 9.41543e-06 8.78588e-06
250 - 300 0.000613504 7.84896e-06 7.40915e-06
300 - 350 0.000288272 5.95131e-06 6.04188e-06
350 - 400 0.000130209 4.62975e-06 4.30729e-06
400 - 470 8.42037e-05 3.29779e-06 3.80343e-06
470 - 550 4.23032e-05 2.63254e-06 3.35865e-06
550 - 650 1.78701e-05 1.89293e-06 2.59014e-06
650 - 900 1.09718e-05 1.27009e-06 2.05682e-06
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Table A.14: Combination: measured normalized p``T cross-section on dressed-level
definition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 2 0.047355 9.23093e-05 7.05793e-05
2 - 4 0.100749 6.43893e-05 8.28542e-05
4 - 6 0.105882 6.69077e-05 7.56658e-05
6 - 8 0.0949437 6.62176e-05 7.50979e-05
8 - 10 0.0817792 6.51265e-05 6.9209e-05
10 - 12 0.0694513 6.68967e-05 6.83804e-05
12 - 14 0.0590048 6.94298e-05 6.26724e-05
14 - 16 0.0502642 6.04069e-05 6.15742e-05
16 - 18 0.0429929 5.25937e-05 6.02655e-05
18 - 20 0.0370126 4.73065e-05 5.64064e-05
20 - 22.5 0.0392406 4.44757e-05 5.19931e-05
22.5 - 25 0.0331163 3.93991e-05 4.85914e-05
25 - 27.5 0.0279877 3.77813e-05 4.58413e-05
27.5 - 30 0.0238782 3.65074e-05 4.31238e-05
30 - 33 0.0242559 3.56876e-05 3.85115e-05
33 - 36 0.0202563 3.44084e-05 3.82916e-05
36 - 39 0.0171595 3.26224e-05 3.61864e-05
39 - 42 0.0145228 3.00257e-05 3.33881e-05
42 - 45 0.0124067 2.94057e-05 2.83512e-05
45 - 48 0.0104858 2.77067e-05 2.66867e-05
48 - 51 0.00883093 2.62202e-05 2.54403e-05
51 - 54 0.00757164 2.44488e-05 2.52077e-05
54 - 57 0.00653256 2.31017e-05 2.43891e-05
57 - 61 0.00744965 2.19206e-05 2.41531e-05
61 - 65 0.00633894 2.08386e-05 2.27876e-05
65 - 70 0.00672342 1.97514e-05 2.27463e-05
70 - 75 0.00563524 1.88784e-05 1.9893e-05
75 - 80 0.00476786 1.81977e-05 1.94481e-05
80 - 85 0.00405943 1.76324e-05 1.85114e-05
85 - 95 0.00651426 1.57865e-05 1.74488e-05
95 - 105 0.00481935 1.51005e-05 1.64947e-05
105 - 125 0.00655944 1.37809e-05 1.46021e-05
125 - 150 0.00463389 1.31152e-05 1.25412e-05
150 - 175 0.00261032 1.17764e-05 1.10288e-05
175 - 200 0.00152423 1.05991e-05 9.31331e-06
200 - 250 0.00152505 8.73811e-06 8.24053e-06
250 - 300 0.000612111 7.19088e-06 6.97137e-06
300 - 350 0.000293318 5.82887e-06 5.7904e-06
350 - 400 0.000136458 4.37717e-06 4.23041e-06
400 - 470 8.72444e-05 3.16199e-06 3.67545e-06
470 - 550 4.3269e-05 2.48122e-06 3.23724e-06
550 - 650 1.98859e-05 1.8606e-06 2.5468e-06
650 - 900 1.28455e-05 1.48521e-06 2.1452e-06
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Table A.15: Combination: measured normalized φ∗η cross-section on born level defi-
nition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 0.004 0.035224 3.3002e-05 4.22236e-05
0.004 - 0.008 0.0347745 3.43065e-05 4.08972e-05
0.008 - 0.012 0.0342777 3.35231e-05 3.77037e-05
0.012 - 0.016 0.0333618 3.27754e-05 3.9893e-05
0.016 - 0.02 0.032353 3.32583e-05 3.89072e-05
0.02 - 0.024 0.0311558 3.33819e-05 3.80512e-05
0.024 - 0.029 0.0370657 3.32104e-05 3.80942e-05
0.029 - 0.034 0.0351749 3.35412e-05 3.66745e-05
0.034 - 0.039 0.0330133 3.34642e-05 3.74524e-05
0.039 - 0.045 0.0369318 3.38181e-05 3.60054e-05
0.045 - 0.051 0.0342557 3.3463e-05 3.54671e-05
0.051 - 0.057 0.0316793 3.32858e-05 3.57894e-05
0.057 - 0.064 0.0339437 3.32204e-05 3.57051e-05
0.064 - 0.072 0.035285 3.31613e-05 3.54866e-05
0.072 - 0.081 0.0357135 3.34499e-05 3.64786e-05
0.081 - 0.091 0.0355081 3.32183e-05 3.64546e-05
0.091 - 0.102 0.0345578 3.32188e-05 3.54987e-05
0.102 - 0.114 0.0332071 3.25967e-05 3.72334e-05
0.114 - 0.128 0.0337539 3.21143e-05 3.80415e-05
0.128 - 0.145 0.0351125 3.21205e-05 3.77979e-05
0.145 - 0.165 0.034607 3.16505e-05 3.92337e-05
0.165 - 0.189 0.034277 3.22664e-05 3.78279e-05
0.189 - 0.219 0.0343892 3.18751e-05 3.65997e-05
0.219 - 0.258 0.0345321 3.23376e-05 3.52203e-05
0.258 - 0.312 0.0349403 3.14827e-05 3.36994e-05
0.312 - 0.391 0.0346584 3.00498e-05 3.07156e-05
0.391 - 0.524 0.0347049 2.7785e-05 2.91862e-05
0.524 - 0.695 0.0242012 2.55494e-05 2.71808e-05
0.695 - 0.918 0.016647 2.32721e-05 2.36343e-05
0.918 - 1.153 0.00951672 2.11372e-05 2.04394e-05
1.153 - 1.496 0.00743976 1.87117e-05 1.80328e-05
1.496 - 1.947 0.0048905 1.72572e-05 1.47492e-05
1.947 - 2.522 0.00310003 1.54292e-05 1.29212e-05
2.522 - 3.277 0.00206868 1.4279e-05 1.17199e-05
3.277 - 5 0.00202566 1.27274e-05 1.0355e-05
5 - 10 0.00168588 1.16021e-05 9.13053e-06
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Table A.16: Combination: measured normalized φ∗η cross-section on bare-level defi-
nition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 0.004 0.0349391 4.46912e-05 3.94318e-05
0.004 - 0.008 0.0345122 4.01181e-05 3.71815e-05
0.008 - 0.012 0.0340039 3.95384e-05 3.22906e-05
0.012 - 0.016 0.0331228 4.08665e-05 3.55249e-05
0.016 - 0.02 0.0321624 4.04856e-05 3.44312e-05
0.02 - 0.024 0.0309842 3.99389e-05 3.34194e-05
0.024 - 0.029 0.0369005 3.94617e-05 3.48077e-05
0.029 - 0.034 0.0349995 4.06997e-05 3.27768e-05
0.034 - 0.039 0.032911 3.90833e-05 3.40499e-05
0.039 - 0.045 0.03685 3.83277e-05 3.25704e-05
0.045 - 0.051 0.0342098 3.68061e-05 3.20686e-05
0.051 - 0.057 0.0316576 3.65624e-05 3.30752e-05
0.057 - 0.064 0.0339544 3.75391e-05 3.29982e-05
0.064 - 0.072 0.035338 3.76844e-05 3.27656e-05
0.072 - 0.081 0.0357531 3.79268e-05 3.37307e-05
0.081 - 0.091 0.0355645 3.85042e-05 3.3787e-05
0.091 - 0.102 0.0346552 3.89863e-05 3.2265e-05
0.102 - 0.114 0.0332685 3.96332e-05 3.45945e-05
0.114 - 0.128 0.0338758 3.84928e-05 3.63542e-05
0.128 - 0.145 0.0352091 3.87975e-05 3.60471e-05
0.145 - 0.165 0.0347445 3.92615e-05 3.83494e-05
0.165 - 0.189 0.034406 3.91013e-05 3.64897e-05
0.189 - 0.219 0.03451 3.89142e-05 3.49478e-05
0.219 - 0.258 0.0346401 3.78033e-05 3.38266e-05
0.258 - 0.312 0.0350531 3.64531e-05 3.25578e-05
0.312 - 0.391 0.0347728 3.54974e-05 2.99735e-05
0.391 - 0.524 0.0348692 3.27322e-05 2.84954e-05
0.524 - 0.695 0.0243506 3.02172e-05 2.67034e-05
0.695 - 0.918 0.0167975 2.65786e-05 2.28032e-05
0.918 - 1.153 0.00962036 2.40141e-05 1.96521e-05
1.153 - 1.496 0.00753356 2.12824e-05 1.76517e-05
1.496 - 1.947 0.00496001 1.90926e-05 1.41099e-05
1.947 - 2.522 0.00313391 1.7779e-05 1.24537e-05
2.522 - 3.277 0.00208345 1.67468e-05 1.1273e-05
3.277 - 5 0.00203526 1.55534e-05 9.836e-06
5 - 10 0.00168653 1.41101e-05 8.47548e-06
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Table A.17: Combination: measured normalized φ∗η cross-section on dressed-level
definition including uncertainties. Results taken from Ref. [54].

Binning [GeV] Value Uncorrelated Correlated

0 - 0.004 0.0349469 3.34703e-05 3.90875e-05
0.004 - 0.008 0.0345232 3.40107e-05 3.6728e-05
0.008 - 0.012 0.0340365 3.30096e-05 3.34266e-05
0.012 - 0.016 0.0331452 3.36301e-05 3.63187e-05
0.016 - 0.02 0.0321724 3.38353e-05 3.52204e-05
0.02 - 0.024 0.030996 3.41649e-05 3.44198e-05
0.024 - 0.029 0.0369003 3.39673e-05 3.54702e-05
0.029 - 0.034 0.0350242 3.47706e-05 3.41183e-05
0.034 - 0.039 0.0329308 3.47166e-05 3.46997e-05
0.039 - 0.045 0.0368541 3.51593e-05 3.34197e-05
0.045 - 0.051 0.0342214 3.45764e-05 3.30073e-05
0.051 - 0.057 0.0316649 3.37488e-05 3.41425e-05
0.057 - 0.064 0.0339602 3.46434e-05 3.41816e-05
0.064 - 0.072 0.0353447 3.41797e-05 3.38192e-05
0.072 - 0.081 0.0357716 3.40013e-05 3.45153e-05
0.081 - 0.091 0.0355837 3.31954e-05 3.45908e-05
0.091 - 0.102 0.0346689 3.31695e-05 3.36022e-05
0.102 - 0.114 0.0332996 3.24277e-05 3.55629e-05
0.114 - 0.128 0.0339018 3.17266e-05 3.66372e-05
0.128 - 0.145 0.0352444 3.15205e-05 3.6612e-05
0.145 - 0.165 0.0347754 3.13613e-05 3.82952e-05
0.165 - 0.189 0.0344335 3.14262e-05 3.67808e-05
0.189 - 0.219 0.0345371 3.13728e-05 3.5239e-05
0.219 - 0.258 0.0346829 3.08549e-05 3.37676e-05
0.258 - 0.312 0.03506 3.00196e-05 3.25203e-05
0.312 - 0.391 0.0347688 2.86299e-05 3.00543e-05
0.391 - 0.524 0.0348062 2.64584e-05 2.8694e-05
0.524 - 0.695 0.0242636 2.43756e-05 2.658e-05
0.695 - 0.918 0.016702 2.21945e-05 2.29776e-05
0.918 - 1.153 0.0095508 1.96696e-05 2.00184e-05
1.153 - 1.496 0.00746865 1.75353e-05 1.77467e-05
1.496 - 1.947 0.00491465 1.5756e-05 1.4499e-05
1.947 - 2.522 0.00311467 1.44229e-05 1.27839e-05
2.522 - 3.277 0.00207347 1.33426e-05 1.15793e-05
3.277 - 5 0.00202779 1.21578e-05 1.01343e-05
5 - 10 0.00168137 1.10963e-05 8.93557e-06
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A.5 Sherpa generator plots
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Figure A.1: Sherpa control plots for the Z mass mµµ (upper left), Z transverse mo-
mentum pµµT (upper right) as well as muon φ∗µµ (lower left) rapidty
yµµT (lower right). All plots show detector-level data. The MC samples
are normalized as such that the MC luminosity fits the data luminosity.
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Figure A.2: Sherpa control plots of the muon transverse momentum pµT (up) for all
muons as well as pµ+

T for µ+ (lower left) and pµ+
T for µ− (lower right).
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Figure A.3: Sherpa control plots of the muon pseudorapidity ηµ (up) for all muons
as well as ηµ+ for µ+ (lower left) and ηµ+ for µ− (lower right).
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A.6 Additional differential cross section plots
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Figure A.4: Normalized differential cross-section pT (Z) (left) and Φ∗ (right) for
dressed-Level (upper row) and bare-level muons (lower row).
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A.7 Corrections to this thesis

Title page:

• Removed blank page

• Gutachter changed to Berichterstatter

• Fixed alignment of last two rows

Content:

• Section 9.9.3: 2.% changed to 2 %

• Section 9.8: 9.9.4 changed to Section 9.9.4

• Section 9.8: resized image

• Section 8.2: initial changed to ISR

• Equation 8.18: −p̂ changed to +p̂

• Equation 8.5: removed f

• Equation 7.4 added vector arrows

• Section 9.12: removed line break due to shift in text

• Equation 9.20: Ck changed to µk

• Page 133, Item 1: P(xi, I) changed to P(µi, I)

• Figure 3.3: corrected caption
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Acronyms

Adam Adaptive Moment Estimation
ALICE A LHC Ion Collider Experiment
ANN Artificial Neural Networks
ATLAS A Toroidal LHC ApparatuS

BCM Beam Conditions Monitor

CERN European Organization for Nuclear Research
CMS Compact Muon Solenoid
CSC Cathode Strip Chamber
CTP Central Trigger Processor

EMEC Electromagnetic end-cap Calorimeters

FNN Feedforward Neural Networks
FSR Final-State Radiation

GRL Good Run List

HERA Hadron-Electron Ring Accelerator
HLT High-Level Trigger

ID Inner Detector
ISR Initial-State Radiation

LHC Large Hadron Collider
LHCb LHC Beauty experiment
LINAC2 Linear ACcelerator 2
LO Leading Order

MC Monte Carlo
MDT Monitored Drift Tubes
MS Muon System
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NLO Next-to-Leading Order
NNLO Next-to-Next-to-Leading Order

PDF Parton Distribution Functions
PS Proton Synchrotron
PSB Proton Synchrotron Booster

QCD Quantum Chromodynamics
QED Quantum Electrodynamics

RMS Root Mean Square
RPC Resistive Plate Chamber

SCT Silicon Microstrip Layers
SK SoftKiller
SM Standard Model of Particle Physics
SPS Super Proton Synchrotron

TGC Thin Gap Chamber
TRT Transition Radiation Tracker
TST Track Soft Term

vdM van der Meer
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6.3 Definition of the ATLAS lab frame with the z-axis along the beam pipe
and the x-axis pointing towards the LHC center. Side A refers to the
side of the detector pointing to the alps. Also shown are kinematic
parameters of a particle with momentum ~p. . . . . . . . . . . . . . . . 50
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in each step. The remaining data rate after each step is shown on the
left. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
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This image is loosely based on Figure 2 of Ref. [161]. . . . . . . . . . . 63

6.10 Visualization of different particle-levels (left). To obtain dressed-level
(right), photons, shown in red, are added to the muon four-vector in a
cone of ∆R < 0.1 around the bare-level muon. The image is based on
Figure 12 in Ref. [151]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.1 Leading order Feynman diagram of a W boson, produced by two quarks,
decaying into a lepton-neutrino pair. . . . . . . . . . . . . . . . . . . . 69

7.2 Hadronic recoil in a W boson leptonic decay resulting in a muon and
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pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
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higher pileup. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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8.1 Event display before (left) and after (right) Voronoi subtraction. Please
not that the right image shows the result of the pure Voronoi subtraction
without any further handling of negative cell entries. Circles mark areas
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8.3 Higher order Feynman diagrams of the Z→µµ process. Hadronizing
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8.4 Visualization of the network architecture, together with the convolution
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next to the red boxes indicate the size of the filters (e.g. 9× 9). Shown
for one exemplary position. . . . . . . . . . . . . . . . . . . . . . . . . 84
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