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Zusammenfassung 
Kleine, nicht-kodierende RNAs (small non-coding RNAs; sRNAs oder sncRNAs) finden sich in allen 
Domänen der Lebewesen wieder, wo sie eine Vielzahl an Aufgaben wie etwa in der Genregulation, der 
Transposonrepression und der Virusabwehr übernehmen. Dabei sind sRNAs, wie z.B. microRNAs 
(miRNAs), small-interfering RNAs (siRNAs) und Piwi-interacting RNAs (piRNAs), grundsätzlich auf  
Argonautenproteine angewiesen. Als Teil größerer Proteinkomplexe werden Argonauten von der 
jeweiligen gebundenen sRNA, basierend auf  Sequenzkomplementarität, zu ihren Zielnukleinsäuren 
geführt. Neben dieser grundlegenden Gemeinsamkeit brachte die Evolution ein breites Spektrum an 
Adaptationen in vielen sRNA-Systemen diverser Entwicklungslinien hervor. Die weitestgehend 
tierspezifische Klasse der piRNAs, die mit der Argonauten-Untergruppe PIWI assoziiert, umfasst ein 
System, das durch eine besonders große evolutionäre Plastizität gekennzeichnet ist. piRNAs sind 
vorwiegend dafür zuständig, die Genomintegrität in der Keimbahn gegen Transposable Elemente 
(TEs) zu schützen, die in Urkeimzellen von Tieren während der epigenetischen Reprogrammierung 
reaktiviert werden. Folglich charakterisiert sich das PIWI/piRNA-System als Teil eines fortlaufenden 
Wettrüstungsprozesses gegen TEs und deren Bestreben, sich zu vermehren und über die Keimbahn des 
Wirtes in die nächste Generation weitergegeben zu werden. 
Die vorliegende Dissertation setzt sich zum Ziel, die allgemeine sRNA-Forschung bioinformatisch zu 
unterstützen und bisher unbeantwortete Fragestellungen bezüglich des PIWI/piRNA-Systems mit einer 
komparativen Strategie zu bearbeiten. Nach einer Zusammenfassung des aktuellen Wissensstands über 
sRNA-basierte TE-Repression in Eukaryoten folgt die Vorstellung des neuentwickelten Programms 
unitas. Dieses Programm ermöglicht, ausgehend von sRNA-Sequenzierungsdaten, die Annotation einer 
Vielfalt an sRNAs, darunter miRNAs und deren Isoformen, piRNAs, Phased-siRNAs (phasiRNAs) 
und tRNA-Fragmente (tRFs) in einer großen Auswahl von Spezies. Die zugrundeliegende Studie des 
nächsten Kapitels beschreibt die Aktivität des PIWI/piRNA-Systems in somatischen Geweben von 
Mollusken. Dabei zeigen sich klare Hinweise auf  post-transkriptionelle TE-Repression durch piRNAs 
sowie Zeichen der Anpassung an die Bekämpfung junger Transposons. Daneben beschreibt die Studie 
ein dynamisches Expressionsmuster von piRNA-produzierenden genomischen Loci während der 
Auster-Entwicklung, wobei bestimmte Gruppen von Loci als Quelle für piRNAs gegen verschiedene 
Transposon-Familien dienen. Diese und weitere kürzlich gemachte Entdeckungen verdeutlichen, dass 
die weitestgehende Keimbahn-Spezifität des PIWI/piRNA-Systems in Wirbeltieren wahrscheinlich eine 
in der Evolution der Tiere deutlich später erfolgte Anpassung darstellt als zunächst angenommen. 
Im nächsten Kapitel wird, ausgehend von einer umfassenden Analyse des piRNA-Transkriptoms aus 
adulten Testes des Schweins, die post-transkriptionelle Prozessierung von Protein-kodierenden Genen 
innerhalb eines piRNA-spezifischen Amplifikationsmechanismus, dem sogenannten Ping-Pong-Zyklus, 
beschrieben. Darüberhinaus wird gezeigt, dass piRNA-Cluster, welche große genomische Bereiche 
darstellen, die die Mehrzahl an piRNAs in adulten Testes produzieren, Sequenzen von Genen und 
Pseudogenen beinhalten. Diese sind mögliche Vorlagen für gegensträngige piRNAs, die Zielsequenzen 
in entsprechenden Elterngenen angreifen können. Schließlich beleuchtet der letzte Teil der Dissertation 
die Evolution von piRNA-Clustern und den darin vorkommenden Pseudogenen in Primaten sowie die 
Fähigkeit dieser Loci, Protein-kodierende Gene zu regulieren. Da solche piRNA-Cluster jedoch schnell 
evolvieren und genregulatorische Potentiale zwischen unterschiedlichen Spezies schwach konserviert 
sind, scheint es entgegen der Erwartung eher zweifelhaft, dass Pseudogene in piRNA-Clustern eine 
kritische Funktion besitzen. Die Beobachtung, dass piRNA-Cluster tendenziell in Regionen mit 
erhöhter Gendichte und GC-Gehalt liegen, was auf  offenes und aktives Chromatin hindeutet, scheint 
eher dafür zu sprechen, dass das Vorhandensein von Pseudogenen nicht mehr als ein Nebenprodukt 
bei der Entstehung von piRNA-produzierenden Loci darstellt. 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Abstract 
Small non-coding RNAs (sRNAs or sncRNAs) are present in every domain of  life and undertake a 
great diversity of  tasks including gene regulation, transposon repression and antiviral defense. To 
execute their functions, sRNAs such as microRNAs (miRNAs), small-interfering RNAs (siRNAs) and 
Piwi-interacting RNAs (piRNAs), all depend on Argonaute proteins that form larger complexes with 
additional factors. These complexes are then guided by the sRNA to their target nucleic acids based on 
sequence complementarity. In addition to these commonalities, evolution has given rise to a broad 
range of  adaptations for many sRNA systems in different lineages. The largely animal-specific class of  
piRNAs, which associates with Piwi clade Argonaute proteins, represents a system with a particularly 
remarkable degree of  evolutionary plasticity. piRNAs are typically known to defend genome integrity in 
the animal germline against transposable elements (TEs) that become active during the epigenetic 
reprogramming of  early germ cells. Hence the piRNA pathway is involved in an ongoing arms race 
against TEs attempting to proliferate and transfer to the next generation through host germlines. 
The present thesis aims to facilitate sRNA research in general and addresses outstanding questions on 
the piRNA pathway using a mostly comparative strategy. After summarizing the latest state of  art 
knowledge on sRNA-based TE silencing in eukaryotes, it describes a newly developed software tool 
called unitas, for the annotation of  a variety of  sRNAs, including miRNAs and their isoforms, piRNAs, 
plant-specific phased siRNAs (phasiRNAs), tRNA-derived fragments (tRFs) and other RNAs, in a large 
selection of  species from sRNA sequencing data. The underlying study of  the subsequent chapter 
demonstrates the activity of  the PIWI/piRNA pathway in the soma of  mollusks, including clear signs 
of  post-transcriptional TE repression and adaptations to targeting young transposons. Additionally, it 
reveals a dynamic expression pattern of  piRNA-producing loci during oyster development, providing 
sources for piRNAs from different TE families. This work and other recent findings suggest that the 
near germline-specificity of  the piRNA pathway in vertebrates likely represents an adaptation that was 
acquired later in the evolution of  animals. 
In the next chapter, an extensive analysis of  the piRNA transcriptome of  adult porcine testis uncovers 
post-transcriptional processing of  protein-coding genes within a piRNA-specific amplification loop, 
termed the ping-pong cycle, which is also demonstrated in mouse and human. It further shows that 
piRNA clusters, which are large genomic loci that produce the majority of  piRNAs in adult testis, 
contain gene and pseudogene sequences that might serve as a source for antisense piRNA that target 
corresponding parent genes. Finally, the last part of  the thesis explores the evolution of  piRNA clusters 
and integrated pseudogenes in primates and their ability to regulate protein-coding genes across species. 
However, since such piRNA clusters evolve rapidly and the gene targeting capacity by pseudogene-
derived piRNAs is weakly maintained among primate species, it seems questionable that pseudogenes in 
piRNA clusters have a critical function. Based on evidence that piRNA clusters tend to be located in 
regions with elevated gene-density and higher GC content, both of  which are indicators of  open and 
active chromatin, it seems likely that the presence of  pseudogenes is merely a byproduct resulting from 
the generation of  piRNA-producing loci. 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Introduction 

Small non-coding RNAs 
The discovery of  the mechanism of  RNA interference (RNAi) in Caenorhabditis elegans by Andrew Fire 
and Craig Mello twenty years ago (Fire et al. 1998) has revolutionized the life sciences and gave rise to 
the ever growing field of  small non-coding RNA (sRNA) biology. Starting with their observation of  
the gene-silencing potential of  double-stranded RNA (dsRNA), extensive research has revealed the 
existence of  several different types of  sRNAs, which build the basis of  RNAi. The three major sRNA 
classes include small-interfering RNAs (siRNA) (Hamilton and Baulcombe 1999, Hammond et al. 2000, 
Zamore et al. 2000, Bernstein et al. 2001, Elbashir et al. 2001), microRNAs (miRNA) (Reinhart et al. 
2000, Pasquinelli et al. 2000, Lagos-Quintana et al. 2001, Lau et al. 2001, Lee and Ambros 2001) and 
the mostly animal-specific Piwi-interacting RNAs (piRNA) (Aravin et al. 2006, Girard et al. 2006, 
Grivna et al. 2006, Watanabe et al. 2006), which are involved in processes such as gene-regulation, 
transposon control and anti-viral defense (Lee et al. 1993, Tabara et al. 1999, Ketting et al. 1999, 
Reinhart et al. 2000, McCaffrey et al. 2003, Pedersen et al. 2007, Aravin et al. 2007). 
Common to all of  these sRNA classes is the association to proteins of  the evolutionary well-conserved 
Argonaute family, whose representatives are found in all domains of  life (Swarts et al. 2014). Small 
RNAs bound to Argonaute proteins form the RNA-induced silencing complex (RISC), together with 
additional factors (Tabara et al. 1999, Hammond et al. 2000, Hammond et al. 2001, Ma et al. 2004, 
Lingel et al. 2004). The RISC recognizes target transcript sequences complementary to its guide sRNA, 
whereupon the Argonaute fosters post-transcriptional silencing by mRNA cleavage, decapping, 
deadenylation or translation blocking (Olsen and Ambros 1999, Martinez et al. 2002, Meister et al. 
2004, Liu et al. 2004, Behm-Ansmant et al. 2006, Lu et al. 2009). In some cases, when acting in the 
nucleus on nascent transcripts, the RISC can recruit additional factors that induce epigenetic silencing 
(Sigova et al. 2004, Bühler et al. 2006). Argonautes are divided into two sub-families, Argonaute-like 
proteins that associate with miRNAs and siRNAs (Meister et al. 2004, Baumberger and Baulcombe 
2005), and Piwi-like proteins that interact with piRNAs (Aravin et al. 2006, Girard et al. 2006). Another 
general distinction is that both, miRNAs and siRNA, are produced from double-stranded RNA 
molecules by the endoribonuclease Dicer (Bernstein et al. 2001), while piRNAs are generated from 
single-stranded RNA molecules, independently from Dicer (Vagin et al. 2006, Gunawardane et al. 2007, 
Brennecke et al. 2007, Ipsaro et al. 2012, Nishimasu et al. 2012). 
Besides these most prominent sRNAs, additional classes are still being identified. Over the past years, 
tRNA-derived fragments (tRFs), which were previously seen as tRNA debris, have been recognized as 
actors in gene regulation and transposon control in many different organisms (Cole et al. 2009, Sharma 
et al. 2016, Martinez et al. 2017, Shorn et al. 2017). In an intriguing example, small fragments derived 
from the 3’ ends of  tRNAs in mouse stem cells have been shown to block the highly conserved primer 
binding site (PBS) of  LTR-retrotransposons, which crucially rely on tRNA priming for reverse 
transcription (Shorn et al. 2017). Several types of  tRFs are distinguished, depending on their origin, 
including small 5’-/3’-tRFs, larger 5’-/3’-tRNA-halves, internal itRFs and 3’U-tRFs, derived from the 3’ 
end of  pre-tRNA molecules (Keam and Hutvagner 2015), some of  which have been shown to interact 
with Argonaute (Haussecker et al. 2010) and Piwi proteins (Keam et al. 2014, Hirano et al. 2014). In 
plants, additional siRNA kinds were found, including TE-silencing heterochromatic (hc-) siRNAs, 
natural antisense transcript (NAT-) siRNAs and phased, secondary, siRNAs (phasiRNAs), which are 
differentiated by their origin and biogenesis (Axtel 2013). For instance, phasiRNAs are generated from 
long non-coding, as well as protein-coding transcripts in a phased pattern, requiring the involvement of  
miRNAs as triggers and the siRNA biogenesis machinery in subsequent processing (Fei et al. 2013). 
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Two sub-types are distinguished, 21 and 24 nucleotide (nt) phasiRNAs, likely functioning in post-
transcriptional regulation and in coordinating chromatin modifications, respectively. Their expression 
pattern differs among plant species, as for instance grasses express phasiRNAs specifically in 
reproductive tissues, in contrast to Arabidopsis (Fei et al. 2013). Conceivably, more small RNA pathways 
and even greater complexity of  RNAi mechanisms will be discovered in the future. 

The miRNA and siRNA pathways 
Both, miRNAs and siRNAs are present throughout eukaryotes and have similar size ranges of  21-23 
and 20-25 nt, respectively (Shabalina and Koonin 2008). In contrast to siRNAs however, many 
miRNAs are remarkably well conserved across large evolutionary distances (Bentwich et al. 2005). The 
biogenesis of  canonical miRNAs starts with the transcription of  distinct miRNA genes by RNA 
polymerase II (Pol II), resulting in long pri-miRNAs, which fold back to form hairpin structures (Lee et 
al. 2002, Lee et al. 2004). In animals, such hairpins are taken up by Microprocessor, a complex 
consisting of  the RNA-binding protein Pasha and the endoribonuclease Drosha (Denli et al. 2004), 
which cuts the stem region of  a hairpin with a 2 base pair (bp) offset, creating a stem-loop of  about 60 
nt that is called pre-miRNA (Lee et al. 2003). After export to the cytoplasm (Yi et al. 2003, Lund et al. 
2004), the pre-miRNA is further processed by Dicer (Grishok et al. 2001, Hutvagner et al. 2001), which 
cuts the stem near the loop, again with a 2 bp offset, leaving a miRNA duplex with 2 nt 3’ overhangs on 
each side (Lee et al. 2003, Zhang et al. 2004). In addition to canonical metazoan miRNAs, there are 
types of  non-canonical miRNAs that do not require Drosha processing. For instance, some introns 
serve as pre-miRNAs, dubbed mirtrons, for which the ends are defined by the spliceosome (Okamura 
et al. 2007, Ruby et al. 2007), while some miRNA genes are transcribed as endogenous short-hairpin 
RNAs (shRNAs) (Babiarz et al. 2008). Generally in plants, miRNA duplexes are created directly from 
pri-miRNAs by Dicer in the nucleus (Kurihara and Watanabe 2004), following 2’-O-methylation of  3’ 
ends by HEN1, improving stability of  plant miRNAs (Yu et al. 2005), and subsequent export to the 
cytoplasm. In the last step, one RNA molecule of  a duplex is finally loaded on an Argonaute protein 
(Iwasaki et al. 2010) and the RISC is assembled. 
During miRNA biogenesis and also afterwards through RNA editing, different isoforms of  miRNAs, 
called isomirs (Morin et al. 2008), are generated to some percentage. For instance, inconsistent selection 
of  strands from miRNA duplexes can result in two functional miRNAs from the same gene with 
different targets (Ro et al. 2007). Moreover, although cleavage by Drosha and Dicer is very accurate for 
conserved miRNAs, a certain degree of  imprecision can lead to some heterogeneity at 5’ and 3’ ends 
(Chiang et al. 2010). Further modifications include the addition of  nucleotides at 3’ ends, mostly by 
adenylation and uridylation (Lu et al. 2009, Wyman et al. 2011), which has been shown to affect 
targeting effectiveness (Burroughs et al. 2010). Additionally, internal modifications, such as through 
adenine-to-inosine RNA editing, leading to pairing with cytosine instead of  uracil, can redirect miRNA 
targeting (Kawahara et al. 2007). 
Once a miRNA is loaded on an Argonaute protein, it is guided to mainly genic target transcripts to 
induce post-transcriptional silencing either by translation blocking, mRNA degradation, decapping or 
deadenylation (Olsen and Ambros 1999, Meister et al. 2004). In metazoans, the recognition of  target 
sites, which lie mostly in 3’ UTRs, depends decisively on the seed, a region spanning from positions 2-8 
from the 5’ end of  the miRNA (Lewis et al. 2003, Lewis et al. 2005). In contrast, miRNAs of  plants, 
similar to siRNAs in general, require near-perfect complementarity to their binding sites, lying mostly 
within the coding sequence of  their targets (Rhoades et al. 2002, Reinhart et al. 2002). 
Unlike miRNAs, siRNAs are not produced from discrete sRNA genes, but instead from a great variety 
of  sources, such as viral RNAs, transposon transcripts and genic mRNAs (Wilkins et al. 2005, Sijen and 
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Plasterk 2003, Chung et al. 2008, Ghildiyal et al. 2008) in the form of  hairpin structures or dsRNA. 
Plants, fungi and invertebrates use RNA-dependent RNA polymerases to synthesize dsRNA from 
single stranded TE and gene transcripts, whereas viruses produce double-strands through their own 
RNA polymerase (Dalmay et al. 2000, Cogoni and Macino 1999, Smardon et al. 2000, Stein et al. 2003). 
Similar to miRNA biogenesis, double-stranded siRNA precursors are cleaved by Dicer (Bernstein et al. 
2001) and bound by Argonaute proteins (Meister et al. 2004, Baumberger and Baulcombe 2005). In 
plants, siRNAs are methylated at 3’ ends by HEN1, just as plant miRNAs (Yang et al. 2006). Besides 
post-transcriptional regulation, siRNAs can direct transcriptional silencing when binding nascent 
mRNAs by recruiting factors that induce DNA methylation (Mette et al. 2000) or histone modification 
(Hall et al. 2002, Volpe et al. 2002, Verdel et al. 2004, Bühler et al. 2006, Fagegaltier et al. 2009). 

The piRNA pathway 
Piwi-interacting RNAs, typically 24-32 nt long and bound to Piwi-like (PIWI) proteins, are present in 
animals (Aravin et al. 2006, Girard et al. 2006, Grivna et al. 2006, Watanabe et al. 2006, Vagin et al. 
2006, Saito et al. 2006) and ciliates (Fang et al. 2012) and are primarily associated with defending the 
germline against transposons (Aravin et al. 2007). Different metazoan lineages possess a varying 
number of  PIWI paralogs. In Drosophila three paralogs are present, namely Piwi, Aubergine (Aub) and 
Ago3 (Vagin et al. 2006, Brennecke et al. 2007), however insects in general have very diverse sets of  
PIWI paralogs (Lewis et al. 2016). Silkworms, for instance, express only two variants, Siwi and BmAgo3 
(Kawaoka et al. 2008), similar to the zebrafish, which is equipped with Ziwi (Piwi-like 1 or Piwil1) and 
Zili (Piwil2) (Houwing et al. 2008). Mammals usually contain four paralogs, Piwil1-4, however, mice 
apparently lost Piwil3 and only express Miwi (Piwil1), Mili (Piwil2) and Miwi2 (Piwil4) (Aravin et al. 
2006, Girard et al. 2006, Carmell et al. 2007). Piwil3 was demonstrated to be most active in the female 
germline in other mammals (Roovers et al. 2015), whereas Piwil1, 2 and 4 are the predominant PIWI 
proteins in testes. Accordingly, mice apparently compensate the loss of  Piwil3 by employing siRNAs 
for TE defense that are produced by an oocyte-specific Dicer isoform (Flemr et al. 2013). 
The biogenesis of  piRNAs proceeds in two different pathways, both being Dicer-independent and 
requiring single-stranded RNA as source (Vagin et al. 2006, Brennecke et al. 2007, Gunawardane et al. 
2007). A large fraction of  piRNAs in both vertebrates and invertebrates are produced from discrete 
genomic loci, called piRNA clusters, ranging from a few thousand bases (kb) to over 100 kb (Aravin et 
al. 2006, Girard et al. 2006, Grivna et al. 2006, Watanabe et al. 2006, Brennecke et al. 2007). These loci 
produce large precursor transcripts that are cleaved in the cytoplasm by a mitochondrial single-strand 
specific endoribonuclease called Zucchini (Zuc/mZuc) in Drosophila and PLD6 (mitoPLD) in mammals 
(Ipsaro et al. 2012, Nishimasu et al. 2012, Watanabe et al. 2011, Huang et al. 2011), thereby initiating 
the primary piRNA pathway. Generally, other single-stranded RNAs, such as TE transcripts can be fed 
into Zuc/PLD6 processing (Aravin et al. 2008). The cleaved RNA fragments that are termed piRNA 
intermediates, are then taken up by PIWI proteins, Piwi and Aub in flies (Gunawardane et al. 2007, 
Brennecke et al. 2007) or Piwil1 and Piwil2 in vertebrates (Girard et al. 2006, Aravin et al. 2008), which 
heavily select for 5’ uridines (1U), leading to a strong 1U bias in piRNAs bound to Piwi, Aub, but not 
Ago3 (Brennecke et al. 2007), and further for Piwil1 and Piwil2, but also Piwil4 (Aravin et al. 2006, 
Girard et al. 2006, Carmell et al. 2007), due to intrinsic preferences for 1U of  these PIWI paralogs 
(Kawaoka et al. 2011, Cora et al. 2014). After binding to PIWI proteins, the piRNA intermediates or 
pre-piRNAs, being still 35-40 nt long, are trimmed by an exoribonuclease, called Trimmer in silkworm 
(Kawaoka et al. 2011, Izumi et al. 2016), PARN-1 in C. elegans (Tang et al. 2016) and PNLDC1 in 
mammals (Zhang et al. 2017), whereas flies use the non-homologous exoribonuclease Nibbler (Feltzin 
et al. 2015). This step determines the final piRNA length, which is distinct for each PIWI paralog. In 
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mice, piRNA lengths are ~30 nt for Miwi, ~26 nt for Mili and ~28 nt for Miwi2 (Aravin et al. 2006, 
Girard et al. 2006, Aravin et al. 2008), while in flies piRNA lengths are ~26 nt for Piwi, ~25 nt for Aub 
and ~24 nt for Ago3 (Brennecke et al. 2007). Finally, after trimming, piRNAs are methylated at the 2’-
OH group of  the 3’ end by the methyltransferase HEN1, enhancing their stability (Horwich et al. 2007, 
Houwing et al. 2007, Kirino and Mourelatos 2007a, Kirino and Mourelatos 2007b, Ohara et al. 2007, 
Saito et al. 2007, Kawaoka et al. 2011). 
The secondary piRNA pathway starts with the recognition and slicing of  reverse complementary target 
transcripts by the PIWI/piRNA complex in the cytoplasm (Gunawardane et al. 2007, Brennecke et al. 
2007, Aravin et al. 2008). In fly ovaries, target slicing by Aub with a 10 nt offset from the 5’ end of  the 
guiding piRNA creates a new antisense piRNA precursor, for which the 5’ end is defined by the 
cleavage site. This piRNA precursor is taken up by Ago3 and, similar to the primary pathway, trimmed 
and methylated, creating a secondary mature piRNA, which first 10 nucleotides at the 5’ end are 
complementary with those of  the primary piRNA that originally recognized the target site 
(Gunawardane et al. 2007, Brennecke et al. 2007). Ago3 can in turn cleave complementary target 
transcripts, which are taken up by Aub and processed into mature piRNAs, closing an amplification 
loop, termed ping-pong cycle (Brennecke et al. 2007). Due to the 1U bias of  Aub-bound piRNAs, 
Ago3-bound piRNAs have a tendency for adenine at position 10 (10A), which however is also caused 
by an intrinsic preference in Aub for adenine at this position (Wang et al. 2014). Both, Aub and Ago3, 
are localized in a perinuclear, electron dense structure called nuage (Brennecke et al. 2007). In contrast, 
Piwi predominantly localizes in the nucleus (Cox et al. 2000, Brower-Toland et al. 2007) and does not 
participate in the ping-pong cycle (Malone et al. 2009) but instead acts on chromatin (Brower-Toland et 
al. 2007) inducing transcriptional silencing of  transposons (Wand and Elgin 2011, Sienski et al. 2012, 
Rozhkov et al. 2013, Le Thomas et al. 2013). Also, Piwi was shown to act alone in the somatic follicle 
cells of  fly gonads, binding only primary piRNAs (Malone et al. 2009, Li et al. 2009, Saito et al. 2009). 
Secondary piRNA biogenesis through the ping-pong cycle was also shown to be present in prenatal 
mouse testis (Aravin et al. 2007, Aravin et al. 2008). In this case, Mili and Miwi2 are the ping-pong 
partners, with Mili proteins binding mostly primary piRNAs, while Miwi2 is enriched for secondary 
piRNAs (Aravin et al. 2008, De Fazio et al. 2011). In the cytoplasm of  primordial germ cells, Mili and 
Miwi2 are localized in two distinct types of  granules that lie in close proximity to each other, the pi-
body and piP-body, respectively, each containing different sets of  interacting proteins (Aravin et al. 
2009). Similar to fly Piwi, Miwi2 is also mainly localized within the nucleus inducing transcriptional 
silencing through DNA methylation by the de novo DNA methyltransferase DNMT3L (Aravin et al. 
2008, Kuramochi-Miyagawa et al. 2008). However, it was shown that Mili can sustain an ongoing ping-
pong cycle on its own and also induce DNA methylation that is independent from Miwi2 (De Fazio et 
al. 2011, Manakov et al. 2015). Importantly, in mouse testis, different PIWI paralogs are expressed at 
different times during germline development and spermatogenesis. Miwi2 is present in early gonocytes 
after global demethylation and during de novo methylation until shortly after birth (Aravin et al. 2008). 
Mili expression starts in primordial germ cells and lasts until the round spermatid state of  
spermatogenesis (Aravin et al. 2006, 2008). Finally, Miwi is detectable from the pachytene stage of  
meiosis to the haploid round spermatid state (Deng and Lin 2002, Aravin et al. 2006, 2008). Hence in 
adult mouse testes only Miwi and Mili are active, namely during spermatogenesis. Both paralogs are to a 
great part localized in large and dense cytoplasmic perinuclear granules, similar to pi- and piP-bodies of  
prenatal prospermatogonia, called chromatoid bodies that form in late pachytene spermatocytes and 
last until the post-meiotic round spermatid state (Kotaja et al. 2006, Meikar et al. 2011). Further, it was 
shown that chromatoid bodies contain other protein components of  the piRNA pathway and 
accumulate mRNAs and piRNAs (Meikar et al. 2011). 
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Similar to the dynamic expression of  PIWI protein paralogs during germline development and 
spermatogenesis, distinct populations of  piRNAs are bound to PIWI proteins at different time points. 
Pre-pachytene piRNAs are present in primordial germ cells and during spermatogenesis until the 
pachytene stage of  meiosis, upon which they are replaced by pachytene piRNAs (Aravin et al. 2007, 
2008). These two piRNA populations have various properties that differentiate them substantially. 
Firstly, pre-pachytene piRNAs are enriched in TE-derived sequences, wheres pachytene piRNAs have a 
reduced TE share and are generally more abundant. Secondly, there is little overlap between genomic 
clusters of  both types and while only about half  of  pre-pachytene piRNAs originate from clusters that 
are also generally single-stranded, the vast majority of  pachytene piRNAs is produced by clusters, which 
are on average larger and to some part bidirectional (Aravin et al. 2007). In addition pachytene piRNA 
clusters are controlled by the transcription factor A-MYB, which also initiates the transcription of  
important PIWI pathway genes, such as Miwi (Li et al. 2013). In contrast to the pre-pachytene piRNAs 
of  the prenatal germ cells, the vast majority of  pachytene piRNAs are generated through the primary 
piRNA pathway, while only a minority is produced by secondary biogenesis (Reuter et al. 2011, Beyret 
et al. 2012). Also the pachytene piRNAs of  both Miwi and Mili were shown to originate from similar 
sources, from which they are generated for the most part by primary processing. 
Besides primary and secondary piRNAs, a tertiary piRNA biogenesis pathway was discovered in 
Drosophila ovaries and mouse testes (Han et al. 2015, Mohn et al. 2015, Homolka et al. 2015). In flies, 
secondary piRNAs, bound by Ago3, can initiate the generation of  primary piRNAs from cleaved TE 
transcripts that are cut by Zuc in a phased manner into ~26 nt fragments, which are taken up by Piwi 
after the first fragment is bound by Aub. Similarly in mice, mitoPLD can produce phased Mili-bound 
piRNAs, which are however trimmed, since mitoPLD cleavage creates slightly larger RNA fragments 
(Mohn et al. 2015, Yang et al. 2016). Hence the production of  phased primary piRNAs represents a 
conserved mechanism that enhances sequence diversity of  piRNA pools. 
Beyond TE silencing, the piRNA pathway has been increasingly implicated in further tasks in a variety 
of  species. In Drosophila, PIWI proteins and piRNAs are involved in deadenylation and decay of  
mRNAs in early embryos (Rouget et al. 2010, Barckmann et al. 2015). Similarly in mouse it was shown 
that Miwi-associated pachytene piRNAs direct broad mRNA elimination during late spermiogenesis 
(Gou et al. 2014). Fascinatingly, neuronal piRNAs in the sea slug Aplysia were found to be involved in 
controlling memory-related synaptic plasticity by inducing methylation on the promoter of  CREB2, a 
major inhibitor of  memory formation (Rajasethupathy et al. 2012). Further, it was demonstrated in the 
silkworm Bombyx mori that one single female-specific piRNA is responsible for sex determination 
(Kiuchi et al. 2014). These extraordinary specializations yielded by evolution exemplify the extensive 
flexibility of  the piRNA pathway. 

Transposable elements 
Albeit the fact that many roles for piRNAs beyond transposon silencing were uncovered, the repression 
of  TEs is still regarded as the major function of  the piRNA pathway. Transposons are ubiquitously 
present and often extremely abundant mobile DNA elements that can move from one genomic region 
to another (McClintock 1950, Kazazian 2004). Thereby they pose a serious threat to genome integrity, 
e. g. through the disruption of  coding genes (Kazazian et al. 1988, Miki et al. 1992) or by causing 
genomic rearrangements via homologous recombination between non-allelic TE copies (Martin and 
Lister 1989, Döring et al. 1990). Two major TE classes, RNA transposons (class 1) and DNA 
transposons (class 2), are distinguished by their mode of  transposition, either involving an RNA 
intermediate or direct DNA excision and genomic reintegration, respectively (Kazazian 2004). The 
mobility of  DNA transposons depends on an enzyme performing both, excision and insertion called 
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transposase, which autonomous elements encode themselves. Non-autonomous DNA transposons on 
the other hand, such as the miniature inverted-repeat transposable elements (MITEs), are mobilized by 
related autonomous families (Feschotte and Mouchés 2000). A hallmark of  DNA transposons in 
general is the presence of  terminal inverted repeats (TIRs) at their flanks, which are recognized by 
transposases to initiate the excision reaction (Feschotte and Pritham 2007). Other characteristics are 
direct repeats that are left behind as footprints of  removed DNA transposons. These repeats are 
generally formed by TE integrations, which involve staggered DNA breakage and filling resulting gaps, 
leading to target site duplications (Kazazian 2004). In contrast to DNA transposons, however, RNA 
transposons, also called retrotransposons, are not mobilized by excision, but instead use reverse 
transcription of  their mRNA to move around the genome and proliferate in the process. 
Retrotransposons are grouped into LTR retrotransposons and non-LTR retrotransposons, defined by 
the presence or absence of  long terminal repeats (LTRs) at their flanks (Goodier et al. 2016). LTR 
retrotransposons are very similar to exogenous retroviruses and encode retroviral genes, such as Gag 
(group-specific antigen) and Pol (polymerase) that produces reverse transcriptase (RT) and integrase 
(IN) proteins, as well as Env (envelope) in the case of  endogenous retroviruses (ERVs), which however 
lack extracellular mobility, for instance due to a non-functional Env protein (Lerat and Capy 1999, 
Stoye 2012). LTRs are crucially involved in retrovirus-like reverse transcription, which is primed by 
tRNAs at the primer binding site (PBS) near the 5’ LTR (Eickbush and Jamburuthugoda 2008). 
Non-LTR retrotransposons, including the autonomous long interspersed elements (LINEs) and the 
non-autonomous short interspersed elements (SINEs), also rely on reverse transcription (Singer 1982), 
but use a different mechanism (Luan et al. 1993). LINEs are 4-6 kb long and contain a 5’ UTR, 
including a Pol II promoter sequence (Swergold 1990), two open reading frames (ORF1, ORF2) and a 
short 3’ UTR (Scott et al. 1987). ORF1 encodes an RNA-binding protein (Kolosha and Martin 1997; 
Moran et al. 1996), while ORF2 produces a large protein with endonuclease and reverse transcriptase 
activities (Mathias et al. 1991), all of  which are required for transposition. Together they bind LINE 
transcripts and after reimport into the nucleus, integrate them into the genome through a process called 
target primed reverse transcription, where cDNA synthesis proceeds directly at the insertion site (Luan 
et al. 1993, Cost et al. 2002). The enzymatic machinery of  LINEs is also utilized for the mobilization 
of  SINEs and for the generation of  processed pseudogenes by retrotransposition of  genic mRNAs 
(Jurka 1997, Kazazian and Moran 1998). SINEs are derived from tRNAs (Singer 1982), 5S ribosomal 
RNAs (Kapitonov and Jurka 2003) or 7SL RNAs (Ullu and Tschudi 1984) and typically carry an 
internal Pol III promoter, however they do not encode any proteins, but rely entirely on LINEs to be 
mobilized. 7SL RNAs-derived SINEs include primate-specific Alu elements and B1 elements that are 
present in rodent genomes (Ullu and Tschudi 1984). Finally, some retrotransposons are composed of  
merged segments, such as the hominid specific SVA elements, which consist of  an ERV-derived SINE-
R sequence, a segment of  variable number of  tandem repeats (VNTR) and an Alu fragment (Ostertag 
et al. 2003). 

Aims of  the thesis 
Though many basic characteristics of  the respective small RNA pathways are the same in different 
lineages, small RNA-based machineries in general and the PIWI/piRNA system in particular are very 
adaptive and show many distinctions between separate phylogenetic groups. While the work on model 
organisms built the foundation for our knowledge on functions and mechanisms of  sRNA pathways 
and continues to do so, studies in non-model species repeatedly illustrate their evolutionary plasticity 
and often reveal remarkable adaptations, which deepen our understanding of  fundamental features and 
their evolution. 
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The first aim of  this thesis is the creation of  a software tool for the annotation of  small RNA sequence 
data sets in both model and non-model organisms. It should enable the annotation of  a variety of  
sRNA types, such as miRNAs, piRNAs, phasiRNAs, tRFs and generally other non-coding and coding 
RNAs, some of  which are lineage-specific. Further, the tool is intended to be usable by non-experts in 
regards to bioinformatics background and should therefore depend on as few prerequisites as possible 
and work mostly automatic through subsequent annotation steps. The ultimate goal is to facilitate small 
RNA research in a broad range of  species and to simplify the necessary bioinformatic analysis. 
The second aim is to investigate specific but less well understood features and functions of  the PIWI/
piRNA pathway in an evolutionary context, including putative activity of  PIWIs and piRNAs in the 
soma. In mammals, piRNAs are predominantly expressed in the male and female germline and in early 
embryos (Aravin et al. 2006, Roovers et al. 2015). Somatic piRNAs in mammals have been reported 
(Zheng et al. 2011), but viewed with great skepticism (Ross et al. 2014). Indeed it was confirmed that 
the majority of  these piRNA-like RNAs consists of  non-coding RNA fragments (Tosar et al. 2018). 
Somatic activity of  piRNAs is well documented in Drosophila, but restricted to the fly Piwi paralog and 
primary piRNAs in follicle cells (Malone et al. 2009, Li et al. 2009, Saito et al. 2009). Mollusks, like 
insects, belong to the phylogenetic group of  protostomians that split off  early in evolution from 
deuterostomians, which include the vertebrates (Edgecombe et al. 2011). The determination of  the 
presence or absence of  somatic piRNAs and their possible characterization in mollusks, specifically the 
pond snail Lymnaea stagnalis and the pacific oyster Crassostrea gigas, is expected to yield insights into the 
basic evolution and origin of  the PIWI/piRNA system. 
Another still not fully understood function of  piRNAs is the regulation of  protein-coding genes. A 
slicer-independent role of  PIWI proteins and piRNAs in the removal of  genic mRNA was discovered 
in Drosophila embryogenesis (Rouget et al. 2010) and similar observations were made in mouse 
spermatids, where pachytene piRNAs are involved in the elimination of  mRNAs (Guo et al. 2014). 
Further investigation within this work on a gene-regulatory role of  the PIWI/piRNA system in other 
adult mammal testes, starting with the domestic pig Sus scrofa, as it contains the full set of  typical 
mammalian PIWI paralogs, should elucidate the involvement of  secondary piRNA processing and 
possible sources of  gene-targeting piRNAs. Moreover, since the vast majority of  pachytene piRNAs is 
produced by piRNA clusters (Aravin et al. 2007), a reconstruction of  the evolutionary relationships of  
these piRNA producing loci and their capacities to generate TE- and gene-targeting piRNAs shall be 
explored in primates, including the species Homo sapiens, Macaca mulatta, Macaca fascicularis, Callithrix 
jacchus, Microcebus murinus and Loris tardigradus. Specifically, a proposed role for pseudogene-containing 
piRNA clusters as regulatory elements of  coding genes though the piRNA pathway (Hirano et al. 2014) 
should be tested with regards to conservation and maintained gene-targeting among species. 

Chapter overview 
Overall, this thesis contains five chapters that are either published (chs. 1,2,4), accepted for publication 
(ch. 3) or in preparation to be published (ch. 5) in peer-reviewed journals. The first chapter is a broad 
review of  the current knowledge on small RNA pathways controlling transposon activity in its many 
variations in eukaryotes. It touches on piRNAs, siRNAs and miRNAs in animals, plants, fungi and 
ciliates, and discusses the astonishing adaptations of  each phylum. Most organisms take special care to 
protect their germline against transposon proliferation, since it is the ultimate battleground for TEs to 
make it to the next generation. While metazoans use both piRNAs and siRNAs to silence TEs, plants 
mainly rely on siRNAs, but with a certain involvement of  miRNAs, as just recently was shown. Ciliates 
on the other hand use piRNAs yet take a fundamentally different route to keep transposons under 
control. Instead of  silencing via transcript degradation or the establishment of  suppressive epigenetic 
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modifications, ciliate piRNAs scan the genome for repetitive DNA stretches in order to completely 
eliminate TEs from the genome during sexual reproduction. Altogether the review provides an 
overview on the remarkable diversity of  small RNA-based transposon repression systems that have 
arisen during the evolution of  eukaryotes. 
Chapter two describes a new convenient software tool, called unitas, that is designed to annotate small 
RNA sequencing data with very few prerequisites in a wide range of  species, uniting a variety of  
different applications. Specifically, it can be used for annotation of  miRNAs and their isoforms, tRNA-
derived fragments (tRFs) and other ncRNAs. In animals it helps to identify putative piRNAs, including 
analyses of  5’ overlap rates, nucleotide frequencies and mapping to known piRNA clusters. In plants 
unitas can be employed to discover phasiRNAs, plant-specific phased siRNAs. Finally, unitas includes 
useful tools for 3’ adapter identification and trimming, as well as for filtering of  low complexity reads 
from datasets. Runs are started from the command line in windows, linux or macOS with a single 
command, and all additional programs and reference data are downloaded automatically from the 
relevant databases. Unitas was thoroughly tested with real and artificial data and its performance was 
compared to existing software tools that exert similar tasks. 
In chapter three we show the conserved expression of  PIWI genes and piRNAs in somatic tissues in 
mollusks. Scanning of  unannotated genomes and phylogenetic analyses reveal that two PIWI proteins 
make up the standard repertoire in mollusks and that these are homologous to the vertebrate paralogs 
Piwil1 and Piwil2, while the Piwil1 gene underwent various duplications during molluskan evolution. 
The two paralogs, as well as piRNAs, are expressed not only in the germline, but also in a variety of  
somatic tissues in the pacific oyster and the pond snail. Moreover, the presence of  so-called ping-pong 
signatures in every examined body part, which is the result of  ongoing post-transcriptional processing 
by the secondary PIWI/piRNA pathway, is clear evidence of  ubiquitous PIWI activity. The piRNA 
clusters of  both species are enriched for transposon sequences, which are also biased towards specific 
TE families and younger TE age in general, indicating a role in transposon control in the germline and 
the soma. In addition, the presence of  ping-pong signatures on protein-coding genes in both species 
suggests a function in gene regulation in mollusks. Interestingly, in the oyster different populations of  
piRNA clusters with varying sets of  TE families are expressed at distinct developmental stages and 
adult tissues, while most clusters are active in male and female germline and the hemolymph, suggesting 
sub-functionalization in groups of  piRNA-producing loci. Together with similar findings in arthropods 
(Lewis et al. 2018) and cnidarians (Praher et al. 2017), these results suggest that somatic PIWI and 
piRNA expression is an ancestral state of  metazoans that was mostly lost on the way to vertebrates. 
In the fourth chapter we report the identification of  gene-targeting piRNAs, as well as piRNA clusters 
that incorporate protein-coding genes and pseudogenes in pig testes. The underlying study provides an 
in-depth bioinformatic characterization of  the porcine piRNA transcriptome, including TE-associated 
reads and tRNA-derived sRNAs with piRNA-traits. We then show that gene-derived piRNAs exhibit 
signs of  secondary PIWI/piRNA pathway processing, indicated by ping-pong signatures, in pig, mouse 
and human, suggesting that gene-targeting by piRNAs is conserved in mammals. Further, porcine 
piRNA clusters are enriched for genes and pseudogenes, while being depleted of  transposons. Where 
genes or pseudogenes lie in opposite orientation relative to cluster transcription, antisense piRNAs can 
be produced, which might regulate the expression of  these genes or the corresponding parent genes, 
respectively. Overall, the study provides evidence for a role of  the mammalian PIWI/piRNA pathway 
in post-transcriptional gene regulation and suggests a potential source of  gene-targeting piRNAs in 
gene and pseudogene-containing piRNA clusters. 
The last part of  the thesis explores the evolution of  primate piRNA clusters and therein contained 
pseudogenes to achieve a deeper understanding about the evolution of  mammalian piRNA clusters in 
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general and the putative gene regulatory role of  pseudogene-derived piRNAs. The study shows that  
only a minority of  piRNA clusters is present and active among the examined primates and that even 
this group of  clusters shows distinct expression profiles for each species, while nevertheless producing 
the majority of  piRNAs. It further confirms that homologous piRNA clusters evolve at the same rate 
as the whole genome on the sequence level, indicating lack of  selection pressure. We then show that 
pseudogenes in reserve orientation relative to cluster transcription in comparison to parallel copies 
exhibit neither elevated sequence identity to parent genes nor are consistently more abundant within 
each species or as homologs among species. Moreover, a minority of  reversed pseudogenes produces 
piRNAs, targeting gene transcripts, that are processed in the secondary PIWI/piRNA pathway and this 
targeting of  orthologous genes among species is very weakly conserved. Taken together, these results 
cast doubt on the idea that pseudogene-derived piRNAs play a major role in PIWI/piRNA-mediated 
gene regulation. However, this would then raise the question about the reason for the enrichment of  
pseudogenes in piRNA clusters. In order to address this issue, we examined the genomic environments 
of  piRNA producing loci and show that clusters tend to be located in genomic regions with elevated 
gene density, which is an indicator of  open chromatin (Gilbert et al. 2004), and correlating positively 
with pseudogene density as well as negatively with transposon age. It is thus conceivable that 
pseudogene enrichment is merely a by-product in the generation of  piRNA clusters that possibly form 
in genomic segments of  active chromatin, instead of  representing islands of  euchromatin themselves. 
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1. RNA-based transposon regulation in eukaryotes 

Daniel Gebert1, David Rosenkranz1 

1 Institute of  Anthropology, Johannes Gutenberg University, Mainz, Germany 

This chapter was published as a Review Article in Wiley Interdisciplinary Reviews: RNA under the title “RNA-based regulation 
of  transposon expression” (Gebert and Rosenkranz, Wiley Interdiscip Rev RNA 2015 6:687-708). 

1.1. Abstract 
Throughout the domains of  life, transposon activity represents a serious threat to genome integrity and 
evolution has realized different molecular mechanisms that aim to inhibit the transposition of  mobile 
DNA. Small noncoding RNAs that function as guides for Argonaute effector proteins represent a key 
feature of  so-called RNA interference (RNAi) pathways and specialized RNAi pathways exist to repress 
transposon activity on the transcriptional and posttranscriptional level. Transposon transcription can be 
diminished by targeted DNA methylation or chromatin remodeling via repressive Histone 
modifications. Posttranscriptional transposon silencing bases on degradation of  transposon transcripts 
to prevent either reverse transcription followed by genomic reintegration or translation into proteins 
that mediate the transposition process. In plants, Argonaute-like proteins guided by short interfering 
RNAs (siRNAs) are essential for transposon repression on the epigenetic and posttranscriptional level. 
In the germline of  animals, these tasks are often assumed by a second subclass of  Argonaute proteins 
referred to as Piwi-like proteins, which bind a distinct class of  small noncoding RNAs named piwi-
interacting RNAs (piRNAs). Though the principles of  RNAi pathways are essentially the same in all 
eukaryotic organisms, remarkable differences can be observed even in closely related species reflecting 
the astonishing plasticity and diversity of  these pathways. 

1.2. RNAi as a molecular defense against transposons 
Transposable elements (TEs), popularly referred to as jumping genes, can be found in virtually all 
organisms and their representatives are as diverse as their hosts are. As their name suggests, TEs can 
physically relocate from one genomic locus to another and commonly two major classes of  TEs are 
distinguished according to the mechanism of  their transposition. Class 1 TEs, also known as 
retroposons, propagate via RNA intermediates that are subject to reverse transcription and 
reintegration into the host genome. In contrast, class 2 TEs, referred to as DNA transposons, are 
directly excised from one locus and reintegrated into another locus [1,2]. Both classes comprise 
autonomous and nonautonomous elements. While autonomous elements encode all the enzymes that 
are necessary for their transposition, nonautonomous elements highjack the enzymatic machinery of  
autonomous elements. Although TEs are more and more considered as powerful mutagens that have 
played an essential role in genome evolution, they nevertheless represent a steady threat for genome 
integrity [3,4]. TE transposition can result in, for example, disruption of  functional genes, altered gene 
expression or aberrant splicing. Most relevant in the evolutionary context, they provide the prerequisite 
for ectopic recombination resulting in gene duplication, deletion or large-scale rearrangements. In order 
to ensure genome integrity over evolutionary time scales, species have established molecular defense 
mechanisms that employ RNA-induced silencing complexes (RISCs) which protect their genomes from 
TE propagation. RISCs represent dynamic enzymatic machineries that act on their target nucleic acids 
to promote epigenetic modifications or mRNA decay, a process referred to as RNA interference 
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(RNAi) [5]. Small noncoding (snc-) RNAs bound to Argonaute effector proteins constitute the 
functional heart of  RISCs and different RNAi pathways can be distinguished depending on both, the 
class of  sncRNA and the involved Argonaute protein. Common to them all is that their target 
specificity is realized by complementarity with the guiding sncRNA [6]. Argonaute proteins can be 
subdivided into the Argonaute-like (AGO) and the animal-specific Piwi-like (PIWI) clade and both 
classes bind different populations of  small RNAs. AGO proteins interact with micro (mi-) RNAs and 
short interfering (si-) RNAs, which are ~20–24 nt in length and are processed from double stranded 
(ds-) RNA precursors by the RNase III type endonuclease Dicer [7,8]. In contrast PIWI-interacting 
(pi-) RNAs are typically longer (~24–32 nt) and are processed from single-stranded (ss-) RNA 
molecules in a Dicer-independent manner. AGO proteins are ubiquitously expressed and function in 
the regulation of  protein-coding genes and, when bound to siRNAs, also in TE silencing. The role of  
miRNAs in TE suppression is controversial although it is evident that many miRNA genes descend 
from TEs. PIWI proteins are commonly restricted to the germline and are specialized in TE defense. 
We will outline the general features and important differences of  RNAi pathways that utilize either 
siRNAs or piRNAs (Figure 1). In the course of  this review, we will then take a closer look at the 
evolutionary realizations of  both pathways in all their facets and specific peculiarities. 

Do miRNAs control transposon expression? 
Although the empirical evidence for a role of  miRNAs in TE silencing is disputable, the sheer amount 
of  TE-related miRNAs has led to the speculation that miRNAs may transcriptionally or post-
transcriptionally control TE expression similar to siRNAs [26]. Numerous small RNAs that were 
annotated as miRNAs were shown to originate from TEs, especially from miniature inverted-repeat 
transposable elements (MITEs) [27–31]. MITE transcripts can form hairpin-like structures similar to 
miRNA precursors and thus represent putative Dicer substrates. However, it has not been 
experimentally proven whether biogenesis of  MITE-derived small RNAs depends on miRNA pathway 
factors such as Drosha or DGCR8 and so at least some of  them may actually represent siRNAs rather 
than genuine miRNAs. Either way, their physiological function remains a mystery since putative targets 
were identified using in silico approaches only. Theoretically, targets could be complementary sequences 
of  DNA transposons, however, DNA transposons are inactive in species were MITE derived RNAs 
have been described. It was speculated that Dicer processing of  fold back TE transcripts efficiently 
silences TEs that are not accessible for piRNAs and that the resulting small RNAs do not necessarily 
possess downstream function [32]. In human, Alu targeting miRNAs have been linked to genes with 
exonized Alu fragments thus displaying a gene regulatory role rather than a function in TE defense [33]. 
In Arabidopsis, miRNAs were shown to target epigenetically reactivated TEs launching the production 
of  TE-derived siRNAs in a methylation-impaired background [34]. However, the relevance of  this 
mechanism in wildtypes remains unclear. An indirect but yet important role for miRNAs in TE 
silencing may exist in Drosophila follicle cells, where loss of  TE-derived piRNAs and TE reactivation 
was observed upon knock-down of  specific miRNAs [35]. 

1.3. The siRNA pathway at a glance 
Both, miRNAs and siRNAs originate from dsRNA precursor molecules that are processed by Dicer 
[7,8]. miRNAs generally originate from single genes whose transcripts form hairpin-like structures [9], 
whereas siRNA precursors can have diverse origins. One source of  dsRNA are inverted repeats that 
can arise from the insertion of  TEs in opposite directions and, similar to miRNA genes, yield hairpin-
like transcripts. Furthermore, dual-strand transcription of  one locus can give rise to complementary 
transcripts and so-called cis-dsRNA. Naturally, complementary transcripts can also originate from 
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distinct loci especially in the presence of  interspersed repetitive DNA, yielding so-called trans-dsRNA. 
Yet another mechanism to produce dsRNA is synthesis of  a new RNA strand on an RNA template by 
RNA-dependent RNA polymerases (RdRPs) that can be found in plants and some animal species but 
presumably not in vertebrates [10–12]. Once a dsRNA has been ‘diced’ into siRNA duplexes the so-
called passenger strand is removed during RISC assembly, while the other strand is retained in the 
functional RISC [13,14]. In animals, endogenous siRNAs are loaded onto the AGO-family member 
Ago2 whereas numerous different AGO proteins can take up siRNAs in plants [15]. As part of  the 
RISC, the loaded AGO proteins are now ready to exert targeted regulatory functions on the 
transcriptional and posttranscriptional level. 

1.4. The piRNA pathway at a glance 
piRNAs are generally processed from ssRNA but depending on the molecular mechanism of  
biogenesis we differentiate two discrete piRNA populations: Those that originate from primary, and 
those that originate from secondary processing. During primary processing, a ssRNA is sliced into 
smaller pieces by an endoribonuclease named Zucchini (Zuc) [16,17]. The resulting premature piRNAs 
are loaded onto PIWI proteins that heavily select for 5’ U (1U) fragments [18]. Subsequently the 3’ ends 
of  premature piRNAs are trimmed by a yet unknown exonuclease and often 20-O-methylated by Hen1 
[19,20]. Similar to the Ago2-siRNA complex, the loaded PIWI protein can now silence targets on the 
transcriptional level by inducing DNA methylation or Histone modifications. Alternatively, PIWI 
proteins loaded with primary piRNAs can trigger secondary piRNA biogenesis in a self-sustaining 
amplification loop pictorially called piRNA ping-pong [21-23]. In this process, PIWI proteins slice 
target transcripts with a 10-nt offset from the 5’ end of  the guiding piRNA owing to their RNase H-
like activity [24]. The sliced target now serves as substrate for secondary piRNAs. It assembles with 
another PIWI protein and is subject to trimming and methylation just as primary piRNAs. Secondary 
piRNAs exhibit a bias for Adenine at position 10 (10A) that not merely results from base pairing with 
the primary 1U piRNA but rather from an intrinsic preference for 10A of  the loaded PIWI protein 
[25]. The new PIWI-piRNA complex can target the same transcripts that were initially subject to 
primary processing and, in doing so, produce new piRNAs that resemble the initializing primary 
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Figure 1 | The short interfering RNA (siRNA) and piwi-interacting RNA (piRNA) pathways at a glance. DNA is 
indicated in blue, RNA is displayed in red. Asterisks indicate different PIWI paralogs involved in canonical heterotypic 
ping-pong cycle. Abbreviations: M, methylation; U, uracil; A, adenine; G, guanine, C, cytosine.



piRNAs. This way the ping-pong loop ensures both, post-transcriptional target silencing and constant 
supply of  new target specific piRNAs. 

1.5. Nature’s greatest tinkerer comes up with manifold solutions 
The key factors of  RNAi in plants, animals, and fungi are homologous and thus presumably evolved 
from ancestral proteins that were already present in the last common ancestor of  today living 
eukaryotes [36]. However, up to 1.6 billion years of  independent evolution [37,38] have led to a 
diversification of  RNAi mechanisms that constantly coevolved with distinct transposon repertoires, 
giving rise to lineage-specific realizations that sometimes appear to share not much more than a 
common origin. In the following, we will discuss RNAi pathways in different species ranging from 
plants to mammals illustrating how species utilize their RNAi tools in ever-different variations for the 
ever-same purpose: Foiling transposon propagation. 

1.5.1. RNAi-based TE defense in insects - One goal, many paths 
The Drosophila genome encodes three PIWI-subclass proteins named Piwi, Aubergine (Aub), and 
Argonaute 3 (Ago3). Drosophila PIWI proteins are expressed in the male and female germline but in 
Drosophila ovaries specialized Piwi pathways were found to act in somatic and germline cells (Figure 2) 
[39]. 
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Figure 2 | Piwi pathway in Drosophila. (a) Sketch of  the Drosophila egg. (b) Piwi-mediated transcriptional silencing in 
somatic follicle cells. (c) The piwi-interacting RNA (piRNA) pathway in the fly’s germline. Abbreviations: Rhi, Rhino; Me, 
methylation; PTS, piRNA trigger sequence.



The somatic piRNA pathway 
Somatic follicle cells express solely Piwi and no ping-pong amplification loop was observed in these 
cells [39]. Instead, piRNAs in follicle cells are exclusively produced from unidirectionally transcribed 
loci such as the X-chromosomal flamenco locus which contains a 5’ structure (PTS, piRNA trigger 
sequence) that triggers primary processing [40]. flamenco is enriched for dead TE copies, mainly 
representing retrovirus-like elements from the gypsy family. The insertion direction of  these elements 
suggests selective constraints acting on the flamenco locus favoring insertions that allow the production 
of  antisense piRNAs. Many gypsy family elements in Drosophila encode functional envelop genes, and it 
was supposed that the somatic piRNA pathway of  Drosophila represents an evolutionary adaptation to 
prevent germ cell infection with viral particles produced in surrounding follicular cells (Figure 2(a) and 
(b)) [41]. 
piRNA loading onto Piwi occurs at cytoplasmic Yb-bodies in dependency of  other factors such as 
Armitage (Armi), Shutdown (Shu), and Heat shock protein 83 (Hsp83) [42–44]. Experiments 
demonstrate that Piwi but not its Slicer activity is required for proper germ cell development, which 
suggests that Piwi controls TE expression exclusively on the transcriptional level while being 
dispensable for ping-pong amplification [45–48]. In line with this, numerous studies report on a nuclear 
role for Piwi that involves epigenetic TE silencing by induction of  H3K9 tri-methylation (H3K9me3) 
[41,49–56]. 

The germline piRNA pathway 
In Drosophila germ cells, nuclear Piwi is accompanied by Ago3 and Aub which are located in germline-
specific electron-dense perinuclear ribonucleoprotein particles termed nuage [21,22,57–59]. Nuage 
granules represent the processing site for germline piRNAs and contain numerous proteins that act in a 
sophisticated concert to ensure correct nuage assembly and TE repression [45,60–65]. But, although it 
is evident that nuage is the place where transcripts are processed into piRNAs via the ping-pong loop, 
we have just started to understand how specific transcripts are selected to feed the PIWI machinery. 
Current evidence suggests that the nuclear DEAD box protein UAP56 recognizes the piRNA cluster-
associated heterochromatin protein 1 (HP1) variant Rhino and shuttles piRNA cluster transcripts to 
nuclear pores where they are passed to the cytoplasmic RNA helicase Vasa [66]. Observations in 
Bombyx mori ovary cells suggest that Vasa is part of  an Amplifier complex located in nuage that contains 
two PIWI ping-pong partners, one of  them loaded with an antisense piRNA. This amplifier complex 
promotes loading of  premature piRNAs processed from transposon transcripts onto Ago3 and is thus 
essential for secondary piRNA biogenesis [67]. Furthermore, the Tudor-domain protein Krimper is 
involved in directing primary piRNAs to be loaded onto Aub as it interacts with unloaded Ago3 and 
promotes symmetrical Arginine dimethylation, which blocks Ago3 for loading with primary piRNAs 
[68]. This way, the correct loading of  each ping-pong partner with either primary or secondary piRNAs 
ensures a heterotypic ping-pong cycle with sense- and antisense piRNA pools assorted to a specific 
PIWI protein. piRNA-guided slicing during the ping-pong cycle can in turn initialize primary biogenesis 
that results in Zuc-dependent production of  phased piRNAs. In this process, the target molecule is 
sliced consecutively starting from a ping-pong target site, and each downstream cleavage position 
determines the 3’ and 5’ end of  adjacent (trail-) piRNAs, respectively. This means that one and the 
same transcript molecule can be subject to primary as well as secondary processing (Figure 2(c)) 
[40,69,70]. Since phased piRNAs are predominantly loaded onto nuclear acting Piwi, these piRNAs 
crucially shape the nuclear piRNA repertoire and enforce transcriptional silencing of  corresponding 
TE loci [71]. Besides the presence of  a 5’ PTS as observed for the flamenco locus, [40] ping-pong-
induced primary processing represents the main trigger for primary piRNA biogenesis [71]. 
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The somatic siRNA pathway 
Outside the germline, siRNAs represent the major defense line against TEs [72–75]. In Drosophila, TE-
derived siRNAs originate from loci that are transcribed in both directions. Interestingly, siRNA source 
loci include the flamenco locus, which demonstrates that one locus can give rise to both piRNAs and 
siRNAs. The somatic siRNA pathway involves the Dicer paralog Dicer-2 and Ago2, the AGO-family 
member that predominantly binds TE-derived siRNAs and slices target transcripts [73,74,76,77]. 
Loading of  Ago2 with siRNAs occurs in cytoplasmic foci termed D2 bodies and the observation that 
in R2D2 knockouts siRNAs are misloaded onto Ago1 suggests that R2D2 is responsible for correct 
sorting of  siRNAs to Ago2 [78,79]. 
Besides the posttranscriptional silencing of  TEs in the cytoplasm by endonucleolytically active Ago2, 
there is a body of  evidence that links Ago2-siRNA complexes with epigenetic silencing of  TEs. Dicer-2 
mutants were found to exhibit dramatically decreased levels of  H3K9 dimethylation (H3K9me2) at 
repeat associated loci [80]. Furthermore, aberrant H3K9me2/3 patterns and ectopic HP1 localization 
on chromosomes were observed in animals where nuclear siRNAs were artificially sequestered by the 
viral RNAi suppressor P19 [81]. There is also evidence that Dicer-2 and Ago2 associate with chromatin 
and that Ago2 functions in transcriptional repression of  specific protein-coding genes [82,83] though it 
remains to be proven whether the same mechanisms are responsible for TE repression. 

1.5.2. RNAi-based TE defense in mammals - The exception in the model 

piRNA pathway in the male germline 
First and yet still the most insights into mammalian RNAi pathways were obtained from experiments in 
the mouse model [84–87]. Like Drosophila, mice express three PIW family proteins named Miwi (Piwi-
like 1 or Piwil1), Mili (Piwil2) and Miwi2 (Piwil4) that probably share a common ancestor with 
Drosophila Aub and arose from subsequent and successive gene duplication events [88]. A remarkable 
difference compared to the situation in flies and other vertebrates such as zebrafish is the fact that 
mouse PIWI proteins are expressed mainly during male gametogenesis while being dispensable in the 
female germline [89–91]. During spermatogenesis, Piwil4 is expressed in the early gonocyte stage, [23] 
whereas Piwil1 expression starts later in the pachytene stage in meiotic spermatocytes and persists in 
elongating spermatids [89]. In contrast, Piwil2 expression is fairly long lasting starting in primordial 
germ cells and persisting until the round spermatid stage (Figure 3(a)) [90]. Due to this dynamic 
expression pattern, a ping-pong cycle involving Piwil2 and Piwil4 in pre-pachytene germ cells is 
superseded by a ping-pong cycle involving Piwil2 and Piwil1 in subsequent developmental stages. Most 
important, the piRNAs that are expressed in the different time windows differ dramatically. piRNA 
clusters that are transcribed in pre-pachytene stages are mostly mono-directional and enriched for TE 
copies, as are the resulting piRNAs [23,92]. Later on, transcription from these loci ceases and the 
transcription factor A-Myb initiates transcription from bidirectional clusters resulting in a piRNA pool 
that is depleted for TE-related sequences [93]. 
During early stage spermatogenesis, the PIWI machinery localizes at two different types of  nuage 
granules with Piwil2 associated with pi-bodies and Piwil4 associated with piP-bodies [94]. Both granules 
contain different additional factors and are often found in close proximity, suggesting these conglom-
erates to represent the sites of  ongoing ping-pong processing [94]. Contrasting the situation in 
Drosophila, TE transcripts represent the source of  primary piRNAs that initialize the ping-pong loop 
[23]. These sense-TE piRNAs are bound predominantly to Piwil2 while Piwil4 gets loaded with 
antisense-TE piRNAs during ping-pong amplification. In addition to its role as a ping-pong player, 
Piwil4 localizes to the nucleus and induces epigenetic silencing of  TEs via DNA- and histone 
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(H3K9me3) methylation (Figure 3 (b)) [91,95–97]. In later stages of  spermatogenesis, when epigenetic 
TE silencing is established, the PIWI machinery continues acting on the posttranscriptional level. At 
this point, primary antisense-TE piRNAs loaded onto Piwil1 and Piwil2 are sufficient for TE silencing 
which does no longer depend on ping-pong amplification [98,99]. 

piRNA pathway in the female germline 
Based on findings from the mouse model, it was initially assumed that the PIWI machinery is not 
required for female gametogenesis in mammals, although PIWI proteins and piRNAs were also 
detected in mouse oocytes [23,100–103]. However, following studies revealed the special status of  the 
mouse-rat lineage, which represent a unique evolutionary realization that is not representative for other 
mammals. 
Contrasting the situation observed in mice, recent experiments revealed the presence of  important 
piRNA pathway components in the female mammalian germline [104]. Interestingly, maturing bovine 
oocytes express the hitherto enigmatic Piwil3 that underwent pseudogenization on the lineage leading 
to mouse and rat. In addition, they express piRNAs that are enriched for TE-related sequences thus 
resembling pre-pachytene testis piRNAs. Together, these results suggest that Piwil3 is critically involved 
in TE repression during mammalian oogenesis. 

An oocyte-specific siRNA pathway in mice 
So, how do mice and rats protect their genomes from active TEs during oogenesis without having 
functional Piwil3? Flemr and colleagues showed that mice express an oocyte-specific Dicer isoform 
(DicerO, in contrast to the somatic isoform DicerS) whose expression is essential for mouse oocyte 
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Figure 3 | Piwi pathway in mammals. (a) Expression of  Piwi paralogs and piwi-interacting 
RNA (piRNA) pools during male gametogenesis. (b) Piwi-mediated TE silencing in the male 
germline during pre-pachytene stages.



development [105]. DicerO was found to produce more siRNAs from TE coding loci as compared with 
DicerS and abolishing DicerO expression resulted in sterility and increased levels of  siRNA targets 
including TE transcripts from the MT family. Whether the suppression of  MT transposons in the 
mouse female germline is a direct consequence of  DicerO processing or in addition is reinforced by 
AGO family proteins that are loaded with the resulting MT-derived siRNAs and may induce further 
silencing on the transcriptional or posttranscriptional level, must be subject for further investigations. 
However, it seems reasonable to assume that the muridae-specific DicerO isoform, driven by a MT-C 
transposon insertion into the Dicer locus, represents an evolutionary adaptation that compensates the 
loss of  Piwil3 – piRNA-dependent TE repression in oocytes. 

1.5.3. RNAi-based TE defense in Caenorhabditis elegans - How piRNAs trigger siRNAs 
As is the case with many other aspects of  Caenorhabditis (C.) elegans biology, its RNAi pathways represent 
very unique evolutionary realizations and the role of  the piRNA pathway in TE repression is rather 
limited. C. elegans piRNAs where initially described as 21U RNAs based on their length of  21 nt and the 
observed bias for 5’ U [106]. 21U RNAs do not originate from Zuc-dependent processing of  ssRNA. 
Instead 21U RNAs are encoded by separate genes that accumulate in two piRNA cluster-like regions 
on chromosome IV [106,107]. Each gene has a Polymerase II promoter that is recognized by Forkhead 
transcription factors which results in decapping and 2 nt 5’ end trimming of  the ~26 nt transcripts. The 
premature transcripts are then loaded onto the C. elegans PIWI protein PRG-1 and trimmed at their 3’ 
end to form the functional PRG-1–21U-RNA complex [108–110]. Transcripts of  the DNA transposon 
Tc3 represent the only TE-related PRG-1–21U-RNA target [106,111]. Other targets comprise protein-
coding genes that are likewise derepressed in PRG-1 mutants [112]. Once the PRG-1–21U-RNA 
complex has caught its target, it can recruit an RdRP complex to synthesize a complementary RNA 
strand. The resulting dsRNA is further processed into secondary siRNAs named 22G-RNAs which are 
loaded onto worm-specific AGO proteins (WAGO) that can induce epigenetic silencing through 
repressive histone modifications such as H3K9me3 (Figure 4) [112–115]. 
While the PIWI/piRNA system triggers the 22G-RNA pathway that suppresses Tc3 elements, silencing 
of  other TEs, such as Tc1, Tc4, Tc5, and Tc7, is independent of  initiation by 21U RNAs. Instead, 
siRNAs that feed the RNAi machinery can be processed from read-through TE transcripts that 
comprise terminal inverted repeats and thus are capable of  forming fold-back double stranded 
structures. These dsRNA molecules may serve as substrate for the RNaseIII-like enzyme DCR-1 that 
produces siRNAs that can initiate RNAi pathways directed against these elements [8,116]. 
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Figure 4 | 21U small RNA pathway in the germline of  Caenorhabditis elegans.



1.5.4. RNAi-based TE defense in plants - A job for AGOs 
In plants, active and evolutionary young TEs are mainly regulated by specialized siRNA pathways 
[117,118] in both somatic and germline cells, [119] while RNA-independent DNA methylation 
mechanisms maintain repressive methylation states of  deeply silenced TEs [120]. Dynamic regulation 
of  transposon expression primarily involves two major classes of  siRNAs, which are distinguishable by 
their size profile. Typically, 21 – 22 nt siRNAs are involved in post-transcriptional gene silencing 
(PTGS), whereas 24 nt siRNAs mediate transcriptional gene silencing (TGS) in a pathway termed 
RNA-directed DNA methylation (RdDM) [121]. Besides different Dicer-like (DCL) and Argonaute 
proteins, as well as RNA-dependent RNA polymerases (RDR), which represent key players in both 
pathways, plants have developed the specialized DNA-dependent RNA polymerases Pol IV and Pol V, 
homologs of  Pol II [122] that play crucial roles in RdDM [123]. 

Plant siRNAs in posttranscriptional silencing 
The posttranscriptional silencing pathway of  siRNAs in Arabidopsis, which functions in TE repression 
and virus resistance, starts with the synthesis of  double stranded RNA (dsRNA) from single-stranded 
Pol II transcripts by RDR6 [124] and its cofactor SGS3 [125]. The processing of  these dsRNAs by 
DCL2 and DCL4, which mostly act redundantly but yet hierarchically, results in the production of  22 
and 21 nt siRNAs, respectively [126]. These siRNAs are subsequently methylated at the 2’-OH of  the 
3’-terminal nucleotide by HEN1, increasing their stability [127,128]. Finally, AGO1 is loaded with 21 – 
22 nt siRNAs, which guide the slicer active Argonaute to its targets to direct RNA degradation 
[121,129,130]. 

The RdDM pathway 
The canonical RdDM pathway in plants (Figure 5) is initiated by the recruitment of  Pol IV to its 
genomic target loci, which is required for the production of  the vast majority of  siRNAs in Arabidopsis 
[131]. The chromatin interacting protein SHH1, which binds to methylated H3K9 and unmethylated 
H3K4, guides Pol IV to a large subset of  the most active RdDM-associated siRNA producing loci, 
sometimes referred to as siRNA clusters [132]. Single-stranded Pol IV transcripts are copied by RDR2 
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Figure 5 | Canonical RNA-directed DNA methylation (RdDM) in plants mediated by 24 nt 
short interfering RNAs (siRNAs).



to produce dsRNAs, [133] which are processed into 24 nt siRNA duplexes by DCL3, methylated by 
HEN1 [127,128] and exported to the cytoplasm, where the loading of  one strand onto AGO4 
[134,135] is facilitated by HSP90 [136]. Besides AGO4, the paralogous AGO6 seems to play a non-
redundant role in RdDM and acts in parallel to AGO4 [137,138], while AGO9 specifically acts in 
reproductive tissues [139]. The assembled AGO–siRNA complex is reimported to the nucleus [136], 
where it is guided to genomic target loci through base pairing of  associated siRNAs with nascent Pol V 
transcripts [140], assisted by the adaptor protein KTF1 that binds both Pol V scaffold transcripts and 
AGO4 [141]. 
The recruitment of  Pol V to RdDM target loci is enabled by the SU(VAR)3 – 9 homologs SUVH2 and 
SUVH9, which bind to pre-existing methylated DNA and facilitate the chromatin interaction of  Pol V 
[142,143] by associating with the DDR complex, comprising the factors DRD1, DMS3, and RDM1 
[117,144] The binding of  the AGO-siRNA complex to nascent Pol V transcripts leads to the 
recruitment of  the plant Dnmt3 methyltransferase ortholog DRM2 to establish de novo DNA 
methylation at target loci, resulting in transcriptional silencing [145]. Another ortholog, DRM3, 
presumably promotes Pol V transcriptional elongation or assists in the stabilization of  Pol V transcripts 
[146]. 

Epigenetic repression of  plant transposons 
Active TEs are epigenetically silenced by RdDM [117,118], which mediates DNA methylation by 
DRM2 at CG, CHG and CHH sites (H=A, T, or C) [145]. Both Pol IV and Pol V, which produce 
siRNA precursors and RdDM targets, respectively, target genomic loci that include high-copy repeats 
and transposons. In Arabidopsis, Pol IV transcripts were shown to originate primarily from regions 
where transposons and other repetitive sequences cluster, [131] while Pol V targets mainly represent 
promoters and evolutionarily young transposons [117]. Furthermore, Pol V-dependent siRNA-
generating loci are associated predominantly with short repetitive sequences in intergenic regions, 
which are enriched for SINE repeats [147]. 
Besides RdDM, which establishes de novo methylation, TEs are kept under control by pathways that 
maintain DNA methylation, as well as histone methylation pathways, mainly targeting H3K9 [148]. The 
plant homolog of  mammalian Dnmt1 MET1, which targets CG sites [149], as well as the plant-specific 
CMT3 and CMT2, specialized for CHG and CHH site methylation [150] are crucial for sustaining 
silencing states of  TEs. The chromatin remodeler DDM1, being similarly essential for TE silencing, 
enables DNA methyltransferases to access heterochromatin embedded TEs [120,151,152]. DDM1-
dependent pathways and RdDM together mediate nearly all TE methylation and cooperate to inhibit 
transposition in Arabidopsis [120]. 

When transposons awake 
The emergence of  a new transposon represents a special situation, as its replication proceeds through 
Pol II transcripts, which the canonical RdDM pathway normally cannot target directly. The study of  a 
de novo genome invasion by the single-copy LTR retroelement Évadé (EVD), using inbred lineages of  
hybrid Arabidopsis epigenomes, monitored over multiple generations, demonstrated how plants employ 
their defense mechanisms against a new TE offensive [118]. It showed that an increasing copy number 
concurs with an accumulation of  RDR6- and DCL2/4-dependent 21-22 nt EVD-derived siRNAs, 
indicating that PTGS forms the first line of  defense during a novel TE propagation event. The Gag 
nucleocapsid protein of  EVD protects it against PTGS, but after reaching a fixed threshold of  about 
40 copies EVD expression is brought to a halt. This coincides with a loss of  corresponding 21 – 22 nt 
siRNAs and an initiated production of  AGO4-associated 24 nt siRNA accompanied by increased DNA 
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methylation of  EVD copies, suggesting transcriptional silencing by the RdDM pathway. In support, 
another study under similar conditions showed that EVD silencing depends on Pol IV and Pol V [153], 
which are possibly recruited after de novo methylation of  EVD DNA [118]. 
The transition from PTGS to TGS (Figure 6) appears to be achieved through the processing of  RDR6-
generated dsRNAs by DCL3 to produce 24 nt siRNAs, which might be enabled by a large increase of  
TE transcripts that leads to a saturation of  the DCL2 and DCL4 machineries of  the regular PTGS 
pathway [118]. This RDR6-dependent RdDM pathway represents a form of  noncanonical RdDM that 
likely functions to recognize Pol II transposon transcripts to trigger epigenetic silencing of  novel and 
active TEs [154]. Indeed, it was shown that Pol II produces scaffold transcripts that recruit AGO4-
bound siRNAs through physical interaction to direct DNA methylation at low-copy intergenic loci. 
Moreover, Pol II transcription recruits Pol IV and Pol V to exert siRNA-mediated RdDM at 
homologous loci [155], which might be the final step in the transition from PTGS via RDR6-RdDM to 
canonical Pol IV-dependent RdDM (Figure 6). Alternatively, Pol II-derived 21-22 nt siRNAs bound by 
AGO6 can initiate RDR6-dependent methylation of  novel Pol II-transcribed TEs [137,154], 
representing another entry point for Pol V, which requires some pre-existing methylation for its 
recruitment [142]. 
Interestingly, a recent study additionally showed that some miRNAs can target epigenetically reactivated 
TEs and trigger RDR6-mediated 21 nt siRNA production in Arabidopsis DDM1 mutants [34], 
resembling the activity of  miRNA-dependent 21 nt trans-acting siRNAs (ta-siRNAs), which regulate 
genes posttranscriptionally in land plants [156,157]. However, an important part in our understanding is 
still missing, as it is unclear how novel Pol II-transcribed TEs that are unknown to the host plant are 
distinguished from non-TE transcripts and recognized in a homology-independent manner. 

Defending the plant germline 
Tight regulation of  TEs is especially critical in the germline, where transposition events are carried over 
to the next generation. While animals have developed the Piwi/piRNA pathway, plants have established 
specialized mechanisms involving siRNAs and Argonaute proteins to secure genome integrity of  their 
gametes. 
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Figure 6 | Transition from PTGS to TGS in plants during a de novo genome invasion by an active TE.



Mammals globally erase DNA methylation marks in their germline by epigenetic reprogramming, but in 
plants DNA methylation is largely retained through sexual reproduction [158,159]. In contrast, in 
Arabidopsis the companion cells of  both egg and sperm, central cell and vegetative nucleus, respectively, 
undergo active DNA demethylation (Figure 7) mediated by the DNA glycosylase DEMETER (DME), 
which preferentially targets euchromatic TEs [160]. In addition, in the pollen vegetative cell the TE 
silencing DDM1, as well as many TE targeting siRNAs are downregulated [119]. Consequently, TEs are 
reactivated and mobilized in pollen, but only in the vegetative cell, leading to the production of  21 nt 
transposon-derived siRNAs, which accumulate in both vegetative and sperm cells, implying that 
siRNAs are transferred from companion cell to sperm cells (Figure 7(a)). Supporting this idea, lack of  
DME in vegetative cells causes reduced RdDM of  TEs in sperm [160]. 
Similarly, in the female gametophyte it was shown that global demethylation of  the central cell DNA 
leads to transposon reactivation and siRNA accumulation in the central cell (Figure 7(b)) and 
subsequently in the maternal endosperm genome (Figure 7(c)) [161,162]. Further, AGO9, which is 
expressed in companion cells but not in gametes, has been shown to interact with 24 nt TE-derived 
siRNAs and being necessary for transposon silencing in the egg cell before fertilization [139]. Finally, 
endosperm demethylation is coupled with extensive local hypermethylation of  siRNA-targeted 
sequences in the endosperm and 24 nt siRNA-guided de novo methylation of  embryo TEs [159,162]. 
It is therefore believed that companion cells as well as the endosperm, which do not contribute genetic 
material for the next generation, sacrifice their genome integrity by epigenetic reprogramming to reveal 
intact TEs and produce corresponding siRNAs, which are transferred to gametes and to the embryo to 
reinforce transposon methylation in the germline of  plants [119,160,162]. 

1.5.5 RNAi-based TE defense in fungi - Some can live without 

The canonical siRNA pathway 
Though a functional RNAi machinery has been lost in some fungi including the model organism 
Saccharomyces (S.) cerevisiae, RNAi components including Dicer, Argonaute, and RdRP proteins are 
present in many other fungal species [163–166]. In Saccharomyces castellii and Candida albicans 
noncanonical Dicer proteins process dsRNA to produce 22 – 23 nt siRNAs that are strongly enriched 
for LTR- (Ty), LINE-like- (Zorro) and subtelomeric repeat (Y0) sequences [166]. These siRNAs were 
shown to associate with Ago1 in S. castellii and loss of  either Dicer or Ago1 results in increased levels 
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Figure 7 | Transposon silencing in the plant germline. Global DNA demethylation in companion cells and in the 
endosperm leads to reactivation of  TEs and production of  short interfering RNAs (siRNAs) that are transferred into 
gametes and embryo to reinforce TE silencing in germline and developing embryo. Abbreviations: VN, vegetative nucleus; 
SC, sperm cell; CC, central cell; Me, DNA methylation.



of  Y0 and Ty transcripts. dsRNA that serves as Dicer substrate results from bidirectional transcription 
of  one locus yielding paired sense-antisense transcripts or alternatively from partially overlapping 
transcripts produced from opposite strands. Despite the elevated level of  Y0 transcripts and instability 
of  introduced plasmids, Dicer and Ago1 mutants do not show defects in growth, mating, sporulation, 
or chromosome stability which might reflect the absence of  TEs that are capable of  active 
transposition in the genome of  S. castellii. It remains a mystery why a functional RNAi machinery was 
retained during evolution in a species without active TEs while being lost in, for example, S. cerevisiae 
where TEs show signs of  recent activity. One explanation might be that RNAi components underwent 
pseudogenization in S. cerevisae after TE activity dropped off  and that active TEs were subsequently 
reintroduced by horizontal transfer [167]. 

The nuclear siRNA pathway 
A nuclear processing pathway that can silence TEs by heterochromatin formation has recently been 
[168] described in Saccharomyces pombe. Here, the Mtr4-like protein Mlt1 interacts with Nrl1, which 
associates with factors involved in pre-mRNA splicing. The Mlt1-Nrl1 complex targets transcripts with 
cryptic introns resulting in the formation of  heterochromatin domains at loci encoding 
retrotransposons. Deletion of  cryptic introns resulted in abolished siRNA production and H3K9me at 
the according locus. How exactly the RNAi machinery is attracted to target specific transcripts is yet 
unclear but it has been proposed, that the spliceosome itself  recruits RNAi factors. This is supported 
by the observation, that the splicing machinery interacts with components of  the RdRP complex, 
which is involved in the production of  siRNAs and H3K9me at heterochromatin domains [169,170]. A 
similar mechanism can be found in the yeast Cryptococcus neoformans [171] where a so-called SCANR 
(Spliceosome-Coupled And Nuclear RNAi) complex is essential for biogenesis of  Ago1 bound TE-
related siRNAs from transcripts that exhibit suboptimal introns. Loss of  the RdRP Rdp1 chokes 
siRNA production, which indicates that selected mRNAs serve as a template for dsRNA production, 
thus triggering the RNAi machinery. 

1.5.6. RNAi-based TE defense in ciliates - Extinguishing the unwanted 
So far we have discussed examples that illustrate how TEs can be suppressed either on the transcrip- 
tional level by repressive DNA- or Histone modifications that prevent TE transcription, or on the 
posttranscriptional level by targeted degradation of  TE transcripts. In ciliates, we can observe an even 
more radical mechanism: Repetitive sequences are recognized by small RNAs and completely erased 
from the genome (Figure 8). 
Most ciliates display nuclear dualism with a somatic macronucleus separated from a germline 
micronucleus [172]. Comparing the germline genome with the somatic genome provides the basis for 
the selection of  junk DNA. During sexual reproduction of  Tetrahymena, the micronucleus undergoes 
mitosis followed by meiosis and cross-fertilization to generate zygotic nuclei. While the old 
macronucleus is degraded, the zygotic nuclei further divide and differentiate to new macro- and 
micronuclei [173]. During this process it comes to both DNA rearrangement and DNA deletion and 
more than 6000 genomic sites, together making up ~15% of  the Tetrahymena genome, are excised from 
the newly developing macronucleus. These sites represent noncoding single-copy as well as repetitive, 
transposon-like sequences such as Tlr-1 and Tel1 [174,175]. Before DNA elimination occurs, 
bidirectional transcription of  nongenic loci in the micronucleus was observed and it was suggested that 
the resulting dsRNA may feed a RNAi pathway that is responsible for the selection of  genomic sites to 
be erased [176]. Indeed, DNA elimination depends on a class of  ~26-31 nt small siRNA-like RNAs 
termed scan (scn-) RNAs that are produced from dsRNA precursors by the Dicer-like enzyme Dcl1 
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inside the micronucleus. scnRNAs are then exported to the cytoplasm and loaded onto the Tetrahymena 
PIWI homolog Twi1 [174,177–179]. The Twi1-scnRNA complexes localize to the parental 
macronucleus, where they undergo a yet mysterious selection process that selects complexes that target 
sites that are present only in the micronucleus this way determining specific sites for elimination [177]. 
The selected Twi1-scnRNA complexes now translocate from the parental to the newly developing 
macronucleus where they interact with target chromatin, presumably via nascent transcripts [180]. 
Latest observations suggest that the imported early scnRNAs can target loci in trans and induce 
biogenesis of  so-called late scnRNAs from these loci resulting in robust DNA elimination of  TE-
related sequences [181]. 
It was shown that DNA elimination depends on H3K9me and H3K27me marks as the disruption of  
the histone methyltransferase Ezl1p that catalyzes these modifications inhibits DNA elimination 
[182,183]. The greatly reduced H3K9me accumulation in Dcl1 and Twi1 mutants provides strong 
evidence that the Twi1-scnRNA complex acts upstream of, and is necessary for, heterochromatin 
formation [178,179,182]. These results indicate that Twi1-scnRNA complexes decoy the methylation 
machinery that finally marks targets for DNA elimination though the exact mechanisms are unknown 
yet also little is known about the final process of  DNA excision that is supposed to depend on a 
putative protein complex that comprises a domesticated PiggyBac transposase-like protein and 
recognizes the epigenetically marked targets [184,185]. 
A similar mechanism that distinguishes between good and bad DNA in the germline genome acts in 
Oxytricha. But contrasting the situation in Tetrahymena, the RNAi system that acts during sexual 
reproduction in Oxytricha marks DNA that is retained in, and not erased from, the somatic genome of  
the upcoming generation [186]. 
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Figure 8 | DNA elimination in Tetrahymena. (a) Stages of  sexual reproduction of  Tetrahymena. (b) Twi1p 
and scnRNA-mediated DNA elimination. Abbreviations: Mic, Micronucleus; Mac, Macronucleus; IES, 
internal eliminated sequences.



1.6. Conclusion 
Most organisms are faced with genomic parasites that reside and proliferate in their genomes. 
Immobilizing these enemies inside is essential to maintain genome integrity over generations. Molecular 
defense mechanisms emerged early in evolution and were subject to constant adaptation along 
phylogenetic branches. Although the variety of  evolutionary realizations unrolled in this review is 
already impressive, we must point out that the addressed organisms represent a rather small subsection 
in the tree of  life. While we focused on eukaryotic RNAi pathways, different mechanisms of  immunity 
from genome invaders and TEs exist in bacteria and archaea. Most notably, we want to mention the 
CRISPR-Cas system that came to fame in the past years owing to its utilization for genome 
manipulation in genetic engineering [187,189]. Another example is the Hfq/antisense-RNA mediated 
down regulation of  transposase expression in Escherichia coli [190] and the list could be continued. The 
curious reader will find some recommendations for further reading below. Certainly, the discovery of  
yet unknown small RNA pathways will not be long in coming, considering (1) the enormous 
evolutionary plasticity of  RNA-based defense mechanisms and (2) the ever-growing number of  species 
that are subject to in-depth investigation including whole-genome- and RNA-seq analysis. 
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2.1. Abstract 
Background: Next generation sequencing is a key technique in small RNA biology research that has led 
to the discovery of  functionally different classes of  small non-coding RNAs in the past years. However, 
reliable annotation of  the extensive amounts of  small non-coding RNA data produced by high-
throughput sequencing is time-consuming and requires robust bioinformatics expertise. Moreover, 
existing tools have a number of  shortcomings including a lack of  sensitivity under certain conditions, 
limited number of  supported species or detectable sub-classes of  small RNAs. 
Results: Here we introduce unitas, an out-of-the-box ready software for complete annotation of  small 
RNA sequence datasets, supporting the wide range of  species for which non-coding RNA reference 
sequences are available in the Ensembl databases (currently more than 800). unitas combines high 
quality annotation and numerous analysis features in a user-friendly manner. A complete annotation can 
be started with one simple shell command, making unitas particularly useful for researchers not having 
access to a bioinformatics facility. Noteworthy, the algorithms implemented in unitas are on par or even 
outperform comparable existing tools for small RNA annotation that map to publicly available ncRNA 
databases. 
Conclusions: unitas brings together annotation and analysis features that hitherto required the installation 
of  numerous different bioinformatics tools which can pose a challenge for the non-expert user. With 
this, unitas overcomes the problem of  read normalization. Moreover, the high quality of  sequence 
annotation and analysis, paired with the ease of  use, make unitas a valuable tool for researchers in all 
fields connected to small RNA biology. 

2.2. Background 
Small non-coding (snc-) RNAs are important players in diverse cellular processes, often acting as guide 
molecules in transcriptional and post-transcriptional gene regulation [1–3]. Micro (mi-) RNAs, short 
interfering (si-) RNAs and Piwi-interacting (pi-) RNAs constitute their most prominent representatives 
but the number of  described sncRNA classes continuously increases. Moreover, degradation products 
of  larger RNA molecules such as rRNA or tRNA fragments further contribute to sequence 
heterogeneity of  sncRNA transcriptomes [4, 5]. As diverse as their source molecules are the places 
where sncRNAs can be found within an organism, ranging from nuclear and cytoplasmic localization 
inside a cell, to extracellular exosomes being released into diverse body fluids [6, 7]. Studying the role of  
sncRNAs in diverse biological contexts typically involves high-throughput sequencing of  sncRNAs 
derived from total RNA extracts. Subsequent disentangling of  the complex composition of  such 
sncRNA transcriptomes is one of  the initial steps in sequence data processing and critical for all kinds 
of  downstream analysis. As the use of  high throughput sequencing technologies becomes more and 
more common, while this does not necessarily apply to bioinformatics knowhow, a robust and easy to 
use solution for reliable annotation of  sncRNA sequence datasets is highly desirable. 
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So far, annotation of  sncRNA sequence datasets is demanding for various reasons. On the technical 
side, existing tools cover particular aspects of  sequence annotation (e.g. miRNA annotation) which 
means that complete annotation including all types of  sncRNAs requires installation of  a set of  
programs with different dependencies, some of  which are restricted to specific operating systems. 
Illustrating the complexity of  the task, a typical annotation process could include the following steps: i) 
3ʹ adapter recognition with Minion [8] or DNApi [9], ii) adapter trimming with e.g. reaper [8] or 
cutadapt [10], iii) filtering of  low complexity sequences with dustmasker [11] or Repeat-Soaker [12], iv) 
miRNA annotation with Chimira [13], v) annotation of  tRNA-derived fragments with tDRmapper [14] 
or MINTmap [15], vi) annotation of  other ncRNA or mRNA fragments with NCBI BLAST and, if  
applicable, vii) annotation of  phased RNAs with PhaseTank [16] or viii) annotation of  putative piRNAs 
by mapping sncRNA sequences to known piRNA producing loci [17]. 
However, when having established a local annotation pipeline it is almost impossible to correctly 
normalize the obtained results in case that a given sequence maps to different types of  non-coding 
RNA. Even with a profound bioinformatics expertise, custom annotation is challenging due to the fact, 
that reference non-coding RNA sequences are stored at different online databases such as Ensembl 
database, miRBase, GtRNAdb and SILVA rRNA database. Further, mapping sncRNA sequences to 
reference sequences, once having gathered a complete collection, and subsequent parsing of  the 
obtained results is bedeviled by, e.g., the presence of  isomiRs or post-transcriptionally adenylated or 
uridylated miRNAs. 
In order to facilitate and speed-up sncRNA annotation while making the obtained results comparable 
across different studies, we have developed unitas, a tool for sncRNA sequence annotation that requires 
not more than a computer with internet connection. Our aim is to provide a maximally convenient tool 
that runs with an absolute minimum of  prerequisites on any popular operating system, making high-
quality sequence annotation available for everyone. By providing complete annotation with one tool we 
intend to tackle the problem of  normalization of  multiple mapping sequences. In addition, we designed 
all annotation and analysis algorithms with the aim to overcome a number of  limitations of  existing 
tools, in order to make unitas the means of  choice compared to a notional pipeline with state-of-the-art 
tools connected in series. The unitas source code and precompiled executable files are freely available at 
https://sourceforge.net/projects/unitas/ and http://www.smallrnagroup.uni-mainz.de/software.html. 

2.3. Implementation 
2.3.1. General requirements 
We provide precompiled standalone executable files of  unitas for Linux, Mac and Windows systems. 
Unitas itself  is written in Perl and designed to run with an absolute minimum of  prerequisites, relying 
on Perl core modules, or modules which are part of  widely used free Perl distributions such as 
Archive::Extract and LWP::Simple. Perl is commonly preinstalled on Linux and MacOS systems, where 
users can run the unitas Perl script without any further requirements. Windows users that prefer to run 
the Perl script rather than the executable file may have to install a free Perl distribution such as 
ActivePerl or Strawberry Perl. More detailed information and help is available in the unitas 
documentation. Since unitas uses publicly available online databases for sncRNA annotation, the 
program needs an internet connection when run for the first time. Later runs can use previously 
downloaded data. Input files can be sequence files in FASTA or FASTQ format (with or without 3ʹ 
adapter sequence), or alternatively map files in SAM or ELAND3 format. Some data analysis features 
are only available when using map files as input. 
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2.3.2. Reference sequence data management 
Sequence annotation with unitas relies on publicly available reference sequences from Ensembl [18], 
miRBase [19], GtRNAdb [20], SILVA rRNA database [21] and piRNA cluster database [17] (Fig. 1). 
Currently, unitas supports 835 different species or strains for which information on ncRNAs is 
available at least in one of  the Ensembl databases. Prior to annotation, unitas downloads a collection of  
latest reference sequences which are stored in a separate folder on the local machine for subsequent 
mapping. As availability of  reference sequences is crucial, unitas is designed to address possible 
challenges that can occur during acquisition of  that data. Since database URLs often change with new 
releases or updates of  reference sequences, relying on URLs stored inside the programs source code 
would require frequent updates of  the unitas software itself. Therefore, unitas connects to the Mainz 
University Server (MUS) and loads the latest list of  URLs for downloading the required reference 
sequence data. However, in the event of  these URL not being up to date (URLs are updated monthly), 
unitas ultimately downloads the required sequence data directly from MUS where the datasets are 
available via stable URLs and are synchronized regularly (Fig. 1). 

By default, downloaded sequence datasets are used for subsequent unitas runs without anew 
downloading by default. Users can also download reference sequence data collections for any 
supported species at any time and use the downloaded data for later offline runs. The downloaded 
sequence data can be updated anytime. 

2.3.3. Automated 3ʹ adapter recognition and trimming 
Standard cloning protocols for small RNA library preparation prior to high throughput sequencing 
involve ligation of  adapter molecules to both ends of  a RNA molecule. During sequencing, the 
sequencing primer typically hybridizes to the 3ʹ end of  the 5ʹ adapter, which means that the resulting 
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Figure 1 | Architecture of  the unitas workflow at a glance.



sequence read starts with the original small RNA sequence and, given a sufficient read length, ends with 
the 3ʹ adapter sequence. However, there exist manifold commercially available 3ʹ adapters that can be 
used for library construction. In addition, these adapters can contain different index/barcode 
sequences. Finally, working groups may even use custom made adapter molecules. Since information on 
3ʹ adapter sequences that were used to generate a small RNA dataset is not always available or at least 
difficult to find out, we integrated an adapter recognition and trimming module that can be applied 
using the option ‘-trim’. 
Initially, unitas identifies the most frequently occurring sequence ignoring sequence read positions 1 to 
22 (typical length for miRNAs). unitas adjusts the length of  the motif, m, to be identified automatically 
according to the formula m = n - 22 (as long as: 6 ≤ m ≤ 12) where n refers to the sequence read 
length. A first round of  adapter trimming is then performed based on the identified motif  allowing 2 
mismatches for 12 nt motifs, 1 mismatch for motifs ≤11 nt and 0 mismatch for motifs ≤8 nt. If  the 
original motif  is not found within a given sequence read, unitas truncates the motif  sequentially by one 
3ʹ nt and checks for its occurrence at the very 3ʹ end of  the sequence read until the motif  is found or 
the motif  length falls below 6 nt. Following this first round of  adapter trimming, unitas checks the 
positional nucleotide composition of  the trimmed sequence reads and will remove further 3ʹ nucleotide 
positions in case they exceed a specified nucleotide bias (default = 0.8). It is noteworthy that there may 
exist scenarios in which unitas will not detect the correct 3ʹ adapter sequences when using the default 
settings, particularly in cases with short library read length (≤35 nt) combined with a high amount of  
reads that share 3ʹ similarity such as, e.g., tRNA-derived fragments. In these special cases, adapter 
recognition can be improved by increasing the amount of  5ʹ positions to be ignored when searching for 
frequent sequence motifs (option: -trim_ignore_5p [n]). 

2.3.4. Filtering low complexity reads 
To filter out low complexity reads, unitas employs an advanced version of  the duster algorithm from 
the NGS TOOLBOX [22]. By default, sequence reads with a length fraction f  > 0.75 being composed 
of  one repetitive sequence motif  (default motif  length = 1–5 nt) are rejected. Further, sequences with a 
length fraction 

  

being composed of  only two specific nucleotides are also rejected. 

2.3.5. miRNA annotation 
unitas performs miRNA annotation in several consecutive steps. Mature miRNA sequences and 
miRNA hairpin sequences are downloaded from miRBase and miRNAs are annotated in the following 
order: i) Canonical miRNAs of  the species in question, ii) post-transcriptionally 3ʹ-tailed canonical 
miRNAs of  the species in question, iii) offset miRNAs of  the species in question, iv) post-
transcriptionally 3ʹ-tailed offset miRNAs of  the species in question. Subsequently, this procedure is 
repeated using miRNA sequence data from all other species included in miR-Base, which is particularly 
useful for those species with bad miRNA annotation status considering the fact that many miRNA 
sequences are widely conserved. Since the according output file comprises information on the source 
species of  each matched miRNA gene, unitas users are able to assess the relevance of  each match in a 
case-dependent manner. However, it is important to be aware that this approach will not identify new, 
unannotated lineage-specific miRNA genes, which can only be identified using de novo prediction 
tools. Nevertheless, accurate filtering of  known miRNA sequences will be helpful for downstream de 

f ′� > f + [(1 − f ) * f ]
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novo miRNA prediction. By default, the maximum number of  allowed non-template 3ʹ nucleotides is 2 
and the maximum number of  allowed internal modifications is 1. In order to map sncRNA sequences 
to miRNA precursors (or to other ncRNA sequences in later annotation steps), unitas employs the 
mapping tool SeqMap [23] which not requires prior indexing of  reference sequences and allows 
subsequent analysis of  non-template 3ʹ-nucleotides. 

2.3.6. ncRNA/mRNA annotation 
Following miRNA annotation, sequences that do not correspond to miRNAs are mapped to a species-
specific collection of  non-coding RNA and cDNA sequences downloaded from Ensembl database 
[18], Genomic tRNA database [20] and SILVA rRNA database [21]. Read counts of  sequences that 
match different classes of  reference sequences equally well are apportioned according to the simple 
equation: 

  

where cclass refers to the read counts for ncRNA/cDNA class, while n is the total number of  non-
identical input sequences that map to this class and ri and hi refer to read counts and hits to different 
ncRNA/cDNA classes of  input sequence i, respectively. During this process, special attention is payed 
to sequence reads matching tRNAs since different classes of  functional tRNA derived fragments, so-
called tRFs, have been described in the recent past [24–30]. unitas classifies these sequences into 5ʹ 
tRFs (5ʹ to D-loop), 5ʹ tR-halves (5ʹ to Anticodon-loop), 3ʹ tRFs (T C-loop to 3ʹ), 3ʹ CCA-tRFs (T C-
loop to 3’CCA), 3ʹ tR-halves (Anticodon-loop to 3ʹ), tRF-1 (3ʹ end of  mature tRNA to oligo-T signal), 
tRNA-leader (sequence upstream of  5ʹ ends of  mature tRNAs) and misc.-tRFs (miscellaneous tRFs). 
Worth mentioning, unitas relies on available ncRNA annotation and will not perform de novo 
prediction of  ncRNA genes that e.g. encode tRNAs or rRNAs. 

2.3.7. piRNA annotation 
Considering the fact that piRNAs are highly diverse and virtually not conserved across different 
species, piRNA annotation based on sequence is challenging. However, many piRNAs originate from 
few genomic loci, many of  which are annotated in the piRNA cluster database [17]. Providing that 
information on piRNA clusters is available for the species in question, sequences that were not 
annotated as (fragment of) any other class of  non-coding RNA are mapped to known piRNA 
producing loci of  the respective species. Since almost every nucleotide position within a piRNA 
precursor transcript can give rise to the 5ʹ end of  a mature piRNA, though there is certainly a bias for 
5ʹ-U, this procedure more reliably identifies putative piRNAs compared to the approach of  directly 
mapping sequence reads to annotated piRNAs. Further evidence for the presence of  genuine piRNAs 
can be obtained from sequence read length distribution and positional nucleotide composition which 
unitas outputs for each class of  small RNAs separately. Providing that the input file provided by the 
user represents a map file, unitas can further screen the map file for the so-called ping-pong signature 
(using the option -pp), which refers to a bias for 10 nt 5ʹ overlaps of  mapped sequence reads which 
arises from secondary piRNA biogenesis (ping-pong cycle) and indicates the presence of  primary and 
secondary piRNAs. Screening for a ping-pong signature also includes calculation of  a Z-score 
according to the method described by Zhang and coworkers [31]. 

cclass =
n

∑
i=1

ri

hi

ψ ψ
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2.3.8. phasiRNA annotation 
The commonly applied method for identification of  phased RNAs bases on calculation of  a so-called 
phase score, P. After consolidation of  mapped reads from both strands with an offset of  2 nt for minus 
strand mapped reads, P results from the following formula: 

  

in which n refers to the number of  phase cycle positions occupied by at least one small RNA read 
within an eight-cycle window, and k refers to the total number of  reads for all small RNAs with 
consolidated start coordinates in a given phase within an eight-cycle window [32]. 
Although the given formula yields higher P values with increasing k or n, the weighting between both 
factors, and finally the decision of  which threshold to choose for P is rather arbitrary. We therefore 
decided to use a different method, which utilizes the binomial distribution to calculate the probability p 
to observe a defined number (or more) of  phased reads within a given sliding window (default = 1 kb) 
according to the formula: 

  

in which j refers to the observed number of  reads with length i in a specified phase, n refers to the total 
number of  reads with length i and q is given by 1/i and refers to the probability of  a read to be located 
in a given phase, assuming that a sequence read can map to any position within the sliding window with 
equal probability. As is the case for calculation of  P, reads mapped to different strands are consolidated 
prior to calculation of  p. If  the p value of  a locus under examination is below the critical value (default 
= 0.05, with strict Bonferroni correction based on the number of  analyzed sliding windows), unitas 
applies further thresholds to reduce the rate of  false positive predictions. By default, the fraction of  
phased RNAs has to be ≥50% of  all mapped reads within a sliding window. Further, the phased reads 
must map to ≥5 different loci while not more than 90% of  the phased reads must derive from one 
strand. Critical values for each of  the mentioned parameters, including p and sliding window size can 
be adjusted by the user. Prediction of  phasiRNAs requires map files (SAM or ELAND3) as input and 
can be performed with the option ‘-phasi [n]’ where n refers to the length of  the phased RNAs. 

2.4. Results 
We have tested unitas using a number of  artificial datasets, real RNA-seq data and combinations of  
both. A detailed description of  the datasets and the methods that were applied to generate them can be 
found in Additional file 1 (Supplementary Methods). 

2.4.1. 3ʹ adapter identification and trimming 
The first steps in the analysis of  small RNA data usually involve the removal of  sequencing adapters 
from 3ʹ ends, for which numerous tools exist. However, this task becomes problematic if  the adapter 
sequence is not known, e.g. if  a dataset is deposited without the appropriate information. The number 
of  programs for adapter prediction, in contrast to removal, is rather limited. The only published tools 
for this purpose are DNApi [9] and Minion from the Kraken package [8], which also contains Reaper 
for adapter trimming. 

P = ln[(1 +
8

∑
i=1

ki)
n−2

]

p = 1 − (
j

∑
k=0

(n
k)qk(1 − q)n−k)
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To test the efficiency of  the 3ʹ adapter identification and trimming function of  unitas, we processed ten 
randomly chosen datasets from the NCBI Sequence Read Archive and put the performance into 
comparison to the existing software. Both, unitas and DNApi, reliably predicted the correct adapter 
sequences in all cases, whereas Minion predicted a false adapter with a slightly deviated sequence for 
one of  the ten libraries (SRA accession: SRR5130142), leading to a considerably reduced efficacy in 
subsequent read trimming by Reaper (Fig. 2a). Altogether, in eight instances unitas removed more 
adapter sequences than Reaper, hence resulting in higher quantities of  trimmed reads that could be 
mapped perfectly to the corresponding genome (+9.7% on average, Additional file 2: Table S1). 

2.4.2. Removal of  low complexity sequences 
The presence of  low complexity reads can weaken biological signals within RNA-seq datasets and it has 
been demonstrated, that the correlation between RNA-seq and microarray gene expression data can be 
improved with strict filtering of  sequences that map to genomic regions with low sequence complexity 
[12]. Since this method relies on the availability of  a RepeatMasker annotation for the genome in 
question, we implemented a low complexity filter upstream of  sequence annotation. We compared our 
filter with dustmasker, a popular tool for masking low complexity regions in DNA sequences, which is 
part of  the NCBI blast+ package [11]. We ran dustmasker on ten adapter-trimmed NGS sequence 
datasets (see above) with default settings and discarded sequence reads with more than 75% of  bases 
being masked to produce results that are comparable to the results generated by unitas, which by 
default filters sequences being composed of  more than 75% of  repetitive sequence motifs. 
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Figure 2 | Adapter trimming and removal of  low complexity reads. a Efficiency of  3ʹ adapter 
identification and trimming by unitas and Kraken tool kit. Asterisk marks the dataset for which 
adapter prediction by Minion failed. Trimmed reads were mapped to the corresponding genome 
without mismatches. b Removal and analysis of  low complexity sequences filtered by unitas and 
dustmasker.



First, we found that unitas generally filters more sequences (Fig. 2b top), which taken by itself  is 
certainly not indicative to favor one tool over the other since both algorithms can easily be adjusted to 
filter more or less sequences by changing the corresponding thresholds. Therefore, we in-depth 
analyzed the complexity of  sequences filtered by both tools as well as those sequences that were filtered 
either by unitas or by dustmasker. We quantified the complexity of  filtered sequences based on 
sequence entropy [33], Wootton-Federhen-complexity [34] and gzip (developed by Jean-loup Gailly and 
Mark Adler) compression ratio using the program SeqComplex, which was written by Juan Caballero. 
As expected, sequences filtered by both tools usually exhibit the lowest degree of  entropy. Further, 
sequences filtered only by unitas exhibit a lower degree of  entropy compared to sequences filtered only 
by dustmasker, in spite of  the fact that unitas filters more sequences (Fig. 2b middle). According to 
Wootton-Federhen-complexity and gzip compression ratio, sequences filtered only by unitas also 
exhibit lower complexity compared to sequences filtered only by dustmasker and even compared to 
those sequences filtered by both tools (Additional file 3: Table S2). 
We further wanted to check whether these rather theoretical assessments can be translated into a 
biological dimension. To this end we mapped the filtered sequences to the respective genomes and 
counted the number of  genomic hits per sequence, assuming that the amount of  information obtained 
by mapping a specific sequence decreases with a growing number of  genomic hits. In line with the 
previous results, sequences filtered by both tools show the highest number of  genomic hits, thus 
providing the lowest amount of  information (Fig. 2b bottom). With one exception, sequences filtered 
exclusively by unitas map more frequently to the genome compared to sequences filtered exclusively by 
dustmasker (Fig. 2b bottom). Together, these results demonstrate that unitas filters sequences with low 
complexity in a more sensitive and more specific manner. 

2.4.3. Annotation of  miRNAs 
Numerous programs for miRNA annotation in small RNA-seq data have been published in the past 
with varying focuses [35–37]. To compare the performance of  unitas on this task we chose Chimira, 
which is a recent tool with a similar range of  functions, primarily aiming at miRNA expression and 
modification analysis [13]. Chimira is a web-based system, accepting multiple input files in FASTA or 
FASTQ format at once and supporting 209 genomes so far. Input reads are mapped against miRBase 
[19] hairpin sequences using BLASTn with two tolerated mismatches, identifying modifications at 3ʹ 
and 5ʹ ends, as well as internal substitutions (single nucleotide polymorphisms, SNPs) and ADAR-
dependent editing events in the process. However, in order for an internal modification to be classified 
as a SNP, an arbitrary value of  70% is applied as a threshold for the ratio of  modification counts to 
overall counts. 
For a controlled comparison, we produced an artificial miRNA dataset based on human hairpin 
sequences from miRBase (release 21), incorporating internal modifications and 3ʹ tailings. Of  overall 
466,810 generated reads, unitas identified 99.9% as miRNAs, while Chimira detected only 85.8% of  the 
original set. Moreover, unitas showed higher precision in assigning read counts to respective miRNA 
genes of  origin than Chimira did, indicated by Pearson correlation coefficients of  0.9514 and 0.9146, 
respectively (Fig. 3a, Additional file 4: Table S3). Furthermore, unitas detected 3ʹ tailings and internal 
modifications more reliably, whereas Chimira barely showed the latter type, probably due to the 
considerably high (70%) threshold for internal modifications (Fig. 3b). It is noteworthy that the test 
dataset was designed to include all possible combinations of  offset-, tailing-, and mismatch-scenarios 
without any weighting between canonical and non-canonical sequences. Consequently, the differences 
between unitas and Chimira annotations are typically less marked for real biological datasets (these 
observations are principally true for annotation of  tRNA fragments as well, see below). 
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Subsequently, both tools were tested on published RNA-seq data obtained from HeLa cells (SRA 
accession: SRR029124) [38]. The resulting miRNA expression profiles are highly similar, with a Pearson 
correlation coefficient of  0.9752 (Fig. 3c). While unitas found 961,840 miRNA reads, Chimira called 
960,880, which increased to 961,563 if  the option ‘-split counts from paralogs’ was selected. The 
amount of  identified uridylation and adenylation events of  3ʹ ends were largely similar with a slight 
advantage on the side of  unitas, but other tailing patterns were detected to a much lesser degree by 
Chimira (Fig. 3d). Analogous to the artificial test data, Chimira did not identify internal modifications to 
a comparable extent as unitas, apart from some amount of  ADAR-dependent edits (A-to-G), which 
was also the most frequent modification detected by unitas. 
Since both, unitas and similar computational approaches for miRNA annotation, rely on miRBase, it 
should be noted that the quality of  database annotations in general vary among species, particularly 
those which are less well studied. Therefore, we point to existing tools designed specifically for the de 
novo prediction of  miRNAs, such as CAP-miRSeq [35] and Oasis [36]. 

2.4.4. Annotation of  tRNA-derived small RNAs 
Currently, there are three major tools specific to the identification of  tRNA-derived sncRNAs [39]. The 
tRFfinder of  the tRF2Cancer web server package [40] is restricted to the analysis of  human samples 
and considers sequences with lengths between 14 and 32 nt only. This, however, poses a limitation for 
the detection of  longer tRNA-derived sncRNAs like tRNA-halves. For instance, 56% of  tRNA-derived 
reads are larger than 32 nt in a sncRNA dataset of  seminal exosomes (SRA accession: SRR1200712) 
[41]. 
The second tool, tDRmapper [14], is a command line based set of  Perl scripts, which identifies tRNA-
derived RNAs (tDRs) from 14 to 40 nt in human and murine samples. Other species can be added 
manually according to a provided guide and with the help of  Perl scripts that depend on bedtools. 
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Figure 3 | Analysis of  miRNA expression and modification by unitas compared to Chimira. a Correlations of  reads 
assigned to different miRNA genes by unitas and Chimira compared to reads profile of  artificial dataset. For better 
comparison of  miRNA counts, reads from same miRNA gene were combined. b 3ʹ tailings and internal modifications 
detected by unitas and Chimira in test data. c miRNA expression in HeLa cells determined by unitas compared to Chimira 
on logarithmic scale. d miRNA 3ʹ tailings and internal modifications quantified by unitas and Chimira in HeLa cells.



Notably, there are some features to the algorithm of  tDRmapper that may hamper direct comparison 
with unitas. First, sequences with 100 reads or less are discarded. Subsequently, so-called primary tDRs 
are determined by the location, at which more than 50% of  all reads mapping to a source tRNA are 
aligned. For example, the 5ʹ-tRF type is assigned if  more than 50% map at the 5ʹ-end of  the source 
tRNA. Moreover, tRFs are defined by length as being smaller than 28 nt and tRNA-halves as 28 nt or 
larger, regardless of  alignment position. Further, a primary tDR is only specified if  more than 66% of  
all reads mapping to the source tRNA map to any position of  the considered tDR. Lastly, tDRs are 
quantified by ‘relative abundance’, which is calculated by multiplying the percentage of  tDR reads that 
map to its source tRNA and the proportion of  reads on the area with the highest read coverage across 
the source-tRNA. Importantly, the resulting counts are not normalized, meaning there is no fractional 
assignment for multimapping reads. As the authors themselves point out, this approach may 
overestimate the relative abundance of  a primary tDR. 
Finally, another command line based tool called MINTmap was recently developed for the profiling of  
tRNA fragments from human small RNA-seq data, emphasizing the profiling of  both nuclear and 
mitochondrial tRNA fragments [15]. However, tRFs generated from trailer sequences (tRF-1) and 5ʹ 
leader-tRFs are excluded from analysis. 
To test the efficiency and accuracy of  unitas in the detection of  tRNA-derived small RNAs, we 
produced an artificial dataset based on human tRNAs from the genomic tRNA database, incorporating 
one mismatch in 50% of  sequences. Running with default settings, unitas assigned 92% of  reads to 
tRNAs, which increased to 97% if  miRNA detection was skipped (option ‘-no_miR’). For 
running tDRmapper on the test data, we disabled the rejection of  sequences with less than 101 reads, 
since this would eliminate the entire input. Both, tDRmapper and MINTmap, deviated considerably 
from the original dataset in read shares assigned to different tRNA-derived sRNA classes, in contrast to 
unitas (Fig. 4a). A direct comparison of  read counts, however, was not possible due to the previously 
described quantification method of  tDRmapper, which calculates so-called relative abundance. Further, 
read shares were most precisely assigned to source tRNAs by unitas, indicated by the highest Pearson 
correlation coefficient (0.9896) among the tested tools (Fig. 4b). 
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Figure 4 | Detection of  tRNA-derived small RNAs by unitas, tDRmapper and MINTmap. a Read shares assigned to 
different tRNA-derived RNA classes of  artificial test data by unitas and other tools compared to test set profile. Misc-
tRFs (miscellaneous tRFs) are equivalent to internal tRFs. On test data, the elimination of  sequences with less than 101 
reads by tDRmapper was disabled. b Correlation of  read proportions allocated to source tRNAs by unitas and other tools 
with original test data read shares per tRNA. c Analysis of  RNA-seq data from seminal exosomes by unitas, d tDRmapper 
and e MINTmap.



Additionally, unitas, tDRmapper and MINTmap were tested on RNA-seq data of  exosomes from 
seminal fluid (SRR1200712) [41], using default settings. The differences in results between unitas (Fig. 
4c) and tDRmapper (Fig. 4d) are largely due to the lack of  fractional assignment for multi-mapping 
reads in the quantification approach of  tDRmapper. Analysis by MINTmap yielded results that are 
largely similar to the output of  unitas, but with overall slightly lower read counts and changed order of  
the source tRNAs with descending read coverage (Fig. 4e). Details on the test dataset and the 
annotation of  tRFs from artificial and biological data with different tools are available in Additional file 
5: Table S4 (A-G). 

2.4.5. Annotation of  phasiRNAs 
We tested and compared phasiRNA annotation performance of  unitas and PhaseTank, which is 
currently the only published tool for prediction of  phased RNAs [16]. We used artificial datasets with 
known amounts of  phased RNAs (Additional file 6: Table S5) as well as biological small RNA data 
from panicles of  the two rice strains 93–11 and Nipponbare [42] to predict phased RNAs with unitas 
and PhaseTank using default parameters. All test datasets were collapsed to non-identical sequences, 
retaining information on read counts for each sequence in the FASTA header. Subsequently, the 
datasets were formatted to satisfy PhaseTank requirements (special format of  FASTA headers) and 
used as input for PhaseTank (v.1.0) using default settings to search for 21 nt phased RNAs. 
Subsequently we searched for 24 nt phased RNAs with PhaseTank using the option ‘-size 24’. To 
generate input files for unitas, we mapped the test datasets to the human genome (GRCh38) with 
bowtie1, bowtie2 and STAR using settings that correspond to recommended and widely used settings 
for mapping of  small RNAs with these tools and considering only perfect matches to be in line with 
PhaseTank default settings. The resulting SAM alignment files were used as input for unitas which was 
started twice with the option ‘-phasi 21’ or ‘-phasi 24’, respectively, to search for 21 nt and 24 nt phased 
RNAs. 
Using artificial datasets, we found that both tools perform equally well with those datasets that 
comprise exclusively phased RNAs or have rather low amounts of  non-phased RNAs (Fig. 5a). 
However, PhaseTank drastically loses its sensitivity with an increasing amount of  non-phased 
sequences within a dataset, while the sensitivity of  unitas remains unaffected (Fig. 5a). When we 
assigned a read count value of  10 to each artificial phased RNA sequence, PhaseTank performs 
approximately as well as unitas, illustrating that sensitivity of  PhaseTank not only depends on the 
number of  phased sequences, but also on the number of  reads per phased sequence. Consequently, 
PhaseTank will particularly miss those phasiRNA-producing loci that have a low sequence read 
coverage (Fig. 5a and b). For neither tool we observed a namable issue with false positive predicted 
phasiRNAs when running both programs with datasets comprising no phased RNAs (Additional file 7: 
Table S6). 
When searching for 21 nt phased RNAs in biological datasets we noted that unitas identifies slightly 
more phasiRNAs compared to PhaseTank, while the number of  identified clusters was identical (Fig. 5c 
and d). Overall, the congruency between unitas and PhaseTank results is very high (Fig. 5d). However, 
when searching for 24 nt phased RNAs in the same datasets we observed remarkable differences with 
unitas identifying both more phasiRNA sequences and more phasiRNA clusters (Fig. 5e and f). 
Considering that PhaseTank is less sensitive when the fraction of  phased RNAs within a given dataset 
is low, these results are in line with the fact that the abundance of  24 nt phasiRNAs in rice panicles is 
several times lower compared to 21 nt phasiRNAs [42]. Accordingly, phasiRNA clusters identified only 
by unitas have relatively low read coverage, while phasiRNA clusters identified only by PhaseTank were 
rejected by unitas because of  a high strand bias (>95%) of  mapped sequence reads. 
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2.4.6. Complete annotation of  NGS datasets 
To emphasize the broad range of  possible applications of  unitas on diverse sncRNA-seq datasets, we 
analyzed three exemplary libraries, which differ in origin and structure (Fig. 6). The sncRNA annotation 
output of  unitas provides a general overview of  the small RNA composition, as shown for a dataset 
produced from HeLa cancer line cells (SRA accession: SRR029124, Fig. 6a) [38]. In this library, the 
largest fraction of  sncRNAs is constituted by miRNAs, which are of  growing interest for cancer 
studies and clinical trials using miRNA profiling for patient diagnosis [43]. Apart from expression 
profiles and 3ʹ tailings, unitas offers a convenient description of  miRNA modifications per position 
(Fig. 6b). For target recognition, complementarity of  the seed region of  a miRNA (positions 2–7) to its 
target is critical for downstream silencing efficacy. Beyond the seed region, a strong sequence 
conservation can also be observed at position 8 [44], and finally, miRNA sequences frequently start 
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Figure 5 | Identification of  phased RNAs with unitas and PhaseTank. a 
Identified phased RNAs in artificial datasets, with one read per phased RNA and 
growing amount of  background sequences. b Identified phased RNAs in artificial 
datasets, with ten reads per phased RNA and growing amount of  background 
sequences. c Number of  identified 21 nt phasiRNAs in small RNA datasets from 
rice panicles. d Congruency between unitas and PhaseTank results for 21 nt 
phasiRNA prediction. e Number of  identified 24 nt phasiRNAs in small RNA 
datasets from rice panicles. f Congruency between unitas and PhaseTank results 
for 24 nt phasiRNA prediction.



with a uridine which was found to promote miRNA loading on Argonaute proteins [45]. According to 
these functional aspects, the unitas output shows that in HeLa cells the first eight positions from the 5ʹ 
end are rarely modified. Internal modifications occur predominantly at distinct positions downstream 
of  the seed region, with A-to-G (A-to-I), known as ADAR edits [46], and G-to-T being the most 
common, followed by modifications leading to uridine or guanine incorporation (Fig. 6b). 
Next, we analyzed a library generated from exosomes of  human seminal fluid (SRA accession: 
SRR1200712) [41]. Notably, this dataset is particularly abundant in tRNA-derived reads, while 
containing less miRNAs and other annotated reads (Fig. 6c). For the analysis of  such sequences, unitas 
provides a summary of  read counts for each tRNA gene, apportioned to classes of  tRNA-derived 
sncRNAs. The majority of  tRNA-derived reads in this library is represented by 5ʹ halves, originating 
mainly from the tRNAs Glu-CTC and Gly-GCC (Fig. 6d). It has been shown that fragments specifically 
derived from 5ʹ ends of  tRNA-Gly-GCC in mouse epididymosomes repress genes by regulating the 
endogenous retroelement MERVL, whereas an RNA interference against the middle or 3ʹ end of  
tRNA-Gly-GCC and other tRNAs had no effect on these MERVL-dependent genes [27]. Generally, we 
found 5ʹ halves and 5ʹ tRFs to be the dominant classes, being especially associated with tRNAs 
exhibiting high read coverage (Fig. 6d). With decreasing coverage, however, tRNAs tend to give rise 
primarily to internal fragments and to a lesser extent to 3ʹ halves and 3ʹ tRFs. This suggests that 
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Figure 6 | Exemplary analysis of  three small RNA libraries by unitas. a General sncRNA 
annotation of  sRNA-seq data from HeLa cells (SRR029124). b Overall miRNA modification 
per position in HeLa cells data. c General sncRNA annotation of  sRNA-seq data from 
exosomes of  human seminal fluid (SRR1200712). d Read coverage of  tRNAs as reads per 
million (rpm) on logarithmic scale and percentages of  tRNA-derived sRNA classes per 
tRNA. e General sncRNA annotation of  sRNA-seq data from macaque testis (SRR553581). 
f Rates of  5ʹ overlaps and nucleotide frequencies of  piRNA candidate reads, i.e. not 
annotated reads that map to known piRNA producing loci or piRNA clusters (piCs).



internal fragments, which we describe as miscellaneous tRFs (misc-tRFs), might be rather characterized 
as random debris of  degraded tRNAs than a class of  tRNA-derived small RNAs in its own right. 
Lastly, we chose a sRNA dataset from macaque testis for analysis (SRA accession: SRR553581) [47]. As 
expected, the vast majority of  testis-expressed sRNAs did not match any class of  known non-coding 
RNA (Fig. 6e). In contrast to the former libraries, unitas found that the bulk of  non-annotated reads 
(67.6%) maps to known piRNA producing loci. Besides the typical length profile (Fig. 6f), these piRNA 
candidate sequences show a strong bias for uridine at 5ʹ ends (84.5%) which is typical for primary 
piRNAs being processed by the endonuclease Zucchini (PLD-6) [48, 49]. Moreover, unitas attests a 
significant ping-pong signature (Z-score = 6.96), namely a high rate of  10 nt 5ʹ overlaps of  sense and 
antisense reads, which is a hallmark of  secondary piRNA biogenesis via the ping-pong cycle [50–52]. 

2.5. Discussion 
Small RNA biology has become a major field in molecular biology research. In 2016, sequence data 
from 7271 Illumina sequencing runs with miRNA sequencing strategy, comprising more than 82 billion 
sequence reads, was uploaded to NCBI’s Sequence Read Archive. Assuming total costs of  15 USD per 
1 Million clean sequence reads, the total miRNA sequencing value for 2016 amounts to 1.2 million 
USD. Noteworthy, these numbers only refer to published sequence data and certainly only mirror the 
tip of  the iceberg. Nevertheless, in light of  these numbers, even a seemingly trivial improvement of  
adapter recognition and trimming by unitas yields a surplus value of  more than 100,000 USD per year, 
considering the amount of  additionally mapped sequence reads. However, although this is a benefit of  
unitas that can be descriptively quantified, it clearly reflects only a minor aspect of  the overall value of  
unitas. 
Within the field of  small RNA biology, miRNAs receive widespread attention owing to their pervasive 
contribution to gene regulatory processes [53]. However, it is not only mere miRNA expression, but 
also their post-transcriptional modification that vitally affects miRNA activity. Uridylation of  miRNAs 
is thought to play a role in miRNA stability and possibly marks small RNAs for degradation [54, 55]. 
Adenylation has recently been linked to clearance of  maternal miRNAs in Drosophila eggs [56]. 
Further, internal modification events of  miRNAs (or their precursors) can have wide implications for 
miRNA biogenesis and function [57–60]. It is therefore of  immense importance, to accurately identify 
post-transcriptional editing events to gain a deeper understanding of  miRNA-dependent regulatory 
processes (Additional file 8). As we have shown, unitas is more sensitive in detecting 3ʹ tailing events 
and much more sensitive in detecting internal modifications compared to existing tools. Importantly, 
unitas not only focuses on well-known adenylation, uridylation and ADAR-dependent A-to-I editing, 
but also allows to detect all other types of  modification events which can greatly facilitate the detection 
of  yet unknown enzymatic editing activity in the future. 
tRNA-derived small RNAs have been regarded as simple and non-functional degradation products for 
a long time. However, strong evidence for diverse functional roles in gene regulation, cancer biology, 
apoptosis and protein synthesis is mounting [24–30]. Since tRNAs and their precursor transcripts can 
be processed into functionally distinct types of  tRFs, accurate attribution of  tRNA-derived small RNAs 
to the different types of  tRFs is important to make functional interpretations. In this regard, unitas 
shows higher precision than existing tools, while being also more sensitive in overall tRF detection. 
Notably, the recently published tool for tRF annotation MINTmap [15], which is more sensitive and 
accurate than the older tDRmapper [14] cannot identify some of  the yet rather enigmatic tRFs which 
have their origin beyond the mature tRNA molecule, namely tRF-1 and 5ʹ leader-tRFs. Here, unitas can 
enable researches to elucidate possible functions of  these cryptic RNAs by first of  all spotting them in 
sncRNA transcriptomes. 
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Initially described as trans-acting siRNAs [61], plant specific phasiRNAs are well-characterized actors in 
posttranscriptional gene silencing [62]. In most cases, phasiRNAs are 21 nt in length, but different 
pathways that produce 22 nt and 24 nt phasiRNAs have been described as well. Since the latter are by 
far less abundant, their detection in small RNA transcriptomes is challenging and the current approach 
underestimates the number of, e.g., phased 24 nt RNAs in small RNA datasets from rice panicles. In 
contrast, sensitivity of  unitas depends far less on the amount of  background reads, making it more 
suitable for the detection of  particularly low abundance phasiRNAs and their source loci. 

2.6. Conclusion 
So far, accurate annotation of  sncRNA required a large set of  different software tools with a number 
of  additional pre-requisites. While the installation of  these bioinformatics tools can pose a challenge 
for the non-expert user, unitas brings together all annotation and analysis features with an absolute 
minimum of  further requirements. A complete annotation run is finished within a few minutes and can 
be started with one simple shell command, making its usage very convenient. By facilitating sncRNA 
annotation and providing in depth analyses that previously was not accessible for the non-expert user, 
we believe that unitas is a valuable tool for researchers in all fields connected to small RNA biology. 
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2.9. Supplement 
2.9.1. Building test datasets for miRNA annotation 
We used human mature miRNA sequences and miRNA precursor sequences from miRBase to build a 
miRNA test dataset comprising a specified number of  unmodified and modified miRNAs. The 
modifications comprised all possible combinations of  5' and 3' offsets from -2 to +2 nucleotides and in 
addition up to 3 nucleotides 5' offset without 3' offset and vice versa. We further added A, AA, U or 
UU 3'-tailed versions for each canonical and offset miRNA. Finally, for every sequence we obtained 
this way, we added a counterpart comprising one internal sequence modification at position ten. 
miRNA sequences were generated based on their precursor sequences, meaning that every precursor 
hairpin can yield the same number of  miRNA reads, given that an offset modification not extends the 
resulting miRNA sequence beyond the precursor sequence. Based on the latter, and the fact that some 
miRNA genes have several (possibly slightly different) genomic copies, the obtained number of  reads 
for different miRNAs varies (Additional file 7: Table S7). Both the test dataset and the Perl script that 
was used to create the test dataset are freely available at http://www.smallrnagroup.uni-mainz.de/data/
UNITAS/resources.html. 

2.9.2. Building test datasets for tRNA annotation 
We used human tRNA sequences downloaded from Genomic tRNA database to build all types of  
tRNA fragments from each annotated tRNA sequence. 5'tRFs matched the 5' end of  a tRNA and 
ranged in size from 18 to 22 nt. 3'tRFs matched the 3' end of  a tRNA and ranged in size from 20 to 24 
nt. Each tRNA was cut into two pieces at positions 32 to 36 to yield 5'-halves and 3'-halves. 
Miscellaneous tRNA fragments ranging from 18 to 40 nt in size were created using internal tRNA 
sequence starting from position 8. tRNA trailer sequences were used to generate 18 to 40 nt tRF1s. 
Both the test dataset and the Perl script that was used to create the test dataset are freely available at 
http://www.smallrnagroup.uni-mainz.de/data/UNITAS/resources.html. 

2.9.3. Building test datasets for phasiRNA annotation 
In order to test the sensitivity and accuracy of  phasiRNA prediction, we generated a collection of  
different artificial test datasets comprising those that contain solely phased RNAs, those that contain no 
phased RNAs and precisely defined mixtures of  both. We first generated artificial phasiRNA datasets in 
silico, applying the following procedure: For each human chromosome including chromosomes X and 
Y, we quasi-randomly chose 91 loci that served as template for generation of  phased small RNA 
sequences, starting at coordinate 1,000,001. If  the 1050 bp downstream sequence did not comprise 
stretches of  N, we generated 100 subsequences representing 50 artificial phased 21 nt RNAs per strand, 
directly adjacent to each other, with two nucleotides offset for plus strand sequences. For each next 
locus, we moved 10 kb downstream and generated siRNAs as described above. While keeping 100 
artificial small RNAs for the first locus of  a chromosome, we randomly rejected an increasing number 
of  artificial siRNAs ending with 10 artificial small RNAs at locus 91 of  a given chromosome. This 
procedure resulted in 125,125 artificial phased siRNAs representing 116,017 non-identical sequences. 
To allow for quantification of  false-negative as well as false-positive phasiRNA prediction, we prepared 
datasets containing our artificial phased small RNAs and an increasing number of  non-phased 
sequence reads from human miRNA datasets representing Universal Human Reference RNA (Agilent 
Technologies, #750700) and human brain total RNA (Life Technologies, #AM6050) [1]. The two 
human miRNA datasets (SRA accessions: SRR950876 and SRR950878) were downloaded from NCBI's 
Sequence Read Archive. 3' adapter sequences from human miRNA datasets were clipped screening for 
TGGAATTCTCGGNx-3' and only sequences ranging from 18 to 40 nt were chosen for further 
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processing. For the different test datasets, we subsequently added 0, 1E+5, 5E+5, 1E+6, 2E+6, 3E+6, 
4E+6 and 5E+6 sequence reads from SRR950876 (test datasets 1-8) or SRR950878 (test datasets 9-16) 
to the artificial phased small RNAs. We further generated a second collection of  test datasets just as 
described above, but assigning a sequence read count of  ten to each artificial phased RNA (test datasets 
17-32). We also used both miRNA datasets without adding artificial phased small RNAs to test for false 
positive phasiRNA prediction (test datasets 33 and 34, Additional file 6: Table S6). Test datasets 1-34 
were mapped to the human genome GRCh38 with STAR (command line options: --
outSAMstrandField All --outFilterScoreMinOverLread 0 --outFilterMatchNmin 15 --
outFilterMatchNminOverLread 0 --outFilterMismatchNoverLmax 0 --alignIntronMax 1) [2], bowtie1 
(command line options: -f  -v 0 -k 10 -S -t) [3] and bowtie2 (command line options: -- local -p 16 -f  -D 
20 -R 3 -N 0 -L 8 -i S,1,0.50 -k 10 -t  -x) [4], considering only perfect matches by subsequent filtering of  
SAM map files. The same aligners and settings were used to map sncRNA sequences from rice strains 
nipponbare and 93-11 [5] to the respective genomes [6, 7]. Test datasets 1-34 and the Perl script that 
was used to create artificial phased RNAs are freely available at http://www.smallrnagroup.uni-
mainz.de/data/UNITAS/resources.html. 
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This chapter was accepted for publication as a Research Article in Communications Biology under the title “PIWI genes and 
piRNAs are ubiquitously expressed in mollusks and show patterns of  lineage-specific adaptation” and is in final revision. 

3.1. Abstract 
PIWI proteins and PIWI-interacting RNAs (piRNAs) suppress transposon activity in animals, thus 
protecting their genomes from detrimental insertion mutagenesis. Here, we reveal that PIWI genes and 
piRNAs are ubiquitously expressed in mollusks, similar to the situation in arthropods. We describe 
lineage specific adaptations of  transposon composition in piRNA clusters in the great pond snail and 
the pacific oyster, likely reflecting differential transposon activity in gastropods and bivalves. We further 
show that different piRNA clusters with unique transposon composition are dynamically expressed 
during oyster development. Finally, bioinformatics analyses suggest that different populations of  
piRNAs presumably bound to different PIWI paralogs participate in homotypic and heterotypic ping-
pong amplification loops in a tissue- and sex specific manner. Together with recent findings from other 
animal species, our results support the idea that somatic piRNA expression represents the ancestral 
state in metazoans. 

3.2. Introduction 
In virtually all animals, PIWI proteins protect germ cells from the steady threat of  mobile genetic 
elements, so-called transposons [1,2]. Based on sequence complementarity to their target transcripts, 
23-31 nt non-coding RNAs, termed PIWI-interacting (pi-) RNAs, function as guide molecules for 
PIWI proteins that slice matching targets through their endonuclease activity. Besides post-
transcriptional transposon control, PIWI proteins and piRNAs can trigger the establishment of  
repressive epigenetic DNA or chromatin modifications, thus inducing efficient transposon silencing on 
the transcriptional level [3-6]. 
Analyses of  piRNA pathways in representatives of  many animal taxa have unveiled a great diversity of  
lineage specific adaptations, challenging the universal validity of  insights obtained from model 
organisms [7-19]. For a long time, PIWI proteins and piRNAs were thought to be dispensable for 
female germ cell development in mammals until it became clear that the model organisms mouse and 
rat represent an exception from the mammalian rule in that they employ an oocyte specific Dicer 
isoform for transposon control instead of  Piwil3 which is expressed in the bovine and human female 
germline [15,20]. Similarly, evidence for a gene regulatory role of  piRNAs [14,21-27] and their 
widespread somatic expression in many animals [19,28-35] have eroded the dogma that the piRNA 
pathway is restricted to the germline, being exclusively responsible for silencing of  transposons. Indeed, 
it has been shown that piRNAs are essential for regeneration and stem cell maintenance in the 
flatworm Schmidtea mediterranea [28], provide an adaptive immunity against virus infections in Aedes 
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aegypti [36], are responsible for sex determination in Bombyx mori [37] and memory-related synaptic 
plasticity in Aplysia californica [38]. 
Despite the likely more than seventy thousand living molluskan species [39] there exist only a few 
functional descriptions of  PIWI proteins or piRNAs for this taxon based on experiments in the sea 
slug Aplysia californica [38], the Farrer's scallop Chlamys farreri [40] and in the dog whelk Nucella lapillus 
[41]. Importantly, Waldron and coworkers recently showed that piRNA-like small RNAs matching virus 
and transposon sequences are somatically expressed in Nucella lapillus. However, the available data does 
not allow to draw any conclusions on whether this represents a conserved or lineage-specific feature of  
the PIWI/piRNA system within mollusks. In order to further elucidate the evolution of  the PIWI/
piRNA system in mollusks, we have reconstructed the evolution of  PIWI genes in this phylum based 
on 11 sequenced genomes showing that Piwil1 and Piwil2 are conserved in mollusks. We perform 
quantitative real-time PCR experiments to analyze the expression patterns of  the identified PIWI 
paralogs across a representative set of  tissues from the great pond snail Lymnaea stagnalis (L. stagnalis) 
and the pacific oyster Crassostrea gigas (C. gigas). We apply high-throughput sequencing of  small RNAs 
from L. stagnalis to verify the presence of  piRNAs in germline and muscle tissue. We further reanalyze 
published small RNA sequence data from C. gigas to characterize the dynamic expression of  piRNAs 
from distinct piRNA clusters during oyster development. Finally, we use bioinformatics approaches to 
show that different piRNA populations and PIWI paralogs participate in the ping-pong amplification 
loop in a tissue- and sex specific manner. 

3.3. Results 
3.3.1. The molluskan PIWI gene repertoire 
Many PIWI gene tree reconstructions have been published in the past years, however they do not 
provide a coherent picture regarding the evolution of  PIWI genes in early bilaterians. Thus, we first 
wanted to characterize the PIWI protein equipment of  sequenced mollusks to infer the ancestral 
molluskan state and subsequent evolution of  PIWI paralogs within the molluskan clade. To this end, 
we used available PIWI protein sequence data from six molluskan species (Biomphalaria glabrata, Aplysia 
californica, Crassostrea gigas, Crassostrea virginica, Mizuhopecten yessoensis, Octopus bimaculoides) and further 
manually annotated PIWI genes based on five publicly available but not yet (sufficiently) annotated 
genomes (Lymnaea stagnalis, Radix auricularia, Lottia gigantea, Bathymodiolus platifrons, Pinctada martensii). We 
found that the PIWI family members Piwil1 and Piwil2 are conserved in mollusks and are orthologous 
to Piwil1 and Piwil2 in vertebrates, suggesting a duplication event in an early bilaterian ancestor prior to 
the split of  protostomes and deuterostomes. According to our results and in consistency with a number 
of  previously published gene trees, Drosophila AGO3 shares a common ancestral gene with Piwil2 clade 
members [18,42-44]. However, the insect-specific PIWI genes Piwi and Aubergine, the latter one 
resulting from a duplication event in dipteran flies [44,45], do not group with the Piwil1 clade (Figure 
1a). It is worth mentioning in this context that different rates of  sequence evolution, selective regimes 
and gene turnover for Argonaute subfamilies make it difficult to infer their ancient evolutionary history, 
which is mirrored by numerous published but contradicting PIWI gene trees, none of  which correctly 
mirrors the phylogenetic relationship of  the included species. Consequently, the presented gene tree 
reconstruction aims to provide a reliable reconstruction of  molluskan PIWI gene evolution while the 
deeper topology should be considered with caution. 
While we did not observe further gene duplication events within the molluskan Piwil2 clade, several 
duplication events are present in the Piwil1 clade resulting in two Piwil1 paralogs in Bathymodiolus 
platifrons and even three Piwil1 paralogs in Lymnaea stagnalis and Radix auricularia. Generally, PIWI gene 
duplication events are in line with the previously described erratic evolution of  PIWI family genes in 

 54



arthropods [19,44-46]. Noteworthily, it was also a successive duplication of  Piwil1 on the eutherian 
lineage that gave rise to Piwil3 (with subsequent loss on the murine lineage) and Piwil4 [47,48] (Figure 
1a). 
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Figure 1 | Evolution and expression of  PIWI genes in mollusks. (a) PIWI gene tree reconstruction 
of   molluskan PIWI genes. (b) Control PCR with PIWI paralog specific primers and L. stagnalis 
cDNA from the reproductive tract. (c) RT-qPCR results for PIWI paralog expression in different 
tissues of  L. stagnalis, measured as n-fold expression of  the housekeeping gene GPI. Error bars 
indicate standard deviation. (d) PIWI paralog expression in different tissues of  L. stagnalis, 
normalized by the expression of  the housekeeping gene GPI, values from reproductive tract set to 
1. Error bars indicate standard deviation. (e) Control PCR with PIWI paralog specific primers and C. 
gigas cDNA from the adductor muscle. (f) RT-qPCR results for PIWI paralog expression in different 
tissues of  C. gigas, measured as n-fold expression of  the housekeeping gene PPIA. Error bars 
indicate standard deviation. (g) PIWI paralog expression in different tissues of  C. gigas, normalized 
by the expression of  the housekeeping gene PPIA, values from male gonad set to 1. Error bars 
indicate standard deviation.



3.3.2. Expression of  PIWI genes in L. stagnalis and C. gigas 
To investigate the expression of  PIWI genes in mollusks we chose two representative species, the 
pacific oyster Crassostrea gigas (C. gigas, Bivalvia) showing no Piwil1 duplication, and the great pond snail 
Lymnaea stagnalis (L. stagnalis, Gastropoda), featuring three predicted Piwil1 paralogs (Figure 1a). We 
performed quantitative real-time PCR (qPCR) for each PIWI paralog on a representative set of  tissues 
from both species. 
For the great pond snail L. stagnalis we measured PIWI expression on the mRNA level in the 
hermaphroditic reproductive tract, comprising both male and female gametes, foot muscle, lung and 
brain. Significant expression was detectable for Piwil1 and particularly Piwil2, while the Piwil1 
duplicates Piwil1b and Piwil1c were only expressed at very low levels (Figure 1b, 1c and Supplementary 
Figure 1) suggesting a spatiotemporal sub-functionalization. As expected, we observed the highest 
expression of  Piwil1 and Piwil2 in the reproductive tract. However, both genes were significantly 
expressed in the other analyzed tissues as well, reaching 62%, 21% and 15% of  germline expression for 
Piwil1 in muscle, lung and brain respectively, and 36%, 53% and 12% of  germline expression for Piwil2 
in muscle, lung and brain, respectively (Figure 1d). 
For the dioecious pacific oyster C. gigas, PIWI mRNA expression was measured in the male gonad, 
labial palps, gill, adductor muscle and mantle. We detected significant expression of  Piwil1 and Piwil2 
across all analyzed tissues, particularly in gonadal tissue (Figure 1e and 1f), confirming data on Piwil1 
expression in the Hong Kong Oyster Crassostrea honkongensis [49]. In relation to gonadal expression, 
Piwil1 and Piwil2 were expressed in levels ranging from 21% (Piwil1 in labial palps) to 111% (Piwil2 in 
adductor muscle, Figure 1g). The observed expression patterns suggest that a functional PIWI 
machinery acting in the soma and the germline is conserved in mollusks. Considering the somatic 
expression of  PIWI proteins and piRNAs in many arthropod species [19], it is parsimonious to assume 
that somatic PIWI/piRNA expression represents the ancestral state that was established in an early 
protostomian ancestor. 

3.3.3. piRNAs in L. stagnalis muscle and reproductive tract 
In order to characterize molluskan piRNAs, we sequenced small RNA transcriptomes from L. stagnalis 
extracted from the hermaphroditic reproductive tract and (foot-) muscle, since muscle tissue was found 
to exhibit the highest somatic PIWI expression in both L. stagnalis and C. gigas. Importantly, we want to 
clarify that we will use the term piRNA bona fide, without formal evidence for physical interaction with 
PIWI proteins but based on the evidence provided in the following. 
The sequence read length profiles for both tissues show a maximum for 21 nt RNAs, with a 
considerable amount of  22 nt RNAs being present in the muscle, but not in the reproductive tract. We 
further observed a smaller fraction of  RNAs in the range of  24-29 nt in both samples (Figure 2a). 
Annotation of  sRNA sequences with unitas [50] revealed a similar proportion of  different sRNA 
classes in each tissue type, with miRNAs accounting for 47% and 53% of  reads in the reproductive 
tract and muscle, respectively (Figure 2b, Supplementary Table 1). Interestingly, we found a substantial 
difference in the abundance of  tRNA fragments (tRFs). In both samples, 21 nt RNAs derived from the 
3’ end of  tRNAs (3’ tRFs, particularly from tRNA-Gly-TCC) constitute the vast majority of  tRNA 
fragments. However, the share of  3’ tRFs in the reproductive tract is considerably higher compared to 
muscle (17% and 10%, respectively, Supplementary Table 1). Recently, 3’ tRFs were found to silence 
Long Terminal Repeat (LTR) retrotransposons in mouse stem cells by targeting their functionally 
essential and highly conserved primer binding sites [51]. The remarkable amount of  3’ tRFs in the 
analyzed samples supports the idea proposed by Schorn and coworkers who assume that this 

 56



mechanism could be highly conserved across different species, providing an innate immunity against 
LTR propagation. 
Focusing on putative piRNAs, we analyzed the fraction of  sequence reads that did not match to any 
other class of  non-coding RNA nor mRNA. This dark matter of  intergenic sRNAs comprises 27% and 
23% of  sequence reads in the reproductive tract and in muscle, respectively, and is enriched for 
transposon sequences, suggesting a role in transposon control (Figure 2b). Analyses of  their sequence 
read length distribution revealed a prominent class of  22 nt molecules in muscle and to a lesser extend 
in the reproductive tract, suggesting that transposon defense in L. stagnalis involves 22 nt siRNAs in 
addition to piRNAs (Figure 2a). To verify the presence of  piRNAs, we checked for the so-called ping-
pong signature (bias for 10 bp 5’ overlap of  mapped sequence reads), which is a hallmark of  secondary 
piRNA biogenesis and requires the catalytic activity - and thus expression - of  PIWI proteins [52]. 
Remarkably, we detected a significant ping-pong signature in both, the reproductive tract and muscle 
(Figure 2c), suggesting active PIWI/piRNA-dependent transposon silencing in the germline and in the 
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Figure 2 | Characterization of  small RNAs from L. stagnalis (foot-) muscle and reproductive tract. (a) Sequence read 
length distribution of  mapped (top) and unannotated (intergenic) reads (bottom). (b) Results from mall RNA annotation 
with unitas (top) and transposon content of  intergenic reads (bottom). (c) Ping-pong signature. P-values are deduced from 
the corresponding Z-scores. P-values for all reads and reads that match mRNA are shown. (d) Differential expression of  
307 predicted piRNA clusters. Colors refer to expression relative to highest/lowest expression within one tissue. Dots 
indicate n-fold expression of  a given cluster in reproductive tract relative to muscle. (e) Amount of  clustered reads and 
ping-pong reads per million bootstrapped reads (ppr-mbr). (f) Representation of  transposons in the genome of  L. 
stagnalis, plotted by divergence [%] from transposon consensus. (g) Representation of  transposons within piRNA clusters 
of  L. stagnalis, plotted by divergence [%] from transposon consensus. (h) Prominent transposons that are enriched or 
depleted in L. stagnalis piRNA clusters.



soma. In addition, a ping-pong signature can also be observed for sequence reads that match protein 
coding genes, indicating piRNA-dependent gene regulation (Figure 2c). 
Next, we used proTRAC [53] to identify 308 piRNA producing loci in the reproductive tract, and 246 
piRNA producing loci in muscle tissue. Merging of  independently annotated contiguous (<10 kb 
distance) or overlapping piRNA producing loci revealed a total of  307 distinct piRNA clusters in L. 
stagnalis, covering 0.27% of  the genome (Figure 2d, Supplementary Table 2). More precisely, all piRNA 
producing loci identified in muscle tissue correspond to predicted piRNA clusters based on piRNAs 
from the reproductive tract, which illustrates that piRNAs in muscle originate from the same set of  
piRNA clusters compared to the reproductive tract. Nonetheless, there exist 12 clusters whose 
expression is 14- to 36-fold higher in the reproductive tract compared to muscle tissue, while no 
clusters show muscle-specific expression to a comparable extent. We found that 15.9% of  sequence 
reads from the reproductive tract map to piRNA clusters, while only 6.7% of  sequence reads from 
muscle do so, indicating rather moderate production of  primary piRNAs in the soma compared to the 
germline (Figure 2e). Besides the presence of  primary piRNAs, we found that the number of  piRNAs 
that participate in ping-pong-amplification (measured as ping-pong reads per million bootstrapped 
reads, ppr-mbr) is slightly higher in muscle (~39k ppr-mbr) compared to the situation in the 
reproductive tract (~35k ppr-mbr), suggesting higher amounts of  secondary piRNAs and emphasizing 
the functional importance of  somatic PIWI/piRNA expression (Figure 2e). In line with the 
transposon-suppressive role of  piRNAs, the identified piRNA clusters show a 2-fold enrichment for 
transposon sequences compared to the whole genome situation (59% and 31%, respectively, Figure 2f  
and 2g), whereas only 1.7% of  piRNA cluster sequence represents protein coding sequence. 
Interestingly, the transposon composition in piRNA clusters does not at all reflect the transposon 
landscape of  the genome. Instead, piRNA clusters are enriched for Gypsy retrotransposons and 
particularly DNA transposons such as Kolobok, hAT5 or hATw showing up to 108-fold enrichment in 
piRNA clusters (Figs 2g and 2h). This non-random distribution suggests a selective regime that favors 
insertion events of  transposons with low divergence from their consensus sequence, likely representing 
evolutionary young and active elements. 

3.3.4. Ubiquitous and dynamic expression of  piRNAs in C. gigas 
Based on our observation that PIWI genes and piRNAs are expressed in the soma and the germline of  
L. stagnalis, we reanalyzed previously published small RNA datasets from C. gigas that were used to 
investigate the dynamic expression of  miRNAs during oyster development without further examination 
of  a putative piRNA fraction [54] (NCBI Sequence Read Archive Project ID SRP007591). We 
annotated C. gigas sRNAs from the male and female gonad, different developmental stages ranging 
from the egg to juvenile, and a representative set of  somatic tissues from adult animals (Supplementary 
Table 2). In all datasets, particularly in gonadal tissues, eggs and early embryo stages but also in 
hemolymph we detected a large amount of  sequence reads that did not match to any known ncRNA 
class but was instead enriched for transposon sequences. The transposon-matching sub-fraction itself  
was enriched for antisense sequences (Supplementary Table 2). Analogous to the procedure applied for 
the L. stagnalis datasets, we verified the presence of  primary and secondary piRNAs by analyzing the 
ping-pong signature of  each dataset. Remarkably, we detected a significant ping-pong signature across 
all analyzed datasets (Figure 3a, Supplementary Figure 2), but also found that the number of  ping-pong 
reads (measured as ppr-mbr) differs considerably depending on the tissue and developmental stage 
(Figure 3a, Supplementary Figure 3). Noteworthily, as is the case with L. stagnalis, a ping-pong signature 
is also detectable when taking only those reads into account that match protein coding sequences, 
suggesting a relevant and conserved role of  the PIWI/piRNA pathway in post-transcriptional 
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regulation of  protein coding genes in gonads, egg, blastula, digestive gland and hemolymph 
(Supplementary Table 3). We further used sequences without ncRNA annotation to predict piRNA 
clusters with proTRAC and checked whether we can observe a differential expression of  specific 
piRNA clusters in time and space (Figure 3a). 
In contrast to the situation in L. stagnalis, we found that different genomic loci are responsible for 
production of  primary piRNAs in the germline and in the soma, but also during different 
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Figure 3 | Characterization of  small RNAs and piRNA clusters from different C. gigas samples. (a) Sequence reads 
without annotation produce a significant ping-pong signature (top row of  bars, only Z-scores for 10 bp 5’ overlap are 
shown). The number of  ping-pong reads per million bootstrapped reads (middle row of  bars), and the number of  
clustered reads (bottom row of  bars) differs considerably across the samples. Heatmap shows the differential expression 
of  the top 100 piRNA clusters in terms of  maximum rpm coverage. Different classes of  piRNA clusters are expressed 
during oyster development and in adult somatic tissues (bottom). (b) Transposon composition of  piRNA clusters 
belonging to four different classes. (c) Representation of  transposons in the genome of  C. gigas, plotted by divergence [%] 
from transposon consensus. (d) Representation of  transposons within piRNA clusters of  C. gigas, plotted by divergence 
[%] from transposon consensus. (e) Prominent transposons that are enriched or depleted in C. gigas piRNA clusters. Error 
bars indicate standard deviation.



developmental stages, which is similar to the situation in the sea anemone Nematostella vectensis [18] and 
the German cockroach Blatella germanica [55]. A clustering approach based on average linkage [56] 
revealed four distinct groups of  piRNA clusters which we named class 1-4 piRNA clusters (Figure 3a). 
Class 1 piRNA clusters are active in the adult germline (male and female) and in the early embryo until 
the D-shaped veliger stage where larvae are approximately 14 hours old. The same applies to class 2 
piRNA clusters, however, following the D-shape veliger stage, class 1 piRNA clusters become inactive, 
while class 2 piRNA clusters remain active and class 3 piRNA clusters start piRNA production. Both, 
class 2 and class 3 piRNA cluster activity is measurable until the juvenile stage, where oysters are 
approximately 20 days old. In somatic tissues of  adult oysters, class 4 piRNA clusters represent the 
main source of  primary piRNAs (Figure 3a, bottom). Interestingly, all four classes of  piRNA clusters 
are active in hemocytes, which also feature the highest amount of  clustered reads, and ping-pong reads 
compared to other somatic tissues. This might reflect the presence of  stem cells within the hemocyte 
cell population, which are subject to complex differentiation processes [57,58]. 
Interestingly, the four classes of  piRNA clusters differ considerably regarding the overall transposon 
content as well as the specific transposon composition (Figure 3b-3d). Class 1 and class 2 piRNA 
clusters are generally enriched for transposon sequences showing 38% and 36% transposon derived 
sequences, respectively, compared to a genomic transposon content of  29%. The surprisingly high 
accumulation of  young (as deduced from the divergence from their consensus) Gypsy elements in 
piRNA clusters, suggests a strong selection for Gypsy element insertions, probably as a consequence of  
Gypsy activity in C. gigas. Noteworthily, the accumulation of  young transposons in molluskan piRNA 
clusters sharply contrasts the situation in Drosophila and human, where older transposons are more 
abundant in piRNA producing loci [59,60] Considering transposons that are generally enriched in 
piRNA clusters, we found that R2 retrotransposons (149-fold enrichment in piRNA clusters) and Dada 
DNA transposons (40-fold enrichment in piRNA clusters) are most abundant in class 1 piRNA clusters 
(Figure 3e). In contrast, Polinton DNA transposons (32-fold enrichment in piRNA clusters) and BEL 
retrotransposons (5-fold enrichment in piRNA clusters) are most abundant in class 2 piRNA clusters. 
Different from class 1 and class 2 piRNA clusters, class 3 and class 4 piRNA clusters display only slight 
transposon enrichment (30% and 31%, respectively). Noteworthily, high copy number Gypsy 
retrotransposons (5-fold enrichment in piRNA clusters) are most abundant in class 3 piRNA clusters, 
while Academ, Crypton and Tx1 transposons are most abundant in class 4 piRNA clusters. 
The fact that different piRNA clusters are expressed in the germline (class 1 and class 2) and in adult 
somatic tissues (class 4) of  C. gigas contrasts with the situation in L. stagnalis, where identical piRNA 
producing loci are active in the germline and in the soma. Moreover, we can observe considerable 
differences in the transposon composition of  piRNA clusters in the two species, which likely reflect a 
divergent transposon activity in gastropods and bivalves, resulting in varying selective constraints on the 
different phylogenetic lineages. 

3.3.5. Homotypic and heterotypic ping-pong amplification 
The ping-pong amplification loop describes a process that is responsible for the post-transcriptional 
silencing of  transposable elements [52]. In Drosophila and mouse, this process typically involves two 
PIWI paralogs (heterotypic ping-pong), one loaded with antisense piRNAs targeting transposon 
transcripts, and the other loaded with sense piRNAs targeting piRNA cluster transcripts, which contain 
transposon sequences in antisense orientation [61,62]. Likely for steric reasons, premature piRNAs 
loaded onto the different PIWI paralogs are more or less rigorously trimmed at their 3’ ends. This is 
why piRNA populations bound to different PIWI paralogs not only differ regarding the amount of  
sense- and antisense-transposon sequences, but also in their sequence length profiles [52,63,64]. In 
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addition to the heterotypic ping-pong amplification, homotypic ping-pong has been shown to occur in 
qin mutant flies (Aub:Aub, [65]), and wildtype prenatal mouse testis (Miwi2:Miwi2, Mili:Mili, [62]). 
Since the typical molluskan genome encodes two ubiquitously expressed PIWI paralogs, Piwil1 and 
Piwil2, we asked whether we can provide evidence for the participation of  distinct piRNA populations 
and PIWI paralogs in the ping-pong cycle. We conducted a bioinformatics approach under the premise 
that Piwil1- and Piwil2-bound piRNAs exhibit different length profiles, which is the case for the 
corresponding mouse homologs Piwil1 (Miwi) that preferentially binds 29/30 nt piRNAs, and Piwil2 
(Mili) which preferentially binds 26/27 nt piRNAs [66]. A similar, yet not equally pronounced, 
difference between Piwil1 (Ziwi) and Piwil2 (Zili) -bound piRNAs also exists in zebrafish, suggesting 
the evolutionary conservation of  this pattern [8]. We analyzed pairs of  mapped C. gigas and L. stagnalis 
sequence reads that showed a 10 bp 5’ overlap (ping-pong pairs), with respect to the sequence length of  
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Figure 4 | Analysis of  piRNAs that participate in the ping-pong amplification loop. (a) Ping-pong matrices illustrate 
frequent length-combinations of  ping-pong pairs (sequences with 10 bp 5’ overlap). Sequence read length distribution 
and 1U/10A bias [bits] for ping-pong sequences are shown. (b) Proposed model of  ping-pong amplification in the 
germline and muscle of  C. gigas and L. stagnalis.



each ping-pong partner (Figure 4, Supplementary Figure 4). In the female gonad of  C. gigas, most ping-
pong pairs combine piRNAs with a length of  25 nt and 29 nt (Figure 4a), suggesting heterotypic 
Piwil1-Piwil2-dependent ping-pong amplification as depicted in Figure 4b. In support of  this, 29 nt 
piRNAs, presumably bound to Piwil1, are heavily biased for a 5’ uridine (a hallmark of  primary 
piRNAs), whereas 25 nt piRNAs, presumably bound to Piwil2, show a stronger bias for an adenine at 
position 10 (typical for secondary piRNAs). In contrast, ping-pong pairs in C. gigas muscle 
predominantly combine two 29 nt piRNAs, suggesting homotypic, Piwil1-dependent ping-pong 
amplification (Figure 4b). Generally, the observed patterns of  ping-pong pairs are very diverse across 
the different samples, for instance displaying heterotypic ping-pong in the digestive gland and 
homotypic Piwil2-dependent ping-pong in hemolymph cells (Supplementary Figure 4). 
Since the expression of  Piwil1 compared to Piwil2 is considerably lower in L. stagnalis, we were curious 
to check whether the corresponding ping-pong pairs might reflect this fact. Indeed, 26/26 nt pairs 
(homotypic, Piwil2-dependent ping-pong) represent the majority of  ping-pong pairs in the reproductive 
tract (Figure 4a). In addition, homotypic Piwil2-dependent ping-pong amplification with 24/25 nt ping-
pong pairs is also dominant in the L. stagnalis muscle (Figure 4b). However, we also observed 
differences in ping-pong patterns that do not correlate with the measured mRNA levels of  Piwil1 and 
Piwil2. For example, our data suggests homotypic Piwil2-dependent ping-pong amplification in the 
oyster gill but homotypic Piwil1-dependent ping-pong amplification in the oyster muscle 
(Supplementary Figure 4), while both tissues display a very similar expression of  both Piwi paralogs on 
the mRNA level (Figure 1f). Thus, we assume that factors other than mere PIWI expression critically 
influence characteristics of  the ping-pong amplification loop. 
Moreover, we clearly cannot rule out the possibility that binding preferences of  PIWI paralogs have 
changed on the molluskan lineage and are different from those observed in fly, fish and mouse. This 
could mean that length profiles of  piRNAs associated to each of  the molluskan PIWI paralogs might 
be exactly reciprocal compared to our presumption. One could even speculate that both PIWI paralogs 
may bind the whole range of  piRNAs, which is not possible to disprove without performing 
corresponding co-Immunoprecipitation experiments. However, based on the presence of  piRNA 
populations with different length profiles (Figure 2a), their representation in ping-pong pairs together 
with the differences in their amount of  1U and 10A reads (Figure 4a), we believe that the above made 
interpretations are a reasonable and parsimonious interpretation of  the data at hand, yet not the only 
possible one. 

3.4. Discussion 
Our results reveal that mollusks utilize the PIWI/piRNA pathway as a defense against transposable 
elements in the germline and in the soma, which corresponds to the situation in arthropods and 
therefore suggests somatic PIWI/piRNA expression to represent a plesiomorphic protostomian 
character state. In fact, available data from deeper branching metazoans such as poriferans and 
cnidarians supports the view that this system was established in the soma even long before the split of  
protostomes and deuterostomes [7,18,41]. In addition, based on the observation that a substantial 
fraction of  arthropod and mollusk piRNAs targets messenger RNAs producing the generic ping-pong 
signature, it seems likely that the last common ancestor of  arthropods and mollusks applied the PIWI/
piRNA pathway also for post-transcriptional regulation of  protein coding genes. Recently, the 
Xenacoelomorpha phylum, a group of  marine worms that were previously thought to belong to the 
Platyhelminthes clade, was found to represent the sister group of  Nephrozoa which comprise 
protostomes and deuterostomes [67,68]. Presently, piRNAs for this outgroup are not characterized but 
having such data would doubtlessly provide valuable insights and allow to draw conclusions regarding 
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the function of  the PIWI/piRNA system in the last common ancestor of  all bilaterians, particularly 
with respect to an ancestral gene-regulatory role. Especially with regard to the latter, functional studies 
in non-model organisms are urgently needed since the pure bioinformatical evidence for piRNA-
dependent processing of  protein coding genes does not give any information on its factual biological 
relevance this process might have in different species. In vertebrates, somatic PIWI/piRNA expression 
appears to have faded away and reports on somatically expressed piRNAs in mammals are often 
considered with skepticism for good reasons [69]. However, remnants of  the former somatic 
expression might have outlasted to fulfill special functions in specific cells and/or in narrowly defined 
timespans of  development or cell differentiation in the one or the other clade. In any case, we should 
be aware that experiments with Drosophila and mouse will not tell us everything that is worth knowing 
about the PIWI/piRNA pathway. 

3.5. Material and Methods 
3.5.1. Piwi gene annotation and tree reconstruction 
In order to reconstruct the phylogenetic relations of  mollusk Piwi proteins, we first searched for Piwi 
genes in species with an available genome sequence that lack proper annotation (Lymnaea stagnalis, Radix 
auricularia, Lottia gigantea, Bathymodiolus platifrons, Pinctada martensii). To this end, we scanned the relevant 
genomes for sequences that are homologous to annotated Piwi paralogs of  the pacific oyster 
(EKC35279 and EKC29295) by aligning translated DNA sequences using tblastx (v2.7.1+, [70]). 
Neighboring hits with a distance smaller than 10 kb were grouped as exons of  distinct gene loci. Only 
groups containing the overall best hits for a given locus were retained. Finally, the predicted gene 
sequences were checked for presence of  PIWI and PAZ domains using NCBI conserved domain 
database [71]. Similarly, for Piwi expression analysis by qPCR in the pond snail, we identified the 
housekeeping gene GPI (glucose-6-phosphate isomerase) by comparison with the human ortholog 
(ARJ36701). 
The predicted and annotated Piwi protein sequences of  the 11 available molluskan species together 
with PIWI paralogs of  human (Piwil1-4) and fly (Ago3, Piwi, Aub), as well as fly argonaute Ago1 were 
aligned using MUSCLE (v.3.8.31, [72]). Subsequently, the resulting protein alignment was curated with 
Gblocks (v.0.91b), allowing smaller final blocks with gap positions and less strict flanking positions. 
Using ModelGenerator (v.0.85, [73]) we determined LG+G+F [74] to be the best-fitting model of  
substitution for our data. The curated alignment (Supplementary Data 1) was then used for 
phylogenetic tree reconstruction with PhyML (v3.1, [75]) applying approximate likelihood-ratio test 
(SH-like) and LG substitution model, including empirical gamma distribution (G) and character 
frequencies (F). Support values were generated by bootstrap with 100 replicates. 

3.5.2. qPCR 
Experiments were performed on commercially available C. gigas animals from the western French 
Atlantic coast (lle d'Oleron) and captured wild living L. stagnalis animals from South-western Germany 
(Heppenheim). To estimate the expression of  the Piwil homologs in several tissues of  L. stagnalis and 
C. gigas we performed qPCR with cDNA synthesized from the total RNA fraction of  these tissues. 
Total RNA was isolated with TriReagent and the polyadenylated transcriptome was reversely 
transcribed with SuperScript IV using the RT-primer 5’-CGAATTCTAGAGCTCGAGGCAGGCGA-
CATGT25VN-3’. Primers amplifying ~ 200 bp long products of  the respective Piwil homologs and 
housekeeping genes were designed with the NCBI tool primer-BLAST on basis of  the L. stagnalis 
genome assembly GCA_900036025.1 v1.0 and the C. gigas genome assembly GCA_000297895.1 
oyster_v9. To prevent amplification of  residual genomic DNA, primers were designed to be exon-
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junction spanning or to span at least several intronic regions. The respective biological replicates were 
analyzed as technical duplicates on a Corbett Rotor-Gene 6000 real-time PCR cycler and the copy 
numbers of  the genes of  interest were quantified by standard curves of  the individual primer pair 
amplicons. For each cDNA sample the calculated PIWI copy numbers were relativized by the 
calculated copy numbers of  the housekeeping genes to calibrate for variabilities in sample preparation. 
These n-fold expression values were finally used to calculate the mean and standard deviation of  the 
replicates. For an improved visualization, the n-fold expression values of  each Piwi homolog are 
additionally displayed as a percentage of  the respective gonad value. 

3.5.3. Small RNA extraction and sequencing 
We extracted total RNA from L. stagnalis reproductive tract (incl. ovotestis, oviduct, spermatheca, 
spermiduct, prostate, uterus, vagina, vas deferens) and foot muscle, and total RNA from C. gigas 
adductor muscle and gonadal tissue with TriReagent according to the manufacturer’s instructions. For 
each species we sampled two different individuals per tissue. The small RNA fractions of  each obtained 
total RNA sample were sequenced at BGI, Hong Kong, on a BGISEQ-500 unit. Small RNA sequence 
datasets for L. stagnalis and C. gigas are deposited at NCBI’s Sequence Read Archive (SRA) and can be 
accessed under the SRA project IDs SRP130729 and SRP130745. We further used previously published 
small RNA sequence data from C. gigas [54] to analyze piRNA expression and characteristics with 
respect to different developmental stages. 

3.5.4. Repeat annotation 
We performed de novo prediction of  repetitive elements in the genome of  L. stagnalis with RepeatScout 
(v. 1.0.5, [76]). Predicted repetitive elements were classified with RepeatClassifier which is part of  the 
RepeatModeler (v. 1.0.11) package. Transposons that failed to be classified based on known 
transposons from other species are referred to as unclassified Lymnaea-specific transposons (uLtra). The 
resulting repeat sequences, as well as a complete collection of  currently available molluskan repeat 
sequences from RepBase [77] were used as reference sequences for repeat masking of  the L. stagnalis 
and C. gigas genomes with RepeatMasker (v. 4.0.7) using the cross_match search engine and the option -
s for most sensitive masking. Annotated repeats in the RepeatMasker output were analyzed with respect 
to transposon families and divergence from their consensus sequence using the Perl script 
TE_landscape.pl. Analysis was conducted with the entire repeat dataset as well as with repeats localized 
in predicted piRNA clusters. TE_landscape.pl is freely available at https://sourceforge.net/projects/
protrac/files/tools/. 

3.5.5. Gene annotation 
We performed de novo gene annotation of  the L. stagnalis genome assembly gLs_1.0 [78] using the 
MAKER genome annotation pipeline (v.2.31.8) in order to identify sRNAs that match protein-coding 
sequences [79]. Initially, we masked the L. stagnalis genome with WindowMasker [80] using default 
settings including the duster option to mask low complexity regions. Then, we used available molluskan 
cDNA data from Ensembl database (release 92) and available mRNA and protein data from L. stagnalis 
deposited at NCBI (Effective April 25, 2018) as input for MAKER. MAKER output files for separate 
scaffolds were merged using the Perl script mergeMAKERoutput.pl which is freely available at https://
sourceforge.net/projects/protrac/files/tools/. The complete genome annotation in GFF3 format and 
a corresponding mRNA sequence file in FASTA format are available as Supplementary Data 2 and 
Supplementary Data 3. 
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3.5.6. Processing and annotation of  small RNA sequence data 
Small RNA sequence datasets were collapsed to non-identical sequences, retaining information on 
sequence read counts using the Perl script collapse. Sequences >36nt were rejected using the Perl script 
length-filter. Finally, low complexity sequences were filtered using the Perl script duster with default 
parameters. All Perl scripts mentioned are part of  the NGS toolbox [81]. 
We then applied a customized mapping strategy of  the remaining small RNA sequence reads based on 
the consideration that our datasets presumably contain considerable amounts of  transposon-derived 
piRNAs as well as post-transcriptionally edited (e.g. A-to-I) or tailed miRNAs and piRNAs. Genomic 
mapping was performed with SeqMap [82] using the option /output_all_matches and allowing up to 
three mismatches. The obtained alignments were further filtered using the Perl script seqmap_filter.pl 
that is freely available at https://sourceforge.net/projects/protrac/files/tools/. For the final alignments 
we allowed up to two non-template 3’ nucleotides and up to one internal mismatch. For each sequence, 
we only considered the best alignments in terms of  mismatch counts, but did not reject alignments with 
equal quality in case of  multiple mapping sequences. Sequences that did not produce at least one valid 
alignment to the reference genome were rejected. 
To improve small RNA sequence annotation, we performed de novo tRNA, rRNA and miRNA 
prediction based on the available reference genome assemblies gLs_1.0 (L. stagnalis) and 
GCA_000297895.1 oyster_v9 (C. gigas). tRNA annotation was performed with a local copy of  
tRNAscan (v.1.3.1, [83]). Only tRNAs with less than 5% N’s were taken for further analysis. rRNA 
sequences were predicted using a local copy of  RNAmmer (v.1.2, [84]) and hmmer (v.2.2g, [85]). Both 
tools were run with default parameters. We pooled small RNA sequence reads from different replicates 
and tissues for each species separately to perform miRNA de novo prediction with ShortStack (v.3.8.4, 
[86]) using default parameters. The predicted tRNA, rRNA and miRNA precursor sequences, as well as 
previously published miRNA precursor sequences [54,87,88], were used as additional reference 
sequences for small non-coding RNA annotation with unitas (v.1.4.6, [50]) which was run with the 
option -riborase. For L. stagnalis, we also included predicted cDNA data based on MAKER annotation 
(see above). sRNA sequences that did not match to any ncRNA or mRNA of  C. gigas or L. stagnalis 
were blasted against NCBI nucleotide collection (nr) to search for possible contaminants of  parasitic 
species. Sequences that produced better alignments to genomes of  species that possibly parasitized the 
sampled individuals (Dicrocoelium, Legionella, Panagrellus, Thelazia, Trichobilharzia) were considered as 
contaminants and not used for downstream analyses. 

3.5.7. piRNA cluster identification 
Sequences that did not produce a match to known non-coding RNAs were considered as putative 
piRNAs and were used for prediction of  piRNA clusters with proTRAC (v. 2.4.0, [53]) applying default 
settings. piRNA clusters were predicted for each dataset and species separately. The resulting piRNA 
cluster predictions for each species were condensed, merging clusters with less than 10 kb distance 
from each other using the Perl script merge_clusters which is freely available at https://
sourceforge.net/projects/protrac/files/tools/. To preclude false positive annotation of  e.g. tRNA or 
rRNA genes as piRNA clusters, we validated predicted piRNA clusters by analyzing sRNA reads that 
mapped to them with respect to their relation to mRNA or other ncRNA classes (Supplementary 
Figure 5a). To further check whether piRNA cluster calling may under- or overestimate the number of  
primary piRNAs in our datasets, we performed an arithmetical approach to estimate the fraction of  
genuine primary piRNAs based on the fraction of  5’ U reads in annotated and non-annotated reads 
with 24-29 nt length which yields results very close to the number of  clustered reads (Supplementary 
Methods, Supplementary Figure 5b). We calculated the sequence read coverage [rpm] for each of  the 
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resulting piRNA clusters per dataset. For C. gigas piRNA clusters, a heat map for the top 100 piRNA 
clusters in terms of  maximum rpm coverage (accounting for 64% of  summed rpm values) was 
constructed with Heatmapper [56] applying Pearson distance and average linkage clustering. Finally, 
predicted piRNA clusters were analyzed with respect to their repeat and gene content using the Perl 
script piC_content.pl which is freely available at https://sourceforge.net/projects/protrac/files/tools/. 

3.5.8. Ping-pong quantification 
In order to compare ping-pong signatures across multiple datasets with different sequencing depth, we 
constructed a software tool, PPmeter (v.0.4), that creates bootstrap pseudo-replicates from original 
datasets and subsequently analyzes the ping-pong signature and number of  ping-pong sequence reads 
of  each pseudo-replicate (default: 100 pseudo-replicates each comprising one million sequence reads). 
The obtained parameters ‘ping-pong score per million bootstrapped reads’ (pps-mbr) and ‘ping-pong 
reads per million bootstrapped reads’ (ppr-mbr) can be used for quantification and direct comparison 
of  ping-pong activity in different small RNA datasets. The software is freely available at http://
www.smallRNAgroup.uni-mainz.de/software.html and https://sourceforge.net/projects/protrac/files/
tools/. 

3.5.9. Data availability 
Sequence data have been uploaded to NCBI’s Sequence Read Archive and can be accessed via the 
accessions SRP130729 and SRP130745. 

3.5.10. Code availability 
Source code of  software that has been written for data processing and analysis is freely available at 
https://sourceforge.net/projects/protrac/files/tools/. 
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3.8. Supplement 
Supplementary figure 1 
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Supplementary figure 1 | RT-qPCR quantification of  PIWI paralog expression using the standard curve method and 
the Cq method. (a) Standard curves used for absolute quantification of  the PIWI homolog transcripts and the transcripts 
of  the housekeeping gene glucose phosphate isomerase (GPI) in different tissues of  L. stagnalis. The GPI copy numbers 
of  each sample were used to calibrate the copy numbers of  the PIWI paralogs for variabilities in sample preparation as 
shown in Figure 1c and 1d. (b) Relative expression of  the PIWI paralog transcripts in L. stagnalis as calculated by the Cq 
method, where Cq = Cq (PIWI paralog) - Cq (GPI). Higher Cq values represent lower PIWI expression. (c) Relative 
expression of  the PIWI paralog transcripts in L. stagnalis as determined by the Cq method. (d) Standard curves used for 
absolute quantification of  the PIWI homolog transcripts and the transcripts of  the housekeeping gene peptidylprolyl 
isomerase A (PPIA) in different tissues of  C. gigas. The PPIA copy numbers of  each sample were used to calibrate the 
copy numbers of  the PIWI paralogs for variabilities in sample preparation as shown in Figure 1f  and 1g. (e) Relative 
expression of  the PIWI paralog transcripts in C. gigas as calculated by the Cq method, where Cq = Cq (PIWI paralog) - Cq 
(PPIA). Higher Cq values represent lower PIWI expression. Error bars indicate standard deviation. (f) Relative expression 
of  the PIWI paralog transcripts in C. gigas as determined by the Cq method. (g) Control PCR with PIWI paralog specific 
primers and L. stagnalis cDNA from the reproductive tract. Complete gel from figure 1b. Probes in lanes from 1-8 are: 
Ultra Low Range DNA Ladder (Thermo Scientific), Piwil1 amplicon, Piwil2 amplicon, Piwil1b amplicon, Piwil1c 
amplicon, GPI amplicon, EMC7 amplicon, Ultra Low Range DNA Ladder. (h) Control PCR with PIWI paralog specific 
primers and C. gigas cDNA from adductor muscle. Complete gel from figure 1e. Probes in lanes from 1-7 are: Ultra Low 
Range DNA Ladder (Thermo Scientific), Piwil1 amplicon (primers target both annotated Piwil1 splice isoforms), Piwil1 
amplicon (primers target the 18-exon Piwil1 splice isoforms), Piwil2b amplicon, PPIA amplicon, TATA amplicon, Ultra 
Low Range DNA Ladder.



Supplementary figure 2 
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Supplementary figure 2 | Ping-pong signature of  small RNAs from different C. gigas samples. Z-scores for specific 5’ 
overlaps for each sample are shown.



Supplementary figure 3 

 72

Supplementary figure 3 | Ping-pong read pairs per million bootstrapped reads from different C. gigas samples. Graphs 
depict the average number of  sequence read pairs with a specific 5’ overlap for 100 pseudo-replicates (PR) per dataset 
with one million reads per PR. The value for read pairs with 10 nt overlap (yellow) can serve as a measurement for the 
intensity of  ping-pong amplification and is directly comparable across different datasets.



Supplementary figure 4 
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Supplementary figure 4 | Ping-pong matrices for small RNA from different C. gigas samples. Frequent length-
combinations of  ping-pong pairs (sequences with 10 bp 5’ overlap) are indicated in red. x-axis and y-axis refer to sequence 
read length of  the two sequences of  a ping-pong pair [nt].



Supplementary figure 5 
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Supplementary figure 5 | Characterization of  clustered reads and alternative estimation of  
primary piRNA amount. (a) Fraction of  reads that are either miRNAs or mRNA/ncRNA 
fragments regarding all sRNA reads and sRNA reads that map to piRNA clusters. (b) Estimation 
of  the amount of  primary piRNAs within the fraction of  sRNA reads without annotation based 
on observed 1U content in 24-29 nt reads without annotation and annotated 24-29 nt reads.



Supplementary table 1 
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Supplementary Table 1 | Annotation of  small RNAs from L. stagnalis with unitas.



Supplementary table 2 

 76

Supplementary Table 2 | Location of  predicted piRNA clusters in L. stagnalis.



Supplementary table 3 

Supplementary table 4 
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Supplementary Table 3 | Annotation of  small RNAs from different C. gigas samples with unitas. Reads without 
annotation or reads that match transposon (repeat) sequences represent putative piRNAs. Read counts of  multiple 
mapping sequences were fractionated accordingly. Values are rounded, which explains possible discrepancies with the total 
number of  mapped reads.

Supplementary Table 4 | 5’ overlap of  mRNA-matching reads from different C. gigas samples.



Supplementary table 5 
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Supplementary Table 5 | Location of  predicted piRNA clusters in C. gigas.



Supplementary Methods 

An Arithmetical estimation of  the amount of  primary piRNAs 
In order to support our interpretation that the number of  primary piRNAs in our datasets corresponds 
to the number of  sequence reads mapped to predicted piRNA clusters, we estimated the amount of  
primary piRNAs in Lymnaea stagnalis reproductive tract and muscle tissue with an arithmetical approach 
which is independent of  piRNA cluster annotation. The approach is based on the assumption, that the 
fraction of  sequence reads that do not match any other class of  non-coding RNA such as rRNAs or 
tRNAs, contains genuine piRNAs, in addition to other RNAs that passed the annotation procedure due 
to either poor genome annotation, intra-species variability, post-transcriptional RNA modification or 
sequencing errors. To reasonably asses the amount of  primary piRNAs in this mixed RNA population, 
we only considered molecules with a sequence length ranging from 24 nt to 29 nt as putative piRNAs, 
based on sequence read length profiles (Fig. 2A) and calculated ping-pong matrices (Fig. 4A and S3). 
Under the presumption that 85% of  primary piRNAs start with a U [1,2], we argue that any deviation 
from 85% 5’-U reads is caused by RNA molecules other than piRNAs which can also have a U at 
position 1 (1U). We estimated the fraction of  1U reads in the non-piRNA population on the basis of  
1U content of  annotated reads in the 24-29 nt size range, ignoring tRNA fragments which were shown 
to preferentially bind PIWI proteins [3,4]. Using the equations below, 

a + b = 1 
a * 1Ua + b * 1Ub = 1Uobserved 

where a is the fraction of  piRNAs and b is the fraction of  non-piRNAs, 1Uobserved describes the 
fraction of  1U reads in 24-29 nt RNAs without annotation (0.831 and 0.643 in reproductive tract an 
muscle, respectively), 1Ua describes the fraction of  1U reads in piRNAs (presumed to be 0.85) and 1Ub 
describes the fraction of  1U reads in non-piRNAs (0.359 and 0.333 for reproductive tract and muscle, 
respectively), we estimate the fraction of  primary piRNAs to be 96,0% and 60,0% of  all 24-29 nt reads 
without annotation in reproductive tract and muscle, respectively. These fractions account for 17.3% 
and 5.9% of  total mapped reads in the corresponding datasets and are almost identical to the fraction 
of  reads that map to predicted piRNA clusters, supporting the validity of  piRNA cluster calling results 
(Supplementary Figure 5b). 
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4. Regulation of  protein-coding genes by piRNAs in the pig 

Daniel Gebert1, René Ketting2, Hans Zischler1, David Rosenkranz1 

1 Institute of  Anthropology, Johannes Gutenberg-University, Mainz, Germany 
2 Institute of  Molecular Biology IMB, Mainz, Germany 

This chapter was published as a Research Article in PLOS One under the title “piRNAs from Pig Testis Provide Evidence 
for a Conserved Role of  the Piwi Pathway in Post-Transcriptional Gene Regulation in Mammals” (Gebert et al., PLOS One 
2015 10:e0124860). The experimental part, as well as preliminary analyses were conducted during the Master thesis of  DG. 

4.1. Abstract 
Piwi-interacting (pi-) RNAs guide germline-expressed Piwi proteins in order to suppress the activity of  
transposable elements (TEs). But notably, the majority of  pachytene piRNAs in mammalian testes is 
not related to TEs. This raises the question of  whether the Piwi/piRNA pathway exerts functions 
beyond TE silencing. Although gene-derived piRNAs were described many times, a possible gene-
regulatory function was doubted due to the absence of  antisense piRNAs. Here we sequenced and 
analyzed piRNAs expressed in the adult testis of  the pig, as this taxon possesses the full set of  
mammalian Piwi paralogs while their spermatozoa are marked by an extreme fitness due to selective 
breeding. We provide an exhaustive characterization of  porcine piRNAs and genomic piRNA clusters. 
Moreover, we reveal that both sense and antisense piRNAs derive from protein-coding genes, while 
exhibiting features that clearly show that they originate from the Piwi/piRNA-mediated post-
transcriptional silencing pathway, commonly referred to as ping-pong cycle. We further show that the 
majority of  identified piRNA clusters in the porcine genome spans exonic sequences of  protein-coding 
genes or pseudogenes, which reveals a mechanism by which primary antisense piRNAs directed against 
mRNA can be generated. Our data provide evidence that spliced mRNAs, derived from such loci, are 
not only targeted by piRNAs but are also subject to ping-pong cycle processing. Finally, we 
demonstrate that homologous genes are targeted and processed by piRNAs in pig, mouse and human. 
Altogether, this strongly suggests a conserved role for the mammalian Piwi/piRNA pathway in post-
transcriptional regulation of  protein-coding genes, which did not receive much attention so far. 

4.2. Introduction 
Small non-coding RNAs (sncRNAs or sRNAs) are involved in many cellular processes such as gene 
regulation, transposon repression and antiviral defense, which they realize by the principle of  RNA 
interference [1]. To fulfill their functions all types of  sRNA are dependent on Argonaute proteins, for 
which they act as guides that recognize targets based on sequence complementarity. Piwi-interacting 
RNAs (piRNAs, ~24–32 nt in length) represent a class of  sRNAs that associate with Piwi clade 
Argonaute proteins, of  which different species possess a varying number of  paralogs [2–6]. 
The majority of  piRNAs is organized in large genomic clusters, distributed throughout the genome at 
defined loci, ranging from 1–100 kb in size [3–6]. Further, piRNAs are characterized by a strong bias 
for uracil at the 5‘ end position (1U) and a preference for adenine at position ten (10A) for secondary 
piRNAs (see below). Finally, they are typically longer than miRNAs and siRNAs while displaying a 
broader size-distribution which is likely caused by the piRNA-specific 3’ end processing by 
exonucleases. These traits are the result of  the biogenesis mechanisms of  piRNAs which include two 
pathways [7–9]. In primary biogenesis, piRNAs are generated through the processing of  long precursor 
transcripts into piRNA intermediates, which are loaded onto Piwi proteins that heavily select for 1U 
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fragments [10], followed by 3’ trimming and 2‘-O-methylation of  the 3‘ end by the methyltransferase 
Hen1 [11,12]. In secondary biogenesis, also known as ping-pong amplification loop, Piwi proteins 
loaded with primary piRNAs, target complementary transcripts, which are cleaved with a 10 nt offset 
from the 5’ end of  the guiding primary piRNA to generate secondary piRNAs. Owing to this offset 
and the 1U bias of  primary piRNAs, the resulting secondary piRNAs preferentially contain an adenine 
at the tenth position [7–9]. This 10 nt 5’ overlap of  primary and secondary piRNAs is commonly 
referred to as ping-pong signature. 
One of  the major functions of  the Piwi/piRNA pathway is the repression of  transposable elements 
(TEs or transposons). Piwi proteins are primarily expressed in germ cells, regarding mammals especially 
during spermatogenesis [3,9]. In the course of  spermatogenesis, genome wide demethylation, as part of  
the epigenetic reprogramming, leads to a reactivation of  TEs [9,13]. In both mouse and fruit fly, 
mutations of  Piwi proteins result in derepression of  TEs in the germline leading to male sterility [14–
17]. Similarly, deficiency of  murine piRNA clusters results in an increased activity of  TEs, emphasizing 
the importance of  piRNAs in transposon silencing [18]. Accordingly, piRNA clusters are commonly 
perceived as transposon traps that acquire the capability of  producing piRNAs directed against 
particular TEs as soon as the TE by chance jumps into such a locus [19]. 
Despite their important role in repressing transposon activity, in mouse only meiotically (pre-pachytene) 
expressed piRNAs are enriched for TE-related sequences, in contrast to pachytene piRNAs, of  which 
only about 17% are TE-derived [3,4,14]. This led to the presumption that piRNAs might fulfill other 
functions besides TE silencing. Indeed, several studies in fruit fly suggested a role for piRNAs in 
regulation of  protein-coding genes, including Stellate, vasa [20,21], Fasciclin 3 [22], and nanos [23]. 
Hints for a gene-regulatory function of  the Piwi pathway in mammals have also been obtained in 
mouse [24,25], but neither the underlying mechanism, nor the discrete function has become clear so far. 
The majority of  mammalian species, including humans, possess a standard set of  four paralogous Piwi 
proteins [26], while the bulk of  research on mammalian Piwi/piRNA biology was conducted in mouse 
or rat, which express only three Piwi paralogs. In that sense, mice and rats might represent an 
exceptional realization of  Piwi/piRNA biology. Hence, to investigate the nature of  piRNAs in the 
mammalian germline in a context that resembles the regular condition with respect to Piwi protein 
equipment, we sequenced and analyzed testis expressed sRNAs of  the pig, a species expressing all four 
mammalian Piwi paralogs. The pig is particularly interesting in the context of  Piwi/piRNA biology, 
considering the unique TE landscape of  the porcine genome, comprising e.g. active tRNA-derived 
short interspersed elements (SINEs) and pig-specific endogenous retroviruses (ERVs), while at the 
same time having a considerably lower share of  TE sequences compared to other mammals [27]. 
Besides, porcine spermatozoa are known to exhibit extreme fitness due to domestic breeding and 
sexual selection in promiscuous mating systems resulting in sperm competition. Adding to the previous 
initial characterizations of  porcine piRNAs [28,29], we focused on both, possible new aspects of  the 
TE silencing function, as well as potential roles in the regulation of  non-TE targets. Our present study 
strongly indicates that the mammalian Piwi/piRNA system is involved in post-transcriptional gene 
regulation and that piRNA clusters, which occupy a central role in this process, might be more dynamic 
and adaptable than previously thought. 

4.3. Methods 
4.3.1. Ethics statement 
This study did not require approval by an ethics committee. Biological samples were obtained under 
current law from a licensed provider (Georg-August-University Göttingen, Animal Breeding and 
Genetics, Albrecht-Thaer-Weg 3, 37075 Göttingen, Germany). 
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4.3.2. Preparation of  sRNA libraries 
Testis tissue was taken from an adult boar (Sus scrofa domestica) and stored at -80°C. Total RNA was 
extracted directly from testis tissue using TRI Reagent (Ambion) according to the manufacturer‘s 
instructions. The employment of  50 mg of  tissue resulted in an RNA yield of  approximately 140 μg. 
Total RNA was applied to a urea-based denaturing polyacrylamide gel (10%) together with the 
GeneRuler Ultra Low Range DNA Ladder and run for 20 minutes (1200 V, 50 mA, 60W). The 20–35 
nt fraction was excised from the gel and resolved in 30 μl water using Amicon’s Ultrafree-MC and 
Ultra-0.5 3K centrifugal devices according to the manufacturer‘s instructions. 
We portioned the obtained sRNA sample into two fractions and conducted sodium periodate treatment 
followed by ß-elimination with one of  the two fractions according to the method applied by 
Rajasethupathy and colleagues with minor adjustments regarding the sample volumes [30]. A 5’-
diphosphorylated and 3’-blocked RNA adapter (5’-rAppCTGTAGGCACCATCAATddC-3’, Integrated 
DNA Technologies) was directionally ligated to the 3’ end of  periodate treated and untreated sRNA 
samples in absence of  ATP using New England Biolabs T4 RNA Ligase 1 according to the following 
reaction mixture: 43 μl sRNA sample, 6 μl of  100% DMSO, 6 μl 10x NEB ligation buffer, 2 μl 3‘ RNA 
adapter, 2 μl T4 RNA ligase (10 U/μl) and 1 μl of  RiboLock RNase Inhibitor (Thermo Scientific). The 
mixture was incubated at room temperature for 2 hours. For separation of  sRNA molecules linked to a 
3’ adapter we conducted acid phenol chloroform (Life Technologies) extraction and ethanol 
precipitation followed by separation of  molecules ranging from 40 to 55 nt in length using 
polyacrylamide gel electrophoresis with subsequent gel extraction as described above. 
A second RNA adapter carrying a 4 nt sequence tag and lacking a 5’-phosphate was ligated to the 
periodate treated (5’-GACUGGAGCACGAGGACACUGACAUGGACUGAAGGAGUAGAAA-3’) 
and untreated (5’-GACUGGAGCACGAGGACACUGACAUGGACUGAAGGAGAUCGAA-3’) 
sRNA samples in presence of  ATP using New England Biolabs T4 RNA Ligase 1 according to the 
following reaction mixture: 36 μl sRNA sample, 3 μl RNA adapter, 6 μl 100% DMSO, 6 μl NEB 10x 
ligation buffer, 6 μl 10mM ATP, 2 μl T4 RNA ligase (10 U/μl), 1 μl RiboLock. The mixture was 
incubated at 37°C for 30 minutes. 
The ligation reaction was stopped and RNA was purified by acid phenol chloroform extraction and 
ethanol precipitation and dissolved in water. Following cDNA synthesis using Superscript III Reverse 
Transcriptase (Life Technologies), the sample was PCR amplified (forward primer for periodate treated 
sample: 5’-ACATGGACTGAAGGAGTAGA-3’, forward primer for untreated sample: 5’-ACATGG-
ACTGAAGGAGATCG-3’, reverse primer for both samples: 5’-ATTGATGGTGCCTACAG-3’) and 
ethanol precipitated. Both tagged samples were high throughput sequenced in parallel on an Illumina 
HiSeq 2000 system. 

4.3.3. Bioinformatic data processing and analysis 
First, 5’ adapter and 3’ adapter sequences were clipped from NGS raw sequences and reads were 
allocated to periodate treated sRNA and untreated sRNA datasets based on the differentially tagged 5’ 
adapter. Considering a putative contamination by non-piRNA sequences, reads ranging from 18 to 34 
nt in length were mapped in sense orientation to available ncRNA sequences from Ensembl database 
(release 77), miRBase [31] and the Genomic tRNA Database [32] using SeqMap [33] (version 1.0.12) to 
sort out sequences resembling microRNAs (miRNA) or fragments of  other ncRNA types such as 
miRNA precursors, snRNA, snoRNA, rRNA and tRNA. Sequences that did not produce a match to 
any known ncRNA, thus representing putative piRNAs, were mapped to the genome of  Sus scrofa 
(Sscrofa10.2.75) using SeqMap, taking only perfect matches into account. 
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To determine the amount of  sRNA sequences related to TEs, the porcine genome was masked using 
RepeatMasker software and porcine transposon sequence data from Repbase [34]. The quantity of  
reads mapping to TEs was normalized for each sequence by the total number of  genomic hits it 
produced. The identification and analysis of  piRNA clusters was performed using the tracking and 
analysis software proTRAC [35] (version 2.0.2), searching for clusters with a minimum size of  10 kb, 
applying a sliding window size of  1 kb and an increment of  0.1 kb. 
In order to identify cDNA sequences that exhibit a ping-pong signature, thus representing putative 
piRNA targets, we mapped sRNA sequences to annotated cDNA (Ensembl release 77). We applied a 
coverage threshold of  10 mapped sequence reads (counts were normalized by the number of  hits per 
sequence) per one million mapped sequence reads to ensure comparability across the different probes 
that comprised different total numbers of  sequence reads. The principals of  this computational 
approach are described in Antoniewski 2014 [36]. 
To search for conserved cDNA targets of  piRNAs in mammals, we applied identical procedures to 
human and mouse testis expressed sRNA datasets that are deposited at NCBI’s sequence read archive 
(SRA) under the accessions SRX271415, SRX271416 and SRX271417 for human sRNAs [37] and 
SRX154530 for mouse sRNAs [38]. We considered a ping-pong signature to be evident if  the peak 
referring to the 10 nt overlap was at least 2-fold higher compared to the next highest peak. Generally, z-
scores for ping-pong signatures were calculated according to the method applied by Zhang and 
coworkers [39]. The identified genes were subjected to GO term enrichment analysis [40], applying a p-
value threshold of  p = 0.05. To verify that the numbers of  homologous genes targeted in different 
species is higher than expected by chance, we randomly sampled genes from two species according to 
the number of  observed piRNA target genes (one million draws). We calculated expected values (E(X)) 
for the number of  homologs that are present in both random sets based on the observed cross match. 
P-values correspond to the frequency of  observed cases with a cross match equal or higher than 
observed for the original data set. The applied Perl scripts are available upon request. 

4.3.4. Data deposition 
The complete sequence dataset is available at NCBI’s SRA under the following accessions: BioProject 
ID: PRJNA267635, Experiment: SRX761355, Run: SRR1654828. 

4.4. Results 
4.4.1. Annotation of  porcine sRNAs 
Overall 13,596,939 raw sequence reads were obtained from sequencing of  periodate treated porcine 
testis RNA and subjected to several filtering and initial processing steps. Of  12,508,703 reads within the 
size range of  18–34 nt, 1,502,807 reads (12.0%) could be classified as miRNAs (0.09%) or fragments 
of  other ncRNA species such as tRNA (11.6%), rRNA (0.09%), snoRNA (0.06%) and snRNA (0.01%), 
leaving 11,005,896 reads, comprising 3,226,011 non-identical sequences that represent putative piRNAs. 
A fraction of  7,219,711 reads, originating from 928,481 non-identical sequences, mapped perfectly to 
the genome of  Sus scrofa, producing 24,579,193 genomic hits. 
The mapped sRNAs show a roughly Gaussian length distribution, ranging mainly from 24– 33 nt with 
a peak at 30 nt (Fig 1A). More than 99% of  all reads fall into the typical size range of  mammalian 
piRNAs (24–32 nt) and the vast majority (91%) of  sequence reads maps to one of  142 predicted 
piRNA clusters (see below). The mapped sRNA sequences exhibit a strong ping-pong signature, 
meaning a strong preference (z-score = 44.4) for 10 nt 5’ overlaps between sequences mapping to the 
sense and antisense strands of  the genome, which is a hallmark of  piRNAs, attributable to their specific 
biogenesis mechanism during the ping-pong cycle (Fig 1B, S1 File). 
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Another characteristic trait of  piRNAs is constituted by a strong bias for uracil at the 5’ end and a 
consequential preference for adenine at the tenth position for secondary piRNAs. Nearly 75% of  non-
identical sequences start with a uracil, while adenine is only slightly enriched at position ten (29.2%), 
which suggests that the bulk of  porcine pachytene piRNAs originates from primary processing (Fig 
1C). Furthermore, we observed a bias for cytosine at the 3’ terminus (42.6%) and for guanine at the 
second position of  both the 5’ (34.5%) and 3’ ends (32.9%) (Fig 1C and 1D). 
Together, though we do not provide formal evidence for binding of  these sRNAs to Piwi proteins, the 
overall characteristics of  the analyzed sRNA dataset (size distribution, nucleotide composition, genomic 
clustering, ping-pong-signature) are in compliance with the typical piRNA traits and indicate a very low 
degree of  contamination by non-piRNA sequences. 

4.4.2. TE-derived piRNAs 
Transposon silencing is considered as the main function of  piRNAs, hence the mapped piRNAs were 
screened for sequences that target genomic loci annotated as TEs. Overall 14.0% of  total mapped reads 
(representing 16.3% of  non-identical sequences) match transposon sequences (Fig 2A), of  which 
SINEs contribute the largest proportion (5.9%), followed by LTR retrotransposons (4.0%), LINEs 
(3.5%) and DNA transposons (0.6%) (Fig 2B). Quantity and composition of  TE-related piRNAs 
contrast the overall genomic situation with a total of  32.6% corresponding to TEs (Fig 2A), where the 
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Figure 1 | Basic characterization of  putative piRNAs in porcine testes. (A) Length distribution of  small RNAs. The 
mapped sRNA reads show an approximately Gaussian length distribution, ranging mostly from 24 to 33 nt with a peak at 
30 nt. The majority of  each size fraction maps to predicted piRNA clusters. (B) 5’ overlap of  sRNAs. Sense and antisense 
sRNA reads produce a high rate of  10 nt 5’ overlaps. (C) Positional nucleotide frequencies starting from 5’ end. (D) 
Positional nucleotide frequencies starting from 3’ end.



largest TE fraction is represented by LINEs (15.6%), followed by SINEs (12.2%), LTR transposons 
(3.5%) and DNA transposons (1.4%) (Fig 2B). 
Though piRNAs generally map to TEs in both orientations and the overall amount of  sense and 
antisense piRNAs is roughly equal, the sense/antisense ratio differs considerably for different 
transposon families (Fig 2B). While tRNA-derived SINEs like the abundant PRE elements show a 
strong bias for sense piRNAs, ERV1 elements exhibit a strong bias for antisense piRNAs. Since the 
majority of  TE-related piRNAs originate from piRNA clusters, we assumed that these differences 
might result from insertional strand bias. Therefore we checked the insertion direction of  TEs relative 
to the transcribed piRNA cluster strand. Indeed, we found that the insertion direction correlates well 
with, and thus can explain the different sense/antisense piRNA ratios for the most prominent TE 
classes, namely tRNA-derived SINEs, L1 and ERV1 (S1 Fig), which comprise more than three quarters 
of  all TE-derived piRNA reads. 
In order to search for evidence of  ongoing TE repression via the ping-pong cycle, we analyzed the 5’ 
overlaps of  sense and antisense piRNAs mapped to TE sequences (Fig 2C and 2D). Though we 
observed a marked ping-pong signature (z-score = 17.3) for TE-related piRNAs, indicating Piwi-
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Figure 2 | Transposon-derived piRNAs. (A) Shares of  TE sequences in mapped 
piRNA reads and in the porcine genome. (B) Representation of  TE families within the 
sequences of  piRNA reads in sense and antisense direction compared to the genomic 
TE family distribution. (C) 5’ overlap of  TE-derived piRNAs. (D) Mapping of  piRNA 
reads to the sequence of  a PRE1f2 element, a member of  the tRNA-derived SINE 
subfamily of  porcine repetitive elements. Regions from positions 24–79 nt and 128–179 
nt are shown as exemplary target sites of  ping-pong processing.



dependent processing, both sense and antisense piRNAs show a strong 1U bias (84% and 87%, 
respectively), and only a slight elevation for 10A (38%) can be observed for antisense TE reads. This is 
in line with previous findings from mouse [9], where 1U-biased primary piRNAs generated from TE 
transcripts target piRNA cluster transcripts resulting in secondary 10A-biased antisense piRNA. 
Together, our data suggest that a noticeable fraction of  antisense piRNAs originates from secondary 
processing while still most pachytene piRNAs are generated via the primary processing mechanism. 

4.4.3. Gene-derived piRNAs 
Gene-derived piRNAs were previously observed in diverse species but were generally considered to 
represent a byproduct derived from mRNAs that accidentally fall into the clutches of  the Piwi/piRNA 
pathway, mainly because only sense piRNAs could be found. To investigate a potential impact of  
piRNA function on protein-coding genes, mapped piRNA reads were initially screened for sequences 
mapping to annotated coding DNA (cDNA). In total 1.8% of  mapped reads, representing 9.4% of  
non-identical sequences, produce perfect matches to porcine cDNA. Intriguingly, when focusing on 
protein-coding genes we found that 7.6% of  piRNA reads map to intronic sequences in sense (3.0%) 
and antisense (4.6%) orientation, which apparently cannot be explained by processing of  spliced 
mRNA. Further, 1.6% map to exonic regions in sense (1.24%) and antisense (0.32%) orientation and 
0.02% of  piRNA reads match pseudogenes mainly in sense direction (Fig 3A). 
To determine whether sRNAs that mapped to exonic sequences of  protein-coding genes represent 
degraded mRNA or resemble genuine piRNAs, the according sRNA reads were examined for piRNA 
characteristics. Both sense and antisense reads, which all range between 24 and 32 nt, show a strong 
bias for 1U (82.6% and 70.9%, respectively), while only sense sequences exhibit a marginal preference 
for 10A (28.2%) as compared to antisense reads (21.3%). Furthermore, piRNA reads that mapped to 
115 genes exhibit a marked ping-pong signature (z-score = 22.7, Fig 3B). In addition, the length 
distribution of  both sense and antisense cDNA-matching piRNAs reveals the presence of  at least two 
different piRNA populations and thus the participation of  different Piwi paralogs in the generation of  
gene-derived piRNAs (Fig 3C). Generally, piRNAs map to specific gene transcripts in a very similar 
fashion as compared to TE transcripts with clear signs of  ping-pong-mediated amplification, which 
implies that mRNA is not only subject for primary processing, but can also be targeted by primary 
piRNAs and processed into secondary piRNAs (Fig 3D). 
In order to check whether this pattern can be found in additional species, we performed the same 
analysis on available mouse and human sRNA and cDNA datasets. Remarkably, we observed a large 
amount of  cDNA-matching sequences producing a clear ping-pong signature that is mainly 
concentrated on 185 (ping-pong-z-score = 41.2) and 424 (ping-pong-z-score = 13.4) different genes in 
mouse and human, respectively (Fig 3B; S2 File). Moreover, targeting of  a number of  gene transcripts 
appears to be conserved over evolutionary timescales. For instance, we noticed high piRNA coverage 
and ping-pong signatures on several members of  the NUT (Nuclear protein in testis) gene family 
(NUTM2A, NUTM2B, NUTM2D, NUTM2E) for porcine as well as human piRNAs. Furthermore, 
ping-pong signatures were also detectable on transcripts of  Histone H2A genes for all three datasets, 
though the read coverage is considerably lower as compared to NUT gene transcripts (S2 File). 
Altogether, pig and human share 15 homologous target genes (p = 0.0050, E(X) = 1.2188), while 7 
homologs are targeted in both pig and mouse (p = 0.0241, E(X) = 1.0236), which are significant 
numbers compared to a random overlap between non-related, randomly selected genes. Hence, 
targeting of  homologous gene transcripts across distantly related species suggests that the Piwi/piRNA 
system snatches mRNAs not in a random fashion but rather implies a specific biological function. 
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In addition, we noticed that most conserved target genes represent factors with nuclear localization that 
interact with DNA. Therefore we performed a GO term enrichment analysis [40] for all identified 
human and mouse targets with respect to the cellular component and the molecular function (S3 File, 
porcine data not available). Indeed, we found a significant association with the term nucleus for both 
human and mouse targets (p = 0.0008, p = 0.0055, respectively) compared to a non-significant 
association with the term cytoplasm (p = 1, p = 0.2503, respectively). Regarding the molecular function 
of  targets we observed that human as well as mouse targets are significantly associated with the term 
nucleic acid binding (p = 0.0018, p = 0.0163). Together, these results suggest that post-transcriptional 
gene regulation by the Piwi/piRNA system mainly concerns nuclear factors with DNA binding activity. 

4.4.4. tRNA-derived sRNAs 
The by far largest proportion of  sRNA reads that has been annotated as known ncRNA is represented 
by sequences that map perfectly to tRNAs and that are known as tRNA related fragments (tRFs [41], 
Fig 4A). Interestingly, the identified tRFs share striking similarities with piRNAs. 
First, the sequence length distribution of  tRNA-derived sRNAs ranges mainly from 29 to 32 nt which 
corresponds to the typical size of  mammalian piRNAs, though we note that the length profile of  the 
tRNA-related reads is much sharper, possibly indicating differences in biogenesis (Fig 4B). 
Second, comparison with our control sRNA library without a sodium periodate treatment step reveals a 
less marked enrichment of  tRNA-derived sequences (6.6% vs. 11.6%) while the share of  other 
ncRNAs such as miRNAs, snRNAs, snoRNAs and rRNAs is increased (1.3% vs. 0.4%) (Fig 4A). This 
suggests that tRNA-derived sRNA sequences are not eliminated by sodium periodate treatment, 
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Figure 3 | Gene-derived piRNAs. (A) Portions of  piRNA reads mapping to introns, exons and pseudogenes in the 
porcine genome. (B) 5’ overlap of  testis piRNAs from pig, mouse and human, mapping to corresponding annotated 
cDNA. In all three species a high rate of  10 nt 5’ overlaps is detectable. (C) Length distribution of  sense and antisense 
exon-derived piRNAs. (D) Mapping of  piRNA reads to the mRNA sequence of  the protein-coding gene NUTM2G. 
Exemplary sites with 10 nt 5’ overlap between sense and antisense piRNA reads are indicated by arrows.



presumably because of  a modification at their 3’ end that protects them from degradation like 2’-O-
methylation in case of  piRNAs. 
Third, tRNA-derived sequences are not randomly distributed among the various tRNA types, but rather 
derive mainly from the 5’ ends of  five tRNA types, namely Asp-GTC, Glu-TTC, Glu-CTC, Gly-CCC, 
and Gly-GCC, altogether accounting for 98% of  all tRNA-derived sRNA reads (Fig 4C–4E). As a 
consequence, about 90% of  tRNA-derived reads start with a uracil. In contrast, this share reaches only 
77% for the non-oxidized library with a multiple of  tRNA-derived sequences that do not match the 5’ 
end of  a tRNA (S2 Fig), which indicates the presence of  random tRNA degradation products that are 
efficiently eliminated by periodate treatment. As opposed to 5’-end-derived reads (99.56%), only a 
minor share (0.01%) maps to the 3’-ends of  tRNAs. In the light of  the different length profiles of  5’ 
tRFs (18–33 nt) and 3’ tRFs (18–22 nt) [41] we suppose that the observed bias is most likely introduced 
by the applied cloning procedure that favors molecules larger than 24 nt. 
Nonetheless, tRNA-derived sRNAs also exhibit features that clearly separate them from regular 
piRNAs. Interestingly, while protein-coding loci are not targeted at all, 73.5% (1,066,063 reads; 1647 
non-identical sequences) of  all tRNA-derived sRNA reads that map to the genome match genomic TE 
copies in sense (99.9%) according to RepeatMasker annotation. Not surprising, these almost exclusively 
represent tRNA-derived SINEs (99.1%). Finally, the share of  tRNA-derived sRNA reads antisense to 
tRNA sequences is similarly marginal (0.002%) and a ping-pong signature is not detectable. 
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Figure 4 | tRNA-derived small RNAs. (A) Fractions of  sRNAs that were 
annotated as known ncRNA in a sodium periodate treated and untreated sRNA 
library. (B) Length distribution of  tRNA-derived sRNA reads. (C) Positions on 
tRNAs matched by 5’ ends of  sRNA reads. (D) Shares of  sRNA reads mapping 
to distinct tRNAs. (E) Alignment of  tRNA sequences and their most abundant 
matching sRNAs (numbers refer to read counts).



4.4.5. Identification and characterization of  piRNA clusters 
Using proTRAC [35], overall 142 piRNA clusters larger than 10 kb were identified, of  which 114 are 
unidirectional and 28 are bidirectional, altogether comprising 3.8 Mb (S4 File). These piRNA clusters 
are unevenly distributed across the genome, but can be found on every chromosome except for 
chromosomes 16 and Y (S3 Fig). The majority of  total mapped sRNA reads (91%) and mapped non-
identical sequences (63%) falls into the identified piRNA clusters. 
In depth analyses of  the distribution of  transposon classes and families in piRNA clusters compared to 
the genomic situation revealed interesting differences in TE composition. ERV1 and ERV2 elements 
are highly overrepresented in piRNA clusters (9.1% and 0.7%) as compared to their total genomic 
amount (3.0% and 0.3%) (Fig 5A). At the same time, ERV1 and ERV2 elements exhibit the lowest 
average sequence divergence to their consensus compared to other TE classes, which implicates 
younger propagation events and recent activity of  these elements. On the other side, CR1, L1, 
Mariner/Tc1, other DNA transposons and other Non-LTR elements are underrepresented in piRNA 
clusters, while showing a tendency for increased sequence divergence, typical for older transposon 
copies. 
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Figure 5 | Sequence characterization of  piRNA clusters. (A) TE composition of  predicted piRNA clusters 
compared to the genomic sequence of  the pig. Percentages represent the share of  a TE group in the 
genome. A ratio above 1 indicates an enrichment of  a TE group in piRNA clusters, while a ratio below 1 
indicates the depletion of  a TE group in piRNA clusters. Different colors express the sequence divergence 
of  a TE group to its consensus. (B) Sequence shares of  TEs, protein-coding genes, pseudogenes, and 
uncharacterized transcribed sequences within piRNA clusters compared to the whole genome of  the pig. (C) 
Number of  piRNA clusters containing sequences of  protein-coding genes, pseudogenes or both within the 
same piRNA cluster.



Notably, although piRNA clusters are apparently enriched for young TEs, the overall amount of  
transposon sequences within piRNA clusters is considerably reduced (26.2%) as compared to the whole 
genome (32.6%) (Fig 5B). In contrast, exonic sequences of  both protein-coding genes (7.0%) and 
pseudogenes (0.73%) are highly enriched. Moreover, uncharacterized transcribed sequences are 
drastically increased in piRNA clusters (2.9%). 
Overall 93 of  the 142 identified piRNA clusters contain exonic sequences of  protein-coding genes, 
while 12 contain pseudogene sequences (Fig 5C, S5 File). Only a minority of  42 piRNA clusters 
contains neither. We checked whether predicted piRNA clusters that span exonic sequences may simply 
correspond to mRNAs that are subject to primary piRNA processing. In this case we would expect 
piRNAs to map exons in sense orientation while no piRNAs should match to the according intronic 
regions. Indeed we could verify this pattern for 69 predicted piRNA clusters comprising exonic 
sequences that lie in sense direction of  the predicted piRNA cluster and that are not producing 
antisense piRNAs. Since the exon-matching piRNAs also generally exhibit a high 1U rate we assume 
these loci to represent genes whose transcripts are processed to primary piRNAs without subsequent 
ping-pong amplification. 
Intriguingly, 62 predicted piRNA clusters comprising both, mono- and bidirectional clusters, cover 
protein-coding genes in opposite orientation with regards to the predicted transcription directionality 
of  the piRNA cluster. Further, 8 out of  12 pseudogenes within piRNA clusters are oriented in 
antisense direction relative to the main strand of  the piRNA cluster. 
While piRNA reads mapping to the main strand, which corresponds to the putative primary piRNA 
cluster transcript, are distributed across the entire piRNA cluster sequence, piRNAs matching the 
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Figure 6 | piRNA clusters containing protein-coding genes or pseudogenes. Mapping of  piRNA reads on plus and minus 
strands of  piRNA cluster sequences combined with RefSeq (NCBI) annotation of  transcribed sequences and 
RepeatMasker annotation of  TEs. NCBI GeneIDs for transcribed sequences are stated in brackets. Directions of  
transcription for RefSeq sequences are indicated by white arrows.



opposite strand are largely restricted to the exonic regions of  the corresponding overlapping gene (Fig 
6A–6D and 7A). Notably, the latter generally exhibit a reduced 1U rate but an increased 10A rate as 
compared to main strand reads. These data strongly suggest that primary antisense piRNAs produced 
from these loci are targeting spliced transcripts of  genes that are transcribed from the opposite strand, 
and that this targeting is followed by secondary piRNA biogenesis (Fig 7B). 
Overall 24% of  the piRNA reads that match porcine cDNA sequences originate from predicted 
piRNA clusters. Interestingly, cDNA-matching piRNA reads that lie outside of  piRNA clusters are 
strongly biased towards sense sequences (88%) indicating mainly primary processing of  the according 
transcripts. In contrast, cDNA-derived reads that can be assigned to piRNA clusters exhibit a nearly 
balanced ratio of  sense versus antisense reads (55% and 45%, respectively). This points to a central role 
of  piRNA clusters in the processing of  specific protein-coding gene transcripts within the ping-pong 
cycle of  the Piwi/piRNA pathway. 
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Figure 7 | Model of  post-transcriptional regulation of  protein-coding genes by the 
Piwi/piRNA pathway. (A) piRNA cluster containing a protein-coding gene. (B) 
Hypothetical model of  post-transcriptional gene regulation mediated by piRNA 
clusters, based on data of  porcine piRNAs. piRNA clusters containing sequences of  
genes or pseudogenes in reverse orientation relative to the cluster directionality can 
presumably produce primary piRNAs complementary to spliced mRNA, which can 
direct the decay of  such transcripts and produce secondary piRNAs within the ping-
pong amplification loop.



4.5. Discussion 
Studies on model organisms like Drosophila and mouse have been highly informative relating to the 
functions and the molecular mechanisms of  the Piwi/piRNA pathway. However, these organisms do 
not reflect the equipment of  Piwi paralogs in most mammals, including human [26]. In this respect, the 
pig with its full set of  four mammalian Piwi paralogs is more comparable to humans. Furthermore, the 
availability of  a high quality porcine genome assembly combined with a thorough annotation of  
porcine TEs, along with powerful molecular biological tools [42,43] render the pig a suitable model for 
Piwi/piRNA research. Our extensive characterization of  the porcine piRNA transcriptome represents 
the initial step on the way to understand piRNA function in the pig and to obtain a broader knowledge 
of  the Piwi/piRNA pathway in mammals. 
Considering their main features, porcine piRNAs closely reflect previously described characteristics of  
mammalian piRNAs. The length distribution of  pig piRNAs ranges mainly from 24–32 nt, though the 
majority of  20–25 nt sized sRNAs was also found to exhibit typical piRNA characteristics and could be 
mapped to predicted piRNA clusters, thus most likely representing genuine piRNAs rather than non-
oxidized siRNAs. Further, porcine piRNAs expressed in the adult testis show a strong bias for 1U and 
only a marginal bias for 10A, suggesting that the bulk originates from primary processing, while only a 
small fraction results from ping-pong amplification. However, while previous studies on porcine 
piRNAs did not report any ping-pong signatures [28,29], they are apparent in our data, clearly 
demonstrating that ping-pong-mediated silencing is active also in the adult germline. Moreover, though 
a recent study on porcine piRNAs reported the absence of  ping-pong signatures [29], we could on the 
contrary validate our findings (ping-pong-z-score = 8.7) using the data produced by Kowalczykiewicz 
and colleagues (NCBI Gene Expression Omnibus (GEO); accession number GSE57414). Interestingly, 
we could also show a ping-pong signature in the corresponding sRNA dataset obtained from pig 
ovaries (ping-pong-z-score = 28.5), though on a very low level (S6 File). In line with this, piRNA 
expression and ping-pong-signatures in the female germline were also very recently described in 
human, macaque and bovine piRNA populations by Roovers and coworkers [44]. 
The analyzed piRNAs in our study, isolated from whole testes and thus representing a mixture of  
piRNAs from all germ cell stages (pachytene and pre-pachytene), are clearly depleted of  TE-related 
sequences compared to the total genomic amount of  TEs in pig. This is in line with findings from the 
mouse model in that only meiotically (pre-pachytene) expressed piRNAs are enriched for TE-related 
sequences and participate in the ping-pong cycle to repress TEs that become active during global de- 
and re-methylation in spermatogenesis [9,13]. This gives rise to the question whether piRNAs, 
especially in pachytene stages may be involved in functions beyond TE silencing. 

4.5.1. tRNA-derived sRNAs with piRNA characteristics 
piRNAs exhibit a methylation of  the 2’-hydroxyl group at their 3’ end and are therefore protected from 
sodium periodate-mediated ß-elimination [45,46]. RNA molecules lacking this modification are 
removed during library preparation [47]. Comparing oxidized and non-oxidized libraries, we noted an 
enrichment of  tRNA-related sRNAs after periodate treatment, while sRNAs related to other ncRNA 
types almost completely disappeared. This suggests that they may also carry a 3’ methylation similar to 
piRNAs that prevents their decay. Indeed, methylation of  tRNA nucleotides is a common phenomenon 
and 2’-O-methylation of  nucleotides 30 to 32 is described for tRNAs of  many mammalian species [48], 
although data on porcine tRNAs is lacking. 
Another interesting characteristic is that nearly all tRNA-derived sRNAs originate from the 5’ ends of  
only five different tRNA types, with the majority of  them starting with a uracil. tRFs [41], such as the 5’ 
tRNA halves that we describe here, along other types of  short fragments of  tRNAs like 5’ tRFs, 3’ 
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tRFs and 3’ tRNA halves have been previously found in many different species [49–52,38]. Presumably, 
5’ tRNA halves are produced by a conserved stress response mechanism in eukaryotes [53] and play a 
role in translational regulation [54], as well as impact the siRNA pathway by inhibiting Dicer activity 
[55]. Some 5’ tRFs have been shown to be produced by Dicer, bound by Argonaute proteins and 
further to carry blocked 2’ hydroxyl termini [56]. With regard to their biological role, 5’ tRFs have been 
implicated in gene regulation [57], e.g. by inhibition of  protein translation, which does not require 
complementary base pairing [58]. Also, tRFs have been reported very recently to be present in male and 
female gonads of  the pig [29], although the composition of  tRNA types differed notably from our 
results. 
Recently, the Piwil1 homolog Marwi of  the common marmoset has been found to bind considerable 
amounts of  tRNA-derived sRNAs, which exhibit very similar characteristics as described here [59]. 
Furthermore, various tRFs associate with the human Piwil2 homolog Hiwi2 [60] and the Tetrahymena 
Piwi Twil2 [61]. In addition, short tRNA sequences have been previously described as piRNAs in 
several organisms such as rat, human [4], mouse [62] and hamster [63]. 
We speculate that generally all tRNAs should be subject to a processing mechanism that yields 5’ tRFs 
but that Piwi proteins are loaded only with 1U fragments that a priori carry a 3’ methylation as do the 
corresponding tRNAs. Therefore, we hypothesize that the described tRNA-derived sRNAs literally 
represent piRNAs in that they interact with Piwi proteins. However, since we did neither detect a ping-
pong signature nor identified putative complementary target transcripts, their biological role, if  any, 
may be limited to functions that are not related to the Piwi pathway. 

4.5.2. Repression of  transposable elements 
Silencing of  transposons is regarded as the major task of  piRNAs in the animal germline [19] and a 
considerable amount of  porcine piRNA sequences indeed maps to TE sequences. Consistent with the 
fact that the share of  TE sequences in the porcine genome is lower than reported for other mammalian 
genomes [27], the proportion of  TE-derived piRNAs is likewise reduced with respect to other species. 
The elevated shares of  piRNAs mapping to tRNA-derived SINEs and especially to ERVs compared to 
the genomic amount of  these elements might reflect a recent activity of  these transposon classes in the 
porcine genome. Indeed, ERV1 elements have been found to show hints of  recent activity on the pig 
lineage and an increased insertion rate at pig specific evolutionary breakpoint regions [27], while 
tRNAGlu-derived SINEs, a cetartiodactyl specific TE superfamily [64], have been found to be 
overrepresented in cetartiodactyl evolutionary breakpoint regions [65]. What further supports the 
presumption of  a recent activity is the fact that ERV1, ERV3 and tRNA-derived SINEs show the least 
sequence divergence to their consensus compared to other TE classes, pointing to a younger age and 
more recent activity. These TEs, foremost ERV1, are also enriched in the predicted piRNA clusters 
identified here. This suggests not only that the Piwi/piRNA system is highly adaptable, but it also 
might indicate that piRNA clusters can act more dynamically and/or selectively than commonly 
thought. 
Hypothetically, new piRNA clusters might emerge at sites with a high rate of  recent integrations of  
active TEs. On the other hand, since piRNA clusters represent transcriptionally highly active regions in 
the genome, non-inert TEs might more likely integrate into such regions than into sites that have a 
more closed chromatin structure. Contrasting this intuitive assumption, piRNA clusters are not 
enriched for TEs, but on the contrary are poorer of  TE sequences compared to the remaining genome. 
Apparently there must be either an efficient TE insertion avoidance mechanism or alternatively natural 
selection against the accumulation of  TEs into piRNA clusters which could explain the general bias 
towards non-TE sequences. 
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4.5.3. Regulation of  protein-coding genes 
The first identification of  piRNAs derived from protein-coding genes dates back to the initial 
description of  piRNAs [4–6], but a regulatory role was not considered even in following studies [14] 
due to a lack of  antisense piRNAs. A later report showed that the 3’ untranslated regions (3’ UTRs) of  
a set of  mRNAs in murine testes are processed into primary piRNAs, while no secondary piRNAs or 
signs of  ping-pong processing could be observed [24]. Indeed, we confirm that the mapping density 
(reads per kb) of  porcine piRNAs on cDNA is highest on 3’ UTRs, which however can be partly 
explained by the fact, that 3’ UTRs are enriched for TE sequences compared to 5’ UTR and coding 
sequence, though the share of  TE-related piRNA reads mapping to 5’- and 3’ UTRs does not differ 
substantially (S4 Fig). 
In this study we found that both sense and antisense piRNAs map to exonic sequences of  protein-
coding genes, showing marked ping-pong signatures resulting from sense and antisense reads derived 
from mRNA sequences of  a large number of  genes. Moreover, the length distribution of  exon-derived 
piRNAs indicates the participation of  different Piwi paralogs in their generation. Together, this 
suggests that gene transcripts are processed into piRNAs within the ping-pong cycle. 
A central role for this process, as known for TEs, seems to be occupied by piRNA clusters. piRNAs 
mapping to both strands at exonic regions of  piRNA clusters that span genes in reverse direction, as 
well as their opposing 1U and 10A rates suggest that piRNAs antisense to the corresponding gene are 
produced in primary biogenesis from large cluster transcripts. These primary piRNAs can in turn guide 
the piRNA-induced silencing complex (piRISC) machinery to target mRNAs that enter the ping-pong 
cycle to generate secondary sense piRNAs (Fig 7B). In support of  this model, the majority of  antisense 
gene-related reads derives from piRNA clusters, although only a quarter of  all gene-derived reads can 
be assigned to piRNA clusters. Overall, these observations reveal a mechanism by which antisense 
piRNAs are produced to direct mRNA processing and exert Piwi-mediated post-transcriptional 
regulation on protein-coding genes. 
Finally, the fact that specific genes are targeted not only in pig but also in human and mouse suggests a 
conserved biological function during eutherian divergence. In support of  this, GO term enrichment 
analysis revealed that targeted genes mainly represent factors with nuclear localization and DNA 
binding activity, suggesting their involvement in transcriptional regulation and chromatin modification. 
These results strengthen findings from a previous study on porcine piRNAs that revealed similar 
patterns regarding possible piRNA target genes but lacks a quest for ping-pong signatures [28]. 
Whether the processing of  gene transcripts by the Piwi/piRNA pathway, foremost within the ping-
pong cycle, has a significant effect on transcription levels yet has to be investigated. However, it is 
likewise conceivable that target genes are not extensively silenced, but rather experience a fine-tuning 
of  their expression. The specific role of  targeted transcripts in spermatogenesis is yet unresolved. 
Though many of  the highly targeted transcripts in human such as DNM1P46, GOLGA2P11, 
NPAP1P6 or FBXO25 are exclusively or mainly expressed in testis according to Expression Atlas data 
[66], evidence for an involvement in spermatogenesis is generally lacking. One exception is the NPAP1 
gene (alias c15orf2) which has been linked to spermatogenesis and male infertility in human [67]. 
Our findings line up into a range of  results from previous studies on mammalian piRNAs and reinforce 
the idea that piRNAs are involved in post-transcriptional gene regulation. Recently, it has been 
demonstrated that pachytene piRNAs direct mRNA elimination during late spermatogenesis in mouse 
[25]. Importantly, a very recent study [68] led to observations similar to ours regarding ping-pong-
mediated mRNA processing in mouse testis. It further showed that the proper turnover of  certain key 
piRNA targets seems to be essential for sperm formation, strengthening the concept of  an important 
role for the Piwi pathway in the regulation of  protein-coding genes. 
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Moreover, analyses of  testis expressed piRNAs from the common marmoset also showed that 
pseudogenes are located in piRNA clusters and tend to be in reverse orientation relative to piRNA 
cluster directionalities [59]. However, these pseudogenic regions were only covered by piRNAs on one 
strand, whereas one would expect signs of  a ping-pong signature if  these piRNAs would participate in 
Piwi-mediated silencing of  the corresponding genes. Going back to the initial description of  testis 
expressed piRNAs in mouse, protein-coding genes have been found to overlap with piRNA cluster 
sequences, though possible gene regulatory functions were ruled out because of  a lack of  gene-derived 
antisense piRNAs [6]. Nevertheless, the existence of  piRNA clusters containing gene or pseudogene 
sequences is not pig specific, but likely a widespread phenomenon. 
Interestingly, antisense transcripts for NUTM2A (lncRNA), NUTM2B (lncRNA) and NUTM2D 
(ncRNA) and other target genes are predicted for human according to the HAVANA genome 
annotation. In addition, though only very few porcine lncRNAs are annotated, sRNA reads derived 
from such sequences show clear piRNA characteristics, such as a marked ping-pong signature and 1U 
and 10A bias (S5 Fig). Concordantly, putative piRNAs have been recently found to map to lncRNA 
sequences in humans [37]. This suggests that (long) non-coding RNAs are processed into primary 
piRNAs or alternatively represent primary piRNA cluster transcripts, which appears to be rather a 
matter of  definition. 
In summary, the enrichment of  protein-coding gene sequences together with the evidence for their 
ping-pong-mediated post-transcriptional processing, and the presence of  rather young transposon 
classes accompanied by an overall reduced amount of  transposons in piRNA clusters challenge the 
model of  passive transposon traps. Extending this traditional view, we consider it possible that piRNA 
clusters might specifically arise at genomic loci whose transcripts (protein-coding or not) require 
control by the Piwi/piRNA system, yielding a beneficial, positively selectable mechanism for the host 
organism. Clearly, this hypothesis has to be further addressed in the future. 
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4.8. Supplement 
4.8.1. Supplementary figures 
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Figure S1 | Directionalities of  TE sequences in piRNA 
clusters and TE-derived piRNA reads. Correlation between 
insertion bias of  TE copies and strand bias of  TE-related 
piRNAs for the TE classes with highest read coverage, 
tRNA-derived SINEs, L1, and ERV1.

Figure S2 | Periodate treatment of  tRNA-derived small RNAs. Comparison of  tRNA-derived sRNAs 
from NaIO4-treated and untreated libraries. (A) and (B) Shares of  sRNA reads mapping to distinct 
tRNAs. tRNAs that possess a 5’ uracil are marked with 1U. (C) and (D) Positions on tRNAs matched by 
5’ ends of  sRNA reads and 1U rates of  tRNA-derived reads. (E) and (F) Length Distribution of  tRNA-
derived sRNA reads.
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Figure S3 | Distribution of  piRNA clusters and piRNAs in the porcine genome. 
Comparison of  tRNA-derived sRNAs from NaIO4-treated and untreated libraries. (A) 
and (B) Shares of  sRNA reads mapping to distinct tRNAs. tRNAs that possess a 5’ 
uracil are marked with 1U. (C) and (D) Positions on tRNAs matched by 5’ ends of  
sRNA reads and 1U rates of  tRNA-derived reads. (E) and (F) Length Distribution of  
tRNA-derived sRNA reads.
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Figure S4 | Small RNA reads derived from 5’UTR, CDS and 3’UTR. (A) Relationship between piRNA mapping 
bias and TE enrichment of  3’UTRs. (B) 5’ overlaps of  piRNAs derived from 5’UTRs, CDS and 3’UTRs. (C) 
Length distributions of  piRNAs derived from 5’UTRs, CDS and 3’UTRs.



4.8.2. Supplementary files 
Supplementary files are available at http://journals.plos.org/plosone/article?id=10.1371/journal.pone.
0124860. 
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Figure S5 | Characterization of  sRNA reads derived from annotated 
porcine lncRNAs. (A) Length distribution of  sense and antisense sRNA 
reads. (B) 5’ overlaps of  sRNA reads. (C) 1U and 10 A rates of  sense and 
antisense sRNA reads.
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5.1. Abstract 
PIWI proteins and their guiding Piwi-interacting (pi-) RNAs direct the silencing of  target nucleic acids 
in the animal germline, working on transcriptional and post-transcriptional levels. While in primordial 
male germ cells of  mammals so-called pre-pachytene piRNAs are involved in extensive silencing of  
transposable elements (TEs), pachytene piRNAs that are active from the pachytene meiotic phase of  
spermatogenesis have additionally been shown to act in post-transcriptional regulation of  protein-
coding genes. The bulk of  pachytene piRNAs is produced from large genomic loci, named piRNA 
clusters, that harbor many different TE fragments, which serve as the source for TE-targeting piRNAs. 
Recently, the presence of  reversed pseudogene copies within piRNA clusters lead to the idea that 
piRNAs derived from such pseudogenes might direct regulation of  their parent genes. Here, we 
examine primate piRNA clusters and therein contained pseudogenes in a comparative approach in 
order to gain a deeper understanding about the evolution of  mammalian piRNA clusters in general and 
the putative gene regulatory role of  pseudogene-derived piRNAs. Initially, we provide a broad analysis 
of  the evolutionary relationships of  piRNA clusters and their differential activity among six primate 
species. Subsequently, we show that pseudogenes in reserve orientation relative to cluster transcription 
do not show signs of  selection pressure, compared to pseudogenes in parallel orientation. Further, the 
fact that only a minority of  reversed pseudogenes produces piRNA-targeting gene transcripts that are 
processed within the PIWI/piRNA pathway and a weak conservation of  targeting of  homologous 
genes among species, suggest only a minor impact on gene regulation. Finally, possibly serving as an 
alternative explanation for the general enrichment of  pseudogenes in piRNA clusters, we report that 
piRNA producing loci themselves tend to be located in gene-dense regions of  the genome, indicating 
open and active chromatin, but also correlating with pseudogene abundance. Hence, the occurrence of  
pseudogenes in piRNA clusters might be regarded as a by-product of  cluster generation. 

5.2. Introduction 
Piwi-interacting RNAs (piRNAs) represent a class of  small non-coding RNAs (sRNAs) in animals that 
associate with Piwi clade Argonaute proteins (PIWIs). Together they form the core of  the piRNA-
induced silencing complex (piRISC), which selects target RNAs by sequence complementarity for 
regulation on the transcriptional and post-transcriptional level (Gebert and Rosenkranz 2015). In 
mammals, piRNAs have a size range of  ~24-32 nucleotides (nt) and are largely germline-specific. The 
biogenesis of  piRNAs ensues within two pathways, resulting in primary and secondary piRNAs (Czech 
and Hannon 2016). Primary piRNAs are generated by the mitochondrial endoribonuclease PLD6 
(Ipsaro et al. 2012, Nishimasu et al. 2012) from larger single stranded RNA molecules, such as piRNA 
precursors that are transcribed from a few large loci in the genome, named piRNA clusters (Aravin et 
al. 2006, Girard et al. 2006, Grivna et al. 2006, Watanabe et al. 2006). PIWI proteins loaded with 
primary piRNAs that are heavily selected for 5’ uracil (1U) (Cora et al. 2014) can then enter the so-
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called ping-pong cycle that produces secondary piRNAs from reverse complementary transcripts, 
which are cleaved with a 10 nt offset from the 5’ end of  the guiding piRNA and bound by another 
PIWI protein (Brennecke et al. 2007, Gunawardane et al. 2007, Aravin et al. 2008). These secondary 
piRNAs exhibit a bias for adenine at position 10 (10A) that stems from an intrinsic preference for 10A 
of  the loaded PIWI proteins (Wang et al. 2014). The ping-pong cycle results in post-transcriptional 
repression of  the target and a self-sustaining amplification of  sense and antisense piRNAs. 
Mammals typically possess four PIWI paralogs, Piwi-like 1-4 (Piwil1-4) (Aravin et al. 2006, Girard et al. 
2006, Carmell et al. 2007, Roovers et al. 2015), each of  which binds piRNAs of  a distinct size range, 
being a result of  3’ end trimming of  slightly larger pre-piRNAs by the exoribonuclease PNLDC1 after 
loading onto PIWI proteins (Zhang et al. 2017). In mouse testis, the paralogs Piwil1, Piwil2 and Piwil4 
bind piRNAs with sizes around 30 nt, 26 nt and 28 nt, respectively (Aravin et al. 2006, Girard et al. 
2006, Aravin et al. 2008). Two distinct sequential populations of  piRNAs exist in mammalian testis, 
namely pre-pachytene piRNAs, which interact with Piwil2 and Piwil4 in primordial germ cells and 
pachytene piRNAs that are bound by Piwil2 and Piwil1 and are present from the pachytene meiotic 
stage of  spermatogenesis until the round spermatid stage (Aravin et al. 2006, 2007, 2008). 
Pre-pachytene piRNAs, which are enriched for transposon sequences, direct the post-transcriptional 
and transcriptional repression of  transposable elements (TEs) in early gonocytes during epigenetic 
reprogramming, which is accompanied by extensive ping-pong cycle amplification (Aravin et al. 2007, 
2008, De Fazio et al. 2011). Pachytene piRNAs, on the other hand, are depleted of  TE-derived 
sequences and are mostly generated in primary biogenesis from large pachytene-specific piRNA 
clusters (Aravin et al. 2007, Beyret et al. 2012). While being required for post-transcriptional TE 
repression (Reuter et al. 2011), pachytene piRNAs were also shown to play a role in gene regulation, 
involving ping-pong cycle processing (Gou et al. 2014, Zhang et al. 2015, Goh et al. 2015, Gebert et al. 
2015). 
Pseudogene-containing piRNA clusters have been suggested to be an important source of  gene-
targeting antisense piRNAs (Hirano et al. 2014, Watanabe et al. 2015, Gebert et al. 2015, Pantano et al. 
2015). Generally, while some piRNA-producing loci are active across many species (Chirn et al. 2015), 
piRNA clusters typically evolve rapidly on a large scale (Assis and Kondrashov 2009). This raises the 
question of  whether pseudogene-containing piRNA clusters are maintained throughout evolution to 
retain their ability to target genes, which would indicate the significance of  pseudogene-dependent 
PIWI-mediated gene regulation. In this work we study the evolution of  primate piRNA clusters and the 
conservation of  therein contained pseudogenes and their capacity to target coding-genes across species 
to elucidate putative gene-regulatory roles of  pseudogene-derived piRNAs. 

5.3. Methods 
5.3.1. Small RNA datasets and basic analysis 
Testis-expressed small RNA transcriptome datasets from haplorhine primates were downloaded from 
NCBI’s sequence read archive (SRA), including samples from Homo sapiens (SRR835325), Macaca mulatta 
(SRR116839), Macaca fascicularis (SRR1755243) and Callithrix jacchus (SRR1041905), while datasets from 
the strepsirhine primate species Microcebus murinus (SRR606735) and Loris tardigradus (SRR606744) were 
previously generated in-house. For comparisons within species, additional datasets for H. sapiens 
(SRR835324) and M. mulatta (SRR553581) were obtained from the SRA (ncbi.nlm.nih.gov/sra). 
Adapter clipping, filtering of  low complexity reads and removal of  annotated ncRNAs was achieved 
with unitas (v1.4.6) (Gebert et al. 2017), using default settings. Subsequently, the cleaned sRNA reads 
were mapped to the corresponding genomic sequences (GRChg38, rheMac8, macFas5, calJac5, 
micMur3) with the tool sRNAmapper (v1.0) (Rosenkranz et al. 2015b), retaining only the best matches 
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(option ‘-a best’). Since there is no sequenced genome available for Loris tardigradus, the genome of  the 
closest relative at hand, Otolemur garnettii (otoGar3), was used instead. Genome sequences were obtained 
from the UCSC genome server (hgdownload.cse.ucsc.edu/downloads.html). Basic analyses of  sRNA 
datasets, aimed at the inspection of  piRNA characteristics, such as read length distribution, positional 
nucleotide composition and rates of  5’ overlap lengths, were performed using ngs toolbox (Rosenkranz 
et al. 2015b). The analysis of  ping-pong partners was carried out, as the majority of  the following 
analyses, using in-house perl (v5) scripts (Table S5). 

5.3.2. Prediction of  piRNA clusters 
For in-silico prediction of  piRNA clusters (piCs), we used proTRAC (v2.4.0) (Rosenkranz and Zischler 
2012), where two different approaches were used for each species, using a strict and less strict set of  
options. First, piRNA clusters were predicted with a minimum cluster size of  5000 base pairs (5 kb) 
(option ‘-clsize 5000’), a p-value for minimum read density of  0.01 (option ‘-pdens 0.01’), a minimum 
fraction of  normalized reads that have 1T (1U) or 10A of  0.75 (option ‘-1Tor10A 0.75’) and rejecting 
loci if  the top 1% of  reads account for more than 90% of  the normalized piRNA cluster read counts 
(option ‘-distr 1-90’). In a less stringent procedure, we changed the options to a minimum cluster size 
of  2.5 kb (option ‘-clsize 2500’), a p-value for minimum read density of  0.05 (option ‘-pdens 0.05’) and 
a minimum fraction of  normalized reads that have 1T (1U) or 10A of  0.5 (option ‘-1Tor10A 0.5’). 
Further settings that depart from the default include a minimal fraction of  hits with 1T (U) and 10A of  
0.33 (option ‘-1Tand10A 0.33’) and a minimal fraction of  hits on the main strand of  0.5 (option ‘-
clstrand 0.5’). Generally, proTRAC input included a file containing mapped reads, generated by 
sRNAmapper, the corresponding genome sequence file, a repeatmasker annotation file and a GTF 
gene annotation file. Repeatmasker files were obtained from the UCSC genome server 
(hgdownload.cse.ucsc.edu/downloads.html) and GTF files were taken from Ensembl (ensembl.org/
info/data/ftp/index.html). Finally, neighboring clusters with a distance of  less than 10 kb were merged. 
For comparison of  piRNA clusters between individuals of  the same species, genomic locations and 
read densities (reads/kb) were extracted from proTRAC output generated with strict options and with 
less stringent settings. 

5.3.3. Identification of  homologous piRNA clusters 
The bioinformatic procedure for the identification of  homologous piRNA clusters between primate 
species was divided into three main subsequent steps, based on loci predicted with strict proTRAC 
options. First, information on flanking genes up and downstream of  piRNA clusters in the genome of  
the query species was gathered (Figure 1A). Specifically, exons of  the ten neighboring protein-coding 
genes on each flank of  piRNA clusters were localized using GFF gene annotation data, obtained from 
NCBI’s Genome resource (ncbi.nlm.nih.gov/genome), and extracted from the genomic sequence. 
The next step constituted the search for the corresponding syntenic regions (Figure 1B). To this end, 
we scanned the repeatmasked subject species genomes, acquired from the UCSC genome server 
(hgdownload.cse.ucsc.edu/downloads.html), for sequences homologous to the flanking gene exons of  
the respective query species, using the blastn command line tool from the NCBI BLAST+ suite 
(v2.7.1+) (Camacho et al. 2009). Neighboring blast hits were grouped to contiguous gene loci, which in 
turn were divided into putative syntenic flanks. The most probable syntenic regions were selected 
according to the number of  homologous genes and their sequence similarity to the query genes. 
Regions with less than four homologous genes were rejected. 
Finally, if  a syntenic region was found, we screened it for sequence homology to the respective query 
species piRNA cluster (Figure 1C), using the discontiguous-megablast algorithm (blastn run with 
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option ‘-task dc-megablast’), since the sequence conservation of  piRNA clusters is expected to be 
lower compared to protein-coding genes (Assis and Kondrashov 2009). The resulting blast hits were 
then sorted, grouped and ranked according to alignment length, genomic region size and query 
coverage. Hit groups falling below thresholds for query coverage (5%), alignment length (1.5kb) or 
relative size to query (15%) were discarded. 
In order to reconstruct the evolutionary relationships of  homologous piRNA clusters among the six 
primate species examined in this study, we employed an iterative algorithm that combined pairs of  
homologous loci to chains between species. First, all homology pairs were transferred into a matrix 
with the respective species in columns and associated loci sets in rows. Subsequently, rows with 
identical or overlapping genomic coordinates were merged. This step was repeated until each locus was 
uniquely represented and all redundancies were resolved. 

5.3.4. Analysis of  homologous piRNA clusters 
For the analysis of  sequence conservation and presence/absence status of  piRNA cluster loci between 
species, we extracted the relevant information from blast alignment data and compared mean identities 
and total shares of  loci for which a homologous sequence was found for each combination of  species. 
Additionally, mean sequence similarities of  exonic sequences between species were obtained using 
discontiguous-megablast on CDS files from NCBI’s genome resource (ncbi.nlm.nih.gov/genome), 
extracting identities from alignments of  gene homologs. The same approach was used to get sequence 
similarities of  genomic sequence, based on comparison between masked chromosomes homologous to 
human chromosome 1. To inspect which homologous piRNA cluster loci were actually expressed, we 
checked if  an identified homologous locus was predicted as a piRNA cluster by proTRAC in a less 
strict mode. To determine how these properties change over evolutionary times, the corresponding data 
were sorted by the time that had passed since the split of  the respective species, which is not always 
undisputed. The time distance between the two Macaque species M. mulatta and M. fascicularis was set to 
1 million years (Li et al. 2009). Further, the Split of  hominoidea and cercopithecoidea is estimated at 25 
million years ago (mya) (Stevens et al. 2013), while catarrhine and platyrrhine primates are thought to 
have split 40 mya (Shumaker and Beck 2003). Finally, haplorhines and strepsirhines diverged about 65 
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Figure 1 | Bioinformatic procedure for the identification of  homologous piRNA clusters. 
(A) Identification of  flanking genes upstream and downstream of  query piRNA cluster in 
species a. (B) Search for homologous sequences of  flanking genes in genome of  species b 
to find syntenic region. (C) Seek homologous piRNA cluster sequence in syntenic region.



mya (Birx 2006), while within the strepsirhines, lemuriformes and lorisiformes split about 58 mya 
(Masters et al. 2012). 
Subsequently, differential expression analyses of  homologous piRNA clusters between different species 
were performed using hierarchical clustering, average linkage and Pearson distance, including the 
generation of  expression heatmaps and dendrograms, with the r-package gplots. The piRNA cluster 
loci were grouped into clusters that are active in each species, loci that are present in each species but 
not necessarily expressed and loci that are not found in each genome. Read counts (reads per million, 
rpm) were extracted from proTRAC output and plotted as contributions to the pool of  cluster-derived 
piRNA reads. Lastly, TE divergence percentages for each group were extracted from Repeatmasker 
output from the UCSC genome server (hgdownload.cse.ucsc.edu/downloads.html) and plotted as mean 
TE divergence for each species. Statistical testing for TE divergence was performed using the paired 
Wilcoxon-Mann-Whitney test, which is included in the R (v3.4.3) and Rstudio (1.1.414) packages. 

5.3.5. Prediction of  pseudogenes 
Since the quality of  available pseudogene annotations varies substantially among species, e. g. for GFF 
data from NCBI (Figure S2), a custom pseudogene prediction routine was applied (Figure 2), based on 
the method used by Gerstein and colleagues (Zhang et al. 2006, Sisu et al. 2014). The procedure begins 
with the search for sequences with similarity to known protein-coding genes in the repeatmasked 
genome of  the respective species, using the discontiguous-megablast algorithm (blastn run with option 
‘-task dc-megablast’) (Camacho et al. 2009) with CDS data, obtained from NCBI’s genome resource 
(ncbi.nlm.nih.gov/genome), as query sequences. Based on GFF gene annotation data from NCBI, blast 
hits that overlap with exons of  protein-coding genes were discarded (Figure 2A). 
Next, the remaining blast hits were processed to construct possible pseudogene-like units (Figure 2B). 
To this end, overlapping hits were merged to form larger entities, which in turn were combined with 
adjacent hits to assemble pseudogene units if  the genomic distance did not exceed a certain threshold. 
The allowed gap length threshold was calculated for each putative pseudogene/parent combination as 
the 1.5-fold of  the largest parent gene intron size, while it was not allowed to fall below 30 kb. 
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Figure 2 | Bioinformatic procedure for the prediction of  pseudogenes in whole genomes. 
(A) Search for unannotated genomic sequences with similarity to known protein-coding 
genes with discontiguous megablast. (B) Merging of  overlapping blast hits and grouping of  
merged hits to putative pseudogene units. (C) Selection of  best pseudogene units.



In the third step, the most probable parent genes for the presumed pseudogene loci were selected, 
based on sequence identity, the best e-value of  the original blast hits and the overall query coverage. 
Additionally, short isolated fragments (<300 bp length or <10% query coverage) were discarded. Lastly, 
the predicted pseudogene units were classified as processed or unprocessed pseudogenes, depending on 
their number of  pseudo-exons compared to the number of  exons of  their parent genes and the overall 
query coverage. Specifically, if  the number of  predicted pseudo-exons was half  the number of  
expected pseudo-exons (coverage fraction times number of  parent exons) or less, it was categorized as 
a processed pseudogene. 

5.3.6. Analysis of  piRNA cluster pseudogenes and identification of  homologs 
Pseudogenes in piRNA clusters were located using custom genomic prediction, which was compared to 
NCBI GFF annotation (ncbi.nlm.nih.gov/genome) (Figure S2). In subsequent analyses, sequence 
identities of  pseudogenes to parent genes, information on orientation with respect to directions of  
piRNA cluster transcription, as well as shares of  processed and unprocessed pseudogenes were 
extracted from blast alignment output and our custom pseudogene annotation. Statistical testing was 
performed using the unpaired Wilcoxon-Mann-Whitney test, which is included in the R-package. 
To determine which pseudogenes are present throughout homologous piRNA clusters across species, 
for each pseudogene sequence that is located in a cluster locus a similar sequence was searched for in 
any homologous locus that was previously identified, using discontiguous-megablast (blastn run with 
option ‘-task dc-megablast’) and filtering out short total alignments (<150 bp) and hits with coverage 
below the threshold (<30% query coverage). Any such lineages of  homologous pseudogenes that 
overlapped were merged. 

5.3.7. Prediction of  piRNA target genes 
In order to identify piRNA targets among protein coding genes, clean reads with a length between 24 
and 32 nt were mapped to the coding subset of  known cDNA sequences, obtained from Ensembl 
(ensembl.org/info/data/ftp/index.html), in each species, using seqmap (Jiang and Wong 2008). While 
two mismatches were allowed during mapping, the output was subsequently filtered to permit two 
mismatches in antisense but none in sense orientation. This data was then used to get information on 
sense and antisense coverage on cDNA, as well as on the presence or absence of  ping-pong signatures. 
A coverage threshold of  5 reads per kilo base per million mapped reads (RPKM) per gene was applied. 
A significant ping-pong signature was declared being present if  the largest number of  overlaps was 
unambiguously 10 nt long and in addition if  the z-score for 10 nt long overlaps compared to the 
background (1-9 nt and 11-20 nt overlaps) was greater than z=2.3264, corresponding to a p-value of  
less than p=0.01 (Zhang et al. 2011). 
To find potential gene targets of  antisense piRNAs derived from pseudogenes, reads that match the 
opposite strands of  reversed pseudogenic regions in piRNA clusters were mapped to the coding subset 
of  known cDNA sequences with seqmap (Jiang and Wong 2008), allowing two mismatches. The target 
genes identified in this manner were then checked for presence of  ping-pong signatures. Subsequently, 
ping-pong targets, as well as genes with general piRNA coverage, were compared among different 
species to find homologous genes, using data on gene homology extracted from Ensembl Biomart 
(ensembl.org/biomart) (Kinsella et al. 2011). Target genes were used as input for Go-term enrichment 
analysis using the gene ontology web tool (geneontology.org/page/go-enrichment-analysis) (Ashburner 
et al. 2000, The Gene Ontology Consortium 2017). Reference genes were extracted from testis-
expression data that were accessed from the EMBL-EBI Expression Atlas database (ebi.ac.uk/gxa) 
(Petryszak et al. 2016). 
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5.3.8. Analysis of  genomic environments of  piRNA clusters 
For the analysis of  the genomic environment of  piRNA clusters, we divided the respective genome 
into windows of  1 million base pairs (Mb) and used repeatmasker output (hgdownload.cse.ucsc.edu/
downloads.html) and GFF gene annotation data (ncbi.nlm.nih.gov/genome) to get the frequency for 
each repeat family, as well as for pseudogenes and genes per Mb. Centromeric regions, of  which 
location information of  the respective genome was obtained from the UCSC genome browser server 
(hgdownload.cse.ucsc.edu/downloads.html), were excluded from the analysis. Further, piRNA clusters 
were grouped by their internal gene and pseudogene content, based on GFF gene annotation, resulting 
in populations of  loci containing no coding genes and loci containing neither coding genes nor 
pseudogenes. Additionally, the GC content of  complete genomes and of  piRNA clusters was calculated 
using unmasked sequences, ignoring ambiguous bases. Statistical testing was performed using the 
unpaired Wilcoxon-Mann-Whitney test, which is included in the standard R-package. 

5.3.9. Code and data availability 
Perl and R scripts used for analyses in this study (Table S5), as well as other relevant files are available at 
GitHub (github.com/d-gebert/primate-pic-evo). 

5.4. Results and Discussion 
5.4.1. Basic analyses of  sRNA datasets 
Prior to prediction of  piRNA clusters, we performed basic analyses on the six sRNA datasets, upon 
which this study is based (Figure S1). Unifying characteristics of  piRNAs, such as a size range between 
24 and 32 nt (Figure S1A), 1U/10A biases (Figure S1B) and ping-pong signatures (Figure S1C) were 
observed in each case. The shares of  reads that have ping-pong partners is low, being typical for 
pachytene piRNAs (Reuter et al. 2011), ranging from 5% to 12% of  24-32 nt non-identical reads 
(Figure S1C). Further, one can infer from local peaks in the read length distributions that both Piwil2 
and Piwil1 are present and binding piRNAs of  ~26/27 and ~29/30 nt, respectively (Figure S1A), as 
known from mice (Aravin et al. 2008). Analyzing length combinations of  ping-pong reads shows that 
the majority of  ping-pong partner reads consists of  pairs with lengths of  ~26 and ~30 nt or ~30 nt 
both, suggesting that ping-pong occurs primarily between Piwil1 and Piwil2 or among Piwil1 proteins, 
but much less between Piwil2 proteins (Figure S1D). Though we note that the sRNAs were not co-
immunoprecipitated from PIWI proteins, hence strictly representing piRNA-like RNAs, we will refer to 
these sequences as piRNAs, due to the strong evidence for piRNA traits. 

5.4.2. Comparability of  predicted piRNA clusters among individuals and species 
Using proTRAC (Rosenkranz and Zischler 2012) with a strict set of  options, we identified a varying 
number of  piRNA clusters, ranging from 171 in L. tardigradus to 608 in M. fascicularis (Figure 3A). The 
majority of  reads falls into clusters in every dataset except for L. tardigradus (Figure S1A), which is likely 
due to the usage of  the O. garnettii genome, since a matching reference genome does not yet exist. In 
each species the share of  reads produced by piRNA clusters follows a Pareto distribution, meaning that 
a small number of  clusters is responsible for the majority of  piRNA reads, while the bulk of  clusters 
produces relatively few reads (Figure 3B). Since proTRAC most critically relies on read density and 
locus size, the applied thresholds inevitably lead to sharp cutoffs in the long tails of  the distributions, 
which might have the effect that the comparability between different samples can be problematic. 
To test whether piRNA clusters predicted by proTRAC are comparable between individuals of  the 
same species and ultimately between different species, we checked the amount of  overlap of  identified 
loci based on different sRNA samples. Indeed if  piRNA clusters are predicted in a stringent manner 

 108



from samples of  two individuals from the same species, e. g. H. sapiens, only 65.5% of  loci are identical, 
while 34.5% seem to be unique to the respective individual (Figure 3C). However, using piRNA clusters 
predicted with less strict options to find loci that are identical to those more strictly predicted that 
appear to be unique, overall 99.5% of  piRNA clusters were found to be expressed in both individuals. 
Similarly, when comparing two specimen of  M. mulatta, only 48.1% of  loci overlap, which can be 
increased to 97.4% in the same manner. As expected, the seemingly unique loci are predominantly 
shifted towards the lower end of  the read density (RPKM; reads per kilo base per million mapped 
reads) spectrum relative to those that have identical equivalents in each individual, while loci that were 
predicted with less strict options to fill the missing counterparts fall mostly below that range (Figure 
3C). Apart from read density, thresholds for cluster size and minimum fraction of  reads with 1T (1U) 
or 10A have a similar, though less marked effect for the prediction of  piRNA clusters with the 
respective properties that come close to these thresholds. Overall, the expression rate of  piRNA 
clusters, represented by read density, highly correlates between two individuals of  the same species, 
supported by Pearson correlation coefficients of  0.96 for H. sapiens and 0.82 for M. mulatta (Figure 3D). 
Together these results show that piRNA cluster expression is mostly consistent and comparable 
between individuals of  the same species if  loci predicted with less stringent thresholds are added to 
seemingly sample-specific loci predicted with more strict options to moderate the effects of  threshold 
cutoffs. As a consequence, this consistency that is gained through our approach within species makes 
the comparison between different species more reliable. 
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Figure 3 | Comparison of  predicted piRNA clusters between species and individuals. (A) Total number of  piRNA 
cluster loci predicted for each species with strict threshold options. (B) Cumulative distribution of  read shares produced 
by top 100 expressed piRNA clusters for each species. (C) Shares of  piRNA cluster loci predicted from samples of  two 
individuals of  the same species (H. sapiens and M. mulatta) and their read densities (RPKM; reads per kilo base per million 
mapped reads). Identical: loci that are found in both samples with strict prediction. Unique: loci that are found only in one 
the other sample with strict prediction. Fill: loci predicted with less strict threshold options that are identical to ‚unique‘ 
loci in the other sample. Complete: Combination of  all piRNA cluster loci expressed in each individual, including 
complementing loci predicted with less strict thresholds. (D) Correlation of  read densities (RPKM) of  piRNA clusters 
from two individuals (IndA/B) of  the same species (H. sapiens and M. mulatta).



5.4.3. Presence and activity of  homologous piRNA clusters across primates 
To determine the proportion of  piRNA clusters that are shared among the primate species examined in 
this study, we used an approach based on synteny and sequence similarity. Syntenic regions could be 
found for the vast majority of  piRNA clusters, ranging from 97.7% to 100%, depending on the 
combination of  species (Figure 4A). In contrast, the rate of  homologous piRNA cluster loci present 
between species drops substantially the more distantly two species are related, ranging from 93.2% for 
M. mulatta and M. fascicularis to 50.6% for C. jacchus and L. tardigradus/O. garnettii (Figure 4B). Further, 
the proportion of  loci that actively produce piRNAs drops even more distinctly (Figure 4C). While 
nearly all homologous piRNA cluster loci are expressed between M. mulatta and M. fascicularis, merely 
21.8% of  clusters in C. jacchus are also active in L. tardigradus, which represent only 43% of  identified 
homologous loci. 

Plotted by the evolutionary time distance that separate the here analyzed species (Figure 4D), the 
difference between the rate by which the share of  homologous piRNA cluster loci drops with increased 
evolutionary distance is lower compared to the share of  expressed loci, which is indicated by the slopes 
(m) of  the linear trend estimation of  -0.51 and -0.91, respectively. However, the relations are not linear 
but approximately follow an inverted logistic S-curve. Altogether, for 707 loci homologs were found in 
every genome, while only 156 clusters are actually expressed across all species. Noteworthily, a previous 
study described the expression of  a core set of  77 piRNA producing loci that are found throughout 
eutherians (Chirn et al. 2015). 45 of  these 77 loci overlap with our 156 homologous piRNA clusters. 
Our findings suggest that primate piRNA clusters tend to be located at genomic regions that are 
lineage-specific, being acquired more or less recently on the evolutionary time scale. Indeed, it was 
previously shown in a study of  mouse and rat piRNA clusters that their genomic contexts are very 
unstable, since many rodent clusters lie within regions that underwent major rearrangements, including 
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Figure 4 | Presence and expression activity of  homologous piRNA cluster 
loci among primate species. (A) Rates of  loci for which syntenic regions 
could be found. (B) Rates of  loci for which homologous sequences could 
be found. (C) Rates of  homologous loci which are expressed. (D) Rates of  
presence of  homologous loci and stably expressed piRNA clusters over 
evolutionary time distances. Trees show phylogenetic relationships. Bold 
numbers indicate mean percentages.



insertions, deletions and inversions (Assis and Kondrashov 2009). The large discrepancy between 
presence of  homologous loci and their actual activity as piRNA clusters indicates that many loci either 
lost their piRNA producing activity after their emergence or gained it later after evolutionary partition. 
The sequence evolution of  piRNA clusters for which homologous loci could be found (Figure 5A) is 
very similar to the general sequence divergence over time that is observed in the genome as a whole 
(Figure 5B) and is in stark contrast to the relatively slow change of  coding-gene sequences (Figure 5C). 
Comparable to the whole genome, piRNA cluster loci show a near linear decrease in sequence identity 
over evolutionary times at a roughly doubled rate compared to coding-genes (Figure 5D), indicating 
lack of  selection pressure on piRNA cluster sequences. This is in line with previous findings which 
suggested that the small-scale evolution of  clusters proceeds at rates typical for mammalian genomes 
(Assis and Kondrashov 2009). Lastly, we wondered whether those loci that are consistently expressed in 
every species might show elevated rates of  similarity, but no consequent substantial shift in any 
direction could be observed (mean change: -0.33%; standard deviation: 0.3%). 

5.4.4. Expression of  homologous piRNA clusters 
Next, we analyzed the differential expression of  homologous piRNA clusters across species. Loci that 
are expressed in all species (Figure 6A) were examined separately from those that are present in all six 
genomes, but do not necessarily produce piRNAs (Figure 6B). In both cases the expression profiles are 
very specific for each species, supported by hierarchically clustered dendrograms (Figure 6A,B; left), 
which recapitulate the phylogenetic relations of  the six primates in a remarkably accurate way (Figure 
6A,B; top). 
We then checked the contribution of  piRNA clusters with different presence and activity states to the 
global pool of  piRNAs per species. We distinguished clusters that are present and expressed in each 
species (~156/sp.), loci that are found in each genome but not expressed in every species (~277/sp.) 
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Figure 5 | Sequence evolution of  homologous piRNA cluster loci among 
primate species. (A) Sequence identity of  homologous piRNA cluster loci. 
(B) Sequence identity of  genomic sequence. (C) Sequence identity of  exon 
sequences of  protein-coding genes. (D) Sequence identity over evolutionary 
time distances. Trees show phylogenetic relationships. Bold numbers 
indicate mean percentages.



and those that that do not have homologs in each genome (~222/sp.). The piRNA clusters that are 
present and active in all species contribute the majority of  reads, ranging from 50 to 70% of  all cluster-
derived reads, despite constituting the smallest group (Figure 6C). The second group, loci present 
across species but not ubiquitously expressed, provides 14-24% of  reads, while lineage-specific loci 
contribute slightly larger shares of  16-36%. These relations stay consistent if  the mean shares per 
expressed locus in each group are examined (Figure 6D). On average, each across-species active piRNA 
cluster contributes 0.36% of  reads, in contrast to 0.07% and 0.12% in the second and third group, 
respectively. However, actual expression rates differ immensely among piRNA clusters (Figure 6E). The 
observed differences of  total read shares are mainly due to a varying number of  large contributors, 
since most clusters yield only a small fraction of  piRNA reads. 
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Figure 6 | Expression of  homologous piRNA clusters across primate species. (A) Differential expression of  
homologous loci that are consistently expressed in each species. (B) Differential expression of  homologous loci 
that are present in each species. Non-expressed loci have an expression value of  0. (C) Combined shares of  
cluster-derived piRNA reads per species from clusters that are present and expressed in each species, clusters 
that have homologs in each genome but not expressed in each species and clusters that that do not have 
homologs in each genome. (D) Shares of  cluster-derived piRNA reads per expressed cluster. (E) Shares of  
reads contributed by each cluster to the total pool of  cluster-derived piRNA reads per species. (F) Mean 
sequence divergences from consensus of  transposons in piRNA clusters. Same order and key as C,D,E.



Finally, we wondered whether the three discussed groups of  clusters, having different evolutionary 
histories, might show differences in transposon age. Indeed, the mean TE divergence from consensus 
in ubiquitously present and expressed piRNA clusters is significantly higher than in the remaining 
groups (Figure 6F), suggesting younger transposon age in the latter. 
Taken together, these results show that the relatively small faction of  homologous and active piRNA 
clusters already exhibit distinct expression profiles among primates. Even the closely related macaque 
species show a beginning deviation in this respect. Nevertheless, piRNA clusters that are consistently 
expressed throughout evolution are the major source of  piRNA reads across primates, while lineage-
specific loci are important contributors to the total piRNA pool. Moreover, the fact that loci that are 
present or expressed in a lineage-specific manner harbor on average younger TEs suggests that these 
groups of  clusters represent lineage-specific adaptations to newer transposons. 

5.4.5. Characterization of  pseudogenes in piRNA clusters 
In order to get a deeper understanding about possible shared characteristics of  pseudogenes that lie in 
piRNA clusters, we set out to determine their basic properties in each species. However, since the 
quality of  available pseudogene annotations varies considerably among species (Figure S2), we applied a 
custom routine to predict pseudogenes for whole genomes. To verify the validity of  our annotation 
method, we compared our results for piRNA cluster regions to GFF gene annotation data from NCBI 
(Figure S2). We could predict on average 2.4 times the number of  annotated pseudogenes, including 
78% of  annotated sequences, showing the effectiveness of  our approach. 
Since reverse orientation of  pseudogene sequences with regards to piRNA cluster directionality is a 
prerequisite for the generation of  gene-targeting antisense piRNAs, we checked the shares for each 
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Figure 7 | Characterization of  pseudogenes in piRNA clusters. (A) Number of  pseudogenes sorted by parallel or 
reverse orientation relative to piRNA cluster directionality. (B) Sequence identities of  pseudogenes in parallel 
compared to reverse orientation. (C) Sequence identities of  pseudogenes in piRNA clusters compared to whole 
genome. (D) Shares of  processed and unprocessed pseudogenes in whole genome (Gnm) and all piRNA clusters 
(piC). (E) Pseudogene homologs in homologous piRNA cluster loci in parallel and reverse orientation shared 
among species.



direction. We noticed a slight bias for reverse orientation of  pseudogenes, which however is not 
consistent across species (Figure 7A). We next checked whether reverse pseudogenes are more similar 
to their parent genes, since a high degree of  sequence identity is required for piRNA target recognition 
(Reuter et al 2011, Huang et al. 2013), which would be expected if  pseudogene-dependent gene 
targeting by piRNAs is beneficial. However, no elevated sequence similarity of  reverse pseudogenes 
compared to those in parallel orientation could be observed (Figure 7B). The same analysis, comparing 
all pseudogenes in piRNA clusters and in the whole genome, shows no clear consistent pattern, though 
in three species a statistically relevant tendency towards lower sequence similarity of  pseudogenes in 
clusters to their parent genes can be observed (Figure 7C). It is conceivable that an unwanted 
interference with normal gene regulation by pseudogene-derived piRNAs might result in increased 
sequence evolution of  the corresponding pseudogenes as a means to escape piRNA targeting. 
It was suggested that piRNA clusters may gain the ability to target coding genes through the integration 
of  gene transcripts by retrotransposition, resulting in the formation of  processed pseudogenes (Hirano 
et al. 2014, Gebert et al. 2015). Our analysis of  pseudogene types shows that while processed 
pseudogenes vastly outnumber unprocessed copies in primate genomes, which is in line with previous 
studies (Sisu et al. 2014), this relation is consistently shifted towards unprocessed pseudogenes in 
piRNA clusters (Figure 7D). This indicates that retrotransposition is likely not a main contributor for 
the incorporation of  pseudogenes into piRNA clusters. Since it has been shown in rodents that many 
piRNA clusters originate through duplication by ectopic recombination (Assis and Kondrashov 2009), 
it could be speculated that genes which accidentally overlap with clusters might get duplicated with the 
piRNA producing locus and then undergo pseudogenization. 
Another prediction, based on the assumption that pseudogene-dependent gene targeting by piRNAs 
provides an evolutionary benefit, is a higher retention rate of  pseudogenes in piRNA clusters in reverse 
orientation than in parallel. While this is tendentially the case within haplorhines and catarrhines, the 
opposite is true for pseudogenes being present in homologous piRNA clusters across all six primate 
species (Figure 7E). 
Overall these findings show that in general pseudogenes in piRNA clusters do not exhibit the traits that 
would be predicted if  pseudogene-derived piRNAs were widely used for regulation of  coding genes. 
The bias towards unprocessed pseudogenes in clusters as compared to the whole genome situation, 
which is the only consistent observation across species, indicates that rather than retrotransposition 
into existing clusters, duplicated genes become part of  piRNA clusters during their emergence. 

5.4.6. Gene targeting by pseudogene-derived piRNAs 
Following the basic characterization of  pseudogenes, we examined the gene-targeting capacities of  
piRNA cluster-overlapping pseudogenes. To this end, the portion of  protein-coding genes that are 
potentially targeted by pseudogene-dependent piRNAs, where we generally allowed two mismatches, 
was set in relation to all target genes that show a significant ping-pong signature, again permitting up to 
two mismatches for antisense reads (Figure 8A). Overall, on average the minority of  genes targeted by 
pseudogene-derived antisense piRNAs showed a ping-pong signature, since this was observed for 
merely 31% of  cases. Further, only small fractions of  on average 7% of  all ping-pong genes in each 
species were targeted by pseudogene-derived antisense piRNAs. 
Thus, since the targeting of  coding genes by piRNAs derived from pseudogenes lying in piRNA 
clusters can not explain the vast majority of  cases of  ping-pong coverage on gene transcripts, other 
mechanisms that initiate processing by the secondary piRNA pathway on protein-coding genes likely 
play a far greater role. Nevertheless, the fact that still a part of  the genes that are potentially targeted by 
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pseudogene-dependent piRNAs indeed display a ping-pong signature shows that some of  these 
piRNAs likely have the expected capability to lead gene transcripts into the ping-pong cycle. 
Next, we quantified the amounts of  reversed pseudogenes in piRNA clusters that produce genic 
antisense piRNAs in general and those that in addition target ping-pong genes (Figure 8B). We found 
that on average 60% of  pseudogenic sequences located in clusters give rise to piRNAs that potentially 
target coding genes. However, in only 38% of  cases on average pseudogene-derived piRNAs aim at 
genes with ping-pong signatures. This indicates that the majority of  pseudogenes in clusters is likely 
ineffective with regards to the triggering of  gene transcript processing through the secondary piRNA 
pathway. 
Examining the evolutionary relationships of  ping-pong genes in general among primates, we found that 
for the vast majority of  genes ping-pong targeting is lineage specific, while few homologs are targeted 
in multiple species (Figure 8C). Merely two homologous genes exhibit ping-pong coverage in all four 
representatives of  the study’s major primate groups, namely hominoidea (H. sapiens), cercopithecoidea 
(M. mulatta), haplorhines (C. jacchus) and strepsirhines (M. murinus). Restricting this analysis to ping-pong 
genes that are targeted by pseudogene-derived antisense piRNAs yields markedly less overlap between 
target gene homologs. Not a single homologous target is shared among four species and only one ping-
pong gene is present in three species, namely human, macaque and marmoset (Figure 8D). Even when 
expanding the circle of  potential homologous targets to genes showing general piRNA coverage above 
5 RPKM, regardless of  a presence of  ping-pong signatures, the amount of  orthologous targets remains 
very limited (Figure 8E). 
Together, these results suggest that the PIWI/piRNA pathway triggered by pseudogene-derived 
antisense piRNAs, is either extremely flexible or otherwise of  lesser significance for the regulation of  
genes. Importantly, it was shown in mice that the knockdown of  a specific piRNA cluster containing a 
pseudogene did not lead to a detectable phenotypic effect, although the mRNA expression level of  the 
corresponding parent gene did in fact change (Watanabe et al. 2015). Thus, it appears likely that, while 
the presence of  pseudogenes in piRNA clusters in reverse orientation has the potential to affect gene 
targeting, the consequences on the regulation of  these genes is not as pronounced as to have an actual 
physiological effect and hence to be maintained over evolutionary times. This, however, raises the 
question of  why mammalian piRNA clusters are enriched for pseudogene sequences in the first place. 
Considering gene-targeting by piRNAs on a global scale, we found that while the total amount of  
homologous ping-pong genes is rather low (Figure 8C), the number of  gene homologs with piRNA 
coverage above 5 RPKM throughout species in general, with overall 1428, is considerably higher 
(Figure 8F). Gene Ontology analysis with this gene set indicates enrichment in a variety of  functions, 
localizations and processes, including spermatogenesis, translation regulation, mRNA processing and 
oxidative phosphorylation (Table S1-3). Generally, on average a majority of  75.8% of  genic reads derive 
from sense strands in each species. Since longer 3’-UTRs can harbor more TE sequences as potential 
piRNA target sites, we tested whether there is a relationship between piRNA read coverage and 3’-UTR 
length in human. Although we found no correlation within target genes regarding RPKM (r=0.0005), 
target genes in general have on average longer 3’-UTRs than non-targets (means: 2027 and 1478 bp; 
medians: 1346 and 858 bp). Wondering what differentiates ping-pong genes from other genes with 
piRNA coverage, we checked whether there is a relationship between read coverage and the probability 
for showing a ping-pong signature. Indeed, we found a strong correlation for increased shares of  ping-
pong targeting among genes within greater RPKM ranges in each species (Figure 8G). This suggests 
that the ping-pong cycle might play a role in regulating some genes that are consequently more heavily 
processed. It was shown earlier that gene regulation by pachytene piRNAs in mammals involves the 
ping-pong cycle at least to some extend (Zhang et al. 2015, Goh et al. 2015, Gebert et al. 2015). 
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Figure 8 | Targeting of  protein-coding genes by pseudogene-dependent piRNAs. (A) Shares of  
genes targeted by pseudogene-derived antisense (AS) piRNAs that exhibit ping-pong signatures. (B) 
Amounts of  reversed pseudogenes in piRNA clusters (piCpgs) that produce genic antisense piRNAs 
and those producing genic antisense piRNAs targeting ping-pong genes. (C) Homology of  ping-pong 
target genes among human, macaque, marmoset and mouse lemur. (D) Homology of  ping-pong 
target genes targeted by pseudogene-derived antisense piRNAs among human, macaque, marmoset 
and mouse lemur. (E) Homologous genes with piRNA coverage, targeted by pseudogene-derived 
antisense piRNAs, among human, macaque, marmoset and mouse lemur. (F) Homologous genes with 
piRNA coverage of  at least 5 RPKM (reads per kilo base per million reads) in all six primate species 
(log RPKM means and standard deviations). Bottom: Genes with mean >2 log RPKM. (G) Top: 
Relationship of  RPKM range (e.g. 5: RPKM ≥5, <10) and share of  ping-pong genes in human. 
Bottom: Pearson correlations of  RPKM range and share of  ping-pong genes (s. top) for each species.



Taken together, the considerably large set of  genes that exhibit piRNA coverage in all analyzed species 
indicates a conserved mechanism for PIWI-mediated gene regulation which however is independent of  
pseudogene-derived piRNAs. It was shown that 3’-UTRs exhibit the greatest sense piRNA read density 
on coding genes in diverse metazoan lineages (Robine et al. 2009, Ha et al. 2014) and later it was 
demonstrated that TE sequences that reside in 3’-UTRs can be targeted by piRNAs, which presumably 
leads to mRNA decay (Watanabe et al. 2015). Another study showed that the piRNA production from 
some genes, partly overlapping with our set of  homologous genes (29 out of  57 genes; Table S4), is 
conserved in many eutherians (Chirn et al. 2015). One of  these genes, namely CBL, was recently 
demonstrated, among others, to be repressed by Aub-bound piRNAs in the germline of  Drosophila 
through translational repression by binding at 5’- and 3’-UTRs, especially at TE insertion sites 
(Barckmann et al. 2015, Rojas-Ríos et al. 2017). Thus, some genes are apparently targeted in a highly 
conserved manner. Moreover, it was shown in mice that pachytene piRNAs induce broad mRNA 
elimination in mouse elongating spermatids by recruiting the deadenylase CAF1 upon recognition of  
target sites, which are mainly located in 3’-UTRs (Gou et al. 2014). Hence more than pseudogene-
derived sequences, TE-associated piRNAs are likely the major regulators for PIWI/piRNA processing 
of  protein-coding genes. 

5.4.7. The genomic environments of  piRNA clusters 
As the evidence for a significant role of  pseudogene-dependent piRNAs in gene regulation seems not 
convincing, we looked for potential alternative explanations for the enrichment of  pseudogenes in 
piRNA clusters. Therefore, we turned our attention to the genomic environment of  piRNA clusters. 
We scanned the primate genomes with a resolution of  1 Mb to obtain information on gene and 
pseudogene density, shares of  different TE families and total sequence divergence of  TEs, initially 
focusing on human (Figure 9). First, we noticed that piRNA clusters often seem to be located in gene 
rich regions, as seen for instance on human chromosome 6 (Figure 9A). Within a particular gene dense 
region, it contains, among others, one of  the largest and most strongly expressed piRNA clusters across 
all six analyzed primate species (Figure 9A, arrow), and being also present and active in tree shrew and 
mouse (Rosenkranz et al. 2015a, Goh et al. 2015). Analyzing the complete human genome, but ignoring 
centromeric regions, we found that piRNA clusters indeed show a significant tendency to be located in 
genomic regions with elevated gene density, compared to the whole genome (Figure 9B). This holds 
also true if  solely loci containing neither genes nor pseudogenes, hence being completely intergenic, are 
considered, though the contexts of  these clusters are lower in gene density. The latter fact might be 
expected, since the probability for containing genes increases with higher gene abundance. Moreover, 
there is no statistically relevant difference between intergenic loci and pseudogene-containing piRNA 
clusters (Figure 9B). 
Several factors correlate with gene density. Considering transposons in general, there is a significant 
negative correlation of  -0.486 between TE divergence and gene density, suggesting that younger 
transposons are enriched in gene-rich regions (Figure 9C). Correspondingly, both, the primate-specific 
Alu elements (Kriegs et al. 2007), as well as the hominid-specific SVA family elements (Wang et al. 
2005) tend to be more abundant in gene-rich regions of  the human genome, supported by correlation 
coefficients of  0.645 and 0.331, respectively. On the other hand, the share of  L1 elements tends to be 
increased in gene-poorer segments, based on a negative correlation of  -0.348. This pattern, particularly 
of  Alu and L1 transposons with respect to gene-density was already noticed in the first analysis of  the 
human genome sequence (Lander et al. 2001). Moreover, unsurprisingly, gene density is also correlated 
with pseudogene abundance per Mb, indicated by a correlation coefficient of  0.347. 
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Expanding the preceding analysis to non-human primates, the results stay consistent. In all six primates, 
intergenic piRNA clusters show a significant tendency to be located in regions with higher gene density 
relative to the average of  the whole genome (Figure 10A). Further we noticed that regions in which 
(intergenic) piRNA clusters are located show elevated percentages of  guanine and cytosine (GC) bases 
(Figure 10B). Also, the GC content of  (intergenic) piRNA clusters themselves is on average higher than 
the genome-wide rate across species (Figure 10C). Gene density is known to be correlated with open 
chromatin structure (Gilbert et al. 2004) and GC rich regions tend to indicate a more active chromatin 
conformation (Dekker 2007). Additionally, the correlation between genomic gene and pseudogene 
densities, was confirmed for all species (Figure 10D). 
Next we analyzed whether the respective positive and negative correlations of  Alu and L1 element 
abundance with gene density leads to a bias of  cluster localization with regards to shares of  Alu and L1 
transposons. Indeed we found that piRNA clusters show a significant tendency for regions with higher 
share of  Alu elements, relative to the whole genome, while the opposite is true for L1 transposons, 
though less distinctly (Figure 10E). Correspondingly, piRNA clusters are depleted of  L1 and enriched 
for Alu elements across primate species (Figure 10F). Similar ratios were observed in other mammals, 
such as pig, where however tRNA-derived SINEs, instead of  7SL-derived SINEs (Alus), are enriched in 
clusters (Gebert et al. 2015). Lastly, piRNA clusters show a significant bias for regions with lower 
average TE divergence, relative to the whole genome (Figure 10G), which is an indication of  younger 
transposon age and hence more recent transposition. 
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Figure 9 | Genomic environments of  piRNA clusters in human. (A) Heatmap showing human chromosome 6 
in 1 Mb slices. piCs: piRNA cluster locations; Genes/Mb: Gene density; Pseudo/Mb: Pseudogene density; TE 
div/Mb: Mean TE divergence per Mb; TE[%]/Mb: Total shares of  Alu, SVA and ERVK elements per Mb. The 
large and highly expressed piRNA cluster at chr6:33,863,000-33,927,000 is marked by an arrow. (B) Gene 
densities of  1 Mb genomic slices that contain piRNA clusters compared to the whole genome in human. piCs: 
All human piRNA clusters; Intergenic: piRNA clusters that do not contain coding genes or pseudogenes. 
pseudog.c.: piRNA clusters that contain pseudogene sequence; p-values: 6.286e-05 (***), 6.798e-05 (***), 0.1349  
(n.s.). (C) Correlations of  TE divergence, shares of  TE families (Alu, L1, SVA) and pseudogene abundance with 
gene density (genes/Mb) in the human genome.



Taken together, these results suggest that primate piRNA clusters are more likely to inhabit more active 
regions of  the genome with a more open chromatin structure. While it is known that Drosophila piRNA 
clusters exhibit heterochromatic features (Brennecke et al. 2007), it has been demonstrated in BmN4 
cells that piRNA clusters of  the silkworm are enriched with euchromatic epigenetic marks, foremost 
H3K4me3 and H3K4me2 (Kawaoka et al. 2013). Our results indicate that in primates, rather than 
representing islands of  open chromatin within heterochromatic regions, piRNA clusters are embedded 
in active regions of  the genome that are more likely to contain newer transposon copies but which also 
contain pseudogene sequences in higher abundance. This might for some part explain the enrichment 
of  pseudogenes in mammalian piRNA clusters. 

5.5. Conclusion 
Pseudogenes that are located in piRNA clusters in reverse orientation have been suggested to be an 
important source of  pachytene antisense piRNAs that direct regulation of  parent genes (Hirano et al. 
2014, Gebert et al. 2015). However, due to a lack of  evidence for selection and very weak conservation 
of  targeting of  homologous genes, our study indicates that the presence of  pseudogenes in piRNA-
producing loci might be rather a product of  chance, since piRNA clusters tend to be located in regions 
with elevated gene density, and does not have a significant impact on gene regulation by pachytene 
piRNAs. Instead, another mechanism, such as piRNA-targeting of  transposon sequences in 3’-UTRs 
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Figure 10 | Genomic environments of  piRNA clusters in primates. *: p<0.01; n.s.: p>0.05. (A) Gene densities of  1 Mb 
genomic slices that contain intergenic piRNA clusters compared to the whole genome. i.piC: intergenic piRNA clusters; 
Gnm: whole genome. *p-values: 6.3e-05, 1.2e-09, 3.5e-06, 2.2e-07, 6.6e-09, 8.6e-3. (B) GC contents of  1 Mb genomic 
slices that contain intergenic piRNA clusters compared to the whole genome. *p-values: 1.4e-10, 1.7e-13, <2.2e-16, 
1.1e-12, <2.2e-16, 2.3e-3. (C) GC contents of  intergenic piRNA clusters. Total means of  all intergenic piRNA cluster 
sequences per species are indicated by red diamond shaped points. Means of  whole genomes are shown by star shaped 
points. (D) Pearson correlations between genomic gene density and pseudogene density. (E) Total Alu/L1 shares of  1 Mb 
genomic slices that contain piRNA clusters compared to the whole genome. *p-values (Alu): <2.2e-16, <2.2e-16, 
<2.2e-16, <2.2e-16, <2.2e-16, 2.4e-09. *p-values (L1): <2.2e-16, <2.2e-16, <2.2e-16, <2.2e-16, 4.9e-08, 2.4e-09, 0.099 
(n.s.). (F) Ratios of  Alu/L1 sequences shares between piRNA clusters and genomic sequence. (G) Mean TE divergences 
of  1 Mb genomic slices that contain piRNA clusters compared to the whole genome. Total means of  all piRNA cluster 
sequences per species are indicated by red diamond shaped points. Means of  whole genomes are shown by star shaped 
points. *p-values: <2.2e-16, <2.2e-16, <2.2e-16, <2.2e-16, <2.2e-16, <2.2e-16, 2.2e-09.



(Watanabe et al. 2015, Zhang et al. 2015), is more likely to represent the main mode of  gene regulation 
in late mammalian spermatogenesis. However, further research is needed to validate this claim. One 
would expect, for instance, that certain TE sequences in the 3’-UTRs of  some coding genes become 
evolutionary fixed and conserved to ensure faithful regulation by piRNAs, whereas other TE insertions 
would likely have a negative effect, due to unwanted interference with normal gene expression. The 
examination of  such signs of  selection and conservation of  TEs in 3’-UTRs would help to understand 
the mechanisms and the evolution of  piRNA-mediated gene regulation. 
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5.8. Supplement 
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Figure S1 | Basic analysis of  primate testis sRNA transcriptome datasets for piRNA traits. (A) Read length distributions. 
Grey areas show typical mammalian piRNA size range of  24-32 nt. Percentage indicates shares of  clustered 24-32 nt reads 
on genome, predicted by proTRAC. (B) Nucleotide frequencies in mapped reads of  positions 1 and 10 starting from 5’ 
end. (C) 5’ overlaps of  sense and antisense reads on genomic sequence. Percentage shows share of  non-redundant 
sequences with ping-pong partner reads. (D) Matrices for frequencies of  read length combinations in ping-pong pairs 
(Pairs of  reads with 10 nt 5’ overlaps). Squares mark inferred size range of  piRNAs bound to specific PIWI proteins.

Figure S2 | Comparison of  ncbi annotation and custom pseudogene 
prediction in piRNA cluster sequences. Counts of  ncbi annotated and 
predicted pseudogenes with number of  identical pseudogenes.
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PANTHER GO-Slim Biological Process REFLIST 
(18235)

Genes 
(1459)

Genes 
(expected)

Genes (fold 
Enrichment)

Genes (raw 
P-value)

Genes 
(FDR)

oxidative phosphorylation (GO:0006119) 45 12 3.6 3.33 8.10E-04 5.20E-03

mRNA 3'-end processing (GO:0031124) 34 9 2.72 3.31 3.71E-03 1.71E-02

protein folding (GO:0006457) 85 22 6.80 3.23 9.96E-06 1.16E-04

protein methylation (GO:0006479) 49 12 3.92 3.06 1.52E-03 8.81E-03

spermatogenesis (GO:0007283) 59 14 4.72 2.97 8.29E-04 5.19E-03

tRNA metabolic process (GO:0006399) 111 22 8.88 2.48 3.37E-04 2.41E-03

RNA catabolic process (GO:0006401) 66 13 5.28 2.46 7.4E-03 2.95E-02

respiratory electron transport chain (GO:0022904) 102 19 8.16 2.33 2.38E-03 1.21E-02

rRNA metabolic process (GO:0016072) 107 19 8.56 2.22 2.98E-03 1.43E-02

mRNA processing (GO:0006397) 238 42 19.0 2.21 1.43E-05 1.51E-04

translation (GO:0006412) 193 34 15.44 2.20 9.42E-05 7.93E-04

protein targeting (GO:0006605) 167 29 13.36 2.17 3.09E-04 2.36E-03

mRNA splicing, via spliceosome (GO:0000398) 173 28 13.84 2.02 1.06E-03 6.48E-03

RNA splicing, via transesterification reactions (GO:0000375) 151 23 12.08 1.90 7.9E-03 3.11E-02

generation of precursor metabolites and energy (GO:
0006091)

166 24 13.28 1.81 1.12E-02 4.14E-02

protein metabolic process (GO:0019538) 1434 198 114.74 1.73 1.59E-12 7.77E-11

chromatin organization (GO:0006325) 254 35 20.32 1.72 4.31E-03 1.88E-02

proteolysis (GO:0006508) 428 54 34.24 1.58 2.60E-03 1.27E-02

protein localization (GO:0008104) 503 63 40.25 1.6 1.09E-03 6.48E-03

RNA metabolic process (GO:0016070) 1488 176 119.06 1.48 9.1E-07 1.31E-05

intracellular protein transport (GO:0006886) 670 78 53.61 1.46 2.1E-03 1.13E-02

organelle organization (GO:0006996) 1149 132 91.93 1.44 9E-05 7.54E-04

cellular protein modification process (GO:0006464) 759 87 60.73 1.43 1.95E-03 1.08E-02

cellular component biogenesis (GO:0044085) 730 83 58.41 1.42 3.2E-03 1.49E-02

response to stress (GO:0006950) 528 60 42.25 1.42 1.29E-02 4.55E-02

catabolic process (GO:0009056) 1117 126 89.37 1.41 2.7E-04 2.11E-03

protein transport (GO:0015031) 709 79 56.73 1.39 5.46E-03 2.26E-02

primary metabolic process (GO:0044238) 4428 484 354.29 1.37 2.48E-13 1.51E-11

nucleobase-containing compound metabolic process (GO:
0006139)

2644 287 211.55 1.36 2.82E-07 4.6E-06

biosynthetic process (GO:0009058) 1677 177 134.18 1.32 3.30E-04 2.44E-03

metabolic process (GO:0008152) 5502 579 440.22 1.32 1.24E-13 1.01E-11

cellular component organization or biogenesis (GO:0071840) 1924 199 153.94 1.29 3.74E-04 2.61E-03

cellular component organization (GO:0016043) 1795 179 143.62 1.25 3.7E-03 1.7E-02

nitrogen compound metabolic process (GO:0006807) 2404 231 192.35 1.20 5.12E-03 2.19E-02

regulation of biological process (GO:0050789) 1974 124 157.94 0.79 5.42E-03 2.28E-02

Table S1 | GO term analysis: Panther GO slim biological process. Test: Fisher's Exact with FDR (false discovery 
rate) multiple test correction. Genes: 1428 orthologous genes with piRNA coverage in all six species. RefList: Testis-
expressed genes.
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PANTHER GO-Slim Molecular Function REFLIST 
(18235)

Genes 
(1459)

Genes 
(expected)

Genes (fold 
Enrichment)

Genes (raw 
P-value)

Genes 
(FDR)

translation regulator activity (GO:0045182) 77 17 6.2 2.76 4.95E-04 1.18E-02

mRNA binding (GO:0003729) 134 27 10.72 2.52 5.57E-05 1.77E-03

structural constituent of ribosome (GO:0003735) 121 23 9.68 2.38 5.61E-04 1.07E-02

RNA binding (GO:0003723) 370 58 29.60 1.96 8.81E-06 3.35E-04

catalytic activity (GO:0003824) 4006 377 320.52 1.18 7.51E-04 1.30E-02

Table S2 | GO term analysis: Panther GO slim molecular function. Test: Fisher's Exact with FDR (false discovery 
rate) multiple test correction. Genes: 1428 orthologous genes with piRNA coverage in all six species. RefList: Testis-
expressed genes.

PANTHER GO-Slim Cellular Component REFLIST 
(18235)

Genes 
(1459)

Genes 
(expected)

Genes (fold 
Enrichment)

Genes (raw 
P-value)

Genes 
(FDR)

mitochondrial inner membrane (GO:0005743) 107 21 8.6 2.45 5.10E-04 2.04E-03

ribosome (GO:0005840) 154 28 12.32 2.27 2.72E-04 1.16E-03

ribonucleoprotein complex (GO:0030529) 413 67 33.04 2.03 5.34E-07 3.42E-06

nuclear outer membrane-endoplasmic reticulum membrane 
network (GO:0042175)

228 33 18.24 1.81 2.65E-03 8.92E-03

cytosol (GO:0005829) 496 70 39.69 1.76 2.05E-05 1.01E-04

endoplasmic reticulum (GO:0005783) 400 56 32.00 1.75 1.86E-04 8.49E-04

mitochondrion (GO:0005739) 382 51 30.56 1.67 1.1E-03 4.03E-03

macromolecular complex (GO:0032991) 1977 248 158.18 1.57 1.56E-11 1.66E-10

cytoplasm (GO:0005737) 3037 370 242.99 1.52 7.35E-16 2.35E-14

nucleoplasm (GO:0005654) 379 45 30.3 1.48 1.45E-02 4.03E-02

protein complex (GO:0043234) 1630 192 130.42 1.47 3.57E-07 2.5E-06

nucleus (GO:0005634) 1857 214 148.58 1.44 3.1E-07 2.47E-06

organelle (GO:0043226) 3718 416 297.48 1.40 1.50E-12 1.93E-11

intracellular (GO:0005622) 5019 556 401.6 1.38 4.48E-17 2.87E-15

cell part (GO:0044464) 5256 565 420.54 1.34 7.3E-15 1.56E-13

Table S3 | GO term analysis: Panther GO slim cellular component. Test: Fisher's Exact with FDR (false discovery 
rate) multiple test correction. Genes: 1428 orthologous genes with piRNA coverage in all six species. RefList: Testis-
expressed genes.

ASB1 DCAF7 MDM4 POLH TRIM44

ATXN1L FAM53B MIEF1 PRKAB2 UBAP1

CBL FBXL18 NR6A1 SETX WASF2

CBX5 GID8 OTUD3 SLC9A8 WIPF2

CCDC117 GOSR2 PDPK1 TBL2 ZHX3

CDS2 KIF24 PDPR TEF

Table S4 | List of  coding genes with piRNA coverage (≥5 RPKM) in every primate species of  this study and across 
eutherian species in the study of  Chirn et al. 2015.
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Script Description Method section

get_pp_partners.pl Count reads with ping-pong partners and make matrix of read counts 
for each partner length combination

Basic analyses

merge_pic_loci.pl Merge piRNA cluster loci with a distance less than 10 kb piRNA cluster prediction

compare_strict_pic.pl Compare piRNA clusters predicted with strict settings within the same 
species

piRNA cluster prediction

compare_all_pics.pl Compare piRNA clusters predicted with strict settings within the same 
species, including less strictly predicted loci

piRNA cluster prediction

find_pic_hom_loci.pl Identify homologous piRNA clusters in another species by finding 
syntenic regions and searching for sequence similarity with blastn/dc-
megablast

Homologous piRNA cluster 
identification

get_hom_loc_lineages.pl Combine pairs of homologous piRNA cluster loci to get lineages of 
homologous loci across several species

Homologous piRNA cluster 
identification

get_hom_loc_identities.pl Extract information on rates of identified syntenic regions, found 
homologous loci, expressed piRNA clusters and sequence similarities 
of homologous loci

Homologous piRNA cluster analyses

blast_genomes.pl Call dc-megablast on all combinations of given (repeatmasked) 
genome files

Homologous piRNA cluster analyses

blast_cds.pl Call dc-megablast on all combinations of given cds files Homologous piRNA cluster analyses

get_genome_identities.pl Extract information on sequence similarities between genomes Homologous piRNA cluster analyses

get_cds_identities.pl Extract information on sequence similarities between cds of genes Homologous piRNA cluster analyses

extract_all_pic_loci.pl Extract information on all identified piRNA clusters Homologous piRNA cluster analyses

ids_to_hom_loc_lineages.pl Add piRNA cluster ids assigned by proTRAC to lineages of 
homologous loci and extract cluster expression rates

Homologous piRNA cluster analyses

get_hom_loc_TE_divs.pl Get TE divergences for piRNA cluster regions from repeatmasker files Homologous piRNA cluster analyses

heatmapper.R Create expression heatmap with dendrogram for homologous piRNA 
clusters using hierarchical clustering, average linkage and pearson 
distance

Homologous piRNA cluster analyses

predict_pseudogenes.pl Search for sequences similar to cds using dc-megablast in regions not 
annotated as genes and combine close hits to predict pseudogenes

Pseudogene prediction

get_pic_pseudogenes.pl Extract pseudogenes in piRNA cluster regions from genome-wide 
annotation

Pseudogene analyses

compare_predictions.pl Compare pseudogene prediction and ncbi annotation within cluster 
loci

Pseudogene analyses

get_pseudogene_info.pl Extract information on orientation, type and parents of pseudogenes in 
the whole genome and within cluster loci

Pseudogene analyses

find_pic_hom_pseudogenes.pl Search for homologous pseudogene sequences in homologous piRNA 
cluster loci across species with dc-megablast

Pseudogene analyses

get_pir_target_genes.pl Use output file generated by seqmap, mapping piRNA reads on cdna, 
to find general targets and ping-pong genes

Target gene analyses

get_pic_target_genes.pl Map antisense piRNA reads produced from pseudogenes in piRNA 
clusters on cdna using seqmap to find general targets and ping-pong 
genes

Target gene analyses

get_pir_target_orthologs.pl Find orthologous genes targeted by piRNAs in general Target gene analyses

get_pic_target_orthologs.pl Find orthologous genes targeted by pseudogene-derived piRNAs Target gene analyses

get_pir_target_3utrs.pl Get 3’-UTR lengths and compare to piRNA coverage Target gene analyses

get_pic_environments.pl Scan whole genome with 1 Mb window and get information on TE 
shares, gene density, pseudogene density, GC content and piRNA 
cluster locations

Analysis of genomic environments

get_gc_share.pl Calculate total GC share of genome/piRNA clusters Analysis of genomic environments

Table S5 | Main Perl and R scripts developed and used in this study (github.com/d-gebert/primate-pic-evo).



Conclusion 
The goal of  this thesis is to facilitate small RNA research and to elucidate evolutionary changes that 
provide functional insights into the piRNA pathway. The sRNA annotation tool unitas is designed to 
be used in a great variety of  species and for researchers that lack a strong bioinformatics background. 
Hopefully this will make annotation of  sRNAs from large sequence data easier and more accessible, 
especially for analyses in non-model species. As new findings on sRNA pathways emerge, these new 
insights should be incorporated into bioinformatic tools and therefore unitas has to be constantly 
improved and updated in the future. 
The work on molluskan PIWI proteins and piRNAs reveals the activity of  the piRNA pathway in the 
soma, which suggests, together with other recent findings in arthropod (Lewis et al. 2018) and cnidarian 
species (Praher et al. 2017), that a strong germline-specificity in vertebrates represents an evolutionally 
adaptive state. This study also shows that different sets of  piRNA clusters can be dynamically 
expressed during development, while the highest activity is detected in gonads and early developmental 
stages, which already indicates a specialization of  germline and embryonic piRNA clusters. This pattern 
should be further examined to unveil the detailed sub-functionalization of  clusters. It would also be 
interesting to analyze further animal groups, especially from basal phyla, which might reveal other 
specializations and would help to test the notion that ubiquitous activity of  the PIWI/piRNA pathway 
represents the ancestral state in animals. Moreover, rigorous analysis of  potential somatic piRNAs in 
mammals is needed to clarify the activity status in mammalian somatic cells, since previous attempts are 
regarded as flawed (Ross et al. 2014, Tosar et al. 2018). 
Furthermore, the studies on mammalian germline piRNAs provide evidence that, in addition to TEs, 
protein-coding genes are regulated by the PIWI/piRNA complex. However, despite initial assumptions, 
the work on piRNA cluster evolution in primates suggests that pseudogene-containing piRNA clusters 
seem not to be a major source of  gene-targeting piRNAs that would trigger the secondary pathway. 
Hence other mechanisms, such as the recognition of  transposon insertions or other target motives in 
the 3’-UTRs of  genic mRNAs, are likely responsible for the targeting of  the majority of  coding genes 
in mammalian testes (Robine et al. 2009, Ha et al. 2014, Watanabe et al. 2015). However, definitive 
evidence for the exact selection mechanism of  RNA molecules as piRNA precursors, whether it be 
genic mRNA, transposon RNA or piRNA cluster transcripts, is currently still incomplete. In particular, 
the inspection of  TE insertions in 3’-UTRs across species would give insights into their role in piRNA-
mediated gene regulation. The analyses here undertaken in primates further revealed the evolutionary 
relationships of  piRNA clusters within this group that emerged about 65 million years ago (Birx 2006), 
and shed light on sequence evolution and the rate by which cluster loci are retained and active. Yet it is 
still difficult to state what the exact forces are that potentially drive cluster evolution and ultimately 
what circumstances are required to transform a genomic locus into a new piRNA cluster. In this 
context the distinct expression profiles of  piRNA clusters in different primate species could hide some 
hints that point to some mechanisms of  adaptation that might have been overlooked so far. Therefore 
detailed and extensive analysis of  differentially expressed piRNA clusters across species could yield 
some interesting insights into the evolution of  piRNA-producing loci. 
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