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Dissertation an der Johannes Gutenberg-Universität Mainz (D77)



Kurzfassung

Das Standardmodell der Teilchenphysik ist ein bewährtes Modell für das Verständnis der
Zusammensetzung und Wechselwirkung gewöhnlicher Materie. Verbleibende offene Fragen
geben Hinweise auf Physik jenseits des Standardmodells und motivieren Theorien zur Er-
weiterung, welche neue schwere Teilchen erwarten. Das top Quark als schwerstes Teilchen
im Standardmodell ist ein vielversprechender Kandidat an diese schweren Resonanzen zu
koppeln. Das ATLAS Experiment am Large Hadron Collider am CERN hat während RUN I
im Jahr 2012 Daten bei einer Schwerpunktenergie von 8 TeV aufgezeichnet, womit eine
gesteigerte Sensitivität auf Resonanzen mit einer invarianten Masse von einigen TeV ein-
hergeht. Diese Arbeit präsentiert eine Analyse dieser Daten im Rahmen einer Suche nach
neuen schweren Resonanzen, welche in ein anti-/top Paar über den Lepton+Jets Kanal zer-
fallen. Dieser Zerfallskanal kombiniert gute Unterdrückung von Untergrundprozessen und
eine saubere Ereignisrekonstruktion mit einer Signatur von 4 Jets, einem Lepton (Elektron
oder Myon) und fehlender Transversalenergie. Die Zerfälle werden sowohl in voll aufgelösten,
als auch in geboosteten Ereignistopologien mit kollimierten Zerfallsprodukten analysiert.
Dazu werden Topologie spezifische Techniken zur Rekonstruktion und Identifizierung der
Zerfallsprodukte verwendet. Die Schwerpunkte dieser Arbeit werden auf die Abschätzung
des Untergrundes aus Prozessen der Produktion eines W-bosons mit assoziierten Jets, sowie
einer Studie zu Techniken zur Identifizierung von hadronisch zerfallenden top Quarks mit
Hilfe von so genannten top tagging Algorithmen gelegt. Als finale Diskriminante wird die
invariante Masse des kompletten anti-/top Systems rekonstruiert und auf einen Überschuss
an Daten gegenüber Erwartungen aus dem Standardmodell untersucht, welche auf eine neue
Resonanz hinweisen würden. Da keine signifikanten Abweichungen beobachtet werden, wer-
den obere Grenzen auf den Wirkungsquerschnitt mal Verzweigungsverhältnis auf ausgewählte
Modelle jenseits des Standardmodells in der Größenordnung von 2 TeV gesetzt.
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Abstract

The Standard Model of Particle Physics is a well proven model for the understanding of the
constituents and interactions of ordinary matter. Remaining open questions hint at new
physics beyond the Standard Model, motivating theories comprising extensions with new
heavy particles. The top quark as the heaviest particle of the Standard Model is one of the
leading candidates to couple to these new heavy resonances. The ATLAS experiment at the
Large Hadron Collider at CERN recorded data at a center of mass energy of 8 TeV during
RUN I in the data taking period 2012, providing an increased sensitivity for heavy resonances
with invariant masses in the TeV scale. This thesis presents an analysis of this data in the
context of a search for new heavy resonances decaying to an anti-/top pair in the lepton+jets
channel. This decay channel combines good separation power against background processes
and clean event reconstruction advantages with a signature of 4 jets, one lepton (electron or
muon) and missing transverse energy. The decays are analyzed in resolved, as well as boosted
event topologies with collimated decay products. Specific techniques for reconstruction and
tagging of the decay products for each topology are applied. Special emphasis is put on the
estimation of the contribution of processes with production of W-bosons in association with
jets, as well as a study on techniques for identification of hadronically decaying top quarks
using so-called top tagging algorithms. The mass of the fully reconstructed anti-/top system
mtt̄ is used as final discriminant, analyzed for excesses between observed data and Standard
Model expectations, hinting for new heavy resonances. No significant deviations are observed
in these distributions, therefore upper limits on the cross section times branching ratio are
set on a selection of beyond the Standard Model theories at the order of 2 TeV.
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Search for tt̄ resonances Introduction

1
Introduction

The idea of indivisible fundamental particles dates back to the ancient Greek, who called
those (at that time only hypothetical) basic units atomos. These atoms were understood as
the most basic components of ordinary matter until the end of the 19th century. Experi-
ments in the beginning of the 20th century proved this belief to be wrong by discovering three
subatomic particles (electron, proton and neutron) and thereby heralding the age of modern
particle physics. Scientists started constructing particle accelerators to study potential sub-
structures of these subatomic particles, resulting in the discovery that protons and neutrons
are composed of even smaller particles, the quarks. Quarks are since then understood as
fundamental particles, as well as the electron.
A scientific model to describe these fundamental particles and their interactions has been
developed in the 20th century, named the Standard Model of Particle Physics, one of the
most successful and most accurately tested scientific models ever since. Important milestones
of the development of this model were the prediction of the existence and mass of the W -
boson, discovered in 1983 at the UA1/UA2 experiments at CERN [1, 2, 3] as well as the top
quark, discovered in 1995 at the Tevatron collider by the CDF and D∅ experiments [4, 5].
In 2012, the ATLAS and CMS collaborations at CERN announced the discovery of a Higgs-
like resonance [6, 7]. All three discoveries were awarded with the Nobel Prize in Physics,
reflecting the significant impact on the field of particle physics.
In spite of the big success, there are still several open questions remaining which cannot be
answered by the Standard Model, such as the multiplicity of (exactly three) particle families
and their observed mass hierarchy, the large number of free parameters (e.g. masses and
couplings), the hierarchy of the strength of different forces and value of the mass of the Higgs,
the missing link to the gravitational interaction, the source of the observed asymmetry of
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Introduction Search for tt̄ resonances

matter-antimatter occurrence in our universe or the nature of dark matter and dark energy,
representing the major contribution to the total energy in our universe. All these open
questions are a hint to physics beyond the Standard Model, which are addressed in various
theories suggesting specific extensions of the Standard Model.
These extensions for example predict new heavy particles, which decay into Standard Model
particles, like heavy partners of the Z-boson, a Z ′ resonance, or a heavy partner of the
gluon, a so-called Randall-Sundrum Kaluza-Klein gluon gKK , as well as Randall-Sundrum
Kaluza-Klein graviton GKK or scalar resonances. The top quark, as the heaviest quark in
the Standard Model, is a leading candidate to directly couple to such heavy resonances.
Analyzing the decay of tt̄ pairs therefore may show an excess in the observed compared to
expected distribution of events from Standard Model processes, hinting at the decay of a new
heavy resonance to a tt̄ pair.

The analysis presented in this thesis is a search for heavy resonances decaying into a tt̄ pair,
analyzing events with the signature of the decay of tt̄ pairs in the lepton+jets channel with∫
L dt = 21.3 fb−1 of data1 recorded at the ATLAS experiment during RUN I in 2012 at a

center of mass energy2 of
√
s = 8 TeV. The recorded events are analyzed in resolved and

boosted event topologies, using specific kinematic selections and reconstruction algorithms
to differentiate between the topologies including top tagging algorithms. The analysis results
have been published by the ATLAS Collaboration in [8], while this thesis contains further
updates and studies for improvements.

This document starts with a brief introduction to the Standard Model and theoretical dis-
cussion of particle physics in chapter 2, followed by a closer look at the concept of particle
accelerators, presenting the LHC complex and the ATLAS detector in detail in chapter 3.
The definition of physics objects and their reconstruction mechanism at the ATLAS detector
is presented in chapter 4. Comparing with the simulated background samples listed in chapter
5, the data recorded at the ATLAS detector is analyzed in chapter 6, presenting the applied
object definition and event selection and the reconstruction of tt̄ decays in the lepton+jets
channel in different topologies. Special emphasis lies on the estimation and treatment of
the W+Jets background in chapter 7. The detailed discussion of systematic uncertainties is
presented in chapter 8, allowing for a reasonable judgment of the comparison of the distribu-
tions of observed data and Standard Model expectations in chapter 9. The final results of the
analysis are discussed in chapter 10, including a comparison of two different procedures for
limit setting. Further improvements of the presented analysis using additional top tagging
techniques are presented in chapter 11, concluded with a summary and outlook on possible
future updates given in chapter 12. Additional material is provided in the appendix A.

1The unit barn [b] is used as an alternative unit for cross sections with 1 b = 10−24 cm2.
2The unit of electron volts [eV] is a common unit in high energy particle physics. 1 eV is defined as the amount
of energy gained (or lost) by the charge of a single electron moved across an electric potential difference of
one volt. Using natural units, setting the elementary charge e, Planck constant ~ and velocity of light c to
e = ~ = c = 1, energy, mass and transverse momentum of a particle can all be given in the same unit [eV].
This convention is used throughout this thesis.
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2
The Standard Model of Particle Physics

The Standard Model of Particle Physics provides a framework for our understanding of the
currently known fundamental particles and their interactions between each other based on
gauge theories presented in section 2.1. It has been developed in several steps in the late 20th
century, describing the fundamental interactions of the combined electroweak interaction
and the strong interaction presented in section 2.2 along with the fundamental particles
presented in section 2.3 and incorporating the Higgs mechanism discussed in section 2.4.
High luminosity particle accelerators, reaching center of mass energies in the TeV scale,
provided the environment for intensive testing of the Standard Model. With the discovery of
the Higgs-boson at the Large Hadron Collider (LHC) by the ATLAS and CMS experiments
in 2012, the last fundamental component of the Standard Model has been confirmed. Even
though no significant deviations have been observed so far, it is not a complete theory, since
it can not describe all phenomena observed in nature, as for example gravity, as the most
obvious force in daily life. Special emphasis is placed on the discussion of the top quark in
section 2.5, which plays an important role for testing theories beyond the Standard Model
that predict new particles exemplary presented in section 2.6 by complementing the well
confirmed framework of the Standard Model to answer remaining open questions.

2.1 Gauge theories

The Standard Model is a relativistic quantum field gauge theory. It combines the quantum
field gauge theories of Quantum Chromo Dynamics (QCD) and the unified electroweak theory,
based on three gauge fields representing the strong interaction (color charge C), the weak
interaction (weak isospin L) and the electromagnetic interaction (hypercharge Y ).

3
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SU(3)C ⊗ SU(2)L ⊗ U(1)Y

Interactions are a consequence of the local gauge invariance under this gauge group, which
has been shown to be a renormalizable field theory, ensuring all physical observables to be
finite [9]. These fundamental interactions will be discussed in detail in the following section.

2.2 Fundamental interactions

The fundamental interactions are represented by the symmetry groups in the Standard Model.
They differ in their coupling quantum number and magnitude of strength. The strong in-
teraction is the strongest force, followed by the electromagnetic and the weak interaction.
Gravity as the fourth fundamental force is about 41 orders of magnitude weaker than the
strong interaction and thus its impact in high energy particle physics can be neglected.

2.2.1 Electroweak interaction

The electromagnetic interaction is based on the gauge group U(1)Y and described by Quan-
tum Electro Dynamics (QED). Its mediator is the neutral, massless and non self-interacting
photon γ. The interaction range is infinite, providing the basis for technologies like radio or
wireless communication of electric devices.

The weak interaction is defined by the SU(2)L gauge group with massive gauge bosons, two
charged W± and one neutral Z0, mediating the interaction between particles carrying a weak
isospin ~I and a hypercharge Y . Depending on their helicity1, left-handed fermions carry a
total weak isospin of I = 1/2 forming a doublet with Iz = ±1/2, while right-handed fermions
with I = 0 can only form a singlet with Iz = 0. The relation to the electric charge Q is given
by the hypercharge Y and the 3rd component of the isospin Iz as Q = Iz + Y/2. The weak
force plays an important role in β-decays, e.g. during the process of nucleosynthesis in the
sun and is only very short ranged, due to the massive bosons. It is the only known force
capable of changing quark or lepton flavors2. It was observed that coupling within one quark
generation is stronger than to other generations, summarized in the Cabibbo-Kobayashi-
Maskawa (CKM) matrix VCKM [10, 11] giving the strength of the coupling Vij between two
quarks of flavor i and j. Latest results [12] for the matrix elements are shown in equation
(2.1), stating couplings and branching ratios3 within one quark generation close to unity,
denoted by the diagonal matrix elements, e.g. BR(t→ b+W ) ∼ |Vtb|2 = 99.9%.

1The helicity h of a particle is defined by the projection of the spin ~S on the direction of movement p̂. Positive
values (spin pointing into direction of movement) denote right-handed particles, left-handed otherwise.

2So far this process has only been observed with a W-boson involved, but not mediated by a Z-boson, so-called
Flavor Changing Neutral Currents (FCNC).

3The branching ratio (BR) of a decay determines which fraction decays via the given decay mode with respect
to the total number of decaying particles.
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|VCKM| =


|Vud| |Vus| |Vub|

|Vcd| |Vcs| |Vcb|

|Vtd| |Vts| |Vtb|

 =


0.97427(14) 0.22536(61) 0.00355(15)

0.22522(61) 0.97343(15) 0.04140(120)

0.00886+(33)
−(32) 0.04050+(110)

−(120) 0.99914(5)

 (2.1)

2.2.2 Strong interaction

The strong interaction is defined by the gauge group SU(3)C , described by Quantum Chromo
Dynamics (QCD) with the gluon as gauge boson, mediating the interaction between two
particles carrying a color charge. The gluon is a massless particle, but carrying a color charge
itself, hence it is capable of self-interaction. The color charge was introduced to explain the
observation of composite particles with three quarks of the same flavor, which violates the
Pauli Principle4 allowing only two quarks with same flavor, but different spin (s = ±1/2)
in the same state. This quantum number denotes three pseudo colors red (R), blue (B)
and green (G) (associated with complementary anti-colors for anti-particles). While quarks
carry only one color, gluons carry a color charge as a combination of a color and a different
anti-color, leading to an octet of gluons (3 ⊗ 3̄ = 8 ⊕ 1) and a non-existent color neutral
singlet. The coupling strength increases with distance, only allowing for color neutral bound
states, which is called color confinement and explains the short range character of the strong
interaction, despite of the massless gauge boson. Therefore composite particles contain a
combination of color and anti-color quarks or form a white (R+G+B) state.

2.3 Fundamental particles

The field contents of the Standard Model can be divided into the fermionic, gauge and
Higgs sector. The fermionic sector consists of twelve spin-1/2 matter fields, forming the
fundamental particles of matter. The gauge sector has another twelve spin-1 vector-like
gauge fields in the adjoint representation of the gauge theory, forming the gauge bosons
which mediate the interactions as force carriers. The Higgs sector introduces a doublet of
Higgs scalar fields, introducing masses to the fermions and intermediate weak bosons via
spontaneous electroweak symmetry breaking.

2.3.1 Fermionic sector

The twelve half-integer spin fermions of the Standard Model are the constituents of matter,
obeying the Pauli Principle and Fermi Dirac statistic5. They are divided into three genera-
tions with the same quantum numbers, except for their masses. Particles of the 2nd and 3rd

generation are unstable and decay into 1st generation particles. Therefore ordinary matter
4The Pauli Principle prohibits two quanta with exactly the same quantum numbers to occupy the same state.
5Fermi-Dirac statistic is part of quantum statistic and describes the macroscopic behavior of a system of
identical particles obeying the Pauli principle.
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generation type name symbol mass

1
up up u (2.15 ± 0.15) MeV

down down d (4.70 ± 0.20) MeV

2
up charm c (1.275 ± 0.025) GeV

down strange s (93.5 ± 2.5) MeV

3
up top t (173.29± 0.23± 0.92) GeV

down bottom b (4.18 ± 0.03) GeV

Table 1: Recent mass measurements for the six quarks of the Standard Model, divided
into three generations and distinguishing between up- and down-type quarks [14, 15].

only consists of 1st generation particles, while other generations can only be observed in high
energy processes. According to their quantum numbers, fermions can be classified as quarks
or leptons.

Quarks
Quarks carry a color charge C obeying the strong interaction, as well as an electric charge Q
as fraction of the unit charge and an isospin ~I, interacting via the weak and electromagnetic
interaction. Each generation contains an up- and a down-type quark. Quarks can change
flavor due to the weak interaction via a flavor changing charged current, which is most
likely within one generation as denoted by the CKM matrix (cf. equation (2.1)). Quarks
are prohibited to exist as free particles (color confinement) and therefore form color-neutral
composite particles named mesons (2 quarks6, anti-/color pair), e.g. charged π± and neutral
π0 pions, or baryons (3 quarks, white (R+G+B) triplet), e.g. protons p or neutrons n.

π+ = |ud̄〉 π− = |dū〉 π0 = 1√
2

[
|uū〉+ |dd̄〉

]
p = |uud〉 n = |udd〉

Recent results [13] even state Pentaquark particles, consisting of 5 quarks (e.g. P+
c = |uc̄cud〉)

following the requirement of color neutrality. The formation of these composite particles is
called hadronization with an usual formation time of about τhadr ≈ 3 · 10−24 s. The top
quark is the most massive quark in the Standard Model with a rather short life time of about
τ life

top ≈ 0.5 · 10−24 s and therefore has never been observed as part of a composite particle,
decaying before hadronization. An overview of the masses of all quarks in the Standard
Model as obtained from the latest measurements is listed in table 1.

Leptons
Leptons form the second subgroup of fermions, which do not carry any color charge and do
not obey the strong interaction. Leptons with electric charge (electron e, muon µ and tau τ)
interact via the electromagnetic and weak interactions, while their neutrino partners (νe, νµ
and ντ ) do not carry any electric charge and only obey the weak interaction, resulting in a very

6The anti-particle partner of a quark q is denoted as q̄. The same convention is applied for neutrinos ν and ν̄.
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generation type name symbol mass [MeV]

1
charged electron e 0.511

neutral electron-neutrino νe < 2 · 10−6

2
charged muon µ 105.66

neutral muon-neutrino νµ < 0.19

3
charged tau τ 1776.82 ± 0.16

neutral tau-neutrino ντ < 18.2

Table 2: Recent mass measurements for the six leptons of the Standard Model, divided into
three generations and distinguishing electrically charged and neutral types. If no explicit
uncertainty on a measurement is given, it is smaller than the given precision [18, 19, 20, 21].

low probability to detect them in nowadays detectors. Neutrinos are treated as massless dirac
fields in the Standard Model, but recent experiments observing neutrino oscillations7 [16]
hint for neutrinos with non-diminishing masses and also theories treating them as Majorana8

particles are investigated in neutrino-less double β-decays [17]. Latest measurements of the
β-decay spectrum of Tritium performed in Mainz set upper limits on the mass of the electron
neutrinos to mνe < 2.3 eV , listed in table 2 along with masses (or limits) for the other
leptons.

Summary of quantum numbers
A summary of the quantum numbers of all fundmental particles, denoting their coupling to
the different interactions is given in table 3, including the color charge (strong interaction),
the electric charge (electromagnetic interaction) and their isospin, splitting their ground
states into singlets or doublets, combined with the hypercharge (weak interaction).

2.3.2 Gauge sector

Bosons are the mediators of the forces in the Standard Model with a full integer spin and
obey the Bose-Einstein statistic9. The Standard Model describes twelve gauge bosons, the
photon γ for the electromagnetic, the W±, Z0 for the weak and eight gluons g for the strong
interaction. An overview of the attributes of these gauge bosons can be found in table 4.
The Standard Model predicts these gauge bosons to be massless, which is true for the photon
and the eight gluons, but the W± and Z0 bosons are found to have a non-vanishing mass.
This problem is solved via the electroweak-symmetry breaking in the Higgs meachanism,
described in section 2.4.

7Neutrino oscillations describe transformations of the neutrino’s lepton flavor.
8Majorana particles do not have an anti-particle partner, but represent both identities.
9Bose-Einstein statistic is part of quantum statistic and describes the macroscopic behavior of a system of
non-interacting indistinguishable particles occupying a set of available energy states.
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multiplets (3 generations) color I Iz Y Q

Quarks

QiL =
(
u

d

)
L

(
c

s

)
L

(
t

b

)
L

3 1/2
+1/2

+1/3
+2/3

−1/2 −1/3

uiR = uR cR tR 3 0 0 +4/3 +2/3

diR = dR sR bR 3 0 0 −2/3 −1/3

Leptons

LiL =
(
νe
e

)
L

(
νµ
µ

)
L

(
ντ
τ

)
L

0 1/2
+1/2

−1
0

−1/2 −1

`iR = eR µR τR 0 0 0 −2 −1

νiR = νeR νµR ντR 0 0 0 0 0

Higgs

φ =
(
φ+

φ0

)
0 1/2

+1/2
+1

+1

−1/2 0

Table 3: Quantum numbers of the fermionic sector and the Higgs isospin doublet of the
Standard Model. The quantum numbers are the isospin I and its 3rd component Iz, the
weak hypercharge Y and the electric charge Q. L denotes left-handed fermions forming
weak-isospin doublets QiL for quarks and LiL for leptons. R denotes right-handed fermions
forming singlets for up-type quarks uiR and down-type quarks diR or for charged leptons `iR
and neutrinos νiR.

name symbol interaction mass [GeV] charge [e] spin

W W± weak 80.385 ± 0.015 ±1 1

Z Z0 weak 91.1876 ± 0.0021 0 1

photon γ EM < 1 · 10−18 0 1

gluon g(8⊕1) strong 0 0 1

Table 4: Attributes of the twelve gauge bosons of the Standard Model, listing recent mass
measurements as well as the charge and spin. Each of them represents the interaction
particle of a fundamental force, coupling to a different quantum number of the fermions of
the Standard Model [22, 23, 24].
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2.3.3 Higgs sector

The Higgs sector of the Standard Model consists of one doublet of Higgs scalar fields in the
minimal version of the Standard Model, introduced to give masses to quarks, leptons and
intermediate weak bosons via spontaneous breaking of electroweak symmetry.

H =

 H+

H0

 (2.2)

2.4 The Higgs mechanism

The Lagrangian for the Standard Model does not contain any explicit mass terms for the
electroweak gauge bosons (W±, Z0), which would violate the invariance under local SU(2)L
transformations. An elegant solution to solve this discrepancy due to observation of massive
electroweak gauge bosons is the Higgs Mechanism, is to introduce a Higgs potential V (φ)
with field operator H in the Lagrangian.

V (φ) = µ2H†H + λ(H†H)2 (2.3)

with λ > 0, µ2 < 0, which has a non-vanishing vacuum expectation value

〈H〉 =

 0

v

 v = mH/
√
λ (2.4)

with the mass of the Higgs-boson mH and the coupling λ. This leads to a spontaneous
breaking of the electroweak symmetry to

SU(3)C ⊗ SU(2)L ⊗ U(1)Y ⇒ SU(3)C ⊗ U(1)EM (2.5)

This is commonly referred to as the electroweak symmetry breaking [25, 26, 27]. The masses
of the gauge bosons are acquired by their coupling to the Higgs field with the gauge couplings
g of SU(2)L and g′ of U(1)

MW = 1√
2
g v MZ = 1√

2

√
g2 + g′2 mγ = 0 (2.6)

One remaining degree of freedom predicts another neutral boson, which is the Higgs boson
[28, 29]. The mass term of this additional boson m2

h = 2v2λ is a free parameter within the
Standard Model. The existence of the Higgs boson has been confirmed by the ATLAS [6]
and CMS [7] experiments in 2012 at the LHC. Also the matter fields of the Standard Model
obtain masses via Yukawa-interactions, generating the quark and lepton masses.

9
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2.5 Top quark physics

A third generation of quarks was already postulated in 1973 by M. Kobayashi and T. Maskawa
to explain CP violation observed in Kaon decays. After the discovery of the bottom quark
in 1977 it took 18 years until the discovery of the top quark was announced by the CDF
[4] and D∅ [5] experiments in 1995 at Tevatron, which was the first particle accelerator
reaching energies capable of producing anti-/top pairs. Due to the large mass of the top
quark (mtop ∼ 173 GeV) compared to the other fermions in the Standard Model, it can only
be produced in high energy processes. This section presents the most important production
mechanisms and the different decay channels for anti-/top pairs.

2.5.1 Top quark production

The production of anti-/top pairs in hadron collider experiments is characterized by the
strong interaction. At leading order perturbation theory10 this includes anti-/quark anni-
hilation (qq̄ → tt̄) and gluon-gluon fusion (gg → tt̄) as denoted by the Feynman diagrams
shown in figure 1. Including next-to-leading order (NLO) corrections also allows for quark-
gluon initial states. The total tt̄ production rate for a pp collider experiment like the LHC
is given by the total inclusive cross section σpp→tt̄, which can be factorized in the partonic
cross sections σ̂ij→tt̄ and the parton distribution functions (PDFs). The two energy regimes
for hard11 processes at small distance and long-distance effects of partons inside the hadrons
are separated by the factorization scale µF , typically chosen to be the energy transfer Q of
the hard process. Parton distribution functions for these two energy regimes are shown in
figure 2. The cross section of a collision of two hadrons A and B denoted by σ(AB → tt̄)
is then calculated by the convolution of two PDFs fAi (xi, Q) and fBj (xj , Q), describing the
probability density to find a parton of flavor i, j inside the hadron A,B carrying a momentum
fraction xi,j as shown in equation (2.7).

σAB→tt̄ =
∑

i,j∈(q,q̄,g)

1∫
0

1∫
0

dxi dxj fAi (xi, Q) fBj (xj , Q) σ̂ij→tt̄ (2.7)

Recent measurements at the LHC with a center of mass energy of
√
s = 8 TeV in the decay

of a anti-/top pair via the lepton+jets channel (cf. section 2.5.2) determine a total top quark
pair production cross section of σexp

pp→tt̄ = 260 ± 1(stat)+22
−23(syst) ± 8(lumi) ± 4(beam) pb

compared to a theoretical value of σtheo
pp→tt̄ = 253+13

−15 pb assuming mt = 172.5 GeV [30].

10The mathematical description of interaction procedures in particle physics has no exact solutions, but is
described by an infinite number of additional terms. The first order perturbation theory describes the
most basic and simplest processes while higher orders include additional radiation or loop processes. The
simulation of these processes uses mostly LO (leading order) and NLO (next-to LO), sometimes also NNLO
(next-to-next-to LO), calculations.

11A hard process or object describes a highly energetic process or object.
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Figure 1: Feynman diagrams of anti-/top pair production at leading order (LO) pertur-
bation theory, distinguishing between (a) anti-/quark annihilation, (b) gluon fusion via the
s-channel, (c) exchange of a top quark via the t-channel and (d) its mathematical similar
solution due to permutation of the end products.
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Figure 2: Parton distribution functions (PDFs) xf for quarks and gluons inside a proton
as a function of the fraction x of the proton momentum at a given energy scale Q evaluated
for low (left) and high (right) energy scales inside the proton [31].
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2.5.2 Top quark decay

The top quark decays via the weak interaction into a W-boson and a down-type quark.
The decay rates for the different quark flavors are proportional to the square of the CKM
matrix elements |Vtq|, where q can be any down-type quark d, s, b, while the probability for
a decay to a bottom quark |Vtb| = 0.99914 [12] is almost 100%, with a large decay width
Γ(t→W + b) = 1.35 GeV (for mt = 173.3 GeV) [15]. Implied by this large decay width, the
lifetime of a top quark is very short compared to the usual hadronization time scale, thus
top quarks decay before they can hadronize and hence no composite particle containing top
quarks has been observed so far.

While the b-quark from the top decay hadronizes forming a parton shower, the W-boson
decays further via a hadronic or a leptonic decay mode. In the hadronic decay channel, the
W-boson decays into an up-type and a down-type quark (with anti-/matter identity). The
decay of a W-boson to a top quark and another down-type quark is not possible, because the
mass of the top quark is larger than the mass of the W-boson. Due to the six anti-/quark
combinations with the relative rates given by the CKM matrix elements and the color factor
of 3, the branching ratio for a hadronic W-decay is BR(W → qq̄′) = (67.41 ± 0.27)% [22].
In the leptonic decay channel, the W-boson decays into a charged lepton ` and its neutral
neutrino partner ν`. The branching ratios for the decays into the three different lepton
generations are almost equal about 11% as listed in table 5, so the total branching ratio for
a leptonic W-decay is about 33%.
The final signature of a tt̄ decay depends on the decay modes of the two W-bosons, dis-
tinguishing between three different channels. Figure 3 shows a graphical representation of
the branching ratios for a tt̄ decay and the exact differentiation between the several decay
channels, which can be summarized as following with their most recent branching fraction
measurements [15].

• all-hadronic :
[
BR
(
tt̄→Wb+Wb→ qqb+ qqb

)
= 45.7%

]
The W-boson of each top decay decays hadronically into a anti-/quark pair, which both
hadronize and form a parton shower each. No prompt12 charged lepton or neutrino is
produced from W-bosons from top decays in this channel.

• lepton+jets :
[
BR
(
tt̄→Wb+Wb→ qqb+ `ν`b

)
= 43.8%

]
One of the two W-bosons decays hadronically into a anti-/quark pair forming a parton
shower, while the other W-boson decays leptonically to a charged lepton and a neutrino.

• di-leptonic :
[
BR
(
tt̄→Wb+Wb→ `ν`b+ `ν`b

)
= 10.5%

]
The W-boson of each top decay decays leptonically into a charged lepton and a neutrino.
No parton showers from prompt quarks from W-bosons from top decays are produced
in this channel.

12A prompt particle is produced in the main decay in the event, e.g. from a top decay, while a non-prompt
particle originates from minor interaction processes in the event.
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lepton flavor process Branching ratio

electron W → e+ νe (10.71± 0.16)%

muon W → µ+ νµ (10.63± 0.15)%

tau W → τ + ντ (11.38± 0.21)%

Table 5: Leptonic decay channels of a W-boson, decaying into a charged lepton ` and its
neutral neutrino partner ν` (anti/-matter identities not given explicitly here, which have to
be applied depending on the charge of the W-boson) [22].

all-hadronic

(45.7%)

lepton+jets

(43.8%)

di-leptonic

(10.5%)

¹  + ¹ (1.1%)

e + ¹ (2.3%)

e + e (1.2%)

¿  + e (2.4%)

¿ + ¹ (2.4%)      

¿    + ¿ (1.3%)            

e + jets

(14.4%)

¹ + jets

(14.3%)

¿ + jets

(15.3%)tt

branching

fractions

Figure 3: Graphical representation of the branching fractions of the top pair decay dis-
tinguishing between all-hadronic, lepton+jets or di-leptonic decay modes depending on the
decays of the W-bosons from the top decay using the results listed in [22] and [15].
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2.5.3 Lepton+jets channel

The all-hadronic channel is dominated by a large background from multijet processes and a
non-trivial challenge of combinatorics to assign the decay products to the two top decays, but
does not involve neutrinos leaving the detector without interaction. The di-leptonic channel
on the other hand does not suffer from large multijet background, but involves two neutrinos,
which have to be reconstructed by finding a reasonable way to split the missing transverse
energy information.
The lepton+jets channel combines advantages of both channels with reduced multijet back-
ground and combinatorics compared to the all-hadronic channel and allows for a cleaner
event reconstruction of missing transverse energy (since only one neutrino is involved) along
with a larger branching fraction compared to the di-leptonic channel. To profit from these
significant advantages, the lepton+jets channel is chosen as the analysis channel in this the-
sis. The Feynman diagram for the decay of a tt̄ pair in the lepton+jets channel is shown
in figure 4 with a signature of 4 jets (arising from the hadronization of the quarks qq̄′bb̄, cf.
section 4.5), a single charged13 lepton ` and missing transverse energy (reconstructed from
the transverse energy balance in the detector, cf. section 4.6) carried away by the neutral
neutrino ν`.

g

t

t

b

b

q

q

`

º`

g

g t
W+

W

Figure 4: Feynman diagram of the decay of a anti-/top pair, produced in gluon-gluon
fusion, decaying via the lepton+jets channel with one hadronically and one leptonically
decaying W-boson. (Note : The shown hadronic and leptonic decay modes assigned to the
t and t̄ are only exemplary and can be swapped, i.e. the lepton charge is not taken as a
constraint on the event selection.)

13Charged leptons will be referred to as ` ∈ [e, µ, τ ] and neutrinos as nu` in the following
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2.5.4 Recent top measurements

First measurements of the top quark mass during its discovery in the di-lepton and lep-
ton+jets channels performed by the CDF and D∅ experiments at Tevatron in 1995 ranged
from 176 to 199 GeV with uncertainties of more than 10% [4, 5]. Latest measurements of
the top quark mass, combining results of the CMS and ATLAS experiments at the LHC
and Tevatron stating mt = 173.3± 0.8 GeV with a much higher precision, along with recent
results of the determination of the tt̄ cross section are shown in figure 5.

2.6 Beyond the Standard Model

Several open questions in the Standard Model motivate theories for physics Beyond the
Standard Model (BSM), which predict new heavy particles coupling to the known particles of
the Standard Model leading to an increased total production cross section for these particles
due to the additional production channels. Several of these predicted heavy resonances
strongly couple to top quarks due to its large mass. These models can be classified according
to the spin, color and parity of the new heavy resonances and their resonance width.

The analysis in this thesis is model independent in order to compare with several different
models in parallel. Specific models will be used as benchmark models to test for compensa-
tions of possible deficits or excesses in the spectrum of the final discriminant to quantify the
sensitivity of the analysis. These selected models will be presented in more detail, but only
represent a small selection of many more models available, covering different resonance spins
and widths. A summary of the reach of recent ATLAS analyses testing a variety of BSM
models is shown in figure 6.

2.6.1 Topcolor

Topcolor models provide solutions for the questions of the large top quark mass and elec-
troweak symmetry breaking through top quark condensation associated with symmetry
breaking of a new strong force. A specific model considered in this analysis is a lepto-
phobic topcolor Z ′, spin-1 color singlet, with couplings only to first and third generation
quarks and is tuned for a strong coupling to tt̄ pairs as described in model IV in [33, 34].
The parameters used for the generation of a resonance with a narrow width of Γ/m = 1.2%
was originally used in searches for tt̄ resonances by the D∅ [35] and CDF [36] collaborations,
while this width is smaller than the mass resolution of ∼ 10% at the ATLAS detector. Ear-
lier iterations of this analysis also used the same model to set constraints excluding Z ′ with
masses less than 1.74 TeV with

∫
L dt = 4.7 fb−1 data at

√
s = 7 TeV [37].

2.6.2 Randall-Sundrum

The Randall-Sundrum (RS) models propose extra dimensions with warped geometry, predict-
ing excitations of Standard Model particles and providing a missing link to the weak nature
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Figure 5: Recent measurements of the (a) tt̄ cross section combining LHC (ATLAS and
CMS) results and (b) top pole mass combining LHC (ATLAS and CMS) and Tevatron (D∅)
results [32].
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of gravity. Limiting the model to one extra dimension leads to a broad width Γ/m = 15.3%
spin-1 color octet excitation of the gluon, a so-called RS Kaluza-Klein gluon gKK [38]. Earlier
iterations of this analysis excluded gKK masses less than 2.5 TeV with

∫
L dt = 4.7 fb−1

data at
√
s = 7 TeV [37]. Since other models use different widths parameters, this analysis

also tests a width scan from 10% to 40% for this resonance.
Allowing for more than one extra dimension with the Standard Model fields in the warped
bulk and appropriately localized fermions explaining the flavor structure of the Standard
Model leads to an excitation of the graviton, a so-called RS Kaluza-Klein graviton GKK

[39], commonly referred to as Bulk RS graviton. The model depends on the curvature of the
warped extra dimension chosen such that decays to light fermions are suppressed and also
photon branching ratios are negligible. This spin-2 color singlet has a width of 3-6% and a
branching ratio of ∼ 68% to tt̄ pairs above 1 TeV resonance mass. This model has not been
tested so far in tt̄ resonances analyses in the lepton+jets channel.

2.6.3 Scalar

Another class of new resonances are scalar (spin-0) color singlets, produced via gluon fu-
sion and decaying to tt̄. These narrow scalar resonances are generated with a neglected
interference with Standard Model tt̄ production. It is mainly used to evaluate experimental
sensitivities and set upper limits on the production cross sections, since no particular BSM
model predicts resonances with this specifications, i.e. the interference tuning.
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ADD GKK + g/q − ≥ 1 j Yes 20.3 n = 2 1502.015185.25 TeVMD

ADD non-resonant ℓℓ 2e, µ − − 20.3 n = 3 HLZ 1407.24104.7 TeVMS

ADD QBH→ ℓq 1 e, µ 1 j − 20.3 n = 6 1311.20065.2 TeVMth

ADD QBH − 2 j − 20.3 n = 6 1407.13765.82 TeVMth

ADD BH high Ntrk 2 µ (SS) − − 20.3 n = 6, MD = 3 TeV, non-rot BH 1308.40754.7 TeVMth

ADD BH high
∑
pT ≥ 1 e, µ ≥ 2 j − 20.3 n = 6, MD = 3 TeV, non-rot BH 1405.42545.8 TeVMth

ADD BH high multijet − ≥ 2 j − 20.3 n = 6, MD = 3 TeV, non-rot BH 1503.089885.8 TeVMth

RS1 GKK → ℓℓ 2 e, µ − − 20.3 k/MPl = 0.1 1405.41232.68 TeVGKK mass

RS1 GKK → γγ 2 γ − − 20.3 k/MPl = 0.1 1504.055112.66 TeVGKK mass

Bulk RS GKK → ZZ → qqℓℓ 2 e, µ 2 j / 1 J − 20.3 k/MPl = 1.0 1409.6190740 GeVGKK mass

Bulk RS GKK →WW → qqℓν 1 e, µ 2 j / 1 J Yes 20.3 k/MPl = 1.0 1503.04677760 GeVW′ mass

Bulk RS GKK → HH → bb̄bb̄ − 4 b − 19.5 k/MPl = 1.0 1506.00285500-720 GeVGKK mass

Bulk RS gKK → tt 1 e, µ ≥ 1 b, ≥ 1J/2j Yes 20.3 BR = 0.925 1505.070182.2 TeVgKK mass

2UED / RPP 2 e, µ (SS) ≥ 1 b, ≥ 1 j Yes 20.3 1504.04605960 GeVKK mass

SSM Z ′ → ℓℓ 2 e, µ − − 20.3 1405.41232.9 TeVZ′ mass

SSM Z ′ → ττ 2 τ − − 19.5 1502.071772.02 TeVZ′ mass

SSM W ′ → ℓν 1 e, µ − Yes 20.3 1407.74943.24 TeVW′ mass

EGM W ′ →WZ → ℓν ℓ′ℓ′ 3 e, µ − Yes 20.3 1406.44561.52 TeVW′ mass

EGM W ′ →WZ → qqℓℓ 2 e, µ 2 j / 1 J − 20.3 1409.61901.59 TeVW′ mass

EGM W ′ →WZ → qqqq − 2 J − 20.3 1506.009621.3-1.5 TeVW′ mass

HVT W ′ →WH → ℓνbb 1 e, µ 2 b Yes 20.3 gV = 1 1503.080891.47 TeVW′ mass

LRSM W ′
R
→ tb 1 e, µ 2 b, 0-1 j Yes 20.3 1410.41031.92 TeVW′ mass

LRSM W ′
R
→ tb 0 e, µ ≥ 1 b, 1 J − 20.3 1408.08861.76 TeVW′ mass

CI qqqq − 2 j − 17.3 ηLL = −1 1504.0035712.0 TeVΛ

CI qqℓℓ 2 e, µ − − 20.3 ηLL = −1 1407.241021.6 TeVΛ

CI uutt 2 e, µ (SS) ≥ 1 b, ≥ 1 j Yes 20.3 |CLL | = 1 1504.046054.3 TeVΛ

EFT D5 operator (Dirac) 0 e, µ ≥ 1 j Yes 20.3 at 90% CL for m(χ) < 100 GeV 1502.01518974 GeVM∗

EFT D9 operator (Dirac) 0 e, µ 1 J, ≤ 1 j Yes 20.3 at 90% CL for m(χ) < 100 GeV 1309.40172.4 TeVM∗

Scalar LQ 1st gen 2 e ≥ 2 j − 20.3 β = 1 Preliminary1.05 TeVLQ mass

Scalar LQ 2nd gen 2 µ ≥ 2 j − 20.3 β = 1 Preliminary1.0 TeVLQ mass

Scalar LQ 3rd gen 1 e, µ ≥1 b, ≥3 j Yes 20.3 β = 0 Preliminary640 GeVLQ mass

VLQ TT → Ht + X 1 e, µ ≥ 2 b, ≥ 3 j Yes 20.3 T in (T,B) doublet 1505.04306855 GeVT mass

VLQ YY →Wb + X 1 e, µ ≥ 1 b, ≥ 3 j Yes 20.3 Y in (B,Y) doublet 1505.04306770 GeVY mass

VLQ BB → Hb + X 1 e, µ ≥ 2 b, ≥ 3 j Yes 20.3 isospin singlet 1505.04306735 GeVB mass

VLQ BB → Zb + X 2/≥3 e, µ ≥2/≥1 b − 20.3 B in (B,Y) doublet 1409.5500755 GeVB mass

T5/3 →Wt 1 e, µ ≥ 1 b, ≥ 5 j Yes 20.3 1503.05425840 GeVT5/3 mass

Excited quark q∗ → qγ 1 γ 1 j − 20.3 only u∗ and d∗, Λ = m(q∗) 1309.32303.5 TeVq∗ mass

Excited quark q∗ → qg − 2 j − 20.3 only u∗ and d∗, Λ = m(q∗) 1407.13764.09 TeVq∗ mass

Excited quark b∗ →Wt 1 or 2 e, µ 1 b, 2 j or 1 j Yes 4.7 left-handed coupling 1301.1583870 GeVb∗ mass

Excited lepton ℓ∗ → ℓγ 2 e, µ, 1 γ − − 13.0 Λ = 2.2 TeV 1308.13642.2 TeVℓ∗ mass

Excited lepton ν∗ → ℓW , νZ 3 e,µ, τ − − 20.3 Λ = 1.6 TeV 1411.29211.6 TeVν∗ mass

LSTC aT →W γ 1 e, µ, 1 γ − Yes 20.3 1407.8150960 GeVaT mass

LRSM Majorana ν 2 e, µ 2 j − 20.3 m(WR ) = 2.4 TeV, no mixing 1506.060202.0 TeVN0 mass

Higgs triplet H±± → ℓℓ 2 e, µ (SS) − − 20.3 DY production, BR(H±±
L
→ ℓℓ)=1 1412.0237551 GeVH±± mass

Higgs triplet H±± → ℓτ 3 e,µ, τ − − 20.3 DY production, BR(H±±
L
→ ℓτ)=1 1411.2921400 GeVH±± mass

Monotop (non-res prod) 1 e, µ 1 b Yes 20.3 anon−res = 0.2 1410.5404657 GeVspin-1 invisible particle mass

Multi-charged particles − − − 20.3 DY production, |q| = 5e 1504.04188785 GeVmulti-charged particle mass

Magnetic monopoles − − − 7.0 DY production, |g | = 1gD , spin 1/2 Preliminary1.34 TeVmonopole mass

Mass scale [TeV]10−1 1 10
√
s = 7 TeV

√
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ATLAS Exotics Searches* - 95% CL Exclusion
Status: July 2015

ATLAS Preliminary∫
L dt = (4.7 - 20.3) fb−1

√
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*Only a selection of the available mass limits on new states or phenomena is shown.

Figure 6: Current reach of ATLAS searches for new phenomena. Only a representative
selection of searches setting exclusion limits on the masses of new heavy resonances using√
s = 7 TeV and

√
s = 8 TeV data results is shown [40].
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3
The Large Hadron Collider and ATLAS

The high energy regime in the GeV-TeV region can be studied very efficiently with particle
accelerators, ramping up particle beams made of e.g. electrons or protons up to velocities close
to the speed of light. Collimating these beams and colliding them at specific interaction points
allows to study the most complex processes in particle physics and simulate the conditions
right after the Big Bang1. In the 20th century, physicists constructed first generations of
particle accelerators as linear colliders, like the Stanford Linear Accelerator Center (SLAC)
in Stanford (USA) in 1966, colliding electron and positron beams at a central interaction
point. The next generation of accelerators was designed as circular colliders, facing the
problem of synchrotron radiation2, as the Large Electron Positron Collider (LEP) at the
CERN in Geneva (Switzerland) starting beams in 1989. The first hadron collider was built
in 1983 at the Fermi National Accelerator Laboratory (Fermilab) in Illinois (USA), colliding
anti-/proton beams at the Tevatron collider. The LEP was replaced in 2008 by the Large
Hadron Collider (LHC), which uses proton-proton beams, reducing3 the energy loss due to
synchrotron radiation. Although protons as composite particles only provide a fraction of
the energy for the actual interaction particles.
A general overview of important particle accelerator parameters is given in section 3.1, fol-
lowed by an overview of the CERN accelerator complex and the Large Hadron Collider in
section 3.2. Special emphasis is put on the detailed discussion of the ATLAS detector in
section 3.3.

1The Big Bang currently is the most accepted theory for creation of our universe, that all particles evolved
from a very dense singularity ”exploding” in a Big Bang about 13 billion years ago.

2A charged particle forced on a circular track suffers a certain energy loss per circuit, due to radiation of
electromagnetic waves, described by ∆E ∼ 1

R m4 (accelerator radius R, particle mass m.
3The reduced energy loss is explained by the difference in proton and electron mass mproton ≈ 1839 ·melectron
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3.1 Particle accelerator parameters

Two important design parameters for particle accelerators are the center of mass energy
√
s

and the Luminosity L. Analyzing the collisions in the center of mass system, the sum of
all momenta is zero. The definition of the squared center of mass energy denoted by the
variable4 s with the momentum of two beams pbeam1,2 and the momenta of the outgoing
particles pi,out is shown in equation (3.1).

s =
(
|pbeam1|+ |pbeam2|

)2
=
(

n∑
i=1

pi,out

)2

center of mass energy
√
s (3.1)

The instantaneous luminosity L shown in equation (3.2) describes the intensity of the particle
beams, depending on different beam parameters, such as the revolution frequency f describing
the frequency of beams circuiting in a circular accelerator, the number of bunches nb per
particle beam and the number of particles per bunch Ni. Assuming a Gaussian shape for
the beams, the transverse width of each beam is described by σx and σy, while the x-y-plane
is orthogonal to the beam axis. With knowledge of the luminosity one can calculate the
reaction rate R for a specific process with cross section σ as shown in equation (3.3) and
also the number of expected events N for a given period of data taking, with the integrated
luminosity over time Lint, denoted in equation (3.4).

luminosity : L = nb f N1 N2
4 π σx σy

[
cm−2 s−1

]
(3.2)

reaction rate : R = σ · L (3.3)

number of events : N = σ ·
∫
L dt = σ · Lint (3.4)

A larger instantaneous luminosity allows for a quicker collection of necessary statistic. There-
fore, one important goal for particle accelerators is to increase the instantaneous luminosity.
The LHC for example is designed for a center of mass energy of up to

√
s = 14 TeV and an

instantaneous luminosity of up to
∫
L dt = 1034 cm−2 s−1 [41].

3.2 The Large Hadron Collider at CERN

CERN is an international organization for particle physics research, established in 1954 by
20 contributing European countries and has been a leading center for particle physics ever
since. its name is derived from the French expression Conseil Européen pour la Recherche
Nucléaire, although today it is known as European Organization for Nuclear Research. It
provides several facilities and a large scientist community for different kinds of experiments.

4The name evolved from the so-called Mandelstam variables, used to describe two particle scattering.
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Earlier generations of accelerators at CERN are used as pre-accelerators for the LHC today.
The linear accelerator LINAC2 provides protons with energies of up to 50 MeV. These low
energy protons are injected into the Proton-Synchrotron Booster increasing their energy to
about 1.4 GeV. The protons are then further accelerated in the Proton-Synchrotron (PS) with
a peak energy of 28 GeV. This was the first major accelerator at CERN, starting operation
in 1959 and providing particle beams for several experiments. The last pre-acceleration stage
for the proton beam is the Super Proton Synchrotron (SPS), boosting the protons to energies
of up to 450 GeV. Earlier accelerating electrons and positrons as input for the LEP, the
protons from the SPS are finally injected into the LHC, which increases the energy up to 7
TeV per beam. Many other experiments are also provided with the proton beams of these
pre-accelerators, and the structure can also be used to provide heavy ion beams for designated
experiments. An overview of the accelerators and some of the largest experiments at CERN
is shown in figure 7.

Proton Synchrotron (PS)

Proton Synchrotron Booster (PS Booster)

Super Proton Synchrotron (SPS)

LINAC3
(ions)

LINAC2
(protons)

Large Hadron Collider (LHC)

beam energy E = 50 MeV

E = 1.4 GeV

E = 28 GeV

E = 450 GeV

up to 
E = 7 TeV

ATLAS

CMS

ALICE LHCb

Figure 7: Overview of the CERN collider complex, showing the pre-accelerators providing
proton beams with step-by-step increasing beam energy up to 7 TeV in the Large Hadron
Collider for the four largest experiments (simplified version based on [42]).

The LHC is the largest human built particle accelerator. With a total circumference of 27 km
located in a tunnel on average about 100 m below ground level at the swiss-french border in
the Geneva area, it consists of approximately 8000 di-, quadru-, sextu- and octupole magnets
focusing, stabilizing and bending the beam on a circular orbit. The strong magnetic fields
necessary to bend the high energy proton beams can only be achieved by superconducting
magnets, cooled to a temperature of 1.9 K with liquid Helium. Eight Long Straight Sections
(LSS) contain instrumentation for collimation or beam extraction, while four of them are
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used as crossing points of the two proton beams with big caverns hosting the four main
experiments at the LHC, named ALICE, LHCb, CMS, briefly discussed in the following, and
ATLAS, discussed in detail in section 3.3.

ALICE (A Large Ion Collider Experiment)
This experiment is dedicated to study the physics of strongly interacting matter and quark-
gluon plasma in nucleus-nucleus interactions in heavy ion collisions, but also analyses proton-
proton collisions [43].

LHCb (Large Hadron Collider Beauty)
The study of the decays of hadrons containing bottom (also-called beauty quark, giving the
detector its name) or charm quarks, as also looking for evidences for new physics via the
Charge-Parity-Violation (CP-Violation) is the main purpose of the LHCb experiment. [44].

CMS (Compact Muon Solenoid)
As one of the two largest multi-purpose experiments at the LHC, the main purposes of CMS
is the search for new physics beyond the Standard Model and precision measurements of
Higgs-boson properties. Its purpose and general structure is similar to the ATLAS detector,
but its assembling and technologies used are different [45].

3.3 The ATLAS experiment

The ATLAS (A Toroidal LHC Apparatus) detector is one of the two multi-purpose exper-
iments at the LHC covering a broad spectrum of particle physics with a total size of 46 x
26 x 26 m. The high luminosity and center of mass energy reached at the LHC allows for
improved precision measurements and offers a good discovery potential for new physics be-
yond the Standard Model in the TeV energy regime. The major challenge in order to observe
these rare events is to distinguish them from other processes and particles produced during
the proton-proton interaction. Figure 8 shows an overview of the ATLAS layout, consisting
of the inner detector for tracking and vertexing, electromagnetic and hadronic calorimeters
for particle energy measurements and the muon spectrometer, specially designed to detect
muons traversing the detector. The inner detector contains a superconducting solenoid mag-
net providing magnetic fields of up to 2 T, bending the tracks of charged particles to allow
for precise momentum measurements. Superconducting air-core magnets surrounding the
calorimeters provide another toroidal magnetic field to allow for muon momentum measure-
ments. The detector components are described in more detail in the following subsections
using the technical design reports for ATLAS [46, 47].

3.3.1 Geometry

The ATLAS detector has a cylindrical geometry and is composed of a barrel, covering the
central region of the detector around the interaction point of the two beams, and two end
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Figure 8: Overview of the ATLAS detector, showing the main detector components: the
Inner Detector with the Pixel detector, the Semi-Conductor (SCT) and Transition Radiation
Tracker (TRT), the Solenoid and Toroid Magnets, the Liquid Argon and Tile Calorimeters
and the outer part with the Muon Detector [48].

caps, covering the forward and backward region of the detector at the end of the central
barrel. In Cartesian coordinates, the beamline is aligned with the z-axis by definition, the
y-axis is vertical and the x-axis horizontal to ground level. The part of the detector described
by the positive z-axis is called A-side, the other one (negative z-axis) is called C-side and the
x-y-plane at z=0 is called B-side.
The trajectories of charged particles in the detector can be described by five specific helix
parameters, while three of them are defined in the x-y-plane:

• 1/pT : The reciprocal of the transverse momentum with respect to the beam-axis, used
to determine the curvature of the track of a particle.

• φ : The azimuth angle with tan(φ) = py/px and φ ∈ [−π,+π]

• d0 : The transverse impact parameter, defined as the transverse distance to the beam
axis at the point of closest approach. The sign is defined according to the reconstructed
angular momentum of the track about the axis.

Two additional parameters are defined in the R-z-plane:

• cot(θ) : The cotangent of the polar angle with cot(θ) = pz/pT and θ ∈ [0, π].

• z0 : The longitudinal impact parameter, defined as the distance of the track at the
point of closest approach to the beam in z-direction to the interaction point.
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Figure 9: Geometry of the ATLAS detector showing the orientation of the Cartesian
coordination system with coordinates x, y and z. Particle tracks are described by the polar
coordinates with the azimuth angle φ defined in the x-y-plane and the polar angle θ defined
in the R-z-plane (based on [48]).

The orientation of the coordinate system, the azimuth angle φ defined in the x-y-plane and
the polar angle θ defined in the R-z-plane are shown in figure 9.
In high energy physics, the particles move at a velocity close to the speed of light, so that
relativistic effects have to be considered. Instead of the polar angle θ one uses the pseudora-
pidity η defined in equation (3.5). The rapidity y is a Lorentz invariant expression to describe
the velocity of relativistic particles and the pseudorapidity η corresponds to the rapidity for
particles with velocities close to the speed of light and hence negligible masses compared to
their momentum m � p. Therefore these particles can be treated as massless in terms of
their pseudo rapidity.

η = − ln
[
tan

(
θ

2

)]
(3.5)

Figure 10 shows a sketch for the interpretation of the pseudorapidity η depending on the
polar angle θ of the particle four momentum axis in the geometry of the detector.
By definition, the pseudorapidity is positive in the forward region (defined by the positive
z-axis from the interaction point), and negative in the backward region. From a particle
transverse to the beam axis η(θ = 90◦) = 0 the pseudorapidity diverges to infinity for
particles close to the beam axis η(θ = 0◦)→∞ and η(θ = 180◦)→ −∞. Particles exceeding
the detector region of |η| > 4.5 can not be considered for analysis, because the calorimeters
do not cover areas exceeding this maximum pseudorapidity (i.e. no physical detector material
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Figure 10: Definition of the pseudorapidity η at the ATLAS detector depending on the
polar angle θ. The pseudorapidity is defined to be positive in the forward region, and
negative in the backward region. Close to the beamline, it diverges to infinity (based on
[48]).

is available in this region so close to the beam axis). The detectors used to reconstruct the
tracks of particles close to the interaction point actually only cover a region up to |η| < 2.5.
Another important quantity is the distance between two objects i and j. Using the polar
angle φ and the pseudorapidity η, one can calculate a defined distance ∆Rij between these
two objects via equation (3.6), which is used for isolation criteria of physics objects or for
the clustering of energy deposits to form jet objects, as described in section 4.5.

∆Rij =
√

(ηi − ηj)2 + (φi − φj)2 =
√

(∆η)2 + (∆φ)2 (3.6)

3.3.2 Inner Detector

The inner detector consists of three subsystems, the Pixel detector, the Semi-Conductor
Tracker (SCT) and the Transition Radiation Tracker (TRT) optimized for tracking and ver-
texing of transitioning particles crucial for shower reconstruction and identification of primary
and secondary vertices and is surrounded by a superconducting solenoid magnet. A detailed
view of the arrangement of the subsystems in the central detector and endcap region is shown
in figure 11.

The Pixel detector is divided into three concentrically arranged pixel module layers around the
beampipe in the central detector region and three additional discs in the forward/backward
region in the endcaps of the detector limited to pseudorapidities of |η| < 2.5. The modules
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consist of silicon sensors and readout electronics providing a high granularity crucial for the
spatial resolution necessary for vertex and track reconstruction in the high pileup (multiple
interactions per beam crossing) environment in pp collisions at the LHC. Since the Pixel
detector is the closest element to the beamline, it also has to provide sufficient radiation
hardness over the long runtime of the LHC at high instantaneous luminosity.

The Semi-Conductor Tracker (SCT), surrounding the Pixel Detector, is arranged in four
double-layers of silicon microstrip detectors and additional discs in the forward/backward
region in the endcaps of the detector limited to pseudorapidities of |η| < 2.5.

The Transition Radiation Tracker (TRT) combines tracking and identification of particles
limited to pseudorapidities of |η| < 2.0. It consists of densely packed straw tubes filled
with Xenon gas with a central wire electrode and is enclosed in polypropylene fibers. Highly
relativistic particles transitioning these materials with different dielectric constants emit tran-
sition radiation photons depending on the relativistic5 velocity p/m with a threshold around
βγ > 1 · 103 resulting in high energy depositions in the gas filled straws. These hits can be
well distinguished from low energy track ionization hits allowing for electron identification
apart from the tracking information.

The combination of the hit information of charged particles along their trajectory through
the subsystems of the Inner Detector provides high precision track and vertex reconstruction
(cf. section 4.1 and 4.2) and the magnetic field provided by the solenoid magnet additionally
allows for momentum and charge determination measuring the track curvature.

3.3.3 Calorimeter systems

The calorimeter systems of the ATLAS detector are optimized to measure the energies of
the particles produced in the pp collisions at the LHC. The calorimeter is divided into two
different types, the electromagnetic (EMCal) and hadronic (HCal) calorimeters, optimized
for different particle types as typical sampling calorimeters. A detailed view of the ATLAS
calorimeter system is shown in figure 12.

The Electromagnetic Calorimeter (EMCal), surrounding the Pixel detector and the solenoid
magnet, is designed to measure energies of particles like electrons and photons interacting
mainly via the electromagnetic interaction, producing characteristic electromagnetic showers.
The absorber consists of multiple layers of lead with Liquid Argon (LAr) as active sampling
material, providing a homogeneous response allowing for determination of the energy of
the transitioning particle. The EMCal is divided into a central barrel, endcap calorimeter
(EMEC) in the backward region and a forward calorimeter (FCal) in the forward region,
covering pseudorapidities of up to |η| < 4.9 and up to 26 radiation lengths. Three different
layers with different granularities in ∆η and ∆φ allow for good separation power of two
photons or electrons (cf. section 4.3).

5Relativistic factor defined as γ = (1− β2)−0.5 with β = v/c, velocity v of a particle and speed of light c.
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(a) Inner Detector central barrel region

(b) Inner Detector endcap region

Figure 11: Sensors and structural elements of the ATLAS Inner Detector, with the Pixel
Detector, Semi-Conductor Tracker (SCT) and the Transition Radiation Tracker (TRT) for
the (a) barrel part with the red line denoting the transition of a charged particle with a
pseudorapidity of η = 0.3 [49] and the (b) endcap region with the red lines denoting the
transition of two charged particles with a pseudorapidity of η = 1.4 and η = 2.2 [50].
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The Hadronic Calorimeter (HCal) is optimized to measure energies of neutral and charged
hadrons and is installed around the EMCal, covering up to 10 nuclear interaction lengths.
The hadronization of quarks and gluons due to the strong interaction produces hadronic
parton showers in the HCal. The absorber of the HCal is made out of steel with plastic
scintillator tiles as active sampling material in the central region. Due to higher radiation
levels in the forward/backward regions of the detector, these parts of the HCal use copper
or thungsten and Liquid Argon as passive and active material respectively. The granularity
is not as fine as for the EMCal, since single hadrons in the hadronic parton shower are not
reconstructed explicitly (cf. section 4.5).

The energy resolution σE
E of a sampling calorimeter can generally be described by the noise

term of electrons and pilup (N), mainly for low energies, the sampling due to stochastic
energy measurement fluctuations (S) for intermediate energies and the energy loss in the
sampling material (C), which is scaling with the energy, as denoted by equation (3.7).

σE
E

= N

E
+ S√

E
+ C (3.7)

Figure 12: Cut-away view of the ATLAS calorimeter system. It is composed by an
electromagnetic barrel with liquid argon (LAr) as sampling medium, a tile barrel and tile
extended barrel in the barrel region. The end-cap region consists of a hadronic (HEC)
and electromagnetic (EMEC) calorimeter and a forward (FCal) calorimeter in the forward
region [51].
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3.3.4 Muon system

While other charged particles deposit all or most of their energy in the calorimeters, muons
pass these detector components almost without any energy deposition, since they are mini-
mum ionizing particles6. Thus the most outer part of the ATLAS detector is a large muon
spectrometer identifying muons and reconstructing their momenta measuring their curva-
ture in the toroidal magnetic field induced by the air-core toroid magnets of about 0.5 T.
Monitored Drift Tubes (MDT) arranged in three cylindrical shells are used as tracking cham-
bers in the central region, while Cathode Strip Chambers (CSC) are installed for the for-
ward/backward regions. Bunch crossing identification7 for fast muon triggering is achieved
by installing Resistive Plate Chambers (RPC) in the barrel and Thin Gap Chambers (TGC)
in the forward/backward region. A detailed view of the muon system is shown in figure 13.
Combination of the information from the muon system and the Inner Detector allows for
efficient muon reconstruction (cf. section 4.4).

Figure 13: View of the muon spectrometer, showing the different spectrometer compo-
nents: the barrel and end-cap toroid creating the magnetic field, Monitored Drift Tubes
(MDT) and Cathode Strip Chambers (CSC) providing tracking information for the barrel
and end-cap region respectively, gaseous Resistive Plate Chambers (RPC) and multi-wire
Thin Gap Chambers (TGC) for bunch crossing identification [52].

6The energy loss per transition depth of minimum ionizing particles is described by the Bethe-Bloch formula,
estimating the energy deposition per flight distance within a given material.

7Bunch crossing identification is a technique for differentiation between successive beam interactions.
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3.3.5 Luminosity detectors

A very important challenge at colliders like the LHC and detectors like ATLAS is to achieve
a precise determination of the instantaneous and the integrated luminosity delivered. The
absolute luminosity delivered by the LHC is determined using so-called Van der Meer scans
[53], shifting the two beams relative to each other step by step and measuring the reaction
rate in order to gain information about the beam dimensions σx,y. The relative luminos-
ity recorded at the ATLAS detector is determined using dedicated forward detectors, with
LUCID and BCM being the most important ones. The Luminosity Cherenkov Integrating
Detector (LUCID) [54] is a Cherenkov detector with 20 optically reflecting gas tubes installed
in the forward region of the ATLAS detector (5.6 < |η| < 5.9) around the beam pipe, detect-
ing the Cherenkov radiation emitted during the interaction of charged particles in the gas
tubes in order to calculate the number of interactions per bunch crossing in the detector. The
ATLAS Beam Conditions Monitor (BCM) [55] is a radiation-hard diamond sensor located
around the beampipe at both sides of the ATLAS detector. Besides measuring the number
of collisions in the detector, its main purpose is to monitor the beam quality in real time.
If any anomalies in the beam quality occur, the BCM triggers a beam dump to protect the
ATLAS detector from radiation damage due to beam losses.

3.3.6 Trigger system

With the design value of one interaction per bunch crossing every 25 ns, the event rate in
the ATLAS detector is 40 MHz. Processing about 160 million readout channels at this high
rate exceeds current possibilities of data processing and storage. Therefore the event rates
are significantly reduced in three steps in real time, using a dedicated trigger system [56] to
identify events with interesting but rare processes and rejecting ordinary QCD events. The
first level trigger (LVL1) is purely hardware-based, reducing the event rate down to about 75
kHz with a decision time per event of less than 2.5 µs, performing fast scans of calorimeter
and muon system regions for interesting information, providing so-called Regions of Interest
(ROIs). Only information for events passing the LVL1 trigger is fully read out from all
components of the detector and stored in buffers. The event rate is further reduced down
to about 4 kHz by the software-based second level trigger (LVL2) with dedicated selection
algorithms processing the ROIs provided by the LVL1 trigger, already with a decision time of
about 40 ms due to the reduced event rate. The last trigger stage is the software-based event
filter (EF), which analyzes the full event information with a time window of a few seconds
and decreases the event rate to a final 300 Hz, suitable for permanent storage. This trigger
chain allows to filter interesting events and also deal with the large number of interactions per
bunch crossing, causing overlaying signals in the detector, called pileup. The physical data
rate is reduced from initial∼ 58 TB/s down to about 450 MB/s. Peak values measured during
RUN I in 2012 even exceeded these design values, shown in a full overview of all components,
data flow, event rates and decision times of the ATLAS trigger and Data Acquisition (DAQ)
system in figure 14 [57].
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Figure 14: The ATLAS trigger and Data Acquisition (DAQ) system, reducing the initial
event rate of 40 MHz down to about 300 Hz in three steps by the hardware based LVL1
and software based LVL2 triggers and the event filter (EF), and decreasing the data rate
from initial 58 TB/s down to about 450 MB/s (simplified version based on [57]).
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3.3.7 Data acquisition and computing

If an event passes the trigger system of the ATLAS detector, it is recorded by the Data
Acquisition (DAQ) system and fully reconstructed at a computer cluster at CERN. This
cluster is the first level of the ATLAS computing hierarchy [58] forming the worldwide LHC
Computing Grid (LCG) [59]. Starting from CERN (Tier-0), the data is distributed to a small
number of large computing centers (Tier-1), serving smaller centers (Tier-2). Additional local
centers (Tier-3) at universities only keep a small amount of replica, transferred from other
tiers for the end user. This grid provides a decentral layout guaranteeing parallel accessibility
of the data for many scientists all around the world.

3.3.8 LHC and ATLAS performance

The first beams have been successfully circulated in the LHC ring in summer 2008. On
September 19th 2008, an electrical fault occurred in sector 3-4 of the LHC during powering
tests of the main dipole circuit. The resulting electrical arc led to mechanical and electrical
damage and displacement of some dipole magnets, release of helium from the magnet cold
mass and contamination of the insulation and beam vacuum enclosures [60]. The LHC was
shut down for about 14 months for reparation, installation and intense testing of further
protection systems [61].

First beams after the forced shutdown were circulated in 2009, starting with collisions in
November 2009 with a reduced energy of 450 GeV per beam, which was increased to 3.5 TeV
per beam in March 2010. In the original operation schedule, it was foreseen to have a 2 year
long shutdown (LS1) starting 2012 after about 2 years of operation to allow for reparation
and upgrades. Due to the delay in 2008, it was decided to postpone LS1 to the beginning
of 2013 and to increase the beam energy to 4 TeV per beam for the run in 2012, due to the
very successful operation of the LHC in 2011 with promising physics outlook. Beginning of
2013, the last beams were circulated after a very successful first data taking period (RUN I,
2010-2012), followed by LS1 in 2013 and 2014 [62].

Beginning of June 2015 [63], the LHC started the second data taking period (RUN II) with
an increased energy of 6.5 TeV per beam [64]. A second long shutdown (LS2) is foreseen
for 2018 for further upgrades [65] and the upgrade to the High Luminosity LHC with an
instantaneous luminosity above 1035 cm−2 s−1 in 2021 is prepared [66]. An overview of the
run parameters for the different run periods and the design values is shown in table 6.

The ATLAS detector and its single components have already been tested even before start
of first collisions using cosmic particles passing the detector. It has delivered an excellent
data taking efficiency in RUN I with a good performance of all components. Figure 15(a)
shows the luminosity weighted relative fraction of good quality data delivery by the various
ATLAS subsystems during LHC fills with stable beams in pp collisions at

√
s = 8 TeV, and

after switching the tracking detectors on. Runs between April 4th and December 6th 2012,
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run year
√
s 〈µ〉 Nb sb Lpeak Lint

[TeV] [ns] [cm−2s−1] [fb−1]

2010 7 2.0 368 50 2.07 · 1032 0.045

RUN I 2011 7 9.1 1380 50 3.65 · 1033 5.08

2012 8 20.7 1380 50 7.73 · 1033 21.3

RUN II 2015 13 13.5 2808 25 5.00 · 1033 3.9

Design 14 23 2808 25 O(1034) -

Table 6: The LHC run parameters for RUN I [67, 68] and RUN II [64, 69] and comparison
with the design values [41], listing the center of mass energy

√
s, the average number of

interactions per bunch crossing at the ATLAS detector 〈µ〉, the number of bunches (proton
packets) in the beam Nb, the time spacing between two bunches in the beam sb, the peak
instantaneous luminosity recorded at the ATLAS detector Lpeak and the total integrated
luminosity Lint recorded at the ATLAS detector.

corresponding to a recorded integrated luminosity of
∫
L dt = 21.3 fb−1, are accounted. Data

taken up to November 10th were reprocessed with improved conditions. When the stable
beam flag is raised, the tracking detectors undergo a so-called warm start, which includes a
ramp of the high-voltage and, for the Pixel System, turning on the pre-amplifiers. At the
beginning of 2012 this applied to the SCT and Pixel Detector, but from June 1st 2012 the
configuration was changed to only include the pixel detector in the warm start and account for
any longer ramp-up time by the SCT in the DQ efficiency. The inefficiency due to this warm
start, as well as the DAQ inefficiency, are not included in the table above, but accounted for
in the ATLAS data taking efficiency.
Figure 15(b) shows the cumulative luminosity (green) of

∫
L dt = 22.8 fb−1 versus time

delivered by the LHC and
∫
L dt = 21.3 fb−1 recorded by ATLAS (yellow) during stable

beams and for pp collisions at
√
s = 8 TeV center of mass energy in 2012. The delivered

luminosity accounts for the luminosity delivered from the start of stable beams until the
LHC requests ATLAS to put the detector in a safe standby mode to allow a beam dump
or beam studies. The reduced recorded compared to the delivered luminosity reflects the
DAQ inefficiency, as well as the inefficiency of the so-called warm start. Figure 15(c) shows
the maximum instantaneous luminosity versus day delivered to ATLAS while only the peak
luminosity during stable beam periods is shown.
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(a) Overall ATLAS performance in RUN I
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Figure 15: Performance of the ATLAS detector in RUN I with the (a) luminosity weighted
relative fraction of good quality data delivery by the various ATLAS subsystems during
LHC fills with stable beams in pp collisions at

√
s = 8 TeV, and after switching the tracking

detectors on [70] and a (b) total integrated luminosity of
∫
L dt = 21.3 fb−1 with a (c) peak

instantaneous luminosity of Lpeak = 7.73 · 1033 cm−2 s−1 [68].
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4
Physics object definition and reconstruction

The identification and reconstruction of particles produced in the ATLAS detector during
the proton-proton interactions is crucial for a proper reconstruction of the full event. The
information provided by the several sub-components of the ATLAS detector (cf. chapter 3)
is used to reconstruct the paths and energies of leptons and parton showers in the detector.
An overview of the definition and reconstruction of objects relevant for this analysis is shown
in the following sections, starting with raw tracks in section 4.1 originating from vertices
described in section 4.2. The lepton selection is restricted to electrons in section 4.3 and
muons in section 4.4. Parton showers are combined to non-physical but very important
objects called jets, discussed in section 4.5. Neutrinos traversing the detector only contribute
to the missing transverse energy as discussed in section 4.6.

4.1 Tracks

The trajectories (tracks) of charged particles traversing the ATLAS detector are reconstructed
using the information from the Pixel, SCT and TRT detector components, where these
particles deposit a small fraction of their total energy (referred to as a hit). Several different
algorithms process these hit points to reconstruct outgoing tracks starting from seeds close
to the interaction point (inside-out) and extrapolate them to the TRT. Another algorithm
starts with seeds in the TRT and reconstructs the tracks backwards towards the inner parts
of the detector. Both reconstructed tracks are combined to increase the track reconstruction
efficiency [71]. Figure 16 shows the reconstruction efficiency as a function of the transverse
momentum pT and pseudo rapidity η of the tracks for 2012 data at

√
s = 8 TeV.

35



Physics object definition and reconstruction Search for tt̄ resonances

 [GeV]
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

E
ff
ic

ie
n
c
y

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

ATLAS Preliminary

Simulation

ATLAS

(a) Reconstruction efficiency vs. pT

η
3 2 1 0 1 2 3

E
ff
ic

ie
n
c
y

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

ATLAS Preliminary

Simulation

ATLAS

(b) Reconstruction efficiency vs. η

Figure 16: Inner Detector tracking efficiency defined as number of matched tracks com-
pared to number of generated charged particles versus (a) track pT and (b) track η for 2012√
s = 8 TeV data [72].

4.2 Vertices

A vertex in particle physics describes a point of interaction between at least two particles
with two or more tracks originating from this point. The vertex with the largest sum of
|p2

T,i| of associated tracks i reconstructed in the Inner Detector (cf. section 4.1) is referred
to as the primary vertex. Depending on the average number of interactions per event µ,
multiple interaction points can be reconstructed in one event, which is called pileup. Figure
17 shows the average number of vertices 〈nvtx〉 versus the average number of interactions µ
at the ATLAS detector for simulation and 2012 data at

√
s = 8 TeV. The identification of

secondary vertices, which are caused by the decay of B-hadrons, and the associated jets is
crucial for the technique of b-tagging (cf. section 4.5.6). Details on the expected vertexing
performance can be found in [71].
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Figure 17: Average number of vertices 〈nvtx〉 vs. the average number of interactions µ for
(a) simulation and (b) data for 2012

√
s = 8 TeV data [73].
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4.3 Electrons

Electrons traversing the ATLAS detector are identified using the track information provided
by the Inner Detector and are reconstructed from energy depositions in the electromagnetic
(EM) calorimeter. The reconstruction is limited to the central detector region of |η| < 2.47.
A brief overview over the different steps for electron reconstruction and identification is given
in the following, more details can be found in [71, 74].

4.3.1 Electron reconstruction

Charged particles like electrons deposit fractions of their energy in multiple EM calorimeter
cells. The η−φ space of the EM calorimeter is divided into towers of energy corresponding to
the granularity of the EM calorimeter middle layer combined with the pre-sampler detector.
A sliding-window algorithm [75] searches for clusters of towers with ET > 2.5 GeV, which
are used as seed-clusters for the electron-track candidate reconstruction. The reconstructed
tracks from the Inner Detector are loosely matched to these seed-clusters to form electron-
candidates. The energy of these electron candidates is taken from the combined cluster energy
from the calorimeter layers as well as the pre-sampler, while the momentum information is
taken from the track, if a sufficient amount of hits in the Pixel and SCT components can be
found. Figure 18 shows the electron reconstruction efficiency as a function of the transverse
energy pT and pseudo rapidity η of the electrons for 2012 data at

√
s = 8 TeV.

4.3.2 Electron identification

Information about the shape of the electromagnetic shower and quality of reconstructed tracks
associated to the electrons provides various discriminants for electron identification. Three
different sets corresponding to a different selection efficiency for real electrons and rejection
of fake backgrounds are provided, denoted as loose, medium and tight. The discriminating
variables used in the definitions are listed in table 7. In order to provide an identification
efficiency independent of the pT and η of the electrons, these cut requirements are varied as
a function of pT and η. The transition region between the barrel and endcap calorimeter
(denoted by the region 1.37 < |η| < 1.52) suffers from a significantly reduced efficiency and
resolution and is usually excluded in analysis. An updated set of definitions with slightly
tighter cuts on the given variables are denoted as ”++” definitions (e.g. medium++). Figure
19 shows the combined electron identification and reconstruction performance as a function of
the transverse energy pT and pseudo rapidity η of the electrons for 2012 data at

√
s = 8 TeV.
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Figure 18: Electron reconstruction efficiency as a function of (a) electron ET and (b)
electron η comparing between 2011 data at

√
s = 7 TeV and 2012 data a

√
s = 8 TeV [74].
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Figure 19: Combined electron identification and reconstruction efficiency as a function of
(a) electron ET and (b) electron η for 2012 data at

√
s = 8 TeV [74].
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Name Description Variable

Loose selection

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter
to ET of the EM cluster (used over the range |η| < 0.8 or
|η| > 1.37)

RHad1

Ratio of ET in the hadronic calorimeter to ET of the EM
cluster (used over the range |η| < 0.8 or |η| > 1.37)

RHad

Middle layer of
EM calorimeter

Lateral shower width,

Wη2 =
√(∑

Eiη2
i

)
/
(∑

Ei
)
−
((∑

Eiηi
)
/
(∑

Ei
))2

where Ei is the energy and ηi is the pseudorapidity of cell i
and the sum is calculated within a window of 3× 5 cells

Wη2

Ratio of the energy in 3 × 7 cells over the energy in 7 × 7
cells centered at the electron cluster position

Rη

Strip layer of EM
calorimeter

Shower width, wstot =
√(∑

Ei(i− imax)2
)
/
(∑

Ei
)

where
i runs over all strips in a window of ∆η×∆φ ≈ 0.0625×0.2,
corresponding typically to 20 strips in η, and imax is the
index of the highest energy strip

wstot

Ratio of the energy difference between the largest and sec-
ond largest energy deposits in the cluster over the sum of
these energies

Eratio

Track quality Number of hits in the pixel detector nPixel

Number of total hits in the pixel and SCT detectors nSi

Track-cluster
matching

∆η between the cluster position in the strip layer and the
extrapolated track

∆η1

Medium selection (including loose criteria)

Back layer of EM
calorimeter

Ratio of the energy in the back layer to the total energy in
the EM accordion calorimeter

f3

Track quality Number of hits in the B-layer (discriminates against pho-
ton conversions)

nBlayer

Transverse impact parameter d0

TRT Total number of hits in the TRT nTRT

Ratio of the number of high-threshold hits to the total
number of hits in the TRT

FHT

Tight selection (including loose and medium criteria)

Track-cluster ∆φ between the cluster position in the middle layer and
the extrapolated matching track

∆φ2

Ratio of the cluster energy to the track momentum E/p

Conversions Veto electron candidates matched to reconstructed photon
conversions

isConv

Table 7: Definition of discriminating variables applied for loose, medium and tight electron
identification provided for an electron selection with specific purity [74].
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4.4 Muons

The reconstruction of muons is mainly based on the hit and track information from the
muon spectrometer in combination with the tracks reconstructed in the Inner Detector, but
also hit information from the calorimeters is taken into account. The muon identification is
performed with different muon types, depending on the reconstruction criteria and available
information in the Inner Detector (ID), Muon Spectrometer (MS) and calorimeters.

• Standalone : Muons are reconstructed only from the MS information and extrapolated
to the interaction point taking into account the estimated energy loss of the muon in
the calorimeters.

• Combined (CB) : The reconstruction is performed separately using information from
the ID and MS and afterwards combined to one track using STAtistical COmbination
(STACO). This type of muons is commonly used in analysis.

• Segment-tagged (ST) : A track reconstructed from ID information is extrapolated
to the MS and has to be associated with at least one local track segment in the MS.

• Calorimeter-tagged (CaloTag) : A track reconstructed from ID information is ex-
trapolated to the calorimeter and has to be associated to an energy deposit in the
calorimeter compatible with a minimum ionizing particle.

Figure 20 shows the muon reconstruction performance as a function of the transverse mo-
mentum pT and pseudo rapidity η of the muon for 2012 data at

√
s = 8 TeV for the different

muon types. More details on muon reconstruction and identification can be found in [71, 76].

20 40 60 80 100 120

E
ffi

ci
en

cy

0.96

0.97

0.98

0.99

1

MC

Data

 ATLAS
ID Tracks

-1L = 20.3 fb

 = 8 TeVs

| < 2.5η0.1 < |

 [GeV]
T

p

20 40 60 80 100 120

D
at

a 
/ M

C

0.995
1

1.005

(a) IDmuon reco efficiency vs. pT

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

E
ffi

ci
en

cy

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

CB, MC CB, Data

CB+ST, MC CB+ST, Data

CaloTag, MC CaloTag, Data

 ATLAS

Chain 1  Muons = 8 TeVs
-1L = 20.3 fb  > 10 GeV

T
p

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

D
at

a 
/ M

C

0.98
1

1.02

(b) muon reco efficiency vs. η

Figure 20: Muon reconstruction efficiency measured in Z → µµ events for muons with
pT > 10 GeV (a) as a function of pT for ID muons and (b) as a function of η for different
muon reconstruction types for 2012 data at

√
s = 8 TeV [76].
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4.5 Jets

A parton shower consists of several secondary particles produced during the process of
hadronization of quarks and gluons depositing their energy in the calorimeters. Most of the
energy of these showers is deposited in the hadronic calorimeter but is usually also accom-
panied by hits in the electromagnetic calorimeter and Inner Detector due to the presence of
charged particles in the parton shower. These hits form clusters of energy, which are grouped
to so-called topoclusters. To avoid dealing with too many distinct energy signatures, these
groups are combined to a so-called jet, which is usually defined by a given radius, denoting
the characteristic conical shape of parton showers. These objects have to be calibrated and
can be further analyzed for substructure and identifying the flavor of the initial partons.
These procedures will be discussed in detail in the following.

4.5.1 Topoclusters

The energy depositions of traversing particles in calorimeter cells are summed to form clusters,
which are locally calibrated to account for energy deposited outside the cluster and in dead
material. Beside the sliding window algorithm e.g. used for electron reconstruction (cf. section
4.3), the jet reconstruction uses so-called topoclusters as input. Starting with a seed cell
above a large energy threshold tseed, neighboring cells of the same cluster exceeding a given
low energy threshold tcell defined by a function of the expected noise are added, resulting in
a topocluster with a variable number of associated cells compared to the fixed-size clusters
produced by the sliding-window algorithm. A neighboring cell can serve as an additional
seed if it exceeds a medium energy threshold tneighbor. The low threshold tcell ensures that
tails of showers are not discarded, while the higher thresholds for seeds tseed and neighbors
tneighbor effectively suppress both electronics and pileup noise, which designates them also for
reconstruction of missing transverse energy (cf. section 4.6).

4.5.2 Jet reconstruction

The reconstruction and i.e. determination of the momentum of jets as a non-physical object is
a non-trivial calculation. A proper jet definition should be independent of non-perturbative
effects like underlying events due to multiple interactions per bunch crossing or hadronization
and should be infrared safe (independent of soft radiations) as well as collinear safe (indepen-
dent of collinear splitting). Available reconstruction algorithms can basically be divided into
cone and cluster algorithms. Cone algorithms are based on the maximization of the energy
within a geometric cone, starting with a certain seed and combining all jet-candidates within
a given radius to this seed to form a jet cone. Cluster algorithms are based on the pair-wise
combination of objects into final jets. This thesis focuses on cluster algorithms, which are
based on the calculation of the distance dij between two jet-candidates i and j. This distance
is calculated using equation (4.1) with the transverse energy ET,i = |~pT | of a cluster i and
calculates all possible combinations for dij .
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dij = min
(
E2m

T,i , E
2m
T,j

) (∆Rij)2
R

diB = E2m
T,i (4.1)

The variable diB defines the distance of the jet-candidate i to the beam line and (∆Rij)2

the radial distance between two jet-candidates in the (η − φ)-plane (cf. equation (3.6)). If
the distance of a jet-candidate to the beam is smaller than to any other jet-candidate, it is
considered as a final jet and not taken into account in further calculations anymore. Otherwise
two jet-candidates with the closest distance dij are combined to a new jet-candidate. Using
the R variable, one can define a radius for the jets, determining the distance at which a jet
is resolved from another jet compared to the beamline. A differentiation between three jet
reconstruction algorithms is provided by altering the exponent parameter m of the calculation
of the minimum transverse energy in equation (4.1).

kt jet reconstruction algorithm
The kt algorithm [77, 78] allows for a reverse parton shower with m = +1, which leads to
a preferred combination of low pT jet-candidates first. This algorithm allows for detailed
studies of jet substructure variables. The specific calculation of the distance dij for the kt
algorithm results in equation (4.2).

dktij = min
(
E2

T,i, E
2
T,j

) (∆Rij)2
R

(4.2)

anti-kt reconstruction jet algorithm
The anti-kt jet algorithm [79] with m = −1 combines high pT jet-candidates first and clusters
lower pT jet-candidates to it afterwards. This leads to a conical jet shape centered around the
highest pT clusters and allows for a fair share between two overlapping hard jets, while the
assignment depends on the relative pT and their distance. Equation (4.3) shows the specific
calculation of the distance dij for the anti-kt algorithm.

danti-kt
ij = min

(
E−2

T,i, E
−2
T,j

) (∆Rij)2
R

(4.3)

Cambridge/Aachen jet reconstruction algorithm
The Cambridge/Aachen (C/A) jet algorithm [80, 81] describes a more simple reconstruction
algorithm. While the kt and anti-kt algorithms consider the transverse energy pT of the
different jet-candidates, the C/A algorithm ignores this information and simply combines
objects with the smallest distances to each other, by setting the exponent parameter to
m = 0, as shown in equation (4.4). This algorithm can improve the single-jet mass resolution,
removing small and peripheral subjets.

d
C/A
ij =

(
∆Rij

)2
R

(4.4)
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(a) kt jet reconstruction algorithm

(b) Cambridge/Aachen jet reconstruction algorithm

(c) anti-kt jet reconstruction algorithm

Figure 21: A comparison of the resulting jet-shape of the most common jet reconstruction
algorithms used at ATLAS, showing an event reconstructed with a jet cone radius of R = 1.0
for the (a) kt, (b) Cambridge/Aachen and (c) anti-kt jet reconstruction algorithm in the
(y − φ)-plane [79].
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Comparison of the jet algorithms
A comparison of the jet reconstruction for one specific event on parton-level together with
many random soft objects, so-called ghosts, projected on the y−φ plane and using a jet radius
parameter of R = 1.0, is shown in figure 21, illustrating the active catchment areas of the
resulting hard jets for each reconstruction algorithm. The plot for the kt algorithm in figure
21(a) shows non-conical shapes and that the highest pT cluster is not always the center of
the reconstructed jet. The Cambridge/Aachen algorithm shown in figure 21(b) also denotes
non-conical shapes, but the reconstructed jets are build around the highest pT cluster. For
both of these algorithms, the jet shape is defined by the added ghosts. The most intuitive
behavior is achieved by the anti-kt algorithm shown in figure 21(c) with conical shapes and
centered high pT clusters of the reconstructed jets and also energy entries of overlapping jets
are properly assigned to the highest pT jet close-by.

4.5.3 Jet calibration

The reconstructed jets are calibrated to account for additional effects in the detector com-
ponents, affecting the jet kinematics. A pileup correction derived from MC simulations is
applied as a function of the number of the reconstructed primary vertices per event NPV

(actual collisions in a given event) and expected average number of interactions µ, which
accounts for in-time pileup (multiple interactions within one event) and out-of-time pileup
(effects from preceding/subsequent interactions). Also an origin correction is applied, chang-
ing the jet axis such that it is pointing back to the primary vertex instead of the nominal
center of the ATLAS detector as well as a correction of energy and pseudorapidity derived
from comparisons with truth1 jets from MC simulation. To account for differences in MC
and data, the last step is a residual in-situ correction2 applied to jets reconstructed from real
data events [82].

4.5.4 Jet trimming

Ideally a jet only consists of the particles from a hard scattering event. In reality the in-
coming states already radiate before scattering, so-called initial state radiation (ISR), or
interact multiple times (MI) and also effects from pileup have a degrading impact on the re-
construction of jets. Especially boosted topologies are affected, where large radius jets with
R ≥ 1.0 are used to collect all the collimated decay products from e.g. top quark decays.
In order to reduce the contamination from ISR, MI or pileup in such large radius jets, the
technique of trimming provides a powerful suppression. Therefore the initial large radius jets
are declustered into subjets with a smaller jet radius Rsub, rejecting soft contributions with
a transverse momentum smaller than a given fraction fcut of the original jet and rebuilding
the initial jet from the remaining subjets. This procedure has proven to achieve significant
improvement in event reconstruction [83].
1Truth information is provided in MC samples, documenting the exact identities and decay chains of particles.
2Residual in-situ corrections are based on real data (in-situ), correcting/calibrating the remaining issues
(residual) not accounted for by the preceding corrections/calibrations.
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4.5.5 Jet vertex fraction

The Jet Vertex Fraction (JVF) variable is an important estimate of the pileup contribution
in a reconstructed jet object, i.e. for small radius jets. The jet reconstruction algorithms do
not apply any pileup suppression techniques, while the JVF measures the probability of a jet
to originate from a specific primary vertex, which provides a separation power between jets
from hard scatter and those originating from additional interactions. Figure 22 shows the
discrimination power of the JVF variable and the jet selection efficiency as a function of the
jet pT for different JVF cut values for 2012 data at

√
s = 8 TeV. Further information can be

found in [84].
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Figure 22: Jet Vertex Fraction (JVF) variable (a) discrimination power and (b) jet selec-
tion efficiency as function of the jet pT to differentiate between hard scatter jets from the
main interaction point and pileup jets from other interactions [84].

4.5.6 B-tagging

B-quarks originating from the decay of particles produced during the proton-proton collision
(e.g. top quarks) hadronize and form B-hadrons. These composite particles have a lifetime
of the order of a few picoseconds, allowing them to traverse a distance of the order of a few
millimeters before decaying into other particles. This decay results in a secondary vertex,
which can be clearly separated from the primary vertex of the hard proton-proton interaction,
allowing for an efficient identification of jets originating from b-quarks. The most common
algorithm for b-tagging is the MV1 tagger, which represents a neural network based on
the discriminating variables of impact parameter (IP3D), secondary vertex (SV1 ) and more
refined (JetFitter) b-tagging algorithms. The resulting MV1 tag weight is interpreted as
probability for a jet to originate from a b-quark. Using the distribution of tag weights, one
can choose a working point for the analysis with a specific efficiency and background rejection.
Figure 23 shows the b-tagging performance as a function of the transverse jet momentum pT

and the light-jet rejection vs. b-jet efficiency for 2012 data at
√
s = 8 TeV [85].
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Figure 23: Tagging efficiencies for the MV1 tagger (a) for b-jet vs light jet rejection and
(b) for b-, c- and light-flavor jets vs. jet pT [85].

4.5.7 Top tagging

The identification of jets containing all decay products of a hadronic top decay is a big
challenge especially in boosted topologies. While the decay products, i.e. jets, are usually well
separated in resolved topologies and can be reconstructed independently, they are strongly
collimated in boosted topologies resulting in overlapping, indistinguishable objects. Therefore
these hadronic top decays in boosted topologies are usually reconstructed with large radius
jets. Large radius jets originating from top decays have a higher mass and pT compared to
jets from QCD processes, taken as a first simple requirement for a tagging decision for top
jets. For a more significant identification of these objects as top jets, one can analyze their
substructure. The most common algorithms for top tagging analyze jets clustered with the
C/A or kt jet reconstruction algorithm, since these algorithms combine hardest objects last
and allow for a proper declustering, a reversed clustering procedure (cf. section 4.5.2). A
basic substructure information is provided by the splitting distance

√
dij between two jets

i and j, i.e. for the first two subjets
√
d12 obtained from the first declustering step of the

large jet, which is a measure for the momentum fraction of the two hardest subjets within
the large jet (i.e. for the kt declustering compare with equation (4.2)). These rather simple
cuts are e.g. used by the ATLAS tagger also used in the analysis in this thesis. Another
variable is the so-called N-subjettiness τN and ratios τij = τi

τj
, which describes how well jets

can be described as containing N or fewer subjets [86].

τN = 1
d0

∑
k

pT,k ·min (∆R1k,∆R2k, ...,∆RNk) d0 =
∑
k

pT,k ·R (4.5)

A more detailed analysis of jet substructure is performed e.g. by the HEPTopTagger
[87, 88], which analyzes triplets of subjets (due to the three decay products t→Wb→ qq̄′b).
Masses of the subjet combinations mij and mijk allow for a more precise identification of
the subjet components and constraints, since for e.g. the mass of a combination of two
subjets should add up to the mass of a W-boson. A more detailed discussion of the top
tagging technique with the HEPTopTagger is given in context of a top tagging study in
the lepton+jets tt̄ environment presented in chapter 11.
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4.6 Missing transverse energy

Particles obeying only the weak interaction, like neutrinos, traverse the ATLAS detector
while depositing hardly any energy in the detector material. While these particles can not be
detected directly (i.e. their energy can not be measured from explicit energy depositions in
the detector), they can be analyzed indirectly. The vectorial sum of the transverse momenta
of all decay products of the proton-proton interaction in the center of mass system of the pp
pair must cancel out, while these weakly interacting particles leaving the detector cause an
imbalance in the momentum sum in the transverse plane, referred to as missing transverse
energy Emiss

T . It is estimated calculating the vector sum of all reconstructed particles detected
in the ATLAS detector and also taking non assigned calorimeter cells and proper energy scales
into account. An important challenge is the treatment of pileup, which is accounted for by
applying a soft term vertex fraction (STVF), including contributions from low pT < 20 GeV
jets and tracks not associated to physical objects, similar to the technique applied for the
jet vertex fraction (JVF) (cf. section 4.5.5). Figure 24 shows the Emiss

x and Emiss
y resolution

vs. the scalar sum of transverse energy in the event with and without pileup suppression via
STVF for 2012 data at

√
s = 8 TeV. Further information can be found in [89].
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Figure 24: Emiss
x and Emiss

y resolution comparing all MC samples (a) before pileup sup-
pression and (b) with pileup suppression via STVF [89].

The information of missing transverse energy is not sufficient for the full reconstruction of
a neutrino leaving the detector, since the longitudinal component is missing. This issue is
usually handled by a constraint on the combined system of the lepton and reconstructed
neutrino from the W-decay, as discussed in section 6.3.1 for the analysis in this thesis.
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5
Data and Monte Carlo samples

The strategy of the analysis presented in this thesis is to compare spectra produced from real
recorded data with Standard Model predictions from simulations. Therefore both data types
are processed through the same reconstruction algorithms for the ATLAS detector. Signal
and background processes producing jets and prompt leptons are simulated using Monte
Carlo (MC) generators. These simulations are processed through the full ATLAS detector
simulation [90], based on GEANT4 [91] or a fast simulation using parametrized showers in
the calorimeters [92]. Additional simulated proton-proton collisions generated using Pythia
v8.1 [93] are overlaid to simulate the effects of additional collisions from the same and nearby
bunch crossings. All simulated events have to fulfill the same quality requirements and the
full analysis chain and reconstruction as for data, while the simulated trigger and selection
efficiency is corrected to match the performance observed in data.
Details on the used dataset are presented in section 5.1, while Monte Carlo samples for
background estimation are discussed in section 5.2. Simulation of benchmark signal models
are described in section 5.3. A list of the exact dataset names of the considered Monte Carlo
samples can be found in the appendix in A.2.

5.1 Dataset

The analysis is based on the full dataset recorded in RUN I during the 2012 data taking
period of proton-proton collisions at a center of mass energy of

√
s = 8 TeV with the ATLAS

experiment, providing a total integrated luminosity of
∫
L dt = 21.3 fb−1 with a peak

instantaneous luminosity of Lpeak = 7.73 · 1033 cm−2 s−1 and an average of 〈µ〉 = 20.7
interactions per bunch crossing (cf. section 3.3.8). After applying data-quality requirements
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for good running conditions for both LHC and ATLAS machines in all parts, a Good for
Physics dataset is selected with remaining

∫
L dt = 20.3 fb−1 considered in the analysis.

The evolution of the amount of data in RUN I during the 2012 data taking period delivered
by LHC, recorded by ATLAS and tagged as Good for Physics is shown in figure 25.
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Figure 25: Good for physics 2012 ATLAS dataset integrated luminosity of
∫
L dt =

20.3 fb−1 after applying good run conditions for all LHC and ATLAS machine components
[68].

Events are selected with a single lepton trigger, i.e. EF_e24vhi_medium1 OR EF_e60_medium

for the Egamma stream and EF_mu24i_tight OR EF_mu36_tight for the Muon stream.
These are EventFilter (EF) triggers (triggered at level 1 and confirmed at the high level
trigger) for electrons (e) or muons (mu) with a given cut on the lepton pT, applying isolation
(i) and specific identification criteria (medium, tight, cf. section 4.3.2 for electrons and sec-
tion 4.4 for muons). The EF_e24vhi_medium trigger additionally uses a varied η threshold
(v) as coarse dead material correction and a hadronic core isolation (h). These triggers are
available for the full dataset and all run periods.
A fraction of the recorded data during the 2012 data taking was not reconstructed directly,
but stored for later reconstruction, since the computing bottleneck for dealing with the huge
amounts of data is not storage, but processing CPU power. This so-called Delayed stream uses
a low pT large radius jet trigger EF_j220_a10tcem_delayed (central |η| < 3.2 (j), pT > 220
GeV, full-scan1 anti-kt R = 1.0 (a10) reconstructed jet, reconstructed from topoclusters (tc)
calibrated on electromagnetic (em) scale). The trigger is emulated from the level 1 L1_J75
1The reconstruction can either use only specific regions of interest (ROI) or a full-scan of the calorimeter
information.
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(central |η| < 3.2 (j), pT > 75 GeV) jet trigger and the level 2 L2_j165_c4cchad (central
|η| < 3.2 (j), pT > 75 GeV, ROI with R = 0.4 (c4) reconstructed jet using calorimeter cells
(cc) and calibrated on EM+JES (had) scale) jet trigger.
While the benefit of adding events from the Delayed stream for the e+jets channel was found
to be marginal and therefore is not taken into account in this analysis, the Delayed stream can
be used to recover an intrinsic muon trigger inefficiency due to a lack of geometric coverage
of the muon chambers. Figure 26 shows the efficiency of the muon triggers in the central
and forward region, stating a plateau efficiency of about 80%. The acceptance of the µ+jets
channel is significantly increased by the addition of the Delayed stream, e.g. by about 20-
25% for a Z ′ resonance at 3000 GeV in the context of the analysis in this thesis as denoted
in figure 27, comparing the selection efficiency with and without addition of the Delayed
stream. To avoid double counting with the muon selection, only events failing the muon
triggers mentioned before are considered. Since recording of events for the Delayed stream
was only activated starting in period B, the Delayed stream corresponds to a reduced total
integrated luminosity of

∫
L dt = 17.4 fb−1 and its simulation is normalized accordingly.
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Figure 27: Selection efficiency vs. the true invariant tt̄ mass mtruth
tt̄

for a Z ′ resonance
with a mass of 3000 GeV with and without addition of the Delayed stream in the µ+jets
channel in a selection for a boosted topology. The bottom panel shows the direct comparison
between the two cases in a ratio plot.
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5.2 Simulated background samples

Since the characteristic signature of the decay of a tt̄ pair via the lepton+jets channel can
also result from other background processes, these contributions have to be estimated for
the analysis for a reasonable comparison to the recorded data. This section describes the
Monte Carlo simulation samples used for background estimation. All standard background
MC samples are generated using the cteq6l1 NLO PDF set. Specific samples for estimation
of systematic uncertainties use different PDF sets, as stated in detail in section 8.3. Details
on the generators and tunes can be found in [8].

5.2.1 tt̄

The dominant but also irreducible background for this analysis are Standard Model tt̄ pro-
cesses. These processes are simulated with the Powheg+Pythia generators. The Powheg
event generation is tuned with the hdamp parameter2, set to a reference top mass of 172.5
GeV in order to achieve good agreement with the differential cross section measurements.
To achieve better statistic in regions of large invariant tt̄ masses mtt̄, specific mass slices are
used for masses above mtt̄ > 1 TeV and combined with the standard sample, while ensuring
orthogonality. Events from all tt̄ samples are re-weighted to account for interference with
diagrams of electroweak processes (more details in [95]). The Feynman diagram for this
process decaying in the lepton+jets channel is given in figure 4.
Alternative tt̄ samples are used to evaluate systematic uncertainties, such as using different
event generators, variation of the reference top mass or modified tunes for initial and final
state radiation (cf. section 8.3.1). Another set of samples using the alternative CT10NLO
PDF set is used for estimation of the PDF uncertainty (cf. section 8.3.5).

5.2.2 V+Jets

The major background in this analysis originates from single W -boson production in as-
sociation with jets (W+Jets). These processes are simulated with the Alpgen+Pythia
generators including samples with exactly 0-4 (exclusive) and 5 or more (inclusive) addi-
tional3 light jets (from u, d, s quarks) for W → ` + ν` processes and also from 0-2 exclusive
and 3 inclusive heavy quarks (single c, and cc̄ or bb̄ pairs), taking into account the masses of
these heavy quarks. Special samples filtered for a truth-level ungroomed4 jet with pT > 250
GeV are added orthogonally for improved statistic in boosted topologies. The normalization
and heavy flavor composition of the W+Jets background is corrected for inaccuracies using
a data-driven procedure, as described in more detail in chapter 7.
Standard Model processes with single Z-boson production in association with jets (Z+Jets)
are simulated with the Alpgen+Pythia generators using a similar configuration as for

2The hdamp variable is a control parameter for high pT radiation which was set to infinity in earlier samples,
leading to a downward trend in data/MC comparisons.

3A general reference to W+Jets in the following also includes samples with no additional jet.
4An ungroomed jet has no pileup correction (filtering, pruning, trimming) applied.
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the W+Jets samples with different jet multiplicities for soft (Z → ``+light jets) and hard
(Z → ``+hard jets, i.e. cc̄ or bb̄ pairs) processes. These processes contribute to a single
lepton signature if e.g. a produced lepton is rejected or misidentified, or, in the case of a
hadronically decaying Z-boson, if a lepton from another process or shower is falsely selected.
Exemplary Feynman diagrams for W+Jets and Z+Jets processes are given in figure 28.
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Figure 28: Feynman diagrams for V+Jets background processes for (a) W+Jets and (b)
Z+Jets production (only main production channels, charge conjugations can be applied).
Additional jets may result from initial and final state radiation.

5.2.3 tt̄+V

Production of a tt̄ pair in association with a single vector boson is simulated using the
Madgraph+Pythia generators for W - or Z-bosons and also with additional jet production.
Exemplary Feynman diagrams for tt̄+V processes are given in figure 29.
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Figure 29: Feynman diagrams for tt̄+V background processes, differentiating between (a)
tt̄+W and (b) tt̄+Z production (only main production channels, charge conjugations can
be applied). Additional jets may result from initial and final state radiation.

5.2.4 Diboson

The Sherpa generator is used for estimation of the diboson background for production of two
W - or Z-bosons and also events with mixed vector boson identities in different decay modes
are considered. Exemplary Feynman diagrams for diboson processes are given in figure 30.
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Figure 30: Feynman diagrams for diboson background processes, differentiating between
the (a) t- and (b) s-channel (only main production channels, charge conjugations can be
applied).
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5.2.5 Single top

Also the production of single top quarks is considered using the Powheg+Pythia generators
in the s- and Wt-channel as well as in the t-channel specifically generated for top and anti-
top identities. Alternative single top samples are used for estimation of the PDF uncertainty
using the alternative CT10NLO PDF set (cf. section 8.3.5). Exemplary Feynman diagrams
for single top processes are given in figure 31.
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Figure 31: Feynman diagrams for single top background processes, differentiating between
the (a) s-, (c) t- and (b) Wt-channel (only main production channels, charge conjugations
can be applied).

5.2.6 Multijet (Data-driven)

Background from sources of non-prompt leptons, which is mainly due to QCD multijet pro-
duction, suffers from large systematic and statistical uncertainties for simulation and hence
is estimated from data. Since the lepton selection used in the analysis is too tight for a statis-
tically significant study of this background, a looser quality requirement is applied as lepton
selection to investigate the phase space regions dominated by QCD multijet events. All other
event topology and kinematic criteria are kept identically to the signal region selection, in
order to avoid additional systematic uncertainties.
The background is estimated using the so-called matrix method, which disentangles the mix-
ture of prompt leptons originating from W/Z bosons and the multijet background with
non-prompt leptons. Two variables are defined, reflecting the probability that a loose lepton
from each of these two categories also passes the tighter signal selection, the efficiency ε for
prompt leptons and the false-identification rate f for non-prompt leptons. These parameters
are derived from data.
The total number of events with loose leptons passing the full signal selection, except for
using the loose lepton definition, is defined as

Nloose = Nprompt +NQCD (5.1)

While the fraction of events with leptons also passing the tight selection can be written as

Ntight = ε ·Nprompt + f ·NQCD (5.2)

given the efficiency ε and the false-identification rate f as defined above. Defining similarly
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anti-tight events with loose leptons failing the tight selection Nanti-tight as

Nanti-tight = (1− ε) ·Nprompt + (1− f) ·NQCD (5.3)

one can estimate the QCD contribution in the signal region as

f ·NQCD = (ε− 1) · f
(ε− f) Ntight + ε · f

(ε− f) Nanti-tight (5.4)

Beside this overall QCD yield estimation, also kinematic distributions can be provided for
the multijet background, calculating a weight for each event with the described pre-selection
based on equation (5.4) with (Ntight, Nanti-tight) = (0, 1) or (1, 0). For the calculation of the
W+Jets scale factors (cf. chapter 7), this procedure is also performed for pre-tagged (no
b-tagging applied) events (cf. section 6.2).

5.3 Simulated signal samples

Monte-Carlo simulations for specific Beyond the Standard Model theories (cf. section 2.6)
are generated to test for compensations of potential deficits/excesses in the comparison of
data with the predictions from background processes.

5.3.1 Leptophobic topcolor Z ′

A narrow leptophobic topcolor Z ′ resonance is simulated with default Pythia8 SSM Z ′

generator settings and the MSTW2008LO PDF set, corresponding to a width of about
∼ 3% for masses from 400 up to 3000 GeV. The cross sections are calculated at leading order
(LO) in QCD using QTEQ6L1 PDFs and multiplied by a k-factor5 of 1.3 to account for
LO→NLO corrections. The predicted cross sections for specific masses for a Z ′ resonance
are given in table 8, ranging from 45.66 pb−1 for a mass of 400 GeV down to 1.47 nb−1 for 3000
GeV. The branching ratio to tt̄ for the given model for a width of 1.2% is BR(Z ′ → tt̄) = 33%
for resonance masses above 1 TeV [95].

5.3.2 Randall-Sundrum Kaluza-Klein graviton GKK

A narrow RS Kaluza-Klein graviton GKK resonance is simulated with Madgraph5 event
generator and interfaced with Pythia8 using the CTEQ6L1 PDF set. The width for this
resonance varies from about 2.8% for a mass of 400 GeV up to 6.2% for a mass of 2500 GeV.
No LO→NLO correction is applied. The predicted cross sections for specific masses for a RS
Kaluza-Klein graviton GKK resonance are given in table 9, ranging from 1.943 pb−1 for a
mass of 400 GeV down to 23.45 µb−1 for 2500 GeV. The branching ratio to tt̄ for the given
model is BR(GKK → tt̄) = 65% up to 68% for resonance masses of 1 to 2.5 TeV [95].

5If only leading order contributions are considered for a given sample, the impact of higher orders can be
estimated without performing a specific calculation, but providing a global so-called k-factor, which is used
to scale the contribution of the given sample accordingly.
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mZ′ [GeV] ΓZ′ [%] σLO(Z′)× BR × 1.3 [pb] DS ID

400 2.86 45.66 110899

500 2.94 24.63 110901

750 3.05 5.65 110902

1000 3.10 1.66 110903

1250 3.12 0.566 110904

1500 3.14 0.213 110905

1750 3.15 0.0853 110906

2000 3.16 0.0357 110907

2500 3.17 0.00687 110909

3000 3.17 0.00147 110910

Table 8: Mass points used for Monte Carlo samples for resonant Z ′ signal processes
Z ′ → tt̄, listing the cross section times branching ratio σ× BR (taken from the TC2 model
[96]) corrected with a k-factor of 1.3 and resonance width Γ (chosen as in the tt̄ Pythia8
SSM Z ′ production) for a given resonance mass and the unique dataset ID [95].

mGKK [GeV] ΓGKK [%] σ× BR [pb] DS ID

400 2.810 1.943 182865

500 3.674 1.342 182866

600 4.337 0.622 182867

700 4.799 0.2859 182868

800 5.125 0.1368 182869

900 5.361 0.06838 182870

1000 5.535 0.03569 182871

1200 5.769 0.01077 182872

1400 5.915 0.003578 182873

1600 6.011 0.001288 182874

1800 6.078 0.0004936 182874

2000 6.125 0.0001978 182876

2500 6.199 0.00002345 182877

Table 9: Mass points used for Monte Carlo samples for resonant RS Kaluza-Klein graviton
GKK → tt̄ processes, listing the cross section times branching ratio σ× BR and resonance
width Γ for given resonance masses and the dataset ID [95].
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5.3.3 Randall-Sundrum Kaluza-Klein gluon gKK

A broad RS Kaluza-Klein gluon gKK resonance is simulated with Madgraph5 event gener-
ator and interfaced with Pythia8 using the MSTW2008LO PDF set. Denoting the usually
large width of these resonances as well as for consistency with earlier results, a width of
15.6% has been chosen for this model for a mass range of 400 to 3000 GeV. Since there is no
consensus in the literature as to the validity of various calculations for this model, no k-factor
for LO→NLO corrections is applied. The predicted cross sections for specific masses for a
RS Kaluza-Klein gluon gKK resonance are given in table 10(a), ranging from 112.2 pb−1 for
a mass of 400 GeV down to 0.012 pb−1 for 3000 GeV. For resonance masses of 1, 2 and 3
TeV, a scan of the resonance width from 10% to 40% with the predicted cross sections listed
in table 10(b) is performed to test for the impact of the arbitrary chosen resonance width on
the results.

5.3.4 Scalar resonances

To account for spin-0 scalar resonances decaying to tt̄, the Higgs Effective Couplings FormFact
model implemented in Madgraph using the CTEQ6L1 PDF set has been simulated with a
negligible resonance width of 0.66% for a mass range from 400 to 3000 GeV. No cross section
for the scalar model are quoted at the moment, as agreed with the ATLAS Higgs group.
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m
[GeV]

σ × BR [pb] DS
ID

400 112.2 182764

500 81.9 115550

600 45.0 115551

700 25.2 115552

800 14.6 115553

900 8.81 119318

1000 5.47 115554

1150 2.82 119319

1300 1.52 115555

1600 0.500 115556

1800 0.255 115799

2000 0.137 119582

2250 0.067 158768

2500 0.0351 158769

2750 0.0196 180575

3000 0.0120 180576

(a) constant resonance width Γ = 15.3%

m
[GeV]

Γ [%] σ × BR[pb] DS
ID

10 3.61 145583

15 5.37 158765

20 7.08 145584

1000 25 8.72 145585

30 10.30 145586

35 11.70 158766

40 13.10 158767

10 0.080 158770

15 0.133 158771

20 0.193 158772

2000 25 0.257 158773

30 0.324 158774

35 0.393 158775

40 0.461 158776

10 0.0057 180384

15 0.0113 180385

20 0.0184 180386

3000 25 0.0268 180387

30 0.0361 180388

35 0.0462 180389

40 0.0568 180390

(b) variable resonance width

Table 10: Mass points used for Monte Carlo samples for resonant RS Kaluza-Klein gluon
gKK → tt̄ processes, listing the cross section times branching ratio σ× BR and resonance
width Γ for given resonance masses for (a) constant and (b) variable resonance width and
the unique dataset ID [95].
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6
Analysis

With the detector setup described in section 3 and the object definitions and reconstruction
techniques presented in section 4, a search for new heavy resonances introduced by theories
beyond the Standard Model (cf. section 2.6) decaying into a tt̄ pair via the lepon+jets channel
(cf. section 2.5.3) is presented in the following section. Selection criteria applied to objects
considered for the analysis are summarized in section 6.1, followed by requirements on the
general properties of the analyzed event in section 6.2. The full reconstruction of the tt̄

system in the analyzed event is discussed in section 6.3.
This analysis has been published in [8] with additional material available in [95]. The full
analysis presented has been processed within the context of this thesis, including updates
and improvements in further studies compared to the published version.

6.1 Object selection

After reconstruction and identification of physics objects (cf. section 4), object specific quality
requirements are applied in order to select electrons, muons, jets and missing transverse
energy suitable for the reconstruction of the full tt̄ system. The detailed requirements for each
individual object type are listed in the following sections and mostly follow the prescriptions
of the ATLAS TopReconstructionGroup [97]. The common prescriptions are used among
a variety of analysis involving tt̄ decays to allow for a common standard and reasonable
comparison.
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6.1.1 Electrons

The quality requirements applied to the electron collection are listed in table 11 with a brief
explanation of the specific requirements. Beside a general selection, applying algorithm and
acceptance cuts, as well as an association to the collision vertex by a requirement on the longi-
tudinal impact parameter z0, a medium and a tight selection are defined. While the medium
selection (only used for multijet QCD estimates) requires a simple quality check on summa-
rized hit information in the detector components, the tight selection (used for the main anal-
ysis) requires an explicit pT-dependent isolation criterion. The variable MI10_max40_ptsum

(mini-isolation1) is defined as the sum of the transverse momenta of all tracks within a cone
of radius R < (10 GeV /ET) centered on the electron cluster and is required to be dominated
by the electron momentum with more than 95% in order to tag the electron as isolated. This
requirement reduces backgrounds from non-prompt sources and hadrons with high electro-
magnetic energy fraction in the calorimeter during the showering process and is specifically
useful for boosted top quark decays. Compared to the standard isolation requirement, this
procedure shows a more stable efficiency vs. background rejection performance at high val-
ues of transverse energies ET as shown in a previous iteration of the analysis [37]. Electrons
passing these criteria will be referred to as selected electrons in the following.

6.1.2 Muons

The quality requirements applied to the muon collection are listed in table 12 with a brief
explanation of the specific requirements. The general selection requires a combined (CB)
muon within acceptance ranges and specific requirements on the number of hits in the
Pixel/SCT/TRT detector modules compared to the number of dead modules crossed to
ensure good quality of the hit information used for reconstruction. The association to the
collision vertex is achieved by a requirement on the longitudinal impact parameter z0 (similar
to the procedure used for electrons), as well as an additional requirement on the significance
of the transverse impact parameter relative to the primary vertex d0/σd0 , allowing for an
improved multijet background rejection. Tight muons also have to fulfill the pT-dependent
isolation requirement similar to the electron selection. Muons passing these criteria will be
referred to as selected muons in the following.

6.1.3 Jets

This analysis uses two different jet collections depending on the kinematic topology of the
event. For resolved event topologies with separately reconstructable top decay products, a
collection of small-radius jets with a radius parameter of R = 0.4 is used. For boosted event
topologies facing overlapping top decay products, an additional collection of large radius
jets with a radius parameter of R = 1.0 is used to collect the collimated particles of the
hadronic top decay in one large jet. Both collections are reconstructed with the inclusive

1The mini-isolation technique is used in this analysis deviant to the common prescriptions.
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Name Requirement Description

General selection

Reconstruction
algorithm

author 1 or 3 1 : calorimeter-based
2 : track-based
3 : 1 and 2 combined

Transverse energy ET > 25 GeV Hard electrons
(using ET = Ecluster/ cosh(ηtrack))

Pseudo rapidity |ηcluster| < 2.47
(excluding calorimeter
transition region
1.37 < |ηcluster| < 1.52)

Central detector region with suf-
ficient tracking detector coverage

Dead pixels OQ&1146 == 0 Bitwise comparison with OQ
(object quality) map to reject
electrons with known dead pixel
modules involved

Impact parameter z0 < 2.0 mm Longitudinal impact parameter
relative to the collision vertex

Medium selection

Identification mediumPP Identification requirement
(cf. Section 4.3)

Hit requirements isEM & 0x2 Bitwise comparison for summa-
rized hit quality requirements

Tight selection

Identification tightPP Identification requirement
(cf. Section 4.3)

Isolation ptSum/pT < 0.05 Isolated electron without non-
prompt sources close-by, using
MI10 max40 ptsum

Table 11: Electron quality requirements applied to the electron collection to select elec-
trons suitable for the analysis, divided into a medium and tight selection for QCD/Multijet
estimates and the analysis respectively.
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Name Requirement Description

General selection

Reconstruction
algorithm

author 12 combined muid muons within
tight category (cf. Section 4.4)

Transverse
momentum

pT > 25 GeV Hard muons

Pseudo rapidity |η| < 2.5 Central detector region with suf-
ficient tracking detector cover-
age

Hit requirements Pixel hits,
SCT hits,
Pixel/SCT holes,
TRT hits/outliers

Fraction of hits compared to
dead modules crossed must sat-
isfy minimum threshold

Impact parameter z0 < 2.0 mm
(longitudinal)
|d0/σd0 | < 3
(transverse)

Impact parameter relative to the
collision vertex

Identification tight Identification requirement
(cf. Section 4.4)

Tight selection

Isolation ptSum/pT < 0.05 Isolated muon without non-
promt sources close-by, using
MI10 max40 ptsum

Table 12: Muon quality requirements applied to the muon collection to select muons
suitable for the analysis, divided into a medium and tight selection for QCD/Multijet
estimates and the analysis respectively.
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anti-kt jet clustering algorithm (cf. section 4.5) using the E-scheme recombination scheme2 as
implemented in Fastjet [98]. The setup and acceptance cuts applied for the two collections,
such as a minimum pT requirement and central detector region, are listed in table 13. A
requirement on the jet vertex fraction is defined for the small radius collection only, while the
large radius collection has trimming applied additionally. The trimming procedure reduces
contributions from pileup, which has a stronger impact on the large radius than on the small
radius jet collection. The tighter requirement on the pseudo rapidity of |η1.0| < 2.0 compared
to |η0.4| < 2.5 ensures the whole jet to be contained in the central part of the detector.

Additional isolation criteria and a removal of overlaps with other physics objects like electrons
and muons are described in section 6.1.4. Jets passing these criteria will be referred to as
selected jets in the following.

B-tagging is applied to the small radius jet collection only using the MV1 tagger (cf. section
4.5.6) at a working point of 70% tagging efficiency, corresponding to a b-tagging weight of
wMV1 > 0.7892. Jets have to fulfill pT > 25 GeV and pass the JVF requirement in order to
be considered for b-tagging. A positive b-tag is not required for all small radius jets, but is
an additional flag to check for a minimum number of b-tags per event to reject background
contributions which have a b-tag available less likely. Scaling factors are applied to jets in
MC found inside and outside large radius jets separately to correct for differences between
the b-tagging efficiency in simulated events and observed data.

6.1.4 Overlap removal

Since the reconstruction of objects like jets (cf. section 4.5), electrons (cf. section 4.3) and
muons (cf. section 4.4) is based on their energy deposits in the calorimeters and associated
tracks in the inner detector and is performed separately for each object type, these objects
have a certain possibility of overlaps. Especially each electron is also reconstructed as a jet
since the clusters of the EM calorimeter are included in the jet reconstruction, forming a
duplicate of the same physical object resulting in a double-counting of energy depositions. In
order to clean the event, an overlap removal depending on the radial distance of the specific
objects is applied, applying an electron-jet duplicate removal, as well as an overlap removal
between jets and electrons and between jets and muons.

Electron duplicate/overlap removal
The standard procedure to prevent overlap between jets and electrons is to remove jets
within ∆R(j, e) < 0.2 to an electron (electron duplicate removal), and afterwards removing
electrons within ∆R(j, e) < 0.4 to the remaining jets (electron isolation). This simple pro-
cedure leads to a significantly increased event rejection for events with a boosted topology.
These events face a more collimated b-jet and electron from the leptonically decaying top3

and hence fulfill the removal criteria more often compared to resolved topologies with well
2The E-scheme is a simple recombination scheme, adding up the four-vectors of the considered objects.
3The decay t→Wb→ `ν`b will be referred to as leptonically decaying top, although it contains a b-quark.
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Name Requirement Description

Small radius jets

Clustering algorithm anti-kt,
E-Scheme,
topocluster

Common jet reclustering algorithm
setup (cf. Section 4.5.2)

Jet radius R = 0.4 Small radius jets used for resolved
and boosted event topologies

Transverse momentum pT > 25 GeV Select hard jets with minimum pT

Pseudo rapidity |η| < 2.5 Central detector region to ensure
good detector material coverage

Jet vertex fraction |JVF| > 0.5 Ensure association of jet to primary
vertex (cf. Section 4.5.5) (only ap-
plied for jets fulfilling |η| < 2.4 and
pT < 50 GeV)

Large radius jets

Clustering algorithm anti-kt,
E-Scheme,
topocluster

Common jet reclustering algorithm
setup (cf. Section 4.5.2)

Jet radius R = 1.0 Large radius jets only used for
boosted event topologies

Transverse momentum pT > 25 GeV Select hard jets with minimum pT

Pseudo rapidity |η| < 2.0 Central detector region to ensure
sufficient tracking detector coverage

Trimming Rsub = 0.3,
fcut = 0.05

Reduce contributions from pileup
(cf. Section 4.5.4)

Table 13: Jet quality requirements applied to the jet collection to select jets suitable for
the final analysis, divided into a selection for small and large radius jets used for different
event topologies.
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separated objects. In order to recover this efficiency loss, an electron-in-jet overlap removal
procedure has been developed within the ATLAS tt̄ resonances group for this analysis [99].
This procedure subtracts the four-vector of a selected electron from a corresponding jet found
within ∆R(j, e) < 0.4 and recalculates the jet vertex fraction value of this jet if any of the
electron’s tracks were included in the calculation. For the altered jet collection, all selected
electrons that are still within ∆R(j, e) < 0.2 to a jet are removed from the electron collection
and jets that were affected by this electron in the previous step are restored to their original
properties. This adapted procedure improves the efficiency by about 33% (52%) for a 2.5
(3.0) TeV Z ′ resonance compared to the standard procedure [95].

Muon overlap removal
The overlap removal between jets and muons is performed with a pT-dependent cone around
the muon with ∆R(j, µ) < 0.04 + 10 GeV/pT

µ. If a jet is found within this cone, the
muon is removed from the collection. This pT-dependent ∆R cut, i.e. a shrinking cone with
increasing muon momentum, is used to preserve muons originating from highly boosted top
quark decays, exploiting the anti-correlation between the muon pT and its radial distance
from the b-quark. If a muon is close to a jet and is removed, it is most likely from non-prompt
sources and hence not suitable for this analysis.

After these two procedures, the jet quality requirements presented in section 6.1.3 are re-
applied to the resulting jet collection, since some kinematics, i.e. the JVF and pT values,
might have changed due to the electron-in-jet overlap removal.

The procedures explained above are only applied to the small-radius jet collection. For the
large radius jet collection, a simple electron-jet duplicate removal is applied, removing jets
closer than ∆R(e, j) < 0.5 to the electron. This jet collection is used in the boosted topology
reconstruction only, where the t and t̄ decays are rather back to back with a large distance
of the large radius top jet for the hadronically decaying top quark to the lepton on the side
of the leptonically decaying top quark. Hence this more simple ∆R cut is justified, since real
electron duplicates will be removed more likely, instead of the most interesting large radius
jet containing the information of the hadronically decaying top.

6.2 Event selection

All events are analyzed for specific quality criteria. General selection criteria listed in section
6.2.1 select events with good run conditions of the ATLAS detector during recording, as well
as applying lepton criteria to ensure a lepton+jets environment and minimum Emiss

T criteria
to reject other background processes as e.g. W+Jets or multijet QCD. Topology specific
criteria are applied afterwards for the boosted topology (referred to as boosted selection in
the following) in section 6.2.2 and for the resolved topology (referred to as resolved selection
in the following) in section 6.2.3 in parallel, while ensuring orthogonality. The final yields
are then further divided into b-tagging categories listed in section 6.2.4.
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6.2.1 General selection

The following criteria are applied to all events, pre-selecting the lepton+jets tt̄ environment.

Event quality
Each event has to fulfill specific event criteria rejecting events with incomplete information,
liquid argon noise bursts or corrupted tile calorimeter data. A centrally provided Good Runs
List4 has to flag the event as ”good for physics” and also the primary vertex has to fulfill
quality criteria, e.g. with at least 4 tracks associated.

Single lepton+jets signature
In order to select the correct signature resulting from a top quark pair decay, the event has
to fulfill the lepton trigger requirement presented in section 5.1. A tighter criterion is the
presence of exactly one selected electron (muon) and explicitly no selected muon (electron)
fulfilling the quality criteria listed section 6.1 in in the electron (muon) channel. Addition-
ally this selected single lepton has to match the appropriate lepton stream trigger decision
(apart from the Delayed stream, since here only a large jet trigger is used). Contribu-
tions with tau-leptons are not considered explicitly, but taken into account in the e+jets
and µ+jets channels, since taus decay to an electron or muon and the corresponding neu-
trino with a BR(τ → ` + ν`) ∼ 18% each. The additional neutrino in the event leads to
a mis-reconstruction of the primary neutrino from the leptonic W-decay, which represents
an acceptable bias as a soft contribution close to the primary neutrino. Hadronic decays of
taus, mainly to pions and more rarely to kaons, are not considered in this analysis, since the
reconstruction complexity increases drastically at a negligible gain of acceptance.

Event cleaning and background rejection
Additional cleaning of the event is achieved by rejecting all events containing a bad flagged
jet, which is triggered by spikes and large noise in different detector modules and hints
for a generally bad event quality. To reduce contributions from multijet QCD background,
which usually does not involve any primary neutrinos and hence does not provide a large
contribution of missing transverse energy, a cut on the missing transverse energy of Emiss

T >

20 GeV is applied, as well as a minimum criterion of (Emiss
T + mT,W ) > 60 GeV while the

transverse mass mT,W of the W is defined in equation (6.1), with the pT of the lepton `

and the neutrino ν (represented by the missing transverse energy Emiss
T ) and the angle φ`,ν

between these two objects.

mT,W =
√

2 · pT,` · pT,ν
(
1− cos(∆φ`,ν)

)
(6.1)

4GRL : data12 8TeV.periodAllYear DetStatus-v58-pro14-01 DQDefects-00-00-33 PHYS StandardGRL All Good.xml
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6.2.2 Boosted selection

The following criteria are applied after the general selection, selecting for a boosted topology.

Leptonic b-jet
A small-radius jet has to be associated to the leptonically decaying top quark by requiring a
jet within ∆R(`, j) < 1.5 to the lepton, selecting the highest pT jet if there is more than one
jet fulfilling this criterion. This identified jet will be referred to as leptonic b-jet5 or jlep in
the following.

Hadronic top jet
A large radius jet has to be identified as the full top jet of the hadronically decaying top. A
jet is chosen if it satisfies a significant boost denoted by a minimum transverse momentum
of pT > 300(380) GeV (Delayed stream) and a mass of at least mjet > 100 GeV. The first
kt splitting scale (cf. section 4.5.7) denoting a suitable substructure of the large jet has to
satisfy

√
d12 > 40 GeV (ATLAS tagger). The isolation from the leptonically decaying top

is ensured by a cut on the radial distance to the leptonic b-jet by ∆R(j, jlep) > 1.5 as well
as an angular isolation from the lepton by ∆φ(j, `) > 2.3. Also here the highest pT jet is
selected if more than one jet satisfies all these criteria. This identified jet will be referred to
as hadronic top jet or jtop in the following.

Mainly to reject W+Jets background, the leptonic b-jet or at least one small-radius jet close
to the hadronic top jet within ∆R(jR=0.4, jtop) < 1.0 has to be b-tagged.

6.2.3 Resolved selection

The following criteria are applied after the general selection, selecting for a resolved topology.

The resolved selection needs at least 4 small-radius jets of which at least one has to satisfy
the b-tagging conditions, to be associated to the top decay products. This association is
performed with a χ2 algorithm, which will be presented in more detail in the context of
event reconstruction in section 6.3.3. The quality of this fit has to satisfy Log10(χ2) <

0.9 (χ2 < 7.94) in order to be accepted for the resolved selection. Orthogonality to the
previously presented boosted selection is guaranteed by rejecting events which already passed
the boosted selection criteria.

6.2.4 B-tagging categories

The final events passing all boosted or resolved topology quality requirements are divided
into three categories for each selection, depending on the specific b-tagging results. In the
boosted selection, the leptonic top candidate t` has a b-jet matched if the jet matched to the
leptonic side is b-tagged and the hadronic top candidate th has a b-jet matched, if another b-
tagged small radius jet is found within ∆R(j, jtop) < 1.0 to the large radius jet top candidate
5Although this jet is referred to as a b-jet, it is not explicitly required to fulfill the b-tagging conditions.
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jtop. In the resolved selection, the matching is assigned by the χ2 algorithm, checking for
b-tags associated to the specific jets assigned to the leptonic and hadronic top decays (cf.
section 6.3.3).

Depending on this matching, the following categories are defined

1. DoubleTag : Both hadronic top th and leptonic top t` candidates have b-jets matched.

2. LepTag : Only the leptonic top t` candidate has a b-jet matched

3. HadTag : Only the hadronic top th candidate has a b-jet matched

This categorization results in twelve final signal regions which are considered in this analysis:
Resolved and boosted selection, each for the e+jets and µ+jets lepton selection, split into
three b-tagging categories.

6.2.5 Selection efficiency

The selection efficiency for the boosted topology suffers losses from the large radius jet and
b-tagging requirements. The contribution of the resolved selection is negligible for resonance
masses above 1.5 TeV due to the overlap with the boosted selection. The overall selection
efficiency times acceptance is larger for isolated muons than isolated electrons above the same
resonance mass point as shown in figure 32. This results from inefficiencies of the electron
identification and overlap removal in the boosted environment.

6.3 Event reconstruction

Increased event yields due to the contribution of a new heavy resonance decaying to a tt̄

pair should appear in the spectrum of the reconstructed tt̄ mass mtt̄ as an excess of events
above the Standard Model expectation. All events passing the pre-selections presented in
section 6.2 are assumed to be a final state of a tt̄ decay, although of course background
contributions from non-tt̄ processes remain, and are treated like that, i.e. fully reconstructed
as a tt̄ pair. The reconstruction techniques for the different topologies are presented in the
following sections.

6.3.1 Neutrino Reconstruction

Neutrinos are not detected directly in the ATLAS detector, since they are very unlikely
to interact with the detector material. Nevertheless their energy and momentum can be
estimated by the missing transverse energy (cf. section 4.6). This information can be assigned
to the px and py momenta of the neutrino, while the longitudinal component pz is unknown,
since only transverse energy is considered. This is not suitable for a decent reconstruction
of the leptonically decaying top quark (t → Wb → `ν`b), since the neutrino represents a
significant contribution of this decay.
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(a) Leptophobic topcolor Z ′
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(b) RS Kaluza-Klein gluon gKK
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(c) RS Kaluza-Klein graviton GKK
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(d) Scalar resonance

Figure 32: Selection efficiency times acceptance times branching ratio as a function of
the true mtt̄ for selected benchmark signal models: (a) leptophobic topcolor Z ′, (b) RS
Kaluza-Klein gluon gKK , (c) RS Kaluza-Klein graviton GKK and (d) scalar resonance.
The dashed and dotted lines show the Resolved and Boosted selection respectively, as well
as the combination with the straight line.
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Since the W-boson decays into a lepton and a neutrino, the sum of the four-momenta of the
lepton p` and the neutrino pν has to add up to the four-momentum of the W-boson pW , i.e. one
is able to reconstruct the correct W mass. Using an on-shell constraint on the W mass with
a reference mass MW = 80.4 GeV, one can compute the longitudinal momentum component
pz,ν of the neutrino, assuming that the majority of the missing transverse momentum actually
stems from the neutrino. Analyzing this system (cf. section A.1) one retreives a quadratic
equation in pz,ν which can be solved for two possible solutions shown in equation (6.2)
with the abbreviation ξ = M2

W
2 + pT,` pT,ν cos(∆φ`,ν), the energy of the lepton E` and the

momentum components pi of the lepton and neutrino.

(pz,ν)1,2 = ξ pz,`
p2
T,`

±

√√√√(ξ pz,`
p2
T,`

)2

−
E2
` p

2
T,` − ξ2

p2
T,`

(6.2)

If two real solutions exist for pz,ν , the solution is chosen depending on the topology selection
(cf. section 6.3.2 and section 6.3.3). If no real solution can be found by the algorithm, the
four-momentum of the Emiss

T is rescaled and rotated, applying a minimum variation to px,ν
and py,ν necessary to find exactly one real solution for pz,ν [100]. A justification for this
procedure is given by the fact, that a mismeasurement of the missing transverse momentum
is the most likely explanation for a lack of a real solution.

6.3.2 Boosted reconstruction

After the general event selection presented in section 6.2.1 and the boosted specific event
selection presented in section 6.2.2, the selected objects for the boosted topology are the
following:

• One reconstructed neutrino ν (using the solution with smaller pz,ν if more than one
available (cf. section 6.3.1))

• One selected charged lepton (electron or muon)

• One selected small-radius anti-kt R = 0.4 jet associated to the leptonic top decay jlep

• One selected large radius anti-kt R = 1.0 jet jtop with significant boost

While the large radius jet jtop is considered as the hadronically decaying top candidate th, the
four-vectors of the reconstructed neutrino, selected lepton and leptonic b-jet jlep are combined
to form the leptonically decaying top candidate t`. Both top candidates are combined to form
the full tt̄ system, providing the invariant mass mtt̄. The reconstructed invariant mass for
different signal models and resonance masses in the boosted topology is shown in figure 33.
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(a) Z ′ resonance
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(b) gKK resonance
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(c) GKK resonance
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(d) Scalar resonance

Figure 33: Reconstructed invariant mass of the tt̄ system mtt̄ for selected benchmark
model, a (a) leptophobic topcolor Z ′, (b) RS Kaluza-Klein gluon gKK , (c) RS Kaluza-Klein
graviton GKK and (d) scalar resonance for events satisfying the boosted selection and using
the boosted-topology reconstruction. Each histogram is normalized to its integral.
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6.3.3 Resolved reconstruction

The reconstruction of the final tt̄ system in the resolved selection is performed using a χ2

algorithm, searching for the best assignment of the objects selected in the general pre-selection
presented in section 6.2.1 and the resolved specific event selection presented in section 6.2.3.
Since there are at least four selected jets, the association of these jets to the top quark decay
products is a combinatoric problem. Therefore the used algorithm searches for the minimum
of the χ2 formula defined in equation (6.3) for all possible permutations of jet assignments
to the top decay products, to find the best combination.

χ2 =
[
mjj −mW

σW

]2

︸ ︷︷ ︸
Wh

+
[
mjjb −mjj −m(th−W )

σ(th−W )

]2

︸ ︷︷ ︸
th

+
[
mj`ν −mt`

σt`

]2

︸ ︷︷ ︸
t`

+
[

(pT,jjb − pT,j`ν)− (pT,th − pT,t`)
σ∆pT

]2

︸ ︷︷ ︸
∆pT

(6.3)

This formula uses constraints on specific variables, while the first term is a constraint on
the mass mW of the hadronically decaying W-boson Wh, reconstructed by the combination
of two small radius jets mjj . The second term is a constraint on the mass mth of the
hadronically decaying top quark th, reconstructed by the combination of the hadronically
decaying W-boson and a third small radius jet mjjb. Since the mass of the top quark mth

and the W-boson mW are highly correlated, the mass difference mjjb −mjj of these terms
is analyzed to decouple the constraint from the first term. The third term constrains the
mass mt` of the leptonically decaying top quark t`, reconstructed by the combination of the
reconstructed neutrino, the selected lepton and a small radius jet mj`ν . The last term arises
as a constraint on the expected transverse momentum balance between the two decaying top
quarks pT,th and pT,t` .

The parameter values for the constraints are determined from reconstructed MC events in
which the right combination is identified from the MC truth information optimized for Z ′

samples with masses ranging from 0.5 to 2 TeV. The resulting values are listed in table 14.

mW = 82.4 GeV m(th−W ) = 89.0 GeV

mt` = 166.0 GeV σ(th−W ) = 15.7 GeV

σW = 9.6 GeV σt` = 17.5 GeV

pT,th − pT,t` = 0.43 GeV σ∆pT = 46.1 GeV

Table 14: Parameters for the χ2 algorithm used for the resolved reconstruction [95].
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The reconstructed invariant mass for different signal models and resonance masses in the
resolved topology before and after the veto for events already passing the boosted topology
reconstruction is shown in figure 34. The low mass tails visible in the mtt̄ distributions for
both resolved and boosted topologies arise from two main effects. Radiation of the objects
used in the final reconstruction is not taken into account and shifts the reconstructed mass
towards lower values, particularly affecting high-mass resonances. Additionally the steep
falling parton luminosity with increasing partonic center of mass energy causes a tail at lower
masses in the Breit-Wigner signal shape, which has a large effect on broad resonances. The
experimental resolution for the invariant mass of the tt̄ system, extracted from a Gaussian fit
of the relative difference of the truth and reconstructed mass, is 8% for the resolved selection
at a resonance mass of 400 GeV improving to 6% for 1 TeV, and 6% in the boosted selection
independent of the mass of the resonance.
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(a) Z ′ resonance
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(b) gKK resonance
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(c) GKK resonance
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(d) Scalar resonance

Figure 34: Reconstructed invariant mass of the tt̄ system mtt̄ for selected benchmark
models, a(a) leptophobic topcolor Z ′, (b) RS Kaluza-Klein gluon gKK , (c) RS Kaluza-
Klein graviton GKK and (d) scalar resonance for events satisfying the resolved selection
and using the resolved-topology reconstruction, before (dashed lines) and after (straight
lines) applying the veto for events passing the boosted selection. Each pair of histograms
is normalized to the integral of the histogram before applying the veto.
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6.3.4 Event display

Figure 35 shows the event display of an exemplary event recorded at the ATLAS detector
and fully reconstructed in the boosted selection of the µ+jets channel. The upper, left pad
shows a cut-away view along the x-y plane of the ATLAS detector with the electromagnetic
(green ring) and hadronic (red ring) calorimeter, surrounded by the muon chamber (blue
rings). The bottom pad shows a cut-away view along the x-z plane and the right pads show
the η − φ plane. Energy depositions in the detector are illustrated by yellow blocks/towers.
The green and red cones/circles represent reconstructed small (R = 0.4) and large radius
(R = 1.0) jets respectively (as used in the analysis), while the white straight line denotes
a muon and the missing transverse energy (originating from a non-interacting neutrino) is
betoken by the straight red line (dashed circle).

The event display shows a clear separation between the leptonic and hadronic top decays
and the overlap of the reconstructed decay products for the hadronic top candidate. This
event represents a highly energetic tt̄ decay with a final reconstructed invariant tt̄ mass of
mtt̄ = 2.5 TeV.

Figure 35: Event display of a boosted tt̄ decay recorded at the ATLAS detector during
RUN I in 2012 at

√
s = 8 TeV (RunNr. #208781, EventNr. #34662984), showing an event

fully reconstructed in the boosted selection of the µ+jets channel with an invariant mass
of mtt̄ = 2.5 TeV [101].
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7
W+Jets background estimation

Production of a W-boson with associated jets (W+Jets) is the largest background in this
analysis and is simulated for different heavy and light flavor final states (cf. section 5.2.2).
Since the overall normalization and the heavy flavor (HF) composition is not accurately
known in MC, a data driven approach is used to derive scale factors (SFs) to correct the
W+Jets HF composition and to apply a normalization. This approach was first described
in [102] and is adapted and improved for this analysis. The resulting SFs are also used in
a recent tt̄ differential cross section measurement analysis [103]. This study represents the
major contribution to the published analysis in the context of this thesis.

Asymmetrical cross sections for positively and negatively charged leptons originating from W-
decays are used to derive a normalization for the W+Jets background. The source of charge
asymmetry in W-decays is discussed in detail in section 7.1 and the normalization procedure
for the resolved selection in section 7.2, which combines a charge asymmetry normalization
in section 7.2.1 and a method to extract flavor specific SFs in section 7.2.2. The treatment
of the W+Jets background in the boosted selection is based on the resolved topology and
discussed in detail in section 7.3. The factors for charge asymmetry normalization and HF
composition are derived simultaneously and applied to each individual event, depending on
the charge of the selected lepton, the small radius anti-kt R = 0.4 jet multiplicity bin and
the flavors of the W-decay products as described in section 7.4. A further investigation on
the large differences in flavor SFs observed for the e+jets and µ+jets channel is discussed in
section 7.5.
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7.1 W+Jets charge asymmetry

The production of vector bosons like the W-boson at the LHC requires qq̄ fusion. A positively
charged W-boson W+ can be produced from processes like ud̄→W+ or cs̄→W+, depending
on the corresponding parton distribution functions (PDF) products u(x1)d̄(x2) with relative
momentum fractions xi. A negatively charged W-boson however is produced from charge
conjugated processes, i.e. ūd→W− or c̄s→W−, with PDF products ū(x1)d(x2).
The LHC accelerates and collides proton-proton beams, while a proton is composed of 2 up-
and one down-quark. Hence it is more likely to have an up-quark of the proton’s valence1

quarks participating in an interaction producing a W+ boson than a down quark for W−

production [104]. These relative differences in the anti-/quark PDFs lead to an overall charge
asymmetry in the production of W-bosons (with and without associated jets). The ratio of
the cross sections for W± production at the LHC r = σ(pp→W+)

σ(pp→W−) is well understood and
predicted with a higher precision than the total W cross section for W-boson production in
association with three or more jets [31]. Therefore one can extract a W+Jets normalization
using the theoretical prediction for this ratio r as presented in section 7.2.1.

A next-to-next-to leading order (NNLO) correction is applied to this ratio by comparing
the ratio A of W+Jets yields for positively and negatively charged W-bosons without any
selection applied for the standard analysis samples (Alpgen+Pythia, cf. section 5.2.2) to
the result C of aW± process simulation using a Drell-Yan sample including NNLO corrections
(which is not used in the analysis itself), also without any selection applied, shown in equation
(7.1).

A = NW+
NW−

∣∣∣NNLO

no selection
= 1.408 C = NW+

NW−

∣∣∣NLO

no selection
= 1.447 (7.1)

The correction A
C is applied to the NLO yields as given in equation (7.2), while the normal-

ization of total W+Jets yields has to remain constant.

NNNLO
W+

NNNLO
W−

=
NNLO
W+

NNLO
W−

· A
C

NNNLO
W+ +NNNLO

W−
!= NNLO

W+ +NNLO
W− (7.2)

Solving these equations for the corrected yields NNNLO
W± one can define NLO→NNLO cor-

rection factors s±NNLO for positive and negative W charge categories separately as given in

equation (7.3) using the ratio R = NW+
NW−

∣∣∣NLO

pre-selection
of W+Jets yields at NLO level and after

applying a pre-selection at analysis level.

s−NNLO = (1 +R)(
1 +R ·

(
A
C

)) s+
NNLO =

(
A

C

)
· s−NNLO (7.3)

1A proton is composed of 3 (uud) valence quarks, determining the quantum numbers of the proton, and an
indefinite number of virtual anti-/quark pairs, so-called sea quarks, arising from vacuum fluctuations due
to QCD interactions with gluons coupling between the valence quarks. These virtual quarks carry a much
smaller momentum fraction of the proton than valence quarks.
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7.2 W+Jets normalization in resolved topology

The input yields for the derivation of a W+Jets normalization are extracted at pre-tag level
after applying all general selection cuts (cf. section 6.2.1), i.e. before applying any topology
specific selection, and split by the charge of the selected lepton (±1).

For the flavor normalization presented in section 7.2.2, these yields are also provided at tag
level, checking for at least one b-tagged small radius anti-kt R = 0.4 jet in the event, split in
jet multiplicity and for W+Jets samples additionally divided into decay flavors (heavy flavors
Wcc, Wc and Wbb and a combination of all light flavors Wll, but independent of the lepton
flavor Weνe, Wµνµ or Wτντ ). Apart from the 4 inclusive jet multiplicity bin SF applied
in this analysis (since the analysis requires at least 4 small radius jets), these SFs are also
provided for other jet multiplicities suitable for other analysis as from 1-4 exclusive (ex) and
3-5 inclusive (in) jet multiplicities. An overview of the input yields in the different categories
for all combined W+Jets background samples in the e+jets channel is shown in figure 36.
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(a) heavy flavor Wbb
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(b) heavy flavor Wcc
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(c) heavy flavor Wc
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(d) light flavor Wll

Figure 36: Event yields for all combined W+Jets samples in the e+jets channel split
by W-decay heavy flavors (a) Wbb, (b) Wcc and (c) Wc and combined light flavors (d)
Wll. The yields are provided in categories of lepton charge (positive, negative, all) and
jet multiplicities at tag/pre-tag level and are used as input for the derivation of W+Jets
normalization scale factors in different jet multiplicities.
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7.2.1 Charge asymmetry normalization

The estimation of the total W+Jets event yield at pre-tag level in data Npre-tag
data,W is given by

equation (7.4)

Npre-tag
data,W = Npre-tag

data,W+ +Npre-tag
data,W− =

(
rMC + 1
rMC − 1

)(
Dpre-tag

asym,+ −D
pre-tag
asym,−

)
(7.4)

rMC =
Npre-tag

MC,W+

Npre-tag
MC,W−

= σ(pp→W+)
σ(pp→W−) (7.5)

while the ratio rMC in equation (7.5) is evaluated for the signal region kinematic cuts using
yields from Monte Carlo simulation and Dpre-tag

asym,± is the estimation of charge-asymmetric
events with a positive (negative) charged lepton in data originating from W+Jets processes.
These yields are estimated by subtracting other charge asymmetric contributions in MC
(tt̄+V, single top) from the data yields. Other non-W+Jets contributions in MC (tt̄, diboson,
Z+Jets, multijets) are treated as charge symmetric and cancel out in the (Dpre-tag

asym,+−D
pre-tag
asym,−)

term. Figure 37 shows an overview of the asymmetries in lepton charge observed for the
different background samples at pre-tag level, while samples with an asymmetry within ±3%
are considered as symmetric. A smaller tolerance has not shown any significant changes in
the final SFs. The charge asymmetry normalization nCA is obtained by comparing the yields
of W+Jets events in MC and data nCA = Npre-tag

data,W
Npre-tag

MC,W
.
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Figure 37: Charge asymmetry for MC background samples at pre-tag level, showing the
difference in fraction of events with negative or positive lepton charge. Samples with an
asymmetry within ±3% are considered as symmetric.
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7.2.2 Flavor normalization

Three unknown SFs Kbb,cc,Kc and Kll, are obtained from a linear equation system with three
independent equations shown in equation (7.6). The bb and cc flavor components are treated
jointly since they arise from very similar processes and allows to solve an equation system of
three linear equations.


nCA · (N bb

MC,W− +N cc
MC,W−) nCA ·N c

MC,W− nCA ·N ll
MC,W−

(fbb + fcc) fc fll

nCA · (N bb
MC,W+ +N cc

MC,W+) nCA ·N c
MC,W+ nCA ·N ll

MC,W+

 ·

Kbb,cc

Kc

Kll

 =


DW−

1.0

DW+

 (7.6)

These equations contain the event yields N i
MC,W± for a given W-boson charge W± and flavor

i ∈ [bb, cc, c, ll] in simulation at tag level and the number of tagged W+Jets events in data
DW± , obtained by subtracting all non-W+Jets MC contributions from the data yields at tag
level as in equation (7.7).

DW± = N±data −N
±
MC (7.7)

The factors fi represent the fraction of W+Jets events for a given flavor at pre-tag level as
defined in equation (7.8).

fi =
N i,pre-tag

MC,W+ +N i,pre-tag
MC,W−∑

j

(
N j,pre-tag

MC,W+ +N j,pre-tag
MC,W−

) =
N i,pre-tag

MC,W

Npre-tag
MC,W

for i, j ∈ [bb, cc, c, ll] (7.8)

Hence the second row of the linear equation system in equation (7.6) denotes the intuitive
requirement, that the total sum of all flavor fractions after applying the SFs has to remain
constant, see equation (7.9).

(fbb + fcc) ·Kbb,cc + fc ·Kc + fll ·Kll = 1.0 (7.9)

An extrapolation factor kbbtocc = fcc
fbb

is calculated from the initial fractions and fcc in equation
(7.9) can be replaced by fcc = fbb · kbbtocc.

The first and third line of the linear equation system in equation (7.6) represent the adaption
of the MC yields to the data yields at tag level by applying the SFs Ki for each flavor i and
the charge asymmetry normalization, as expanded in equation (7.10).

nCA ·
(
(N bb

MC,W± +N cc
MC,W±) ·Kbb,cc +N c

MC,W± ·Kc +N ll
MC,W± ·Kll

)
= DW± (7.10)

The linear equation system is solved for the vector (Kbb,cc,Kcc,Kc)T in an iterative process
for the 2 exclusive jet multiplicity bin, applying the SFs to the pre-tag yields after each
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iteration and recalculating the charge asymmetry normalization nCA. The flavor fractions fi
are not altered within the iterative process. This procedure converges to suitable precision
after already about 10 iterations. The 2 exclusive jet multiplicity bin has been chosen for this
procedure, since it shows the most stable behavior with the smallest systematic uncertainty
mainly arising from b-tagging/light tagging efficiency and heavy flavor components of the
W+Jets background as well as suitable statistic dominated by the W+Jets background [102].

Starting with default values Ki = 1.0, the iterative process loops over the following steps

1. Apply scale factors Ki to MC pre-tag yields used for calculation of nCA, i.e.
Npre-tag

MC,W± =
∑
i
N j,pre-tag

MC,W± ·Ki for i ∈ [bb, cc, c, ll]

2. Calculate charge asymmetry normalization nCA (cf. section 7.2.1)

3. Build linear equation system M3x3 · ~K = ~D

4. Solve equation system for scale factors ~K = M−1
3x3 · ~D

5. Go back to step 1.

After this iterative process, also the flavor fractions fi are altered by applying the final SFs
Ki, while keeping the ratio of fcc and fbb constant, as stated before.

f2ex, final
i = f2ex

i ·K2ex
i for i ∈ [bb, cc, c, ll] (7.11)

Afterwards the SFs are extrapolated to the other jet multiplicity bins j by applying the
changes of the flavor fraction of the 2 exclusive jet bin to each flavor i, calculating the final
SF Kj

i . Note that the resulting sum of flavor fractions has to be normalized within each jet
multiplicity bin.

f j,final
i = f ji

f2ex, final
i

f2ex
i

Kj
i = f j,final

i

f ji
(7.12)

The SFs obtained for the resolved selection in the e+jets and µ+jets channel are listed in
table 15 including statistical uncertainties.
A more quantitative understanding is given by the actual distributions of jet multiplicities
for all lepton charges combined shown in figure 38 before and after the iterative procedure at
pre-tag and tag level for the e+jets and µ+jets channel. The top panel shows the number of
events in the given jet multiplicity bin, showing the contribution of each background sample
and explicitly split into flavor contributions for the W+Jets background, overlaid by the
number of observed data events. The bottom panel shows a ratio of observed data and
Standard Model expectations as a qualitative comparison. The iterative procedure fixes the
data/MC ratio for the 2 exclusive bin at tag level to 1.0 as shown in figure 38(f) and figure
38(h), denoting a by construction perfect agreement between data and background. Also
other jet multiplicity bins show an improved data/MC ratio after applying the resulting SFs.
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Earlier iterations of this analysis used one single set of SFs applied in the main analysis
with a corresponding systematic uncertainty applied. Since the W+Jets contributions as
major background in this analysis affects many other systematic uncertainties, this resulted
in a double counting of the impact of some systematic uncertainties. This issue is studied
intensively within the context of this thesis by providing a single set of W+Jets SFs for each
major systematic uncertainty in this analysis. Therefore the input yields are recalculated for
each major systematic uncertainty, plugged into the presented procedure and a final set of
scale factors is retrieved. This new procedure has an overall diminishing effect on several
systematic uncertainties, reducing the impact of the W+Jets background and avoiding double
counting (cf. section 8.3.2).

7.3 W+Jets normalization in boosted topology

The heavy flavor SFs derived for the resolved selection in section 7.2.2 are used for the
boosted selection as well. The charge asymmetry normalization though is recalculated for
the different kinematic regime in the boosted selection. Since the final signal region selection
event yield after the boosted selection is too small for a reliable evaluation of the appropriate
SFs, a specific boosted W+Jets control region selection is used. Therefore the selection (cf.
section 6.2.2) is loosened by dropping the b-tagging requirement and the jet mass and

√
d12

cuts as well as the ∆φ(j, `) requirement for the hadronic top-jet selection to enhance the
event acceptance.
Analyzing the events in this boosted W+Jets control region and applying the W+Jets SFs
derived for the resolved topology without applying the charge asymmetry normalization,
the obtained yields for positive/negative charged leptons are used to recalculate the charge
asymmetry normalization nCA following the procedure presented in section 7.2.1. Only one
overall charge asymmetry normalization is calculated for all jet multiplicity bins as listed in
table 16.

7.4 Application of W+Jets scale factors

The W+Jets SFs are applied to each individual event. To ease the application for all ana-
lyzers, a tool has been developed and added to the ttResoSingleLepton common analysis
code package. This tool takes the lepton channel, W+Jets flavor and the jet multiplicity bin
as input and returns an event weight for this given setup.
The W+Jets yields at pre-tag level used during the derivation of the SFs are shipped with
the tool and used as starting point. These yields N j,in

i for a given W+Jets flavor i and jet
multiplicity bin j are altered with the corresponding SF Kj

i for the given setup.

N j,out
i = N j,in

i ·Kj
i (7.13)

81



W+Jets background estimation Search for tt̄ resonances

Bin Kbb Kcc Kc Kll nCA

1ex 1.444± 0.078 1.444± 0.078 0.759± 0.031 1.019± 0.005 1.046± 0.011

2ex 1.419± 0.077 1.419± 0.077 0.746± 0.030 1.001± 0.005 1.051± 0.011

3ex 1.384± 0.075 1.384± 0.075 0.728± 0.030 0.976± 0.005 1.003± 0.011

4ex 1.348± 0.073 1.348± 0.073 0.709± 0.029 0.951± 0.005 1.017± 0.011

5in 1.305± 0.070 1.305± 0.070 0.686± 0.028 0.921± 0.004 1.045± 0.011

3in 1.373± 0.074 1.373± 0.074 0.722± 0.029 0.969± 0.005 1.007± 0.011

4in 1.338± 0.072 1.338± 0.072 0.703± 0.029 0.944± 0.005 1.023± 0.011

(a) e+jets channel

Bin Kbb Kcc Kc Kll nCA

1ex 1.745± 0.060 1.745± 0.060 0.739± 0.025 1.004± 0.004 1.042± 0.006

2ex 1.683± 0.058 1.683± 0.058 0.713± 0.024 0.968± 0.004 1.065± 0.006

3ex 1.612± 0.055 1.612± 0.055 0.683± 0.023 0.927± 0.003 1.015± 0.006

4ex 1.539± 0.053 1.539± 0.053 0.652± 0.022 0.885± 0.003 0.977± 0.006

5in 1.468± 0.050 1.468± 0.050 0.622± 0.021 0.844± 0.003 0.972± 0.006

3in 1.590± 0.054 1.590± 0.054 0.673± 0.023 0.914± 0.003 1.003± 0.006

4in 1.522± 0.052 1.522± 0.052 0.645± 0.022 0.875± 0.003 0.975± 0.006

(b) µ+jets channel

Table 15: W+Jets scale factors for each W+Jets flavor and the charge asymmetry nor-
malization in different jet multiplicity bins for the (a) e+jets and (b) µ+jets channel. This
analysis uses the 4 inclusive (4in) jet bin in the resolved and 2 exclusive (2ex) jet bin in the
boosted selection, other jet bins are provided for other analysis.

channel nCA

e+jets 0.807± 0.010

µ+jets 0.730± 0.005

Table 16: The charge asymmetry normalization for the boosted topology for the e+jets
and µ+jets channel.
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(a) e+jets, pre-tag level, prefit
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(b) e+jets, pre-tag level, postfit
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(c) µ+jets, pre-tag level, prefit
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(d) µ+jets, pre-tag level, postfit
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(e) e+jets, tag level, prefit
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(f) e+jets, tag level, postfit
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(g) µ+jets, tag level, prefit
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(h) µ+jets, tag level, postfit

Figure 38: Jet multiplicities for W+Jets normalization for all lepton charges combined, at
pre-tag level (a),(c) before and (b),(d) after the iterative procedure and at tag level (e),(g)
before and (f),(h) after the iterative procedure for e+jets and µ+jets channel respectively,
applying statistical variation on the flavor fractions as gray uncertainty band.
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Since the heavy flavor SFs are only used to correct the composition of flavors, but must
not have an effect on the overall normalization of the yields, the sum of output yields is
normalized to the sum of input yields. The normalization of the W+Jets background is
treated afterwards applying the charge asymmetry normalization nCA,j .
The final event weight w for the given jet multiplicity bin j is calculated as in equation (7.14).

w = N j,out
i /N j,in

i · nCA,j (7.14)

7.5 Differences in e+jets and µ+jets channel

Table 15 states a difference in single SFs of up to 13% between the e+jets and µ+jets channel.
To confirm the reliability of the derived SFs, this difference is investigated in more detail.
The difference cannot be observed if only heavy flavor factors are applied to the corresponding
samples, but not applying charge asymmetry normalization at tag level. Figure 40(a) shows
a good agreement between e+jets and µ+jets channel, while the remaining differences are
mostly covered within QCD uncertainty. Hence the main difference must be caused by the
charge asymmetry factors, which differ by about ∼ 5% between e+jets and µ+jets channel.
Comparing the values of the rMC ratio introduced in equation (7.5) for light flavor only
(W + eν and W + µν) and all (including heavy flavor) W+Jets samples shows the same
difference in e+jets and µ+jets channel. Therefore the flavor composition itself is not the
main cause of the difference in charge asymmetry.
Since the evolution of the rMC ratio with the cuts applied in the analysis at pre-tag level
does not show any significant effect, the detector acceptance for leptons in different η regions
is analyzed. The ratio is expected to be strongly dependent on the detector region in lepton
η with larger values for rMC in the forward/backward region of the detector compared to
the central region, since positively charged W-bosons are more likely to be produced in the
non-central region due to their connection to valence quarks carrying a larger momentum
fraction of the proton as discussed in section 7.1. This behavior is shown in figure 39(a),
but one can also observe an independence of the lepton flavor, since the same acceptance is
observed for e+jets and µ+jets channel. The difference in integrated rMC values is caused
by a different geometrical acceptance for electrons and muons in specific detector regions
due to an individual trigger efficiency, so that muons are more likely to be selected in the
forward/backward detector region, while electrons are more often selected in the central
detector region, as shown in figure 39(b). This indicates an intrinsic preference of larger
rMC values for the µ+jets channel. While a symmetrization of the isolation criteria for
electron/muons does not show a significant change, applying a pT /η re-weighting to the
truth leptons reduces the difference between the rMC values in e+jets and µ+jets channel
from ∼ 5% to ∼ 2%.
Different phase spaces for the e+jets and µ+jets and hence channel specific PDF descriptions
result in a distinction within the PDF uncertainty for the two channels. The difference in
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e+jets and µ+jets channel due to the charge asymmetry is mostly covered within this PDF
uncertainty, as shown in figure 40(b) at pre-tag level.
Hence it is understood, that the difference in the e+jets and µ+jets channel scale factors is
mainly caused by different phase spaces for the e+jets and µ+jets channel and by detector
acceptance for electrons/muons in central and forward/backward η regions and the scale
factors are considered reliable. This study has also been discussed in [95].
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(a) rMC as a function of truth lepton η
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Figure 39: Detector acceptance for the (a) rMC ratio and (b) truth leptons as a function
of the truth lepton η at pre-tag level. (Large spikes in (a) for muons indicates the transition
region of the muon chamber sub parts, where muons are bent into/out of the muon chamber
by the magnetic field.)
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Figure 40: Effect of the W+Jets scale factors on the mtt̄ spectrum. Figure (a) does not
apply charge asymmetry normalization (only flavor fraction correction) and compares with
QCD uncertainty at tag level, figure (b) additionally applies charge asymmetry normaliza-
tion and compares with PDF uncertainty at pre-tag level. Both figures also show a double
ratio of the e+jets and µ+jets channel scale factor effect.
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8
Systematic uncertainties

A good understanding of the impact of experimental and theoretical systematic uncertain-
ties on the predictions for the signal and background processes is crucial for a reasonable
interpretation of the final results. This section presents the systematic uncertainties taken
into account in this analysis and the procedures used to estimate their impact. Beside a gen-
eral uncertainty on the measured luminosity at the LHC described in section 8.1, systematic
uncertainties can be divided into those affecting reconstructed objects like jets and leptons
discussed in section 8.2 or those affecting the modeling of background or signal processes as
presented in section 8.3. A smoothing is applied to the final systematic shift spectra intro-
duced in section 8.4 and a summary of the impact of all systematic uncertainties is given in
section 8.5.

8.1 Luminosity

The uncertainty on the integrated luminosity is 2.8%. It is derived, following the same
methodology as that detailed in [105], from a preliminary calibration of the luminosity scale
derived from beam separation scans performed in November 2012. This uncertainty is applied
to all signal and background samples except multijet and W+Jets, since those are estimated
from data.
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8.2 Physics objects

Uncertainties on the identification and reconstruction of physics objects have a large impact
on the final results of the analysis and are discussed in the following. A more detailed
discussion can be found in [8] and [95].

8.2.1 Leptons

The lepton identification and reconstruction is affected by isolation efficiency as well as trigger
and reconstruction efficiency of the single-lepton triggers, which are estimated from Z → ee

and Z → µµ events. To account for the different event topologies of Z and tt̄ events, these
uncertainties are corrected using studies of high jet multiplicity Z → `` events. A smaller
impact is observed for uncertainties on the energy scale and reconstruction for leptons.

8.2.2 Small radius jets

The small radius anti-kt jet collection is studied for uncertainties on the jet energy scale (JES)
and jet energy resolution (JER), as well as uncertainties on the jet vertex fraction (JVF).
The JES uncertainty is broken down into specific sub-components, while most of them are
found to have a minor impact and are added in quadrature for one combined component,
some major impact components are treated explicitly. The overall JES uncertainty is one of
the systematic uncertainties with the biggest impact in the resolved selection.

8.2.3 Large radius jets

The large radius anti-kt jet collection is similarly studied for JES and JER uncertainties,
also here with a breakdown of JES components analyzed for major impact components.
Since special cuts on jet masses are applied for this collection in the boosted selection, also
uncertainties on the jet mass resolution (JMR) and jet mass scale (JMS) as well as dependence
on the kt splitting scale are taken into account. Especially the scale uncertainties have a big
impact on the boosted selection, while the impact of large radius jet uncertainties is of minor
importance for the resolved selection, since it is only affected passively due to veto on events
passing the boosted selection.

8.2.4 B-tagging

Simultaneous variations of the uncertainties on the b-tagging efficiency and rejection provide
an estimate for the b-tagging uncertainty. The uncertainties on c- and light-jets tagging (mis-
tag rates) are of minor impact and hence used as a combined uncertainty each instead of
component breakdown. The identification of b-jets on the contrary was studied in eigenvector
variation breakdown, considering the most relevant ones. To account for uncertainties on
the modeling of the track reconstruction in high-pT environments, an additional b-tagging
uncertainty for high-momentum jets above pT > 300 GeV is applied with a strong impact on
large resonance masses.
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8.3 Backgrounds

The following subsections describe uncertainties affecting specific processes such as the tt̄
decay and W-boson production in association with jets as the main backgrounds as well as
an estimation of multijet processes and other minor backgrounds.

8.3.1 TTBar

Since the contribution from Standard Model tt̄ processes is the dominant and irreducible
background in this analysis, the estimation of systematic uncertainties affecting tt̄ processes
is an essential task, studied explicitly for different sources as presented in the following.

Overall normalisation
The overall normalization uncertainty on the total background is dominated by the tt̄ cross
section uncertainty. It’s calculated in QCD at NNLO level including re-summation of next-
to-next-to-leading logarithmic (NNLL) soft gluon terms, resulting in an uncertainty of 6.5%.

Generator uncertainties
Several generators are available for MC sample production. Even though the one describing
the background best (in comparison to data) is chosen, the choice of NLO tt̄ can affect
the result, as well as the choice of generators used for parton showering and fragmentation.
To account for these systematic uncertainties the nominal Powheg+Pythia spectra are
compared to generator setups Powheg+Herwig (at ATLAS Fast Simulation (AFII) level)
and MC@NLO+Herwig (at Full Simulation (FS) level). With the event yield per bin i for
the given generator setup yisetup the variation ∆i is applied symmetrically.

The generator uncertainty (MCGen) is derived via equation (8.1).

∆i
MCGen =

(
yiFS, Powheg+Pythia − yiFS, MC@NLO+Herwig

)
(8.1)

The parton shower uncertainty (PS) is corrected with a factor accounting for differences
for the full simulation in the nominal samples and the ATLAS Fast Simulation, derived via
equation (8.2).

∆i
PS =

(
yiAFII, Powheg+Pythia − yiAFII, Powheg+Herwig

)
· yinominal
yiAFII, Powheg+Pythia

(8.2)

Top mass uncertainty
The nominal tt̄ MC sample is produced with a reference top mass of mt = 172.5 GeV. The
uncertainty on the shape of the mtt̄ distributions from this choice is evaluated by comparing
the shapes with two Powheg+Pythia MC samples produced with reference top masses of
mup
t = 175.0 GeV and mdown

t = 170.0 GeV. To approximate a 1.0 GeV uncertainty on the
top quark mass, reflecting uncertainties on recent top mass measurements (cf. section 2.5.4),
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the difference to the nominal sample is scaled by a factor of 0.4 and the cross sections used
for the different samples are adapted to the nominal sample to avoid double counting in the
normalization uncertainty, which is treated separately. With the event yield per bin i for the
nominal sample yinominal and the up/down variation for the systematic samples yiup/down, the
uncertainty ∆i

topmass,up/down is derived as

∆i
topmass,up/down = 0.4 ·

(
yiup/down − y

i
nominal

)
(8.3)

QCD ISR/FSR
The uncertainty due to initial- and final state QCD radiation (ISR/FSR) is estimated from
AcerMC+Pythia Monte Carlo samples generated with up and down variations of the
Pythia ISR and FSR parameters. Comparing the up/down variation event yields yiup/down
for bin i with the nominal event yield yinominal obtained from a MC@NLO sample, the 1σ
variation ∆i

ISR/FSR is applied symmetrically to the MC@NLO sample after computing

∆i
ISR/FSR =

∣∣∣yiup − yidown

∣∣∣(
yiup + yidown

) · yinominal (8.4)

8.3.2 W+Jets

Uncertainties on W+Jets are mainly driven by scale and parton matching uncertainties as
well as the composition of heavy flavor contributions and corresponding normalization.

Scale and parton matching uncertainties
W+Jets MC modeling provides a number of tunable parameters with the default values
chosen to best reproduce data samples. Uncertainties on shape-changing effects can be
estimated by shifting these parameters and re-scaling events accordingly, e.g. using the pT

of the leading jet per event as reference. Two parameter variations have turned out to have
the most significant impact on the final observables and are considered in this analysis

• iqopt3 : functional form of the factorization and re-normalization scale tuning

• ptjmin10 : minimum pT > 10 GeV threshold for partons considered in showering (setup
for default samples is pT > 15 GeV)

The systematic impact of these parameters is considered by applying a re-weighting on event-
basis, depending on the leading jet pT per event. To avoid double counting of the W+Jets
normalization uncertainty, which is treated separately in the context of the W+Jets SF
procedure (cf. chapter 7), the varied spectra are normalized to the nominal yields.
The fit functions for the ptjmin10 uncertainty applied as a scale function were derived for
a precedent analysis, not considering high pT regions explicitly (due to the lower center of
mass energy used in this analysis), resulting in a non-reasonable divergent behavior of the
scale functions for high pT regions. For the increased center of mass energy data used in this
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analysis, these high pT regions are crucial for the boosted topology reconstruction. Hence
this uncertainty was re-derived for a higher threshold of pT > 25 GeV (ptjmin25) providing
new functions to estimate this uncertainty as shown in figure 41 using the example of the
4 inclusive and all jet bins combined. Figure 42 shows the impact of the ptjmin systematic
uncertainty on the final mtt̄ discriminant spectrum for the two pT threshold setups. The
bottom panels show the ratio between the up/down variation due to the ptjmin systematic
compared to the nominal spectrum, denoting the divergent character of the ptjmin10 uncer-
tainty in figure 42(a), while the re-derived ptjmin25 uncertainty in figure 42(b) shows a much
more stable behavior in high pT regions. Consequently the ptjmin10 uncertainty is replaced
by the re-derived ptjmin25 uncertainty in this thesis.
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(a) 4 inclusive jet multiplicity
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(b) all combined jet multiplicity

Figure 41: Fits of the comparison for Alpgen showering with nominal (pT > 10 GeV)
and altered minimum pT threshold for partons for derivation of ptjmin25 (pT > 25 GeV)
W+Jets uncertainty weights depending on the leading jet pT per event in different jet
multiplicity bins, here shown using the example of the (a) 4 inclusive and (b) all combined
jet multiplicity bin.
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Figure 42: Comparison of the impact of the (a) ptjmin10 and (b) ptjmin25 systematic
uncertainties on the final mtt̄ distributions. The upper panel shows the mtt̄ distribution
for the nominal spectrum and the up/down variation due to the applied systematic. The
bottom panel shows the ratio of the variation compared to the nominal spectrum.
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Heavy flavor and normalization scaling
Uncertainties on the composition of the W+Jets background from different heavy flavor
contributions and normalization scale factors are taken into account by applying a specific
data-driven scale factor for each major systematic uncertainty used in this analysis (cf. chap-
ter 7). These scale factors are applied in the evaluation of the corresponding systematic
variation spectra with a generally diminishing effect on the systematic variation as shown in
figure 43 using the example of two systematic uncertainties.
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(a) Btag b component 9, Resolved, e+jets
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Figure 43: Effect of W+Jets scale factors on the impact of different systematic uncertain-
ties, shown here using the example of the (a) btag b component 9 (BtagB9) in the resolved
selection, e+jets channel and the (b) Muon scale factor (MuSF) in the boosted selection,
µ+jets channel.

8.3.3 Multijet

Systematic uncertainties on multijet processes are evaluated using several different definitions
of multijet control regions that result in slightly different estimations of the false-identification
rate f (cf. section 5.2.6). Systematic uncertainties associated with object reconstruction and
MC simulation are also considered, resulting in a total normalization uncertainty of 20%.

8.3.4 Other backgrounds

Other minor backgrounds are assigned with a normalization uncertainty, as of 7.7% for single
top and 48% for Z+Jets processes. For diboson processes a combination of the NLO PDF
and scale uncertainties as well as additional uncertainties from the requirements on the jet
multiplicity is used, resulting in a final normalization uncertainty of 34%. More details on
these uncertainties can be found in [95].

8.3.5 PDF uncertainties

The procedure used to derive the PDF uncertainties follows the TopPdfUncertainty [106]
prescriptions considering three different PDFsets, provided1 by the LHAPDF group [107].

1Version 6.0.5 from http://lhapdf.hepforge.org/
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• CT10 : CT10nlo (central + 52 error sets) [108, 109]

• MSTW : MSTW2008nlo68cl (central + 40 error sets) [31, 110]

• NNPDF : NNPDF23_nlo_as_0118 (central + ensemble of 100 PDFs) [111]

Each of these PDFsets provides a central PDF value X0 and a certain number N of error set
variations X1..N , varying around the central value. Each PDFset is combined to a PDFset
specific overall uncertainty for up ∆Xup

0 and down ∆Xdown
0 variation using the Intra-PDF

procedure and these are afterwards combined to an overall Inter-PDF uncertainty envelope.
A unique set of W+Jets SFs (cf. chapter 7) is derived for each individual PDF set variation.

CT10
The CT10 PDFset provides a central (n = 0) variation and NCT10 = 52 error set variations,
while each even variation (2n) is an up-variation and each uneven variation (2n − 1) is
the corresponding down-variation. The Intra-PDF procedure used for this PDFset is the
symmetric Hessian, checking the difference for each variation pair, not taking the central
value into account as shown in equation (8.5). This uncertainty is applied symmetrically for
up/down uncertainty, i.e. Xup

0 = X0 + ∆X0 and Xdown
0 = X0−∆X0. In order to correspond

to 68% confidence level errors, a reduction by a factor of 1.645 is applied.

∆X0 = 1
2 ·

√√√√ 1
1.645 ·

N/2∑
n=1

(
Xn −X(n+1)

)2
(8.5)

MSTW
The MSTW PDFset provides a central (n = 0) variation and NMSTW = 40 error set varia-
tions, while each even variation (2n) is an up-variation and each odd variation (2n−1) is the
corresponding down variation. The Intra-PDF procedure for this PDFset is the asymmetric
Hessian, checking for the direction of each pair of variations and adding them correspondingly
to the up/down uncertainty combination, i.e. Xup

0 = X0 +∆Xup
0 and Xdown

0 = X0−∆Xdown
0 .

If both lead into the same direction, the larger one is applied to both combinations as shown
in equation (8.6) and (8.7).

∆Xup
0 =

√√√√√N/2∑
n=1

(
max

[
0, (X2n −X0), (X2n−1 −X0)

])2

(8.6)

∆Xdown
0 =

√√√√√N/2∑
n=1

(
max

[
0, (X0 −X2n), (X0 −X2n−1)

])2

(8.7)
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NNPDF
The NNPDF PDFset does not provide a set of explicit up/down variation PDFs, but a mean
value (n = 0) and other PDFs (n > 0) with parameters varied to provide a full ensemble of
NNNPDF = 100 PDFs instead. In that way the best value is the mean of all the ensembles
(already provided as PDF n = 0), shown in equation (8.8) and the intra-PDF uncertainty
is the standard deviation (on a sample ensemble, which requires N-1 in the denominator) as
shown in equation (8.9). This uncertainty is applied symmetrically for up/down uncertainty,
i.e. Xup

0 = X0 + ∆X0 and Xdown
0 = X0 −∆X0.

X0 = 1
N
·
N/2∑
n=1

Xn (8.8)

∆X0 =

√√√√ 1
N − 1 ·

N/2∑
n=1

(
Xn −X0

)
(8.9)

PDF Combination
The Inter-PDF uncertainty is calculated by creating an envelope of the uncertainties of all
three PDF sets. Therefore the PDF sets are combined in a linear way, taking the mean of
central values of each PDF set i as combined central value as shown in equation (8.10) and
the extremum (min and max) of the variations of each PDF set i is taken and the half of the
interval is used as uncertainty, as shown in equation (8.11).

Xmean
0 = 1

3 ·
∑
i

Xi
0 for each PDFset i ∈ [CT10, MSTW, NNPDF] (8.10)

∆Xmean
0 = 1

2 ·
∣∣∣∣∣ max

[
Xi

0 + ∆Xi,up
0

]
−min

[
Xi

0 −∆Xi,down
0

] ∣∣∣∣∣ (8.11)

The PDF set used for each sample in first order is ignored and the uncertainty is calculated
on these three PDFsets instead. Hence a shifted central value is not applied in the analysis,
but the uncertainty envelope is applied to the nominal value for each sample. Figure 44
shows the combined InterPDF uncertainties. More plots of the IntraPDF uncertainties can
be found in the appendix A.4.
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(b) Resolved, µ+jets
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(c) Boosted, e+jets
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(d) Boosted, µ+jets

Figure 44: Combined InterPDF uncertainties on the mtt̄ spectrum for the Resolved selec-
tion in (a) e+jets and (b) µ+jets channel and for the Boosted selection in (c) e+jets and
(d) µ+jets channel. The grey band shows the final PDF variation, illustrated in a ratio
compared to the central variation and to the nominal spectrum.
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8.4 Smoothing procedure

Small impact systematic uncertainties often suffer from statistical fluctuations, leading to an
overestimation in single bins. A smoothing procedure is applied to prevent this non-trivial
effect, which, beside the large number of systematic uncertainties, may lead to problems in
profiling and/or over-constraints of nuisance parameters or even failure of fitting convergence
when searching for excesses in the final spectra. This procedure is applied to all systematic
uncertainties involving differences in event selections, this includes e.g. energy correction or
MC comparison uncertainties, while uncertainties defined by altered scale-factors are not
considered for smoothing, since they do not suffer from statistical fluctuations.
The smoothing procedure searches for bins with statistically insignificant systematic varia-
tions and merges them, averaging their impact as a more reliable estimation. For each bin
i the relative statistical uncertainty ∆i

stat as defined in equation (8.12) with the statistical
error of the nominal histogram einom and the systematic variation eivar and the nominal yield
ninom is calculated.

∆i
stat =

√
(einom)2 + (eivar)2

ninom
(8.12)

Looping over the bins sorted in descending order of their statistical variation, if the systematic
variation in the considered bin i with defined as ∆i

syst =
∣∣nivar − ninom

∣∣ is smaller than twice
the statistical uncertainty as defined in equation (8.13), this bin is considered to be merged
with one of its neighbors to improve the statistical significance.

∆i
syst

∆i
stat

!
≤ 2.0 (8.13)

Merging with a neighbor bin j is considered appropriate only, if the neighbor bin also satisfies
the threshold defined in equation (8.13) or the relative systematic uncertainty after merging
doesn’t exceed twice the statistical uncertainty of the current bin, cf. equation (8.14).∣∣∣∆i

syst + ∆j
syst

∣∣∣
∆i

stat
· ninom

ninom + njnom

!
≤ 2.0 (8.14)

If both the left and right adjacent bins fulfill one of these conditions, and hence are both
considered appropriate for merging, the bin with the larger relative statistical uncertainty is
chosen for merging, see equation (8.15).

bin considered for merging : max
(

∆left
stat

nleft
nom

,
∆right

stat

nright
nom

)
(8.15)

If the current bin is not considered for merging, the bin with the next largest relative statis-
tical uncertainty ∆i

stat is checked. If the current bin is merged, the bin loop starts from the
beginning considering the reduced number of bins. If no bin is considered for merging or the
histograms has only one bin left, the iterative procedure ends.
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After this procedure, the original binning is restored, but adapting the systematic variation
for merged bins. The effect of the procedure on the spectra is shown in figure 45 using the
example of the small radius jet energy resolution (JER) and large radius jet mass resolution
(JMRBOOST) systematics (more plots can be found in the appendix A.3). These systematic
uncertainties show large variations in high mtt̄ mass regions, all well within the statistical
uncertainty. The smoothing procedure removes these fluctuations, complying with the bins
with rather low statistical uncertainties around 500 (800) GeV in figure 45(a) (45(b)).
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(b) Jet mass resolution, Boosted, µ+jets

Figure 45: Effect of systematic smoothing exemplarily shown for (a) small radius jet
energy resolution (JER) in the resolved selection, e+jets channel and (b) large radius jet
mass resolution (JMR) in boosted selection, µ+jets channel.

8.5 Summary

A summary of the dominant uncertainties in this analysis is given in table 17, stating the
average relative impact on the total yield of summed background processes and a benchmark
model Z ′ resonance with a mass of 1.75 TeV. Only the impact on the overall normalization
is given while some systematic uncertainties have a significant effect on specific processes
or a dependence on the reconstructed invariant tt̄ mass mtt̄, fully taken into account in the
analysis for all uncertainties. The strongest effects arise from the small radius jet energy scale
(JES), parton distribution functions (PDF) and b-jet identification, but also tt̄ normalization
as well as parton shower and fragmentation has a larger uncertainty. The reconstruction in
boosted topologies as for the Z ′ with a resonance mass of 1.75 TeV is especially affected by
the b-tagging b-jet efficiency, dominated by the high-pT b-tagging uncertainty.

The impact of each uncertainty on the reconstructed mtt̄ discriminant in the resolved and
boosted selections in the e+jets and µ+jets channel separately is shown in the appendix in
section A.3.
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Resolved Boosted

impact [%] impact [%]

Systematic uncertainties Bkg. Z′ Bkg. Z′

Luminosity 2.5 2.8 2.6 2.8

Parton Distribution Function (PDF) 5.3 9.4 8.6 9.2

Initial (ISR) / Final state radiation (FSR) 4.2 - 4.0 -

tt̄ parton shower and fragmentation 6.0 - 5.5 -

tt̄ normalization 5.6 - 5.8 -

tt̄ electro-weak virtual correction 0.2 - 0.3 -

tt̄ generator 2.0 - 0.4 -

tt̄ top quark mass 1.0 - 2.9 -

W+Jets generator < 0.1 - < 0.1 -

Multi-jet normalization e+jets 0.2 - < 0.1 -

Multi-jet normalization µ+jets 0.1 - < 0.1 -

Large-R jet energy (JES) / mass scale (JMS) < 0.1 < 0.1 11.5 3.1

Large-R jet energy (JER) / mass resolution (JMR) < 0.1 < 0.1 1.2 < 0.1

Small-R jet energy scale (JES) 5.7 3.0 0.4 1.6

Small-R jet energy resolution (JER) 1.0 4.2 0.9 0.9

Jet vertex fraction 2.7 2.3 0.3 0.1

b-tagging b-jet efficiency 1.0 2.0 2.8 17.1

b-tagging c-jet efficiency 0.1 0.7 0.1 2.1

b-tagging light-jet efficiency < 0.1 < 0.1 0.1 0.2

Electron efficiency 0.3 0.6 0.6 1.3

Muon efficiency 0.9 1.0 0.9 1.1

MC statistical uncertainty 0.1 3.3 0.2 1.0

All systematic uncertainties 12.9 12.0 17.6 20.2

Table 17: Average impact of the dominant systematic uncertainties on the total back-
ground yield and on the estimated yield for a Z ′ resonance with a mass of 1.75 TeV for
combined e+jets and µ+jets channel in resolved and boosted selection. Shifts are given in
percent of the nominal yield. Uncertainties not applicable (e.g. uncertainties on tt̄ modeling)
for a Z ′ resonance are denoted with a bar (-) in the table.
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9
Comparison of data and Standard Model

expectations

After applying all event selection criteria, a total selected event yield of 224 105 and 8 209
remains in observed data, while a total of 214901±27722 and 9232±1625 are expected from
simulation of Standard Model processes for the resolved and boosted selection respectively.
Both yields agree within their uncertainties. The detailed expected yields for each background
source are listed in table 18 including associated systematic uncertainties.

The following figures present a comparison between observed data and Standard Model ex-
pectations for the distributions of specific kinematic variables. Each figure is split into two
panels. The top panel shows the Standard Model expectations in a stacked histogram, in-
cluding tt̄ (white), W+Jets (yellow) and all remaining (merged, blue) background processes.
The statistical and total systematic uncertainty are plotted as gray and shaded uncertainty
bands respectively. The figure is overlaid with the distributions for observed data, denoted
by the black bullets. The bottom panel of each figure shows a ratio of the observed data
compared to the total Standard Model expectations, providing a more quantitative estimate
of the general agreement.
Figure 46 shows the reconstructed hadronically and leptonically decaying top candidates
as well as the hadronically decaying W-candidate for the resolved selection. Equivalent
distributions for the two top candidates and the leading jet transverse momentum for the
boosted selection are shown in figure 47.
The distributions of the invariant tt̄ mass mtt̄ are shown in the twelve distinguishable anal-
ysis channels in figure 48 and figure 49 for the resolved and boosted selection respectively,
separated by the lepton channel and by b-tagging category of the reconstructed events. A
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combination of the lepton channels and b-tagging categories for each topology selection as
well as a full combination of all twelve channels is presented in figure 50.
The distributions for observed data and Standard Model expectations agree within their
uncertainties, showing some slight shape differences seen especially in high mass regions in
the boosted selection.

Source e+jets µ+jets total

tt̄ 4 111± 687 4 070± 680 8 181± 1 366

Singletop 137± 20 154± 22 291± 42

tt̄+V 37± 4 38± 4 75± 8

Multijet 91± 18 9± 2 100± 20

W+Jets 235± 21 258± 23 493± 45

Z+Jets 34± 6 17± 3 51± 9

Diboson 21± 4 20± 4 41± 8

Total 4 666± 821 4 566± 804 9 232± 1 625

Data 4 151 4 058 8 209

(a) Boosted selection

Source e+jets µ+jets total

tt̄ 92 609± 12 317 91 552± 12 176 184 161± 24 493

Singletop 3 840± 442 3 783± 435 7 623± 877

tt̄+V 274± 14 268± 14 542± 28

Multijet 5 284± 999 1 050± 198 6 334± 1 197

W+Jets 6 470± 718 7 145± 793 13 615± 1 511

Z+Jets 1 370± 452 632± 209 2 002± 661

Diboson 319± 56 305± 54 624± 110

Total 110 166± 14 211 104 735± 13 511 214 901± 27 722

Data 114 780 109 325 224 105

(b) Resolved selection

Table 18: Event yields for data and Standard Model expectations after applying the
full (a) boosted and (b) resolved selection and reconstruction, including the impact of the
sum in quadrature of all systematic uncertainties on the Standard Model expectations as
uncertainty.
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(b) Hadronic top mass, µ+jets
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(c) Leptonic top mass, e+jets
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(d) Leptonic top mass, µ+jets
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(e) Hadronic W mass, e+jets
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(f) Hadronic W mass, µ+jets

Figure 46: Comparison of data and Standard Model expectations for specific variables of
the resolved selection: Reconstructed mass of the (a),(b) hadronically decaying top candi-
date, the (c),(d) leptonically decaying top candidate and the (e),(f) hadronically decaying
W-boson candidate in the e+jets and µ+jets channel separately after the reconstruction in
the resolved topology. The Standard Model background is shown in a stacked histogram,
including tt̄, W+Jets and all remaining (merged) background processes. The bottom panel
shows the data/MC agreement with the gray and shaded area indicating the statistical and
the total systematic uncertainty respectively.
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(a) Hadronic top mass, e+jets
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(b) Hadronic top mass, µ+jets
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(c) Leptonic top mass, e+jets
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(d) Leptonic top mass, µ+jets
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(e) Leading jet pT, e+jets

 E
ve

nt
s 

/ 5
0 

G
eV

 

500

1000

1500

2000

2500
Data Other SM

tSM t SM W+Jets
stat unc. stat+syst unc.

-1 = 8 TeV, 20.3 fbs
 + jets, Boostedµ

all b-tagging categories combined

 

 [GeV]  
T

  Leading akt10 jet p
200 300 400 500 600 700 800 900 1000 1100 1200

 D
at

a/
B

kg
 

0.5

1

1.5
 

(f) Leading jet pT, µ+jets

Figure 47: Comparison of data and Standard Model expectation for specific variables of
the boosted selection: Reconstructed mass of the (a),(b) hadronically decaying top candi-
date, the (c),(d) leptonically decaying top candidate and the (e),(f) leading pT large radius
jet in the event in the e+jets and µ+jets channel separately after the reconstruction in
the boosted topology. The Standard Model background is shown in a stacked histogram,
including tt̄, W+Jets and all remaining (merged) background processes. The bottom panel
shows the data/MC agreement with the gray and shaded area indicating the statistical and
the total systematic uncertainty respectively.
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(b) LepTag, µ+jets
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(c) HadTag, e+jets
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(d) HadTag, µ+jets
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(e) DoubleTag, e+jets
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Figure 48: Comparison of data and Standard Model expectation for mtt̄ distributions
of the resolved selection: Reconstructed mass of the full tt̄ system mtt̄ for categories with
(a),(b) leptonic side only, (c),(d) hadronic side only and (e),(f) both sides with a b-tagged
jet association for the e+jets and µ+jets channel separately after the reconstruction in
the resolved topology. The Standard Model background is shown in a stacked histogram,
including tt̄, W+Jets and all remaining (merged) background processes. The bottom panel
shows the data/MC agreement with the gray and shaded area indicating the statistical and
the total systematic uncertainty respectively. Expected distributions for hypothetical signal
leptophobic topcolor Z ′ (750 GeV) and RS Kaluza-Klein gluon gKK (1300 GeV) resonances
are overlaid (non-stacked).
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(d) HadTag, µ+jets
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(e) DoubleTag, e+jets
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(f) DoubleTag, µ+jets

Figure 49: Comparison of data and Standard Model expectation for mtt̄ distributions
of the boosted selection: Reconstructed mass of the full tt̄ system mtt̄ for categories with
(a),(b) leptonic side only, (c),(d) hadronic side only and (e),(f) both sides with a b-tagged
jet association for the e+jets and µ+jets channel separately after the reconstruction in
the resolved topology. The Standard Model background is shown in a stacked histogram,
including tt̄, W+Jets and all remaining (merged) background processes. The bottom panel
shows the data/MC agreement with the gray and shaded area indicating the statistical
and the total systematic uncertainty respectively. Expected distributions for hypothetical
signal leptophobic topcolor Z ′ (1000 GeV) and RS Kaluza-Klein gluon gKK (2250 GeV)
resonances are overlaid (non-stacked).
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(a) Boosted topology
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(b) Resolved topology
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(c) All combined

Figure 50: Comparison of data and Standard Model expectation for combined mtt̄ distri-
butions : Reconstructed mass of the full tt̄ system mtt̄ for (a) boosted selection, (b) resolved
selection and (c) both selections combined. All figures show combined e+jets and µ+jets
channels and all b-tagging categories combined. The Standard Model background is shown
in a stacked histogram, including tt̄, W+Jets and all remaining (merged) background pro-
cesses. The bottom panel shows the data/MC agreement with the gray and shaded area
indicating the statistical and the total systematic uncertainty respectively. Expected dis-
tributions for hypothetical signal leptophobic topcolor Z ′ (750 GeV or 1000 GeV) and RS
Kaluza-Klein gluon gKK (1300 GeV or 2250 GeV) resonances are overlaid (non-stacked).
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10
Analysis results

The twelve invariant mass spectra of the fully reconstructed tt̄ systemmtt̄ presented in chapter
9 are used as final discriminating observables for the analysis. A qualitative comparison of
the distributions for data and Standard Model expectations from simulation is performed
using the BumpHunter [112] tool. This hypothesis-testing tool identifies local excesses or
deficits in the distributions of data compared to Standard Model expectations, taking the
look-elsewhere effect1 [113] into account over the full range of the mass spectra. A significant
deviation is required to appear at the same place in each of the 12 distinct channels.

Taking all statistical and systematic uncertainties into account, no significant deviation of
the observed data from the total Standard Model expectations is observed. A hypothesis
test for selected theories beyond the Standard Model as discussed in section 2.6 is performed
to set upper limits on the cross section times branching ratio for each signal model. Two
different techniques are applied for the hypothesis testing, namely Bayesian and CLS, briefly
discussed in section 10.1. The final upper limits and exclusions are presented in section 10.2
for the Bayesian and in section 10.3 for the CLS method, followed by a discussion of the
comparison between the two techniques in section 10.4.

1The look-elsewhere effect (LEE) is a statistical technique to compensate for a potential bias of a statistically
significant observation due to limited parameter space or specific region of interest (e.g. testing for a resonance
of a specific mass), which usually reduces the significance of the observation. Hence a statistical significant
observation taking the LEE into account is a much stronger and more robust statement.
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10.1 Hypothesis testing

The final aim of the analysis is to test the results against the hypothesis of the presence of any
signal described by given models. In detail this means considering two different hypotheses,
one defining the null hypothesis H0, while the other one defines the alternative hypothesis
H1. The assignment of the hypothesis types depends on the test intended. For a discovery
one tests the background-only hypothesis (H0) against the signal hypothesis (H1) and tries
to reject H0. For an exclusion one tests the signal hypothesis (H0) against the background-
only hypothesis (H1) and tries to reject H0. These tests never allow to completely accept or
reject a specific hypothesis, but to favor one hypothesis over another at a certain confidence
level. This confidence level (CL) is related to the so-called significance level α = 1−CL,
traditionally set to 1% or 5%. Hence a hypothesis test rejecting the null hypothesis H0 in
favor of an alternative hypothesis H1 at a confidence level of CL = 95% implies a maximum
remaining type-I error of 5%, i.e. the probability of falsely rejecting a true null hypothesis.

Two philosophies have been established in high energy physics for hypothesis testing, the
Frequentist and the Bayesian method, which will be summarized briefly in the following
based on [114] and [115]. The core of both hypothesis testing procedures is the likelihood
function L, describing a probability density function for the number of observed events in
data D, given the background yield B (from Standard Model expectations) with a specific
contribution of signal events S scaled with a normalization factor µ ≥ 0 (signal strength),
as shown in equation (10.1). A normalization of µ = 0 corresponds to the background-only
hypothesis (i.e. no signal contribution), while µ > 0 denotes a signal hypothesis with a given
signal strength.

L(µ) = P
(
D|λ(µ, S,B)

)
λ(µ, S,B) = µ · S +B (10.1)

Since in high energy physics not only single values, but usually distributions of discriminants
are analyzed in form of histograms, the likelihood, which is described as a product of Poisson
distributions, can be expressed as shown in equation (10.2) with yield λj , including nuisance
parameters θ parametrizing systematic uncertainties, in a given bin j with the number of
total entries nj in that bin out of N total bins.

L(µ, θ) =
N∏
j=1

(
λj(µ, S,B, θ)

)nj
nj !

· e−λj(µ,S,B,θ) ·
∏
y

G
(
θ0
y − θy

)
(10.2)

Systematic uncertainties are taken into account with probability density functions, typically
denoted by Gaussian distributions G with unit width for the full set of systematic uncertain-
ties y, varying the parameters θ around the central value θ0 of auxiliary measurements e.g.
during maximization of the Likelihood.
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Frequentist
The frequentist method defines a test statistic tµ via a profile likelihood ratio as denoted in
equation (10.3). The numerator represents a setup maximizing the likelihood for a given µ

finding the best θ, while the expression in the denominator varies both µ and θ to maximize
the likelihood, providing a maximal statistical power (Neyman-Pearson lemma). This allows
to test for the null hypothesis µ = 0 and different signal strengths µ > 0.

tµ = −2 ln

L
(
µ,

ˆ̂
θ

)
L
(
µ̂, θ̂

)
 (10.3)

The upper limit µCL for a chosen confidence level CL under a given hypothesis Hµ can then
be obtained from a probability distribution function f(tµ|µ) of the test statistic, determined
by pseudo-data generated according to an input model as given in equation (10.4).

CL =
∫ ∞
tµCL

f(tµ|µ = 0) dtµ (10.4)

In summary the frequentist approach fixes the nuisance parameters θ beforehand, achieving
the best agreement between data and Standard Model expectations, trying to add a signal
contribution afterwards. Hence this approach excludes theories reproducing the data with
small probabilities under given nuisance parameters θ with α = Pµ(Nµ < D|θ) < 1− CL.
The frequentist approach is problematic for very small values of α or vanishing signal contri-
butions which in case of downward fluctuations can lead to a rejection of a signal hypothesis
one is not actually sensitive to. To avoid this risk, one defines the so-called CLS limit
shown in equation (10.5), comparing the CL for a signal plus background hypothesis to the
background-only hypothesis. Technically speaking this is not a proper confidence level defi-
nition any more but still provides a powerful measure for the compatibility of the data with
the signal hypothesis, which was used e.g. for the statement of the Higgs discovery (cf. [6]).

CLS = CLS+B
CLB

= P (N ≤ D|S +B)
P (N ≤ D|B) (10.5)

Bayesian
The Bayesian method uses Bayes’ theorem denoted in equation (10.6), describing the like-
lihood P (M |D) (usually called posterior) for a specific model M under the given data
D. This can be expressed as the probability of the data under the given model P (D|M)
(which is defined by the Likelihood L(µ), cf. equation (10.2)), multiplied with a prior
probability of the model P (M), normalized by the sum of the posterior of all theories
P (D) = P (M |D) + P (!M |D).

P (M |D) = P (D|M) · P (M)
P (D) (10.6)

The prior probability P (M) adds a precedent understanding of the model before looking
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at the actual data, which is the most critical point of the Bayesian approach, since usually
the model is rather unknown. Hence the most common approach is to use a flat prior for
the tested model, not adding any specific information, although one can use the posterior of
earlier iterations as new prior to add some knowledge about the model.
The confidence level CL can be obtained from these posterior distributions for fixed data with
varied nuisance parameters excluding a set of theories such that the posterior probability of
the excluded theories is 1-CL as shown in equation (10.7).

1− CL = P (µ ≥ µCL|D) =
∫∞
µCL

P (D|µ) P (µ) dµ∫∞
0 P (D|µ) P (µ) dµ (10.7)

Comparison
Both methods provide a powerful estimator to test specific hypotheses, although they use
rather different approaches. While the frequentist method provides a probability for the
observed data given a specific hypothesis, the Bayesian method provides a degree of belief
(since there is no probability for a theory) of a hypothesis, given the observed data.

10.2 Bayesian method results

Limits for the analysis using the Bayesian method are derived exclusively for this thesis.
Earlier iterations of this analysis used the Bayesian limit setting method provided by the
Mainz group, replaced by the nowadays more common CLS method in the publication of this
analysis. The available software framework for Bayesian limit setting has been adapted and
improved to suit the needs for the analysis in this thesis, providing the opportunity for a
sanity check of the CLS limits, comparing between two different techniques for limit setting.

Figure 51 shows the typical design of a figure for limit setting results in high energy physics
(often referred to as ”brazilian-plots” due to the color design). These plots show the cross
section times branching ratio for a resonance of a given model decaying to tt̄ as a function
of the resonance mass. The black dotted line shows the expected upper limit (at a given
confidence level) on the cross section times branching ratio for a given resonance mass,
obtained from Asimov2 toy experiments. The green and yellow bands denote the 1σ and
2σ uncertainty on this expected limit respectively. Considering the real data recorded by
the experiment as input, one obtains the straight black line, representing the observed upper
limits as a real comparison between data and Standard Model expectations. The predicted
upper limits from theory calculations are shown as the blue dashed line. The bullets in
the observed upper limit curve represent mass points which are calculated explicitly, all
intermediate mass regions are interpolated between these points. A hint for a new resonance
would show up as an excess of the observed limit above the expected limit. On the other
hand, if the curve of the expected/observed upper limit is below the cross section predicted

2Asimov experiments describe a test of an algorithm using the expected simulation only instead of real recorded
data to test for a predictable and controllable outcome.
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by the theory curve, the given theory can be excluded at these resonance masses at the given
confidence level. The plots in figure 51 only include statistical uncertainties, which do not
consider any effect due to systematic uncertainties in the analysis. Hence these plots can
easily yield a larger deviation between the expected and observed upper limits, taken as a
sanity check of the method itself rather than a final result.
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(b) RS Kaluza-Klein gluon gKK
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(c) RS Kaluza-Klein graviton GKK
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Figure 51: Bayesian (statistical uncertainties only, resolved+boosted selection) observed
and expected upper limits on the production cross section times branching ratio to tt̄ final
states as a function of the mass of a (a) leptophobic topcolor Z ′, (b) Randall-Sundrum
Kaluza-Klein gluon gKK , (c) Randall-Sundrum Kaluza-Klein graviton GKK and (d) scalar
resonances.

The final result is represented by figure 52, considering statistical and systematic uncertain-
ties in the limit setting. Since in this case the systematic uncertainties (represented by the
nuisance parameters in the Bayesian method) are varied during the calculation of the upper
limits, the uncertainty bands on the expected limits are much broader compared to statistical
only limits. These plots confirm the statement of the analysis of the mtt̄ spectra, that no
significant excess can be seen between simulation and data, since the observed limits are well
within the uncertainties of the expected limits. A sanity check for a reasonable treatment of
the various systematic uncertainties during the limit setting procedure is provided by figure
53, showing the pulls and uncertainties on the posterior distributions for each systematic
uncertainty, using the example of a Z ′ resonance with a mass of 2 TeV. The shifts of the
nuisance parameters are drawn from a unit-width Gaussian distribution and each value is
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assigned with a likelihood value. Hence the ideal systematic description results in a centered
(pull=0) expectation value (denoted by the black bullet) and a 1σ uncertainty (denoted by
the black error bar) in this type of plot, confirming a good understanding of the given system-
atic. If a systematic uncertainty is likely to be pulled strongly to achieve a better agreement
between data and background+signal, its proper description seems disputable. Also a strong
(small error bar, σ � 1) or weak (large error bar, σ � 1, underestimated uncertainty) con-
straint of the systematic needs to be cross checked in detail. Figure 53 shows stronger pulls
on systematic uncertainties with a generally large impact, e.g. the b-tag high pT and large
radius jet mass resolution systematic uncertainties. Also the small radius jet vertex fraction
is pulled stronger compared to others, although checks of the specific posterior distributions
show a reasonable behavior. In general the majority of uncertainties is constrained by the
fitting procedure, which results from the fact that they are initially treated as uncorrelated,
while these constraints introduce some sort of expectable correlation. A rather strong con-
straint can only be observed for the initial and final state radiation uncertainty. Also here
sanity checks of the posterior distributions and fit convergences confirmed a reasonable result.
Additionally the red bullets and error bars show the expected pulls and uncertainties when
using toy-data (Asimov test), predicting a trend for the pull and uncertainty, which is also
confirmed by the majority of systematic uncertainties.

With this complete picture with all (statistical and systematic) uncertainties taken into
account and cross checked, upper limits on the cross section times branching ratio are set for
each model for masses from 0.5 up to 3.0 TeV. Based on these results, exclusion limits are
set on the signal models as summarized in table 19. A leptophobic topcolor Z ′ is excluded
for masses below 1.9 (2.1) TeV and a Randall-Sundrum Kaluza-Klein gluon gKK for masses
below 2.1 (2.4) TeV for observed (expected) upper cross section times branching ratio limits
at 95% confidence level. A study of the width-dependence of the upper limits for a Randall-
Sundrum Kaluza-Klein gluon gKK resonance shown in figure 52(e) results in an observed
upper limit weakened by a factor of 1.7 from 0.40 pb to 0.69 pb over a range of width from
10% to 40% for a resonance mass of 1 TeV. For larger masses of 2 (3) TeV the limits even
weaken by a factor of 2.2 (2.8) from 0.09 (0.09) pb to 0.20 (0.26) pb over this range. The
amount of data used in this analysis does not provide enough sensitivity to set exclusion
limits on the Randall-Sundrum Kaluza-Klein graviton GKK and the Scalar resonance limit
is not tested against any specific theory description.
The full list of explicit observed and expected cross section times branching ratio limits for
statistical only and statistical+systematic uncertainties for all mass points for the selected
BSM models are listed in appendix A.5.
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(b) RS Kaluza-Klein gluon gKK
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(c) RS Kaluza-Klein graviton GKK
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(d) Scalar resonance
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Figure 52: Bayesian (systematic+statistical uncertainties, resolved+boosted selection)
observed and expected upper limits at 95% confidence level on the production cross section
times branching ratio to tt̄ final states as a function of the mass of a (a) leptophobic
topcolor Z ′, (b) Randall-Sundrum Kaluza-Klein gluon gKK , (c) Randall-Sundrum Kaluza-
Klein graviton GKK and (d) scalar resonance, as well as a (e) Randall-Sundrum Kaluza-
Klein gluon gKK width dependence study.
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Figure 53: Summary of the posterior pulls and uncertainties for each systematic un-
certainty resulting from the Bayesian limit setting procedure considering systematic and
statistical uncertainties, using the example of a leptophobic topcolor Z ′ resonance with
a mass of 2 TeV. 1σ and 2σ uncertainty bands are shown along with expected pulls and
uncertainties for Asimov tests, overlaid with actual pulls and uncertainties for data with
the resolved+boosted selection.
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model mass [TeV] σ×BR [pb] exclusion [TeV]

Leptophobic topcolor Z ′
0.4 12.09 (6.37)

m < 1.9 (2.1)
3.0 0.04 (0.01)

RS Kaluza-Klein gluon gKK
0.4 12.96 (6.39)

m < 2.1 (2.4)
3.0 0.11 (0.04)

RS Kaluza-Klein graviton GKK
0.4 8.45 (4.18)

(no exclusion)
2.5 0.03 (0.01)

Scalar resonance
0.4 9.00 (5.01)

(no exclusion)
3.0 0.02 (0.08)

Table 19: Bayesian (systematic+statistical uncertainties, resolved+boosted selection) ob-
served and expected upper limits at 95% confidence level on the production cross section
times branching ratio for a given mass range and upper mass exclusion limits for selected
BSM signal benchmark models.

10.3 CLS method results

The official publication of the analysis [8] uses the CLS method to derive limits and exclusions
on the models considered in this analysis. The corresponding upper limits are shown in figure
54. Based on these results, exclusion limits are set on the signal models as summarized in
table 20. A leptophobic topcolor Z ′ is excluded for masses below 1.8 (2.0) TeV and a Randall-
Sundrum Kaluza-Klein gluon gKK for masses below 2.2 (2.3) TeV for observed (expected)
upper cross section times branching ratio limits at 95% confidence level. The observed upper
limits for the Randall-Sundrum Kaluza-Klein gluon gKK model weaken by a factor of 2 from
0.4 pb to 0.78 pb over a range of width from 10% to 40% for a resonance mass of 1 TeV. For
larger masses of 2 (3) TeV these limits weaken by a factor of 3 from 0.08 (0.06) pb to 0.24
(0.21) pb over this range, as presented in figure 54(e).
Due to a higher acceptance, the limits are stronger for the RS Kaluza-Klein graviton GKK

and scalar resonances at same mass points compared to a leptophobic topcolor Z ′ or RS
Kaluza-Klein gluon gKK resonance. Especially for masses greater than 1.8 TeV, all models
show a weaker observed upper limit on the cross section times branching ration than the
expected ones, which is a result of the profile likelihood method allowing for a constraint on
the systematic uncertainties, shifting the central values of the nuisance parameters and their
associated uncertainties.
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Figure 54: CLS (systematic+statistical uncertainties, resolved+boosted selection) ob-
served and expected upper limits on the production cross section times branching ratio
to tt̄ final states as a function of the mass of a (a) leptophobic topcolor Z ′, (b) Randall-
Sundrum Kaluza-Klein gluon gKK , (c) Randall-Sundrum Kaluza-Klein graviton GKK and
(d) scalar resonance, as well as a (e) Randall-Sundrum Kaluza-Klein gluon gKK width
dependence study [8].
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model mass [TeV] σ×BR [pb] exclusion [TeV]

Leptophobic topcolor Z ′
0.4 4.17 (7.86)

m < 1.8 (2.0)
3.0 0.02 (0.03)

RS Kaluza-Klein gluon gKK
0.4 4.75 (8.75)

m < 2.2 (2.3)
3.0 0.09 (0.08)

RS Kaluza-Klein graviton GKK
0.4 2.48 (5.91)

(no exclusion)
2.5 0.03 (0.02)

Scalar resonance
0.4 7.11 (5.91)

(no exclusion)
3.0 0.05 (0.02)

Table 20: CLS (systematic+statistical uncertainties, resolved+boosted selection) observed
and expected upper limits at 95% confidence level on the production cross section times
branching ratio for a given mass range and upper mass exclusion limits for selected BSM
signal benchmark models [8].

10.4 Comparison of CLS and Bayesian method

The results for both methods presented in the previous sections show reasonable and com-
parable limits, while the Bayesian method shows a slightly stronger limit on the leptophobic
topcolor Z ′ and Randall-Sundrum Kaluza-Klein gluon gKK resonances (apart from gKK ob-
served). Since the results of this thesis include some minor updates of calibrations and tool
improvements compared to the published analysis, this improvement in limits should not
only be understood to be caused by the alternative method itself.
To put the comparison on a more qualitative and reasonable level, the Bayesian limit setting
method is also applied to the same (i.e. identical) input used for the CLS method in the
publication. A direct comparison between these two results is shown in figure 55. Apart
from the known black-green-yellow design of the limit plots used here for the results obtained
from the Bayesian method, this plot contains another red-blue-orange set of observed and
expected limits overlaid for the results obtained from the CLS method. Since this plot uses
identical input, it shows the raw differences resulting from the two distinctive limit setting
methods.
The most conspicuous disparity in this comparison is the width of the green-yellow and
blue-orange colored 1σ and 2σ uncertainty bands of the expected upper limits. While the
dashed lines for the raw expected upper limits are comparable, the Bayesian method shows
much broader uncertainty bands compared to the CLS method. For plots considering only
statistical uncertainties, these uncertainty bands are comparable, pointing out the diverse
treatment of systematic uncertainties of the two methods causing the difference in width
of the uncertainty bands. While the CLS methods fixes the best value for the nuisance
parameters before the calculation of the upper limit, the Bayesian method varies them during
the hypothesis testing, assigning probabilities to the nuisance parameters themselves and
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allowing for a broader range, resulting in a larger uncertainty on the expected upper limit.
Larger deviations between the observed upper limits mainly occur in the low mass region
below resonance masses of m < 800 GeV, where the HistFitter software framework used to
calculated the CLS limits is found to be unstable given the final spectra of this analysis due
to convergence problems for the lower mass points, leading to shifted upper limits. Also the
Bayesian method sees a double-peak behavior in the posterior distributions (hinting for a
higher probability for a signal strength µ > 0) for the low mass points resulting in a looser
limit. Other mass regions show rather small differences, all well even within the smaller
uncertainty bands of the CLS method.
On the technical side the Bayesian method is often criticized for rather long computing
times, due to the multiple toy experiments with variations for each nuisance parameter. A
set of limits for all four considered BSM models is produced with a time consumption of
about 2 weeks (depending on the capacity of the local cluster) in the context of this thesis,
which represents an acceptable time consumption for a CPU-intensive task and therefore is
competitive to the CLS limit setting procedure.
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(a) Z ′ resonance
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(b) RS Kaluza-Klein gluon gKK resonance
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(c) RS Kaluza-Klein graviton GKK reso-
nance
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Figure 55: Comparison of (systematic+statistical uncertainties, resolved+boosted selec-
tion) observed and expected (including ±1σ and ±2σ variations) upper limits on the cross
section times branching ratio at 95% confidence level for a (a) leptophobic topcolor Z ′, (b)
Randall-Sundrum Kaluza-Klein gluon gKK , (c) Randall-Sundrum Kaluza-Klein graviton
GKK and (d) scalar resonance. The input mtt̄ spectra for this comparison are taken from
the spectra used for the publication.
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11
Analysis improvements

This section introduces the improvements for the analysis presented in this thesis using
alternative top tagging techniques. After a short motivation in section 11.1, an alternative
top tagger algorithm is presented in detail in section 11.2 and applied in the lepton+jets tt̄
environment in section 11.3, introducing different setups with cut-based optimization as well
as a multivariate analysis approach. After discussing the systematic uncertainties introduced
by the top tagging algorithm, the final results are compared with the analysis in this thesis
in section 11.5.

11.1 Motivation

Identification of top jets containing all decay products of a top decay using top tagging
techniques (cf. section 4.5.7) is of major interest at high energy particle colliders at a center
of mass energy in the TeV regime. A variety of algorithms are under development to identify
a jet as originating from the hadronization shower of a top quark.
The current procedure applied in the analysis presented in this thesis is to apply a b-tagging
criterion as a major rejection cut against W+Jets background and to require a large radius
jet with a significant boost (cf. section 6.2.2) including a splitting scale of

√
d12 > 40 GeV,

which represents a very basic substructure requirement on this large radius jet.
Another approach is to use the HEPTopTagger algorithm [87, 88] which was originally
developed and optimized in an all-hadronic tt̄ environment. The algorithm applies a more
detailed substructure analysis and identifies all three decay products of the top quark ex-
plicitly. This algorithm is tested in the context of this analysis and optimized for good
signal efficiency and selection significance to identify the hadronically decaying top in the
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lepton+jets tt̄ environment. This procedure provides good separation power against W+Jets
signatures and hence allows to drop the b-tagging requirement from the event selection. Since
the uncertainty on b-tagging is one of the major systematic uncertainties in this analysis (cf.
section 8.5), dropping this uncertainty is a potential improvement which has to be compared
to the impact of uncertainties introduced by the HEPTopTagger algorithm.

11.2 HEPTopTagger algorithm

The following subsections discuss the intermediate steps of the HEPTopTagger algorithm
in more detail.

The starting point for top tagging is a large radius jet, which in this study is reconstructed
from cluster information of each event to build a Cambridge/Aachen (cf. section 4.5) jet
with a radius parameter of R = 1.5 using the jet clustering tool Fastjet v3.0.3 [98] and
calibrated afterwards [86]. The HEPTopTagger algorithm analyzes the substructure of this
large radius jet to identify all decay products of the hadronic top decay (t→W+b→ q+q̄′+b)
explicitly using the following six subsequent steps.

1. Find hard substituents of the large radius jet [hard subjets]

2. Recluster inclusive filtered subjets [filtered subjets]

3. Recluster three exclusive top subjets [reclustered subjets]

4. Build top candidate

5. Apply W-mass constraint

6. Apply top mass window

An illustration of the top tagging procedure is shown in figure 56.

11.2.1 Find Hard substituents of large radius jet

The clustering of the input large radius jet is reversed to find hard subjets and drop soft
radiations. Reverting the last clustering step of a parent jet jparent provides two subjets jisub.
While subjet i = 1 is defined as the subjet with the larger mass mj1

sub
> mj2

sub
, it has to fulfill

a mass drop criterion of mj1
sub

< tMD ·mjparent with a fractional threshold tMD, to ensure two
subjets sharing a minimum fraction of the parent jet mass representing two hard radiations.
If this requirement is not met by a jet pair, j2

sub is dismissed and j1
sub is further declustered1.

If the mass drop criterion is fulfilled, each of the two subjets is checked against a mass cut-off.
If the subjet satisfies mjisub

< mC , it is considered as a hard subjet and otherwise declustered
again. In the following steps, all permutations of hard subjet triplets are analyzed.

1i.e. taken as new input parent jet for the mass drop algorithm
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Figure 56: Intermediate steps of the HEPTopTagger algorithm, declustering a large
Cambridge/Aachen R=1.5 jet into hard subjets, testing all permutations of triplets of hard
subjets, applying inclusive filtering and reclustering three exclusive subjets, identified as
the decay products of the top candidate. The final objects are tested against W-mass and
top-mass constraints.

121



Analysis improvements Search for tt̄ resonances

11.2.2 Recluster inclusive filtered subjets

The constituents of a given triplet of hard subjets are reclustered with a dynamic radius
parameter depending on the distance ∆Rij between two hard subjets i, j of the current
triplet as given in equation (11.1), while a minimum radius Rmin

filter is set.

Rfilter = min
(
Rmin

filter, 0.5 ·min (∆Rij)
)

(11.1)

These filtered subjets are calibrated and a minimum pT threshold pmin
T,filter is applied after-

wards. In the following only a subset Nfilter of the hardest filtered subjets is considered.

11.2.3 Recluster three exclusive top subjets

The constituents of the filtered subjets are used to recluster exactly three top subjets with
a fixed radius parameter Rexclusive, while a minimum of 3 filtered subjet constituents is
required. These top subjets are again calibrated and a minimum pT threshold pmin

T,recluster is
applied afterwards. The indices of the reclustered subjets are sorted by the pT of the jet :
pT,j1

excl
> pT,j2

excl
> pT,j3

excl
. These three exclusive subjets are considered as candidates for the

top decay products.

11.2.4 Build top candidate

Depending on the setup of the algorithm, the final top candidate is either build from the
constituents of the filtered subjets (as used as input for the exclusive reclustering) or from
the three exclusive reclustered subjets. Due to the additional calibration of the reclustered
subjets, these two procedures may result in slightly different kinematics for the final top
candidate. All triplets passing this step provide a valid top candidate, which is tested against
specific criteria.

11.2.5 Apply W-mass constraint

While the previous steps provide a good rejection against multijet QCD background, the
W-mass constraint improves rejection against W+Jets background. The mass of the dijet
combination of two exclusive reclustered subjets mij has to match the W-mass and the full
combination of all three jets mijk is required to represent the top mass. Both constraints are
applied within a pre-defined uncertainty of the reference masses defined in equation (11.2)

mW = 80.4 GeV mtop = 172.3 GeV (11.2)

All permutations of combinations of the three exclusive subjets are tested on a plane of ratios
of the masses of the combined objects m23

m123
vs. arctan

(
m13
m12

)
.
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xlow < arctan
(
m13
m12

)
< xup (11.3)(

m23
m123

)
> ylow (11.4)

Equations (11.3) and (11.4) reject extreme cases of the mass ratios with at least one very
low mass subjet by applying simple cuts.

√√√√1−R2
max

(
1 +

(
m13
m12

)2
)
<

(
m23
m123

)
<

√√√√1−R2
min

(
1 +

(
m13
m12

)2
)

(11.5)

√√√√1−R2
max

(
1 +

(
m12
m13

)2
)
<

(
m23
m123

)
<

√√√√1−R2
min

(
1 +

(
m12
m13

)2
)

(11.6)

Rmin <

(
m23
m123

)
< Rmax (11.7)

The other three equations define an A-Shape cut characteristic for the HEPTopTagger
algorithm. Three lines are defined, representing m12 = mW (equation (11.5)), m13 = mW

(equation (11.6)) and m23 = mW (equation (11.7)) applied with a relative band of acceptance
of σ, hence defining Rmax

min, = (1± σ) · mW
mtop

. An illustration of these cuts is shown in figure 57.
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Figure 57: Illustration of the A-Shape cut used in the W-mass constraint of the HEPTop-
Tagger algorithm to reject major background components such as W+Jets and multijet.
Cuts applied to the ratios of masses of combined subjets force at least one combination of
two subjets to match the reference W-mass within a defined width σ (here σ = 30%).
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11.2.6 Apply top mass window

The mass of the final reconstructed top candidate mtop
candidate is required to satisfy a defined

mass range given in equation (11.8).

mtop
min < mtop

candidate < mtop
max (11.8)

Since a large radius jet might contain more than one triplet of hard subjet permutations pro-
viding a valid top candidate, the triplet with the top candidate mass closest to the reference
top mass is selected.

11.3 Analysis with the HEPTopTagger

Similar to the resolved and boosted selection in the analysis in this thesis (cf. section 6.2),
a specific toptagger selection with the HEPTopTagger algorithm is applied, which is also
based on a general pre-selection of events (cf. section 6.2.1).

A small radius jet is associated to the leptonic top decay similarly to the boosted selection
(cf. section 6.2.2) via ∆R(`, j) < 1.5 and referred to as leptonic b-jet or jlep in the following.
The jets of the Cambridge/Aachen R = 1.5 jet collection have to fulfill specific boosted
criteria as of central jets |η| < 2.0 and a high pT > 300 GeV, as well as a good separation to
the leptonic top decay, angular distance to the lepton ` of dφ(`, jet) > 2.3 and radial distance
to the leptonic b-jet of dR(jlep, jet) > 1.5. Jets satisfying these criteria are referred to as
taggable jets. A jet with a valid top candidate satisfying the W-mass constraint and the top
mass window is referred to as a tagged jet. For rare cases with more than one tagged large
radius jet per event, the highest pT jet is selected.
An additional truth matching is applied for tt̄ and signal samples for an efficient optimization
of the algorithm. An event topology satisfying a significant boost on truth parton-level for
the top decay products qi as of dR(toptruth, qi) < 1.6 is referred to as truth taggable event.
If a jet in this event is located close to the truth top parton dR(toptruth, jet) < 0.75 ·R, it is
referred to as truth tagged2 jet.
The same requirements are applied to the anti-kt R = 1.0 collection to allow for a consistent
comparison between the ATLAS tagger (cf. section 6.2.2) and the HEPTopTagger.

11.3.1 Algorithm configurations

The default working point of the HEPTopTagger (referred to as HTT0 in the following)
as presented in the publication paper of the algorithm was optimized for the all-hadronic tt̄
environment with a very pure signal selection and high background rejection at cost of signal
efficiency. Since the analysis in the lepton+jets tt̄ environment presented in this thesis does
not face a background contribution as large as the all-hadronic tt̄ environment, alternative

2A truth tag is independent of a tag of the HEPTopTagger algorithm.
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configurations of the HEPTopTagger algorithm, optimized for improved signal efficiency
and tolerating a lower background rejection, are tested.
Two alternative configurations, modifying some of the internal parameters of the algorithm
(referred to as HTT1 and HTT2 in the following), are presented. An overview of the pa-
rameters of the different configurations is listed in table 21. One of the major changes is the
choice of the kt instead of the C/A clustering algorithm for the subjet reclustering, which
has been suggested by one of the authors of the HEPTopTagger algorithm in a private
communication.
Since the kt clustering algorithm combines hardest objects last (cf. section 4.5.2), this algo-
rithm is the most intuitive choice for reversing the clustering of hard objects, since the C/A
clustering algorithm does not take the pT of constituents into account. A known issue with
the HEPTopTagger algorithm is the reconstruction of a top candidate with an underesti-
mated mass, peaking around the W-mass of ∼ 80 GeV, for a small but perceivable fraction of
events. These events miss one decay product of the top quark decay during reconstruction,
e.g. rejected by the subjet pT threshold. A study on this threshold parameter concluded, that
lowering this threshold recovers some of these events to a reasonable top mass. Although this
also recovers a large fraction of W+Jets events, that look more tt̄-like. Hence a minimum
threshold of 15 GeV is tested with the HTT2 configuration as a compromise between an
improved top mass resolution and a drop in background rejection, compared to 20 GeV for
the HTT0 and HTT1 configurations .

11.3.2 Cut-based optimization

Beside the modified clustering configurations, the W-mass constraint is loosened to a simple
box-cut for the HTT1/HTT2 configurations, instead of the characteristic A-Shape as well as
applying a broader top mass window for a significant gain in efficiency. The cuts applied to
the subjet mass plane as a W-mass constraint for each configuration are shown in figure 58,
comparing between signal (tt̄) and background (W+Jets). Figure 58(a) and 58(b) illustrate
the typical A-shape cut for the default configuration HTT0 as a rather confining cut on the
mass ratios. The plots for the HTT1 (58(c), 58(d)) and HTT2 (58(e), 58(f)) configurations
denote a generally higher acceptance and the less stringent box-cut setup. These plots show
all triplets with a valid top candidate from truth tagged jets for tt̄ and taggable jets for
W+Jets. Since the top mass window is applied after this cut, they also include triplets
with a non-reasonable top mass, mostly located in the outer regions of the plots, while the
center region denotes top candidates with reasonable subjet mass ratios, which is selected by
each configuration. A conspicuous difference is the effect of the two different jet clustering
algorithms (C/A and kt), which is mainly caused by the additional pT dependence of the kt
clustering algorithm.
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Variable HTT0 HTT1 HTT2

truth matching

truth taggable event dR(toptruth, qi) < 1.6

truth tagged jet dR(toptruth, jet) < 0.75 ·R

taggable input jets

clustering algorithm Cambridge/Aachen (C/A)

clustering radius 1.5

kinematics pT > 300 GeV, |η| < 2.0

separation to leptonic top-decay dφ(`, jet) > 2.3, dR(lepjet, jet) > 1.5

mass drop (hard subjets)

mass drop threshold tMD 0.8

mass drop cutoff mC 50 GeV

filtering (filtered subjets)

clustering algorithm C/A kt kt

minimum clustering radius Rmin
filter 0.25 0.25 0.25

minimum pT threshold pmin
T,filter 20 GeV 20 GeV 15 GeV

reclustering (reclustered subjets)

clustering algorithm C/A kt kt

clustering radius Rexclusive π/2 π/2 π/2

minimum pT threshold pmin
T,recluster 20 GeV 20 GeV 15 GeV

top candidate

build from subjet collection filtered reclustered reclustered

number of filtered subjets Nfitler 3-5 3-5 3-5

W-mass constraint

cut-type A-Shape Box Box

band of acceptance σ 0.3 - -

lower x-bound xlow 0.20 0.35 0.30

upper x-bound xup 1.30 1.15 1.20

lower y-bound ylow 0.35 0.28 0.18

top mass window

range mmin
top −mmax

top 140− 210
GeV

100− 210
GeV

100− 210
GeV

Table 21: Input parameters and internal parameters of the HEPTopTagger algorithm
for three different configurations.
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(a) tt̄, HTT0
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(b) W+Jets, HTT0
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(c) tt̄, HTT1
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(d) W+Jets, HTT1
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(e) tt̄, HTT2
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(f) W+Jets, HTT2

Figure 58: W-mass constraint on the subjet m23
m123

vs. atan(m13
m23

) mass plane applied in the
HEPTopTagger algorithm for different configurations for all triplets in (a),(c),(e) truth
tagged jets in tt̄ events and (b),(d),(f) taggable jets in W+Jets events. The cuts applied
are indicated by the area of the black lined shapes.
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11.3.3 Multivariate analysis

The classical approach of a cut-based analysis with a consecutive list of cuts on specific
variables can be improved using a multivariate analysis, which is studied for the output
of the HEPTopTagger algorithm instead of applying the W- and top-mass constraints,
as suggested in [116]. The multivariate analysis is applied using a decision tree algorithm
implemented in the TMVA framework [117].
A decision tree represents a collection of cuts used to classify given events as signal or
background, based on a set of well defined discriminating variables. The information of several
input variables is condensed into one single quantity, properly considering their correlations.
This procedure has proven high performance in a range of fields like medicine, finance and
also particle physics. A tree is trained for a dataset with predefined signal and background
contributions. The input (root node) is analyzed for a cut on a specific variable with a
maximum separation power between signal and background, classifying the analyzed data
into two different nodes. Each new node is analyzed in an iterative procedure until the
number of events within a given node drops below a predefined minimal threshold or the
maximum depths of the tree is reached. The separation power per node is estimated using
the so-called Gini-index G, which is a measure for the signal purity.

G = p(1− p) with p = Nsignal
Nall

(11.9)

This way a complete tree of cut decisions is created to classify each event depending on it’s
specific variable values as illustrated in figure 59, considering a set of variables analyzed in
the HEPTopTagger, such as the combined subjet mass m12, the pT of the top candidate
ptop

T and the mass of the top candidate mtop. A signal event not satisfying the first separation
cut can still be recovered for deeper level criteria of the tree, while it would be lost for a
simple list of consecutive cuts.

depth = 0

depth = 1

depth = 2

depth = 3

root

m12 > 60 GeV

pT
top > 300 GeV

mtop > 102 GeV

m12 ≤ 60 GeV

mtop ≤ 102 GeV

pT
top ≤ 300 GeV mtop > 96 GeV mtop ≤ 96 GeV

S

S

S

B

B

Figure 59: Structure of a decision tree, classifying a given dataset into signal- (S) and
background-like (B) events. Starting from a root node, a series of cuts with maximum
separation power is applied to separate the different event types. The procedure is aborted
by a maximum tree depth (here chosen as 3) or a minimum event yield per node.
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The performance of these decision trees can be improved significantly introducing boosting,
creating a large set of decision trees with a specific weight applied per tree. One of the most
common boosting techniques is the adaptive boost (AdaBoost), also provided in the TMVA
framework. This technique assigns a larger weight to mis-classified events, increasing their
impact on the decisions during the creation of the next tree. Thereby the performance is
significantly improved, especially analyzing complex systems, including variables with a low
separation power. The final discriminant is an overall output weight (response v), which
is assigned to each event (with its specific variable values), giving an estimate if this event
is more signal- (v ' +1) or background-like (v ' −1). The significance s = S/

√
S +B is

optimized for the number of signal (S) and background (B) events passing a chosen cut on
the response. A well chosen set of input variables allows for a good separation power with
signal events tending towards responses of v → +1 and background events towards v → −1.

While a subset of the original input is used for training, the complementary subset is used
to test the results against overtraining, applying the outcome of the training to the test
dataset. These two distributions should ideally match within a low error rate, while larger
discrepancies hint for an overtraining effect, optimizing for small fluctuations as false signal-
or background-characteristic features in the training dataset. This so-called Kolmogorov-
Smirnov test implemented in the TMVA framework represents a measure for the comparison
of the training- and test-distributions. Boosted Decision Trees (BDT) are much more robust
against overtraining compared to standard decision trees. More detailed information on the
TMVA framework can be found in [117].

The BDT in this study is trained on hard subjet triplet level. Considering all triplets with
a valid top candidate within a distance to the truth top with dR(ttruth, ttriplet) < 1.125 in a
tt̄ sample, one triplet per event with the mass closest to the truth top mass min(mtruth

t −
mtriplet
t ) is selected as signal input. All triplets with a valid top candidate from all non-tt̄

background sources are added as background, defined for each configuration HTTi. Including
only variables describing the hadronic top decay as used by the default HEPTopTagger
configuration (combined subjet masses mij , top candidate mass and pT, large radius jet mass
and η) only shows a minor improvement compared to the cut-based optimization, since these
variables have a strong separation power covered by the cut-based approach. An optimization
tuned for the lepton+jets tt̄ environment explicitly, including variables of the leptonic top
decay (lepton η and pT, leptonic top mass and pT, leptonic b-jet pT) and also separation
variables between the hadronic and leptonic top decay (radial distances dR(`, jlep), dR(j,
jlep) and angular distance dφ(j, `), [j = large radius jet]) shows a significant improvement in
efficiency. These additional variables have a weak separation power on the full distribution,
but may differ on an event-by-event basis, depending on their correlation to other variables.
Extracting small differences of such variables on a deeper break-down of a subset of events
represents the real advantage of multivariate analysis over a classical cut-based approach,
while the risk of overtraining has to be kept in mind. An overview of the input variable
distributions is shown in figure 60 using the example of the HTT0 configuration.
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(a) combined subjet mass m12

 [GeV] 13 m
0 50 100 150 200 250

 T
rip

le
ts

 (
no

rm
al

iz
ed

 to
 in

te
gr

al
) 

0

0.01

0.02

0.03

0.04

0.05

signal    
background

 

-1 = 8 TeV, 20.3 fbs

HTT0

(b) combined subjet mass m13
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(c) combined subjet mass m23
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(d) top candidate mass
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(e) top candidate pT
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(f) C/A R=1.5 jet mass
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(g) C/A R=1.5 jet η
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(h) leptonic top mass
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(i) leptonic top pT
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(j) leptonic b-jet pT
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Figure 60: TMVA input variables for the HTT0 configuration. Signal distributions shown
in blue are derived from truth-matched tt̄ triplets, red background from all non-tt̄ triplets
with a valid top candidate for taggable large radius jets. Signal and background distribu-
tions are normalized to the integral for a direct shape comparison. While variables (a)-(g)
are used in the default HEPTopTagger algorithm, variables (h)-(o) are added for a more
specific optimization for the lepton+jets tt̄ environment.
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Non-trivial correlations between the input variables are considered by the TMVA framework
as shown in the input variable correlation matrices for signal and background in figure 61. As
expected, a stronger correlation can be observed for the top candidate mass and the subjet
combination masses mij . The variables that show a largely different correlation behavior be-
tween signal and background are especially promising to bring an improvement in separation
power, hinting for signature specific quantities. Beside the default separation power of the
HEPTopTagger algorithm, using the difference in correlation for signal and background
of the top candidate mass and the subjet masses mij , especially variables connected to the
leptonic top decay show potential improvements compared to the cut-based approach, such
as the η of the lepton and the large radius jet, or the radial separation dR between the lepton
and the leptonic b-jet to the pT of the different objects.
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Figure 61: TMVA input variable correlation matrices exemplarily shown for the HTT0
configuration for signal (tt̄) and background (non-tt̄), while the z-axis ranges from −100
(full anti-correlation) to +100 (full correlation). Variable combinations with empty cells
(0) or small values do not have any correlation.

11.3.4 Comparison of working points and ATLAS tagger

The trained BDTs are applied to the full analysis for all events with a taggable jet and
optimized for maximum significance s = S/

√
S +B for signal (S) and background (B) yields

by scanning the BDT response v for different thresholds. To ensure model independence for
the tested benchmark BSM models in this analysis, the significance is optimized using SM
tt̄ as signal and W+Jets, as major source of background in this analysis, as background.
The maximum BDT response per event is chosen among all triplets within all taggable large
radius jets. Triplets within a taggable jet with insufficient substructure information may fail
during the reconstruction of a valid top candidate. These triplets are assigned with a default
response of v = −1.0. The maximum BDT response with an optimization of the significance
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s
∣∣B=W+Jets
S=tt̄ = Ntt̄/

√
Ntt̄ +NW+Jets and the corresponding cut-value on the BDT response is

shown in figure 62 for the HTT0 configuration (cf. appendix A.6 for other configurations).
These results include tuning of some general parameters of the TMVA framework such as
the total number of trees, the number of cut intervals scanning for the best separation cut,
as well as the abortion criteria with the maximum depth of each tree and the minimum
threshold of events per node. These parameters have been tuned for a maximum significance
and satisfying overtraining test results, all others are set to default values (cf. [117]).
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Figure 62: BDT response and efficiency for multivariate analysis optimization for the
HTT0 configuration of the HEPTopTagger algorithm. The response on tt̄ signal (S) is
shown in blue and for w+Jets background (B) in red. The green curve shows the significance
S/
√
S +B at a given cut-value of the BDT response.

Beside the task of choosing the best configuration among the presented setups, the comparison
of the HEPTopTagger performance with the ATLAS tagger is of major interest in this
study. A contrasting juxtaposition of the studied setups is given in figure 63. These kind of
curves3 are a common way to compare the performance of different algorithms, plotting the
background rejection4 1/εB (for all W+Jets events with a taggable jet) as a function of the
signal efficiency εS (for all tt̄ events with a truth tagged jet). An optimal algorithm reaches
the upper right corner with large background rejection and efficient signal identification. For
a direct comparison between the ATLAS tagger and the HEPTopTagger, using individual
input jet collections, each considered jet is matched to an anti-kt R = 1.0 truth jet and the
result is plotted in bins of pT of these matched jets. The plot shows the ATLAS tagger
with a scan of the cut on the

√
d12 variable denoted by the gray line, which is limited by the

additional requirement on the jet mass mjet > 100 GeV, and the default working point chosen
in this analysis of

√
d12 = 40 GeV, marked by the black cross. The shifted blue curve and

cross includes the b-tagging requirement. The cut based approach for the optimization of
the HEPTopTagger algorithm is marked by a colored star each of the three configurations.
For the TMVA optimization, a scan of the cut on the BDT response for each configuration
is indicated by a colored line as well as the working point of optimal significance marked by
a correspondingly colored cross.

3commonly referred to as Receiver Operator Characteristic (ROC) curve.
4plotted as 1/εB for a better discrimination, since the background efficiency is usually rather small.
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(b) High pT region of matched anti-kt R = 1.0 truth jets

Figure 63: Tagging rejection for taggable jets in background (W+Jets) 1/εW+Jets events
vs. tagging efficiency for truth tagged jets in signal (tt̄) εtt̄ events for different taggers and
configurations in the (a) low jet pT and (b) high jet pT region. The ATLAS setup with and
without b-tagging is compared with the cut-based and BDT-optimized HEPTopTagger
configurations. (The efficiency and rejection for the plotted small crosses are calculated
explicitly, intermediate regions are interpolated.)
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Including the b-tagging requirement for the ATLAS tagger improves the background rejec-
tion significantly, but the signal efficiency is decreased due to the limited b-tagging efficiency
of ∼ 70%. The cut-based default configuration HTT0 shows good background rejection, but
rather small signal efficiency, as stated in the beginning of this chapter due to the optimiza-
tion in the context of a very clean all-hadronic tt̄ environment. The modified configurations
HTT1/HTT2 improve the signal efficiency, but do not outperform the ATLAS+b tagger,
significantly dropping in background rejection with increasing signal efficiency. Switching to
the multivariate analysis optimization allows to reach regions of much higher signal efficiency
especially for the low pT region below 700 GeV. In this region the HTT0 setup shows a signif-
icant drop in background rejection for higher signal efficiency compared to the HTT1/HTT2
configurations. This effect vanishes for the high pT region above 700 GeV, where all three
configurations demonstrate a similar performance. This behavior can be expected from the
different clustering procedures for the C/A and kt algorithms, depending on the pure distance
and additional pT dependence respectively, which loses impact in boosted regimes with high
pT objects and merged decay products. The freedom of choice of the working point for the
BDT setup also shows an improved setup with a slightly better efficiency at same background
rejection compared to the default ATLAS+b tagger in the high pT region, which is the main
kinematic region of interest for boosted top decays, while low pT events are recovered by
the resolved selection. Despite this direct comparison, the working point with optimal sig-
nificance for the BDT optimization is observed for an increased signal efficiency at cost of
reduced background rejection as denoted by the colored crosses.

11.3.5 Multijet for HEPTopTagger

Background from sources of non-prompt leptons due to QCD multijet production is estimated
using the QCD event weights provided for the analysis in this thesis (cf. section 5.2.6). The
lepton selection is loosened to allow for lepton fakes used in the multijet samples, i.e. dropping
the mini-isolation and only requiring medium instead of tight criteria (cf. section 4.3.2). Since
the boosted selection and the toptagger selection use the same pre-selection for signal regions
with a significant boost, this procedure represents a reasonable estimation.

11.3.6 Uncertainties

Systematic uncertainties taken into account specifically for the HEPTopTagger algorithm
are the jet energy scale (JES) uncertainties on the input large radius jets and the subjets.
While the uncertainty on the jet energy resolution (JER) is found to be negligible for the
large radius jet, it is considered for the subjets. Since no cuts are applied to raw jet masses
but only on mass ratios, no explicit uncertainties on jet mass scale (JMS) and resolution
(JMR) are applied [86]. A qualitative statement of the impact of these uncertainties on the
final discriminant mtt̄ in the combined e/µ+jets channel is given in figure 64.
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(c) Subjet JER

Figure 64: HEPTopTagger specific systematic uncertainties for the (a) large radius
input jet energy scale (JES), (b) subjet jet energy scale (JES) and (c) subjet jet energy
resolution (JER).

A quantitative summary of all systematic uncertainties in the resolved+toptagger analysis,
applying the optimal HTT0 configuration as an example, is given in table 22. Compared
to the resolved+boosted analysis in this thesis (cf. table 17), the uncertainties affecting the
resolved selection are not changed significantly, since these changes would only be caused
indirectly by a different overlap removal with the corresponding selection in the boosted
topology. The toptagger selection shows a decreased impact of PDF, ISR/FSR and some tt̄
modeling uncertainties compared to the boosted selection, stating a more stable performance
of the HEPTopTagger algorithm compared to the ATLAS tagger. The most conspicuous
change is the replacement of the large impact b-tagging systematic in the boosted selection
by medium impact HEPTopTagger uncertainties, especially for the leptophobic topcolor
Z ′ resonance with a mass of 1.75 TeV. The overall systematic uncertainty in the boosted
topology is significantly decreased from 17.6% (20.2%) for the boosted selection down to
12.0% (10.3%) for the toptagger selection for the full background (Z ′ with mass of 1.75 TeV).
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Resolved Toptagger

impact [%] impact [%]

Systematic uncertainties Bkg. Z′ Bkg. Z′

Luminosity 2.5 2.8 2.8 2.8

Parton Distribution Function (PDF) 5.4 9.4 6.3 9.2

Initial (ISR) / Final state radiation (FSR) 4.1 - 2.8 -

tt̄ parton shower and fragmentation 6.0 - 3.4 -

tt̄ normalization 5.6 - 4.4 -

tt̄ electro-weak virtual correction 0.2 - 0.2 -

tt̄ generator 2.0 - 0.4 -

tt̄ top quark mass 1.0 - 2.9 -

W+Jets generator < 0.1 - < 0.1 -

Multi-jet normalization e+jets 0.3 - 0.2 -

Multi-jet normalization µ+jets 0.1 - 0.2 -

HEPTopTagger large-R jet energy scale (JES) < 0.1 < 0.1 5.6 0.5

HEPTopTagger subjet energy scale (JES) < 0.1 < 0.1 2.1 0.8

HEPTopTagger subjet energy resolution (JER) < 0.1 < 0.1 3.3 2.5

Small-R jet energy scale (JES) 5.8 2.8 0.3 1.4

Small-R jet energy resolution (JER) 0.9 7.2 0.6 0.5

Jet vertex fraction 2.7 1.7 0.4 0.1

b-tagging b-jet efficiency 1.1 2.0 - -

b-tagging c-jet efficiency 0.1 0.8 - -

b-tagging light-jet efficiency < 0.1 0.1 - -

Electron efficiency 0.2 0.6 0.5 1.4

Muon efficiency 0.9 1.0 1.0 1.2

MC statistical uncertainty 0.1 3.7 0.1 0.8

All systematic uncertainties 12.9 13.3 12.0 10.3

Table 22: Average impact of the dominant systematic uncertainties on the total back-
ground yield and on the estimated yield for a leptophobic topcolor Z ′ resonance with a
mass of 1.75 TeV for combined e+jets and µ+jets channel in the resolved and toptagger
(HTT0 setup) selection. Shifts are given in percent of the nominal yield. Uncertainties not
applicable (e.g. uncertainties on tt̄ modeling) for a Z ′ resonance are denoted with a bar (-)
in the table.
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11.4 Comparison of data and Standard Model expectations

The full analysis is performed for the MVA optimization of the HEPTopTagger applying
the HTT0 configuration. The uncertainty provided for the subjets in the HEPTopTagger
algorithm has been studied for C/A subjets. Although also a kt subjet JES calibration is
provided, the C/A setup was tested intensively. Hence the choice of the HTT0 configuration
takes the best available knowledge into account. The optimized significance with a minimum
BDT response of v ≥ −0.2 (cf. figure 62) shows the best performance in the ROC curve
among the configurations and good significance as listed in table 23. This table shows the
BSM model independent optimization on the full set of SM tt̄ events, with a significantly
improved significance compared to the ATLAS setups. Since the cross section of the BSM
models is unknown at this point, not the common s = S/

√
S +B significance definition is

chosen for signal, but using the signal efficiency εsignal, which is independent of the cross
section, and using the definition of the signal significance as ssignal = εsignal/

√
NMC.

setup tt̄ (full) tt̄ Z′ gKK GKK Scalar

[10−5] [10−6] [10−3] [10−4] [10−3] [10−3]

HTT0(BDT) 1.67 1.71 1.27 7.72 1.69 1.53

HTT1(BDT) 1.83 1.72 1.20 7.37 1.56 1.43

HTT2(BDT) 1.81 1.68 1.10 6.72 1.41 1.30

ATLAS 1.07 1.75 1.23 7.43 1.62 1.50

ATLAS+b 1.04 1.95 1.38 8.40 1.73 1.63

Table 23: Significance for the ATLAS tagger and different MVA optimized HEPTopTag-
ger configurations for the full tt̄ selection and for an applied mass window of 1.5 < mtt̄ < 2.4
TeV, comparing with benchmark model resonances with a mass of 2 TeV. Significance s is
listed for stt̄ = εtt̄/

√
Ntt̄ +Nnon−tt̄ and sresonance = εresonance/

√
NMC.

The full tt̄ system is reconstructed combining the selected lepton, the reconstructed neutrino,
the leptonic b-jet as the leptonic top candidate t` and the top candidate with the best BDT
response per event as the hadronic top candidate th. The cut on the optimized response and
its separation on all backgrounds and signal is shown in figure 65. Since the W+Jets nor-
malization procedure presented in chapter 7 relies on b-tagging, only the charge asymmetry
normalization is applied in the toptagger selection. The heavy flavor scaling factors have
been tested to have a negligible effect on the total W+Jets shape. A comparison of data
and Standard Model expectations for the masses of the reconstructed top candidates and the
fully reconstructed tt̄ system mtt̄ for this setup are shown in figure 66 and the combined mtt̄

distributions in figure 67.
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After applying all event selection criteria, a total selected event yield of 217 509 and 38 700
remains in observed data, while a total of 207939±26824 and 36696±4404 are expected from
simulation of Standard Model processes for the resolved and toptagger selection respectively.
Both yields agree within their uncertainties. The detailed expected yields for each background
source are listed in table 24 including associated systematic uncertainties.
A comparison with the boosted selection (cf. table 18) shows an improved total acceptance
by a factor of 4 in the toptagger selection. A decreased tt̄ purity is compensated by the
lowered overall systematic uncertainty (cf. table 22).
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Figure 65: BDT response on analysis level using the MVA optimization for the HTT0
configuration with a comparison of data and Standard Model expectations. The Standard
Model background is shown in a stacked histogram, including tt̄, W+Jets and all remaining
(merged) background processes. The bottom panel shows the data/MC agreement with
the gray and shaded area indicating the statistical and the total systematic uncertainty
respectively. Expected distributions for hypothetical signal leptophobic topcolor Z ′ (2000
GeV) and Randall-Sundrum Kaluza-Klein gluon gKK (2000 GeV) resonances are overlaid
(non-stacked).

138



Search for tt̄ resonances Analysis improvements

Source e+jets µ+jets total

tt̄ 12 878± 1636 13 247± 1682 26 125± 3 318

Singletop 626± 56 687± 62 1313± 118

tt̄+V 101± 6 103± 6 203± 12

Multijet 282± 96 60± 21 342± 117

W+Jets 3 328± 483 3 365± 488 6 693± 970

Z+Jets 889± 164 481± 88 1370± 252

Diboson 321± 32 329± 33 651± 65

Total 18 424± 2 211 18 272± 2 193 36 696± 4 404

Data 19 676 19 024 38 700

(a) Toptagger selection

Source e+jets µ+jets total

tt̄ 89 184± 11 861 88 478± 11 768 177 662± 23 629

Singletop 3 758± 440 3 714± 435 7 473± 874

tt̄+V 252± 13 249± 13 500± 26

Multijet 5 284± 999 1 050± 198 6 334± 1 197

W+Jets 6 351± 718 7 036± 795 13 388± 1 513

Z+Jets 1 349± 453 621± 209 1 970± 662

Diboson 311± 55 300± 53 611± 108

Total 106 490± 13 737 101 449± 13 087 207 939± 26 824

Data 111 243 106 266 217 509

(b) Resolved selection

Table 24: Event yields for data and Standard Model expectations after applying the full
(a) toptagger and (b) resolved selection and reconstruction. including the impact of the
sum in quadrature of all systematic uncertainties on the Standard Model expectations as
uncertainty.
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(a) Hadronic top mass, Toptagger, e+jets
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(b) Hadronic top mass, Toptagger, µ+jets
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(c) Leptonic top mass, Toptagger, e+jets
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(d) Leptonic top mass, Toptagger, µ+jets
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(e) tt̄ mass mtt̄, Toptagger, e+jets
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(f) tt̄ mass mtt̄, Toptagger, µ+jets

Figure 66: Comparison of data and Standard Model expectations for specific variables of
the toptagger (HTT0 configuration) selection : Reconstructed mass of the (a),(b) hadroni-
cally decaying top candidate, the (c),(d) leptonically decaying top candidate and the (e),(f)
full tt̄ system in the e+jets and µ+jets channel respectively after the full event recon-
struction in the boosted topology. The Standard Model background is shown in a stacked
histogram, including tt̄, W+Jets and all remaining (merged) background processes. The
bottom panel shows the data/MC agreement with the gray and shaded area indicating
the statistical and the total systematic uncertainty respectively. Expected distributions for
hypothetical signal leptophobic topcolor Z ′ (750 GeV or 1000 GeV) and Randall-Sundrum
Kaluza-Klein gluon gKK (1300 GeV or 2250 GeV) resonances are overlaid (non-stacked) for
the mtt̄ distributions.
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(a) tt̄ mass mtt̄, Resolved, e+jets
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(b) tt̄ mass mtt̄, Resolved, µ+jets
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(c) tt̄ mass mtt̄, Resolved, lep+jets
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(d) tt̄ mass mtt̄, Toptagger, lep+jets

 E
v
e

n
ts

 /
 8

0
 G

e
V

 

210

110
1

10

210

310

410

510

610

710

810

910
Data Other SM

tSM t SM W+Jets
stat unc. stat+syst unc.
Z’ 1000 GeV  2250 GeV

KK
g

1 = 8 TeV, 20.3 fbs

lep + jets, Combined

 

 [GeV] reco
tt

m

0 500 1000 1500 2000 2500 3000 3500

 D
a

ta
/B

k
g

 

0.5

1

1.5
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Figure 67: Comparison of data and Standard Model expectations for the reconstructed
mass of the full tt̄ system mtt̄ for the resolved selection in the (a) e+jets and (b) µ+jets
channel, in the combined lepton+jets channel for the (c) resolved and (d) toptagger se-
lection, and (e) all channels and selections combined. The Standard Model background
is shown in a stacked histogram, including tt̄, W+Jets and all remaining (merged) back-
ground processes. The bottom panel shows the data/MC agreement with the gray and
shaded area indicating the statistical and the total systematic uncertainty respectively. Ex-
pected distributions for hypothetical signal leptophobic topcolor Z ′ (750 GeV or 1000 GeV)
and Randall-Sundrum Kaluza-Klein gluon gKK (1300 GeV or 2250 GeV) resonances are
overlaid (non-stacked).
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11.5 Results

The four invariant mass spectra of the fully reconstructed mtt̄ system (e+jets and µ+jets
channel, resolved and toptagger selection) presented in section 11.4 are used as final discrim-
inating observables for this study. The Bayesian limit setting procedure (cf. section 10.1)
is applied for a leptophobic topcolor Z ′ and a RS Kaluza-Klein gluon gKK to compare the
exclusion power to the analysis presented in this thesis. Upper limits on the cross section
times branching ratio are set on a mass range from 0.5 up to 3.0 TeV as shown in figure 68.
The pulls and uncertainties on the posterior distributions for each systematic for a Z ′ reso-
nance with a mass of 2 TeV are shown in figure 69, stating a good sanity for the calculated
limits. The Asimov test predicts a stronger constraint on the HEPTopTagger systematic
uncertainties, while the constraints in data show a more stable behavior. Based on these
results, a leptophobic topcolor Z ′ is excluded for masses below 2.1 (2.1) TeV and a Randall-
Sundrum Kaluza-Klein gluon gKK for masses below 2.3 (2.4) TeV for observed (expected)
upper cross section times branching ratio limits at 95% confidence level, summarized in table
25. The expected limit is comparable with the analysis presented in this thesis, while the
observed limit is improved from 1.9 (2.1) to 2.1 (2.4) for a Z ′ (gKK). A direct comparison
for resonances with a mass of 2.25 TeV is shown in table 26. While the expected limits are
comparable for both analysis, the observed limits are improved with the toptagger selection
by a factor 2.

model mass [TeV] σ×BR [pb] exclusion [TeV]

leptophobic topcolor Z ′
0.4 12.44 (9.14)

m < 2.1 (2.1)
3.0 0.01 (0.01)

RS Kaluza-Klein gluon gKK
0.4 14.39 (7.76)

m < 2.3 (2.4)
3.0 0.05 (0.04)

Table 25: Observed (expected) upper limits on the cross section times branching ratio for
a given mass range and upper mass exclusion limits comparing with theory cross sections
different models using the Bayesian method.

setup
Z′(2.25 TeV) gKK (2.25 TeV)

Obs. (Exp.) [pb] Obs. (Exp.) [pb]

Bayesian Resolved+Boosted 0.039 (0.022) 0.11 (0.05)

Bayesian Resolved+HTT0 BDT 0.020 (0.022) 0.05 (0.05)

Table 26: Comparison of upper limits on cross section times branching ratio at a 95%
confidence level for a Z ′ and gKK resonance with masses of 2 TeV, derived using the
Bayesian method from the Resolved+Boosted analysis and the HTT0 configuration using
the HEPTopTagger algorithm with MVA optimization.
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to tt̄ final states as a function of the mass of a (a) leptophobic topcolor Z ′ and (b) RS
Kaluza-Klein gluon gKK .
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Figure 69: Summary of the posterior pulls and uncertainties for each systematic un-
certainty resulting from the Bayesian limit setting procedure considering systematic and
statistical uncertainties, using the example of a leptophobic topcolor Z ′ resonance with
a mass of 2 TeV. 1σ and 2σ uncertainty bands are shown along with expected pulls and
uncertainties for Asimov tests, overlaid with actual pulls and uncertainties for data with
the resolved+toptagger selection.
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12
Summary

The present thesis has presented a model independent search for new heavy resonances de-
caying to tt̄ in the lepton+jets channel with the ATLAS detector.

The decay of the top pair is reconstructed in fully resolved and boosted event topologies.
Resolved topologies with a signature of three jets as the signature of the hadronically decaying
top, and one jet, one lepton and missing transverse energy as signature of the leptonically
decaying top, are reconstructed with a χ2 algorithm to assign the jets to the top decay
products. Boosted topologies with all decay products of the hadronically decaying top merged
into one large radius jet are reconstructed with a basic top tagging technique. Background
contributions from multijet QCD and W+Jets events among other minor backgrounds are
suppressed successfully via requirements on the multiplicities and kinematic properties of jets
and leptons, as well as during the explicit reconstruction of the top jets. The full dataset
recorded during RUN I in the 2012 data-taking period at the Large Hadron Collider (LHC)
at a center of mass energy of

√
s = 8 TeV proton-proton collisions by the ATLAS experiment

with an integrated luminosity of
∫
L dt = 20.3 fb−1 good for physics is considered in this

analysis. The reconstructed mass of the full tt̄ system mtt̄ as final discriminant is analyzed
for deficits or excesses compared to the Standard Model expectations.

Special emphasis in this thesis is set on the estimation of the W+Jets background with a data-
driven method, analyzing the heavy flavor composition and normalization of W+Jets events.
A software tool has been developed to apply correction factors on the flavor composition
and charge asymmetry normalization in W+Jets events for the nominal spectra as well as
for each major systematic uncertainty considered in the presented analysis, diminishing the
impact of the uncertainties on the final results.
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The final mtt̄ spectra in all signal regions, the e+jets and µ+jets channel in the resolved
and boosted selection and divided into b-tagging categories, are consistent between data and
Standard Model expectations within the systematic uncertainties. Therefore upper limits
on the cross section times branching ratio are set on a selection of benchmark models, a
leptophobic topcolor Z ′, Randall-Sundrum Kaluza-Klein gluon gKK and Randall-Sundrum
Kaluza-Klein graviton GKK as well as scalar resonances for masses from 0.5 up to 3 TeV.
Based on these results, a leptophobic topcolor Z ′ is excluded for masses below 1.9 (2.1) TeV
and a Randall-Sundrum Kaluza-Klein gluon gKK for masses below 2.1 (2.4) TeV for observed
(expected) upper cross section times branching ratio limits at 95% confidence level using the
Bayesian limit setting procedure. These results improve the limits set by earlier iterations
of the analysis. The achieved sensitivity does not allow to set explicit mass exclusions on
a Randall-Sundrum Kaluza-Klein graviton GKK or a scalar resonance, which has not been
tested in earlier iterations of the analysis before.

An additional study on analysis improvements using the HEPTopTagger algorithm with
a more detailed jet substructure analysis to identify the hadronically decaying top jet has
been presented.
A set of configurations for the top tagging algorithm has been studied for improved signal
efficiency and sensitivity for the reconstruction of tt̄ decays in boosted topologies. An op-
timization applying simple cuts on the substructure of the reconstructed top candidate is
out-performed by a multivariate analysis approach, using a boosted decision tree. This BDT
is trained with additional kinematic information of the leptonically decaying top compared
to the default setup of the tested top tagger algorithm. An optimized significance leads to
improved exclusion limits for considered benchmark models.

Current analysis of the dataset recorded during RUN II in the 2015 data-taking period with
an integrated luminosity of

∫
L dt = 3.2 fb−1 good for physics at a center of mass energy of

√
s = 13 TeV proton-proton collisions are ongoing and the 2016 data-taking period is about

to start. This high center of mass energy opens frontiers to an even higher energy regime,
providing an increased production cross section for tt̄ pairs and improving the sensitivity
for searches for new heavy resonances. The present thesis motivates the usage of advanced
top tagging algorithms for analysis in this energy regime with even stronger boosted event
topologies for an improved discovery potential of heavy resonances decaying to tt̄.
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A
Appendix

A.1 Calculation of the longitudinal momentum component of
the neutrino pz,ν

The longitudinal momentum component of the neutrino pz,ν can be calculated using the
information of the lepton from the leptonical W-decay and the missing transverse momentum
Emiss

T following the procedure presented first in [100].

The sum of the four-momenta of the lepton p` and the neutrino pl in a leptonical decay of a
W boson have to add up to the four-momentum of the W-Boson pW , hence

pW = p` + pν

If we square this eqution, we get

p2
W = p2

` + p2
ν + 2p`pν

Neglecting the masses of the lepton and the neutrino compared to the mass of the W-boson
Mν ≪M` �MW with the relation p2

i = M2
i one can simplify to

M2
W = 2 p` pν = 2 · [E`Eν − ~p` · ~pν ]

= 2 · [E`Eν − (~pT,` · ~pT,ν − pz,` pz,ν)]

= 2 · [E`Eν − (pT,` pT,ν cos(∆φ`,ν)− pz,` pz,ν)]
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Using the abbreviation ξ = M2
W
2 + pT,` pT,ν cos(∆φ`,ν) this simplifies to

E`Eν = ξ + pz,` pz,ν

Expressing the energy of the massless neutrino Eν by its momentum components via Eν = p2
ν ,

one can write

E`
√
p2
T,ν + p2

z,ν = ξ + pz,` pz,ν

Squaring this equation and rearranging the terms, one can obtain a quadratic equation in
pz,ν

0 = p2
z,ν − 2 · ξ pz,`

E2
` − p2

z,`

· pz,ν +
E2
` p

2
T,` − ξ2

E2
` − p2

z,`

Using the identity p2
T,` = E2

` − p2
z,` one can get the two solutions of this quadratic equation

via

(pz,ν)1,2 = ξ pz,`
p2
T,`

±

√√√√(ξ pz,`
p2
T,`

)2

−
E2
` p

2
T,` − ξ2

p2
T,`

The transversal px,y components of the neutrino can be obtaind from the Emiss
T vector

pT = Emiss
T

px,ν = Emiss
T · cos(φEmiss

T
)

py,ν = Emiss
T · sin(φEmiss

T
)
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A.2 Monte Carlo samples

This section lists the Monte Carlo simulation samples used for the analysis for each Standard
Model background expectation and signal benchmark BSM model and the standard generator
used for simulation. Some backgrounds are analyzed for different generators for systematic
uncertainty studies.

TTBar (Powheg+Pythia) [+systematic samples]

*Standard Analysis*
mc12_8TeV.110404.PowhegPythia_P2011C_ttbar_hdamp172p5_nonallhad.merge.NTUP_COMMON.e3151_s1773_s1776_r4485_r4540_p1575/

*MC Generator 1.1 AF2 Pythia/Herwig comparison*
mc12_8TeV.110404.PowhegPythia_P2011C_ttbar_hdamp172p5_nonallhad.merge.NTUP_COMMON.e3151_a220_a205_r4540_p1575/
mc12_8TeV.105860.PowhegJimmy_AUET2CT10_ttbar_LeptonFilter.merge.NTUP_COMMON.e1576_a159_a171_r3549_p1575

*MC Generator 1.2 Pythia/MC@NLO comparison and PDF uncertainty study*
mc12_8TeV.105200.McAtNloJimmy_CT10_ttbar_LeptonFilter.merge.NTUP_COMMON.e1513_s1499_s1504_r3945_r3549_p1562/

*Initial/Final state radiation study*
mc12_8TeV.1172[09,10].AcerMCPythia_AUET2BCTEQ6L1_[More,Less]PS_ttbar_noallhad.merge.NTUP_COMMON.e1378_a159_a171_r3549_p1575/

*top mass uncertainty*
mc12_8TeV.11784[0,2].TTbar_MT17[0,5]0_nonallhad_PowHeg_Pythia_P2011C.merge.NTUP_COMMON.e2051_s1581_s1586_r3658_r3549_p1562/

TTBar+V (MadGraph+Pythia)

mc12_8TeV.11935[3,4,5,6].MadGraphPythia_AUET2BCTEQ6L1_ttbar[W,Wj,Z,Zj].merge.NTUP_COMMON.e1352_s1499_s1504_r3658_r3549_p1575/

W+Jets (Alpgen+Pythia)

mc12_8TeV.14702[5-9].AlpgenPythia_Auto_P2011C_WenuNp[0-4]. merge.NTUP_COMMON.e1879_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147030. AlpgenPythia_Auto_P2011C_WenuNp5incl. merge.NTUP_COMMON.e1879_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.14703[3-7].AlpgenPythia_Auto_P2011C_WmunuNp[0-4]. merge.NTUP_COMMON.e1880_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147038. AlpgenPythia_Auto_P2011C_WmunuNp5incl. merge.NTUP_COMMON.e1880_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.14704[1-5].AlpgenPythia_Auto_P2011C_WtaunuNp[0-4].merge.NTUP_COMMON.e1881_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147046. AlpgenPythia_Auto_P2011C_WtaunuNp5incl.merge.NTUP_COMMON.e1881_s1581_s1586_r3658_r3549_p1575/

mc12_8TeV.20005[6-9].AlpgenPythia_Auto_P2011C_WcNp[0-3]. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200060. AlpgenPythia_Auto_P2011C_WcNp4incl. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.20015[6-8].AlpgenPythia_Auto_P2011C_WccNp[0-2].merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200159. AlpgenPythia_Auto_P2011C_WccNp3incl.merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.20025[6-8].AlpgenPythia_Auto_P2011C_WbbNp[0-2].merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200259. AlpgenPythia_Auto_P2011C_WbbNp3incl.merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/

W+Jets Akt10 filtered (Alpgen+Pythia)

mc12_8TeV.19000[1-5].AlpgenPythia_Auto_P2011C_WenuNp [1-5]_Akt10Pt250.merge.NTUP_COMMON.e2327_s1581_s1586_r4485_r4540_p1606/
mc12_8TeV.19001[1-5].AlpgenPythia_Auto_P2011C_WmunuNp [1-5]_Akt10Pt250.merge.NTUP_COMMON.e2328_s1581_s1586_r4485_r4540_p1606/
mc12_8TeV.19002[1-5].AlpgenPythia_Auto_P2011C_WtaunuNp[1-5]_Akt10Pt250.merge.NTUP_COMMON.e2329_s1581_s1586_r4485_r4540_p1606/

mc12_8TeV.19005[0-3].AlpgenPythia_Auto_P2011C_WbbNp[0-3]_Akt10Pt250.merge.NTUP_COMMON.e2327_s1581_s1586_r4485_r4540_p1606/
mc12_8TeV.19004[0-3].AlpgenPythia_Auto_P2011C_WccNp[0-3]_Akt10Pt250.merge.NTUP_COMMON.e2327_s1581_s1586_r4485_r4540_p1606/
mc12_8TeV.19003[0-4].AlpgenPythia_Auto_P2011C_WcNp [0-4]_Akt10Pt250.merge.NTUP_COMMON.e2327_s1581_s1586_r4485_r4540_p1606/

Z+Jets (Alpgen+Pythia)

mc12_8TeV.14710[5-9].AlpgenPythia_Auto_P2011C_ZeeNp[0-4]. merge.NTUP_COMMON.e1879_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147110. AlpgenPythia_Auto_P2011C_ZeeNp5incl. merge.NTUP_COMMON.e1879_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.14711[5-7].AlpgenPythia_Auto_P2011C_ZmumuNp[0-4]. merge.NTUP_COMMON.e1880_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147118. AlpgenPythia_Auto_P2011C_ZmumuNp5incl. merge.NTUP_COMMON.e1880_s1581_s1586_r3658_r3549_p1575/
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mc12_8TeV.14712[1-5].AlpgenPythia_Auto_P2011C_ZtautauNp[0-4].merge.NTUP_COMMON.e1881_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.147126. AlpgenPythia_Auto_P2011C_ZtautauNp5incl.merge.NTUP_COMMON.e1881_s1581_s1586_r3658_r3549_p1575/

mc12_8TeV.20033[2-4]. AlpgenPythia_Auto_P2011C_ZeebbNp[0-2]. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200335. AlpgenPythia_Auto_P2011C_ZeebbNp3incl. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.20034[0-2]. AlpgenPythia_Auto_P2011C_ZmumubbNp[0-2]. merge.NTUP_COMMON.e2385_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200343. AlpgenPythia_Auto_P2011C_ZmumubbNp3incl. merge.NTUP_COMMON.e2385_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.2003[48-50].AlpgenPythia_Auto_P2011C_ZtautaubbNp[0-2].merge.NTUP_COMMON.e2386_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200351. AlpgenPythia_Auto_P2011C_ZtautaubbNp3incl.merge.NTUP_COMMON.e2386_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.20043[2-4]. AlpgenPythia_Auto_P2011C_ZeeccNp[0-2]. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200435. AlpgenPythia_Auto_P2011C_ZeeccNp3incl. merge.NTUP_COMMON.e2384_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.20044[0-2]. AlpgenPythia_Auto_P2011C_ZmumuccNp[0-2]. merge.NTUP_COMMON.e2385_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200443. AlpgenPythia_Auto_P2011C_ZmumuccNp3incl. merge.NTUP_COMMON.e2385_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.2004[48-50].AlpgenPythia_Auto_P2011C_ZtautauccNp[0-2].merge.NTUP_COMMON.e2386_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.200451. AlpgenPythia_Auto_P2011C_ZtautauccNp3incl.merge.NTUP_COMMON.e2386_s1581_s1586_r3658_r3549_p1575/

SingleTop (Powheg+Pythia) [+systematic samples]

*Standard Analysis*
mc12_8TeV.11009[0,1]. PowhegPythia_P2011C_singletop_tchan_lept_[top,antiptop].merge.NTUP_COMMON.e2575_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.1101[19,40].PowhegPythia_P2011C_st_[schan_lep,Wtchan_incl_DR]. merge.NTUP_COMMON.e1743_s1581_s1586_r3658_r3549_p1575/

*PDF uncertainty study*
mc12_8TeV.10834[3-5].McAtNloJimmy_AUET2CT10_SingleTopSChanW[e,mu,tau]nu.merge.NTUP_COMMON.e1525_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.110101. AcerMCPythia_P2011CCTEQ6L1_singletop_tchan_l. merge.NTUP_COMMON.e1731_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.108346. McAtNloJimmy_AUET2CT10_SingleTopWtChanIncl. merge.NTUP_COMMON.e1525_s1499_s1504_r3658_r3549_p1575/

Diboson (Sherpa)

mc12_8TeV.18358[5,6]. Sherpa_CT10_Z[W,Z]toeeqq_MassiveCB. merge.NTUP_COMMON.e2370_s1581_s1586_r4485_r4540_p1575/
mc12_8TeV.18358[7,8]. Sherpa_CT10_Z[W,Z]tomumuqq_MassiveCB. merge.NTUP_COMMON.e2370_s1581_s1586_r4485_r4540_p1575/
mc12_8TeV.1835[89,90].Sherpa_CT10_Z[W,Z]totautauqq_MassiveCB.merge.NTUP_COMMON.e2370_s1581_s1586_r4485_r4540_p1575/
mc12_8TeV.18373[4,5]. Sherpa_CT10_W[W,Z]toenuqq_MassiveCB. merge.NTUP_COMMON.e2347_s1581_s1586_r4485_r4540_p1575/
mc12_8TeV.18373[6,7]. Sherpa_CT10_W[W,Z]tomunuqq_MassiveCB. merge.NTUP_COMMON.e2347_s1581_s1586_r4485_r4540_p1575/
mc12_8TeV.18373[8,9]. Sherpa_CT10_W[W,Z]totaunuqq_MassiveCB. merge.NTUP_COMMON.e2347_s1581_s1586_r4485_r4540_p1575/

Zprime (Pythia8)

mc12_8TeV.110899.Pythia8_AU2MSTW2008LO_zprime400_tt.merge.NTUP_COMMON.e2512_s1499_s1504_r3658_r3549_p1575
mc12_8TeV.110901.Pythia8_AU2MSTW2008LO_zprime500_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110902.Pythia8_AU2MSTW2008LO_zprime750_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110903.Pythia8_AU2MSTW2008LO_zprime1000_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110904.Pythia8_AU2MSTW2008LO_zprime1250_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110905.Pythia8_AU2MSTW2008LO_zprime1500_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110906.Pythia8_AU2MSTW2008LO_zprime1750_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.110907.Pythia8_AU2MSTW2008LO_zprime2000_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110908.Pythia8_AU2MSTW2008LO_zprime2250_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.110909.Pythia8_AU2MSTW2008LO_zprime2500_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.110910.Pythia8_AU2MSTW2008LO_zprime3000_tt.merge.NTUP_COMMON.e1345_s1499_s1504_r3658_r3549_p1562/

KKGluon (MadGraph + Pythia8)

*constant width*
mc12_8TeV.182764.MadGraphPythia8_AU2MSTW2008LO_KKGluon400.merge.NTUP_COMMON.e2450_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.115550.MadGraphPythia8_AU2MSTW2008LO_KKGluon500.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115551.MadGraphPythia8_AU2MSTW2008LO_KKGluon600.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115552.MadGraphPythia8_AU2MSTW2008LO_KKGluon700.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115553.MadGraphPythia8_AU2MSTW2008LO_KKGluon800.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.119318.MadGraphPythia8_AU2MSTW2008LO_KKGluon900.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115554.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.119319.MadGraphPythia8_AU2MSTW2008LO_KKGluon1150.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115555.MadGraphPythia8_AU2MSTW2008LO_KKGluon1300.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.115556.MadGraphPythia8_AU2MSTW2008LO_KKGluon1600.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.115799.MadGraphPythia8_AU2MSTW2008LO_KKGluon1800.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.119582.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158768.MadGraphPythia8_AU2MSTW2008LO_KKGluon2250.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158769.MadGraphPythia8_AU2MSTW2008LO_KKGluon2500.merge.NTUP_COMMON.e1606_s1499_s1504_r3658_r3549_p1575/
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mc12_8TeV.180575.Pythia8_MadGraph_AU2MSTW2008LO_KKGluonTTbar_2750.merge.NTUP_COMMON.e1840_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.180576.Pythia8_MadGraph_AU2MSTW2008LO_KKGluonTTbar_3000.merge.NTUP_COMMON.e1840_s1499_s1504_r3658_r3549_p1575/

*variable width*
mc12_8TeV.145583.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width10pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.145584.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width20pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.145585.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width25pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.145586.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width30pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158765.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width15pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158766.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width35pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158767.MadGraphPythia8_AU2MSTW2008LO_KKGluon1000_width40pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158770.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width10pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.158771.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width15pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158772.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width20pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158773.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width25pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1575/
mc12_8TeV.158774.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width30pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158775.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width35pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.158776.MadGraphPythia8_AU2MSTW2008LO_KKGluon2000_width40pc.merge.NTUP_COMMON.e1557_s1499_s1504_r3658_r3549_p1562/
mc12_8TeV.180384.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width10pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180385.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width15pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180386.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width20pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180387.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width25pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180388.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width30pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180389.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width35pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/
mc12_8TeV.180390.MadGraphPythia8_AU2MSTW2008LO_KKGluon3000_width40pc.merge.NTUP_COMMON.e1772_s1581_s1586_r3658_r3549_p1575/

KKGraviton (MadGraph + Pythia8)

mc12_8TeV.182865.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton400Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182866.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton500Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182867.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton600Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182868.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton700Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182869.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton800Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182870.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton900Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182871.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton1000Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182872.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton1200Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182873.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton1400Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182874.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton1600Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182875.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton1800Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182876.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton2000Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.182877.MadGraphPythia8_AU2CTEQ6L1_BulkRSGraviton2500Ttbar.merge.NTUP_COMMON.e2662_s1773_s1776_r4485_r4540_p1575/

Heavy Higgs (MadGraph + Pythia8)

mc12_8TeV.203307.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs400Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203308.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs500Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203309.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs750Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203310.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs1000Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203311.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs1250Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203312.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs1500Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203313.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs1750Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203314.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs2000Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203315.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs2250Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203316.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs2500Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203317.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs2750Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
mc12_8TeV.203318.MadGraphPythia8_AU2CTEQ6L1_HeavyHiggs3000Ttbar.merge.NTUP_COMMON.e3017_s1773_s1776_r4485_r4540_p1575/
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A.3 Distributions of systematic uncertainty shifts

This appendix shows the impact of systematic uncertainties on the final mtt̄ discriminant
of the total Standard Model expectation and all b-tagging categories combined. The effect
on the resolved and boosted selections are displayed in section A.3.1 and A.3.2 respectively.
Each plot shows the nominal spectrum and the up/down variation for the given systematic
uncertainty, while its effect is illustrated in a ratio of the systematic variation divided by the
nominal spectrum. The grey band shows the statistical uncertainty on the total background.
If a smoothing (cf. section 8.4) is applied to the given systematic, this is indicated by a
comparison of the systematic effect with and without smoothing.

A.3.1 Resolved selection

The systematic shift for each uncertainty in the resolved selection listed in table 27 is shown
in figures 70 and 71

name description

BtagB7 B-tagging b-jet efficiency (component 7)
BtagB8 B-tagging b-jet efficiency (component 8)
BtagB9 B-tagging b-jet efficiency (component 9)
BtagB10 B-tagging b-jet efficiency (component 10)
BtagB(hpT) B-tagging b-jet efficiency (high pT extrapolation)
BtagC B-tagging c-jet efficiency
BtagL B-tagging light-jet efficiency
ElSF Electron scale factor
MuSF Muon scale factor
JES4 Small jet energy scale (component 4, Modelling1)
JES8 Small jet energy scale (component 8, Detector1)
JES13 Small jet energy scale (component 13, EtaInter Model)
JES20 Small jet energy scale (component 20, PileupRhoTop)
JES22 Small jet energy scale (component 22, FlavComp)
JES23 Small jet energy scale (component 23, FlavResp))
JES24 Small jet energy scale (component 24, BJES)
JES99 Small jet energy scale (sum of all other components)
JER Small jet energy resolution
Lumi Luminosity
tt̄ norm tt̄ normalization
ISR/FSR Initial- and final state radiation
PS Parton Showering and Fragmentation
MCGen MC Generator
EWS Electro-weak correction
PDF Parton Distribution Functions
TopMass Top mass
WShapePtjmin10 W-Shape ptjmin10
WShapeIqopt3 W-Shape iqopt3

Table 27: Names of systematic uncertainties considered in the resolved selection.
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Figure 70: Impact of various systematic uncertainties in the resolved selection (A)
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Figure 71: Impact of various systematic uncertainties in the resolved selection (B)
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A.3.2 Boosted selection

Figures 72 - 74 show the systematic shifts in the boosted selection. Apart from the system-
atic descriptions listed in table 27, the boosted selection uses some additional systematics
explained in table 28.

name description

JMRB Large jet mass resolution
JMSB Large jet mass scale
JERB Large jet energy resolution
JESB1 Large jet energy scale (component 1, Data/MC)
JESB13 Large jet energy scale (component 13, topology)
JESB99 Large jet energy scale (sum of all other components)

Table 28: Names of systematic uncertainties considered in the boosted selection.

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation (smoothed)
down variation (smoothed)
up variation (unsmoothed)
dw variation  (unsmoothed)
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

e + jets, Boosted, JMRBOOST
all b-tagging categories combined

 

 [GeV] reco
tt m

0 500 1000 1500 2000 2500 3000 3500

 s
ys

/n
om

in
al

 

0.95

1

1.05
 

(a) JMRB, e+jets

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation (smoothed)
down variation (smoothed)
up variation (unsmoothed)
dw variation  (unsmoothed)
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

 + jets, Boosted, JMRBOOSTµ
all b-tagging categories combined

 

 [GeV] reco
tt m

0 500 1000 1500 2000 2500 3000 3500

 s
ys

/n
om

in
al

 

0.98

1

1.02
 

(b) JMRB, µ+jets

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation (smoothed)
down variation (smoothed)
up variation (unsmoothed)
dw variation  (unsmoothed)
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

e + jets, Boosted, JMSBOOST
all b-tagging categories combined

 

 [GeV] reco
tt m

0 500 1000 1500 2000 2500 3000 3500

 s
ys

/n
om

in
al

 

0.8

1

1.2
 

(c) JMSB, e+jets

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation (smoothed)
down variation (smoothed)
up variation (unsmoothed)
dw variation  (unsmoothed)
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

 + jets, Boosted, JMSBOOSTµ
all b-tagging categories combined

 

 [GeV] reco
tt m

0 500 1000 1500 2000 2500 3000 3500

 s
ys

/n
om

in
al

 

0.9

1

1.1

 

(d) JMSB, µ+jets

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation (smoothed)
down variation (smoothed)
up variation (unsmoothed)
dw variation  (unsmoothed)
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

e + jets, Boosted, JERBOOST
all b-tagging categories combined

 

 [GeV] reco
tt m

0 500 1000 1500 2000 2500 3000 3500

 s
ys

/n
om

in
al

 

0.9

0.95

1

1.05

1.1  

(e) JERB, e+jets
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(f) JERB, µ+jets
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(g) JESB1, e+jets
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(h) JESB1, µ+jets
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(i) JESB13, e+jets
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(j) JESB13, µ+jets
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(k) JESB99, e+jets
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(l) JESB99, µ+jets

Figure 72: Impact of various systematic uncertainties in the boosted selection (A)
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(b) BtagB7, µ+jets
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(c) BtagB8, e+jets
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(d) BtagB8, µ+jets
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(e) BtagB9, e+jets
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(f) BtagB9, µ+jets
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all b-tagging categories combined
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(g) BtagB10, e+jets
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(h) BtagB10, µ+jets
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all b-tagging categories combined
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(i) BtagB(hpT), e+jets
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(j) BtagB(hpT), µ+jets
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-1 = 8 TeV, 20.3 fbs
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(k) BtagC, e+jets
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all b-tagging categories combined
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(l) BtagC, µ+jets

 E
ve

nt
s 

/ 8
0 

G
eV

 

-210

-110
1

10

210

310

410

510

610

710

810
nominal
up variation
down variation
MC stat. uncertainty

MC Simulation, FullMC
-1 = 8 TeV, 20.3 fbs

e + jets, Boosted, BtagL
all b-tagging categories combined
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(m) BtagL, e+jets
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(o) ElSF, e+jets
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(v) JES8, µ+jets
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(x) JES13, µ+jets
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(y) JES20, e+jets
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(z) JES20, µ+jets
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(ab) JES22, µ+jets

Figure 73: Impact of various systematic uncertainties in the boosted selection (B)
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(b) JES23, µ+jets
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(c) JES24, e+jets
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Figure 74: Impact of various systematic uncertainties in the boosted selection (C)
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Appendix Search for tt̄ resonances

A.4 Distributions of PDF uncertainty shifts

This appendix shows the IntraPDF combination for a given PDF set and the final InterPDF
combination to the MEAN variation (cf. section 8.3.5) in figures 75 - 78 , comparing the
effects on the mtt̄ spectra in all b-tagging categories combined. Each plot shows the variation
band resulting from the specific combination scheme for the given PDF set, providing ratios
relative to the central variation and also compared to the nominal spectrum.
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Figure 75: Intra- and InterPDF uncertainties for, resolved selection, e+jets channel.
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Figure 76: Intra- and InterPDF uncertainties, resolved selection, µ+jets channel.
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Figure 77: Intra- and InterPDF uncertainties, boosted selection, e+jets channel.
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Figure 78: Intra- and InterPDF uncertainties, boosted selection, µ+jets channel.
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A.5 Limits on cross section times branching ratio

mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 12.08852 0.39313 2.69714 6.36800 13.69250 21.96667

500 4.28307 0.28097 1.02826 3.30153 6.68125 9.36562

750 1.26946 0.09889 0.23100 0.76183 1.50500 2.20875

1000 0.33042 0.03467 0.07123 0.21555 0.41754 0.62588

1250 0.14845 0.01822 0.03741 0.10724 0.21048 0.32949

1500 0.06328 0.01095 0.02322 0.06738 0.13564 0.22167

1750 0.05251 0.00781 0.01602 0.04450 0.09189 0.16126

2000 0.05083 0.00654 0.01219 0.02946 0.06030 0.10772

2250 0.03897 0.00584 0.01041 0.02249 0.04289 0.07477

2500 0.03816 0.00518 0.00912 0.01934 0.03595 0.06157

3000 0.03928 0.00432 0.00735 0.01420 0.02677 0.05081

(a) Leptophobic topcolor Z ′

mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 8.45488 0.28731 1.77692 4.17825 9.52650 15.34500

500 2.35674 0.19436 0.60444 2.12868 4.53682 6.83250

600 1.90554 0.12642 0.39341 1.35162 2.72738 4.21400

700 1.29487 0.07701 0.20768 0.75625 1.52389 2.27125

800 0.61042 0.04517 0.12822 0.49762 0.88360 1.39300

900 0.31354 0.03003 0.07462 0.26456 0.49114 0.75260

1000 0.23001 0.02320 0.05214 0.17778 0.31721 0.51238

1200 0.08729 0.01450 0.03093 0.10151 0.19143 0.30394

1400 0.07574 0.00984 0.02143 0.06948 0.13814 0.22314

1600 0.06564 0.00736 0.01556 0.04805 0.09723 0.16910

1800 0.04755 0.00597 0.01232 0.03341 0.06527 0.11231

2000 0.04252 0.00536 0.01014 0.02470 0.04691 0.08744

2500 0.02791 0.00375 0.00671 0.01420 0.02717 0.04402

(b) RS Kaluza-Klein graviton GKK

mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 8.99692 0.31228 2.27088 5.00646 11.41603 18.32688

500 4.53717 0.23121 0.85615 2.80000 5.97125 8.65000

750 1.09049 0.07523 0.18954 0.73200 1.28700 2.06220

1000 0.28287 0.02853 0.06324 0.19760 0.34071 0.54350

1250 0.17096 0.01573 0.03278 0.10309 0.21418 0.28900

1500 0.06888 0.00948 0.02163 0.06574 0.12737 0.19212

1750 0.05380 0.00688 0.01397 0.03936 0.08986 0.13239

2000 0.04423 0.00525 0.00985 0.02431 0.05040 0.07480

2250 0.03484 0.00444 0.00803 0.01692 0.03393 0.05321

2500 0.02550 0.00380 0.00684 0.01399 0.02679 0.04123

2750 0.02125 0.00287 0.00486 0.00903 0.01755 0.03074

3000 0.01924 0.00256 0.00410 0.00737 0.01353 0.02278

(c) Scalar resonance

Table 29: Bayesian (systematic+statistical uncertainties, resolved+boosted selection) ob-
served and expected (including ±1(2)σ variations) upper limits at 95% confidence level on
the production cross section times branching ratio to tt̄ final states for selected BSM signal
benchmark models: (a) Leptophobic topcolor Z ′, (b) RS Kaluza-Klein graviton GKK and
(c) scalar resonance.
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mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 12.96264 0.40185 2.83235 6.38735 14.65342 23.42812

500 6.03584 0.30184 1.25000 3.83068 8.25588 12.57917

600 3.47846 0.20477 0.73857 2.52188 5.15000 8.11750

700 2.46434 0.14012 0.41344 1.43323 2.94044 4.44933

800 1.40673 0.08234 0.22383 0.80674 1.61583 2.43938

900 0.67550 0.05587 0.13537 0.50050 0.98774 1.45731

1000 0.48641 0.03924 0.09425 0.33576 0.62750 0.96813

1150 0.26955 0.02856 0.06312 0.22442 0.40953 0.68487

1300 0.19971 0.02134 0.04919 0.16060 0.33279 0.51775

1600 0.11842 0.01329 0.02971 0.10189 0.21510 0.35228

1800 0.11728 0.01069 0.02285 0.07308 0.16333 0.29137

2000 0.10385 0.01021 0.02125 0.05946 0.13274 0.24272

2250 0.10816 0.00952 0.01944 0.05329 0.10627 0.20872

2500 0.10003 0.00954 0.01882 0.04753 0.09420 0.16975

2750 0.08768 0.00979 0.01881 0.04583 0.09264 0.17550

3000 0.10684 0.01020 0.01908 0.04451 0.09453 0.18455

(a) RS Kaluza-Klein gluon gKK , constant width (Γ = 15.3%)

width Γ [%] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

10 0.39623 0.03811 0.08424 0.27680 0.53286 0.83050

15 0.47550 0.04276 0.09455 0.33078 0.63133 0.96375

20 0.48221 0.04358 0.10015 0.35025 0.69950 1.04875

25 0.60396 0.04538 0.11071 0.39750 0.81682 1.25563

30 0.60223 0.04774 0.11856 0.44804 0.91795 1.43437

35 0.64132 0.05022 0.12477 0.44700 0.92350 1.45208

40 0.68884 0.05049 0.12854 0.47816 0.99500 1.56042

(b) RS Kaluza-Klein gluon gKK (1 TeV), variable width

width Γ [%] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

10 0.09262 0.00840 0.01723 0.04635 0.10060 0.17632

15 0.11056 0.00940 0.01927 0.05445 0.12040 0.21787

20 0.12305 0.01090 0.02347 0.07190 0.15965 0.29237

25 0.13157 0.01265 0.02802 0.08826 0.18860 0.33851

30 0.15800 0.01447 0.03160 0.11053 0.24487 0.46180

35 0.18932 0.01507 0.03541 0.12369 0.28395 0.51795

40 0.20346 0.01738 0.03781 0.13970 0.31733 0.58970

(c) RS Kaluza-Klein gluon gKK (2 TeV), variable width

width Γ [%] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

10 0.08750 0.00814 0.01418 0.02944 0.05983 0.11805

15 0.10470 0.01027 0.01957 0.04807 0.10373 0.23767

20 0.11766 0.01191 0.02315 0.05737 0.13220 0.29990

25 0.12607 0.01304 0.02647 0.07376 0.17790 0.36475

30 0.17594 0.01581 0.03205 0.09366 0.22110 0.44252

35 0.22956 0.01870 0.04100 0.13161 0.30667 0.63650

40 0.25904 0.01803 0.03953 0.13426 0.32838 0.66750

(d) RS Kaluza-Klein gluon gKK (3 TeV), variable width

Table 30: Bayesian (systematic+statistical uncertainties, resolved+boosted selection) ob-
served and expected (including ±1(2)σ variations) upper limits at 95% confidence level
on the production cross section times branching ratio to tt̄ final states for selected BSM
signal benchmark models: RS Kaluza-Klein gluon gKK resonance with (a) fixed width and
variable width for a mass of (b) 1 TeV, (c) 2 TeV and (d) 3 TeV.
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mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

Leptophobic topcolor Z′

400 13.06149 0.64119 0.84627 1.17131 1.63157 2.20400

500 8.01591 0.50728 0.68369 0.95160 1.32603 1.73798

750 0.34176 0.17883 0.23827 0.32706 0.46074 0.60818

1000 0.03078 0.06579 0.08695 0.12038 0.16749 0.22410

1250 0.01281 0.03450 0.04567 0.06347 0.08905 0.11965

1500 0.00744 0.02216 0.02923 0.04047 0.05656 0.07532

1750 0.00632 0.01425 0.01904 0.02646 0.03696 0.04920

2000 0.00628 0.01081 0.01444 0.02011 0.02829 0.03754

2250 0.00566 0.00886 0.01170 0.01632 0.02273 0.03063

2500 0.00589 0.00776 0.01024 0.01422 0.01996 0.02685

3000 0.00742 0.00600 0.00791 0.01089 0.01527 0.02057

RS Kaluza-Klein gluon gKK

400 12.90657 0.63339 0.83962 1.16542 1.62805 2.16150

500 8.42266 0.53875 0.72581 1.00483 1.38414 1.84167

600 3.88269 0.39895 0.53029 0.72242 1.00278 1.32500

700 1.14176 0.26883 0.36193 0.50012 0.69728 0.92255

800 0.13942 0.16752 0.22094 0.30415 0.42111 0.56914

900 0.05391 0.11116 0.14870 0.20593 0.28678 0.38060

1000 0.03232 0.08073 0.10847 0.14983 0.20897 0.28185

1150 0.01900 0.05888 0.07826 0.10728 0.14709 0.19696

1300 0.01400 0.04410 0.05799 0.08052 0.11201 0.15043

1600 0.00891 0.02716 0.03607 0.05051 0.07032 0.09434

1800 0.00820 0.02145 0.02847 0.03927 0.05472 0.07285

2000 0.00877 0.01927 0.02550 0.03515 0.04891 0.06540

2250 0.00861 0.01693 0.02232 0.03076 0.04295 0.05751

2500 0.00949 0.01637 0.02172 0.02996 0.04189 0.05675

2750 0.01113 0.01623 0.02120 0.02959 0.04129 0.05580

3000 0.01217 0.01666 0.02187 0.03018 0.04257 0.05700

RS Kaluza-Klein graviton GKK

400 8.54343 0.43125 0.57440 0.79681 1.11208 1.50900

500 4.51501 0.34094 0.44682 0.61657 0.86287 1.15325

600 1.58595 0.23874 0.31829 0.44563 0.61862 0.82178

700 0.20555 0.15111 0.20118 0.27768 0.39100 0.52980

800 0.04337 0.08883 0.11826 0.16247 0.22619 0.30067

900 0.02303 0.06168 0.08087 0.11100 0.15509 0.20233

1000 0.01574 0.04566 0.06072 0.08379 0.11651 0.15450

1200 0.00860 0.02735 0.03631 0.05105 0.07083 0.09370

1400 0.00641 0.01962 0.02599 0.03617 0.05019 0.06615

1600 0.00532 0.01443 0.01905 0.02683 0.03709 0.05025

1800 0.00522 0.01086 0.01458 0.02019 0.02840 0.03720

2000 0.00510 0.00857 0.01136 0.01573 0.02212 0.02967

2500 0.00477 0.00567 0.00748 0.01029 0.01449 0.01933

Scalar resonance

400 9.86301 0.49643 0.65745 0.89709 1.25459 1.65346

500 6.37229 0.43064 0.56615 0.78215 1.07970 1.41500

750 0.16929 0.14184 0.19120 0.26472 0.37253 0.49260

1000 0.02316 0.05600 0.07340 0.10105 0.14096 0.19013

1250 0.01047 0.02986 0.03919 0.05424 0.07478 0.10162

1500 0.00644 0.01861 0.02446 0.03412 0.04763 0.06316

1750 0.00569 0.01232 0.01631 0.02251 0.03156 0.04280

2000 0.00564 0.00881 0.01165 0.01630 0.02260 0.03015

2250 0.00470 0.00641 0.00872 0.01206 0.01682 0.02245

2500 0.00508 0.00578 0.00768 0.01065 0.01492 0.02011

2750 0.00527 0.00407 0.00527 0.00729 0.01022 0.01397

3000 0.00513 0.00340 0.00443 0.00610 0.00859 0.01141

Table 31: Bayesian (statistical uncertainties only, resolved+boosted selection) observed
and expected (including ±1(2)σ variations) upper limits at 95% confidence level on the
production cross section times branching ratio to tt̄ final states for selected BSM signal
benchmark models.
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mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 12.44081 0.62697 4.20174 9.14182 17.93714 28.72600

500 6.03090 0.36649 1.86000 3.65552 8.04706 12.65000

750 1.49797 0.09909 0.29318 0.85333 1.67217 2.45458

1000 0.77085 0.04379 0.12230 0.35129 0.65319 0.99675

1250 0.11292 0.02464 0.05708 0.14642 0.26542 0.38893

1500 0.06030 0.01549 0.03253 0.07917 0.13735 0.20137

1750 0.03776 0.00982 0.01944 0.04629 0.07693 0.11770

2000 0.02626 0.00739 0.01423 0.03137 0.05495 0.08266

2250 0.01976 0.00559 0.01025 0.02199 0.03726 0.05520

2500 0.02110 0.00470 0.00879 0.01896 0.03191 0.04396

3000 0.01424 0.00391 0.00662 0.01238 0.02154 0.02959

(a) Leptophobic topcolor Z ′

mass [GeV] Obs. [pb] Exp. [pb]

−2σ −1σ central +1σ +2σ

400 14.39334 0.67324 4.44960 7.75875 16.58250 30.64661

500 6.25227 0.40769 2.32857 4.36452 8.66250 13.58056

600 2.92771 0.24799 1.11457 2.63032 5.27797 8.25525

700 2.58299 0.15243 0.62436 1.56150 3.00760 4.52233

800 1.67079 0.10012 0.34234 0.94756 1.82042 2.77286

900 1.51966 0.07259 0.24306 0.71776 1.33983 2.06062

1000 1.09887 0.05209 0.18095 0.52339 0.98145 1.48438

1150 0.42922 0.03660 0.12119 0.33564 0.64983 0.93587

1300 0.19197 0.02879 0.07417 0.21615 0.40025 0.58462

1600 0.09512 0.01767 0.03919 0.11160 0.19847 0.29245

1800 0.06452 0.01344 0.02963 0.07897 0.14220 0.21331

2000 0.05487 0.01178 0.02433 0.06136 0.11227 0.16775

2250 0.05485 0.01010 0.02106 0.05427 0.08966 0.12318

2500 0.05470 0.00940 0.01896 0.04804 0.08266 0.10937

2750 0.05457 0.00916 0.01857 0.04681 0.08111 0.10637

3000 0.04943 0.00942 0.01782 0.04249 0.07679 0.10245

(b) RS Kaluza-Klein gluon gKK

Table 32: Bayesian (systematic+statistical uncertainties, resolved+toptagger selection)
observed and expected (including ±1(2)σ variations) upper limits at 95% confidence level
on the production cross section times branching ratio to tt̄ final states for selected BSM
signal benchmark models: (a) Leptophobic topcolor Z ′ and (b) Randall-Sundrum Kaluza-
Klein gluon gKK .
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A.6 Response and Efficiency of BDT configurations

 maximum BDT response per event 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 N
ev

en
ts

 

0

500

1000

1500

2000

2500

3000
ca15jet1
HTT0
taggable

 

 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 

0

20

40

60

80

100

120

140

160

180max significance = 129.18
 -0.20≥at response S

+
B

S
ig

ni
fic

an
ce

 S
/

Signal
Background
significance

 

(a) Response, HTT0

 maximum BDT response per event 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 E
ve

nt
 s

el
ec

tio
n 

ef
fic

ie
nc

y 
(p

ur
ity

) 

0

0.2

0.4

0.6

0.8

1

1.2

 

 
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 

0

20

40

60

80

100

120

140

160

180

S
+

B
S

ig
ni

fic
an

ce
 S

/

Signal efficiency Signal purity
Background efficiency Signal purity*efficiency

S+BSignificance S/

ca15jet1
HTT0
taggable

 -0.20≥max significance = 129.18  at response 

 

(b) Efficiency, HTT0

E
ve

nt
s 

/ 0
.0

5

-110
1

10

210

310

410

510

610

710

810
Data Other SM

tSM t SM W+Jets
stat unc. stat+syst unc.
Z' 2000 GeV  2000 GeV

KK
g

-1 = 8 TeV, 20.3 fbs
lep + jets TopTagger
HTT0 BDT

 

maximum BDT response per event
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

 D
at

a/
B

kg
 

0.5

1

1.5 → 

(c) Response (analysis), HTT0
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(f) Response (analysis), HTT1
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(g) Response, HTT2
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(i) Response (analysis), HTT2

Figure 79: BDT response and efficiency for multivariate analysis optimization for different
configurations of the HEPTopTagger algorithm. The response for tt̄ signal (S) is shown
in blue and for W+Jets background (B) in red. The green curve shows the significance
S/
√
S +B at a given cut-value of the BDT response. Additionally a comparison of data and

Standard Model expectations on analysis level is shown. The Standard Model background is
shown in a stacked histogram, including tt̄, W+Jets and all remaining (merged) background
processes. The bottom panel shows the data/MC agreement with the gray and shaded
area indicating the statistical and the total systematic uncertainty respectively. Expected
distributions for hypothetical signal leptophobic topcolor Z ′ (2000 GeV) and RS Kaluza-
Klein gluon gKK (2000 GeV) resonances are overlaid (non-stacked).
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