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SUMMARY

Themuon anomalous magnetic moment gµ − 2 is one of the most
precisely measured quantities in particle physics. Yet, its measured
value deviates from the prediction by the StandardModel of Particle
Physics by approximately three standard deviations.
The cross section of the process e+e− → π+π−2π0 is one of the

main contributors to the uncertainty of the Standard Model predic-
tion of gµ −2. Therefore an improved understanding of this process
is fundamental to gaining closer insight into the gµ − 2 puzzle.
The cross section e+e− → π+π−3π0 has never been measured

accurately, yielding another uncertainty of gµ − 2. This also hinders
the analysis of e+e− → π+π−2π0 to which it presents a background.
This thesis closes both gaps by analyzing the channels e+e− →

π+π−2π0 and e+e− → π+π−3π0.
The analyses are performed on data taken at the BABAR experi-

ment, which operated at SLAC National Accelerator Laboratory
between 1999 and 2008. It gathered a total integrated luminos-
ity of approximately 500 fb−1 at center-of-mass energies around
10.58GeV, the rest mass of the Υ(4S) resonance.
This data is used in the present thesis work via the initial state

radiation technique, which enables cross section measurements
over a continuous energy range. In comparison to energy scan
experiments, this results in small and consistent systematic uncer-
tainties over the full range. Due to the extremely high luminosity,
ISR processes, even though suppressed by the fine-structure con-
stant α, are produced in large numbers, leading to small statistical
uncertainties.
This effects the opportunity of measuring the aforementioned

cross sections with unprecedented accuracy. At the inception of
this thesis, the goal was a systematic accuracy of less than 5 % for
the analysis of the process e+e− → π+π−2π0 in its peak region.
The final result achieves 3.1 % accuracy, considerably exceeding the
original goal. The analysis of the channel e+e− → π+π−3π0 was
not planned at the beginning, and now 25 to 32% accuracy have
been reached. In both cases the contribution to gµ − 2 is evaluated
as well as the effect on the running of the fine-structure constant
∆α. Furthermore, their intermediate resonance structure is studied,
yielding among other results the previously unmeasured branching
fractions for the processes J/ψ → π+π−2π0 and J/ψ → π+π−3π0.
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ZUSAMMENFASSUNG

Das anomale magnetische Moment des Myons, gµ − 2, ist eine der
am genauesten gemessenen Größen der Teilchenphysik. Jedoch
weicht sein gemessener Wert um etwa drei Standardabweichungen
von der Vorhersage des Standardmodells der Teilchenphysik ab.
Der Wirkungsquerschnitt des Prozesses e+e− → π+π−2π0 ist

einer der Hauptbeiträge zur Unsicherheit der Standardmodellvor-
hersage von gµ − 2. Daher ist ein verbessertes Verständnis dieses
Prozesses essentiell um nähere Erkenntnis über gµ −2 zu gewinnen.
Der Wirkungsquerschnitt des Prozesses e+e− → π+π−3π0 ist

noch nie genau vermessen worden, woraus sich eine weitere Unsi-
cherheit von gµ − 2 ergibt. Zusätzlich stellt dies ein Hindernis für
die Analyse von e+e− → π+π−2π0 dar, wozu er einen Untergrund
beisteuert.
Durch diese Dissertation werden beide Lücken geschlossen, da

sowohl e+e− → π+π−2π0 als auch e+e− → π+π−3π0 analysiert sind.
Die Analysenwerden auf Grundlage derDaten desBABAR-Experi-

ments durchgeführt, welches zwischen 1999 und 2008 am SLAC
National Accelerator Laboratory stattfand. Es sammelte insgesamt
eine integrierte Luminosität von etwa 500 fb−1 bei Schwerpunkt-
energien um 10.58GeV, der Ruhemasse der Υ(4S)-Resonanz.
In dieser Arbeit werden die Daten mittels der ISR-Technik ver-

wendet, welche Wirkungsquerschnittsmessungen über ein stetiges
Energieintervall ermöglicht, ohne Veränderung der Beschleuni-
gerparameter. Im Vergleich zu Scan-Experimenten ergeben sich
daraus kleine und konsistente systematische Unsicherheiten über
den gesamten Energiebereich. Auf Grund der extrem hohen Lumi-
nosität werden ISR-Ereignisse, trotz ihrer Unterdrückung um die
Feinstrukturkonstante α, in sehr großer Zahl produziert, was zu
kleinen statistischen Unsicherheiten führt.
Daraus entsteht die Möglichkeit, Wirkungsquerschnitte mit bis-

her unerreichter Präzison zu bestimmen. Zu Beginn dieser Dis-
sertation bestand das Ziel darin, in der Analyse des Prozesses
e+e− → π+π−2π0 eine systematische Unsicherheit von weniger
als 5 % in dessen Peakbereich zu erreichen. Im Endergebnis werden
3.1 % verwirklicht, was das ursprüngliche Ziel deutlich übertrifft.
Die Analyse des Kanals e+e− → π+π−3π0 war am Anfang der Ar-
beit nicht geplant und inzwischen wird eine Präzision von 25 bis
32% erreicht. In beiden Fällen wird der Beitrag zu gµ − 2 ermittelt,
sowie der Einfluss auf das Laufen der Feinstrukturkonstante ∆α.
Desweiteren werden ihre Zwischenresonanzen untersucht, unter
anderem die bislang ungemessenen Verzweigungsverhältnisse von
J/ψ → π+π−2π0 und J/ψ → π+π−3π0.
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PREAMBLE

In 1935 a strongly interacting particle was famously predicted by
Hideki Yukawa at amass of approximately 100MeV/c2[1]. One year
later, Carl D. Anderson and Seth Neddermeyer found evidence [2]
for a particle in this mass range in cosmic radiation data. Their
colleagues’ conclusion that the mesotron exists [3] was therefore
justified, and from today’s perspective this can be accepted as true,
although it is now called π meson or pion. Hence the belief that the
pion exists was true and justified already in 1936, but did Anderson
and Neddermeyer or their colleagues know that it exists?
Knowledge is the ultimate goal of science. Unfortunately cer-

tainty is unattainable in physics, being an empirical science. There-
fore philisophers have tried for millenia to form a proper definition
of knowledge. The classical definition, justified true belief, dates
back to Plato, despite his own scepticism. A mere half-century
ago Edmund Gettier published his essay “Is Justified True Belief
Knowledge?” [4], wherein he describes several cases in which a
person is justified in their belief and this belief turns out to be true,
yet it would never be considered knowledge. To demonstrate, his
Case I can be summarized as follows: Smith is justified in believing
that Jones will get a promotion and, independently, that Jones has
ten coins in his pocket. Thus he is justified in believing that the
person who gets the promotion has ten coins in his pocket. This
turns out to be true, yet only because Smith himself surprisingly
gets the job and has ten coins in his pocket.
This example is strikingly similar to many cases in research,

maybe most prominently the alleged discovery of the pion. Nowa-
days we are reasonably sure that the pion exists, thus the conclu-
sion was correct, although Anderson and Neddermeyer actually
observed muons. Despite some criticism of Gettier’s examples, his
essay triggered a debate, still raging today, on how to improve the
definition of knowledge. In this sense, the quest to achieve insight
and hence knowledge for the natural sciences hinges on the justifi-
cation. Our beliefs are parametrized by theories or models. And
while we can never be certain that a statement is indeed true, we
can assess whether the proposed theory is justified.
Although for a data analyst this raises the question of which

significance is sufficient to claim proof, the more fundamental
problem is how to justify a proposition. Repeatedly questioning
the validity of the alleged proof or reason for a proposed theory
leads to Agrippa’s trilemma: the possibilities of providing proof are
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2 preamble

• Circular reasoning,

• Axiom/Postulate/Dogma,

• Infinite regress.

Circular reasoning can be reduced to “A is true because A is true”
(usually obscured by several intermediate steps) and thus yields no
further information.
Postulates or axioms are used as a starting point for somemodels.

While a particular model may be useful to explain certain effects,
no insight beyond the axiom can be achieved.
Infinite regress is the mechanism that drives new insight in fun-

damental research. (In combination with falsifiability of said the-
ories.) In the process of continued inquiry the questions become
increasingly general and the explanations encompass a wider range
of scenarios. This can be illustrated by starting with just about any
curiosity about nature, e.g. the renowned question “why is the sky
blue?” The obvious answer seems to be that the characteristics of
Rayleigh (or more generally Mie) scattering lead to the effect, but a
perceptive counterpart might demand an explanation of this theory.
Deriving the scattering formula fromMaxwell’s equations will carry
the argument one step forward, but pursuing this path a little fur-
ther – passing QED-town and Electroweak Unification City along
the way – one eventually ends up at the Standard Model of Particle
Physics, which additionally encompasses Quantum Chromody-
namics. This is also the point (combined with Gravitation), where
almost all inquiries of this type come to an end at the moment.
The Standard Model is incredibly comprehensive in its explana-

tory power, but coming back to the original question: is it justified
to believe this model and thus its implications? In order to examine
this, the Standard Model (like any other theory) is subjected to
every conceivable test. It may not be possible to prove that the
model is correct (or true) but it can be falsified by comparing its
predictions with the observations found in nature. The most com-
pelling evidence for deviation from the Standard Model in particle
physics at the moment stems from the anomaly of the muon mag-
netic moment gµ−2. The SM prediction is fueled by experimentally
measured hadronic cross sections, of which two of the most impor-
tant channels for improving the precision of the gµ − 2 calculation
are e+e− → π+π−π0π0 and e+e− → π+π−π0π0π0.
This is also the main topic of the presented thesis: the analysis of

cross sections composed of four and five times Yukawa’s particle.



1
INTRODUCTION

According to the modern understanding, four fundamental forces
exist in nature, two well known in everyday life – the electromag-
netic and gravitational forces – and two occurring at microscopic
level – the weak and strong nuclear forces. Without the latter two
forces, matter as we know it could not exist, since the electrostatic
repulsion between two protons is much stronger than their gravita-
tional attraction, such that every atomic nucleus would fall apart
immediately. The strong force is responsible for keeping matter
stable on the nuclear scale, since it binds nucleons together at short
distances, thus counteracting the electromagnetic repulsion of the
protons in the nucleus. This force is a consequence of the interac-
tion between the quarks within the nucleon, which is described
by the theory of Quantum Chromodynamics (QCD). The weak
interaction is responsible for effects like the nuclear β-decay, where
a proton turns into a neutron or vice versa. Beginning in 1960, it
was discovered that electromagnetic and weak force both can be
described by the same (“electroweak”) theory [5–8]. Together with
QCD, this forms the fundamental theory at the core of the Standard
Model of Particle Physics, whose constituents are shown in Fig. 1.
In the Standard Model (SM), all forces are transmitted by me-

diator particles. In the case of QCD, the mediator particle is the
gluon, discovered in 1978 at DESY [9]. Since the strong interaction
applies only to color-charged objects, gluons exist in eight differ-
ent states by combination of the three essential colors red, blue
and green. The mediator of the electromagnetic interaction is the
photon, while the weak interaction is transmitted by the two elec-
trically chargedW± and the neutral Z0 particles, first discovered
in 1983 [10–14]. All these particles – the gluon, photon,W± and
Z0 – make up one category of the particles found in the Standard
Model, the interaction particles or gauge bosons.
There exists yet another category, consisting of matter particles,

named quarks and leptons. The six known quarks are subject to all
forces of the Standard Model: electromagnetic, weak and strong.
They are organized in three “generations” of two quarks each with
very different masses. Three of the quarks have an electrical charge
of +2e/3, while the rest has −e/3. The six leptons, on the other hand,
only interact weakly and electromagnetically, and are also grouped
into three generations, but half is charged with −e, while the rest is
electrically neutral.
The distinction between matter and interaction particles coin-

cides with the categorization by particle spin, the intrinsic angular

3



4 introduction

Figure 1.: Schematic listing of the particles in the Standard Model:
Quarks in blue, leptons in yellow, gauge bosons in green
and the Higgs boson in red.

momentum. All matter particles are fermions (with spin 1/2), while
interaction particles have integer spin, making them bosons.

The last particle necessary to complete the Standard Model is
the Higgs boson. It plays a somewhat different role than the other
bosons, as it is not a gauge boson, since its symmetry is sponta-
neously broken. The Higgs mechanism enables particles to have
mass and especially explains why theW± and Z0 bosons are mas-
sive, yet photons and gluons are massless. The existence of the
Higgs boson is a byproduct of this mechanism.

Incorporating solely the aforementioned particles and forces, the
Standard Model of Particle Physics is astonishingly successful in
predicting physical observables. The recent results of the discovery
of a particle widely suspected to be the Higgs boson [15, 16] and
the branching fraction of B0

s → µ+µ− [17, 18] show how well it
describes our world. Apart from various astrophysical phenomena,
there are only very few tests left in particle physics which show
a discrepancy between the direct measurement and the Standard
Model prediction. The most important instance at the moment is
the anomaly of the gyromagnetic factor g (introduced in Sec. 1.1)
of the muon. In combination with the astrophysical observations,
this indicates the possible necessity of extensions to the theory as it
is known today.

In the particular case of the muon anomalous magnetic moment
gµ − 2, the direct measurement differs from the SM prediction by
3σ (see Sec. 2.6), thus representing evidence of a deviation between
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theory and experiment.1 Many mechanisms have been suggested
to explain this discrepancy, spanning a wide field from anomalous
couplings [19], an additional boson [20–22], supersymmetric exten-
sions of the Standard Model [23, 24], to the possible existence of at
least one leptoquark [25–27]. Therefore it is of utmost importance
to improve the significance of this deviation in order to determine
whether a fluctuation or an actual physical effect is seen.
The most precise direct measurement was performed at the

Brookhaven National Laboratory in experiment E821. It shall be
described briefly in Sec. 1.2.
For the SM prediction, experimental input is needed to reach a

similar level of accuracy. There are several contributions to the SM
prediction of g − 2: QED, weak interaction, and the hadronic part,
which is in focus here. The QED and weak parts can be calculated
term by term in perturbative series as sketched in Sec. 2.1 and
Sec. 2.2.
For the calculation of the hadronic contribution a perturbation

ansatz only works for high energies, due to the running coupling αs.
For the overwhelmingly important low to medium energy range, a
dispersion relation in connection with the optical theorem is used
to relate g − 2 to the corresponding cross section, which is derived
in Sec. 2.3.
Therefore, it is essential to have a precise measurement of all

relevant individual hadronic channels.
Higher order hadronic contributions are summarized in Secs. 2.4

(higher order vacuum polarization) and 2.5 (light-by-light scatter-
ing). Both also require experimental input to reach satisfactory
precision. A summary of all contributions to gµ − 2 is given in
Sec. 2.6. Furthermore, the effect of vacuum polarization on the
fine-structure constant α is discussed in Sec. 2.8.
Initial State Radiation – presented in Ch. 3 – is exploited to

measure cross sections over a wide energy range at fixed energy
colliders like BABAR.
Following this rather theoretical groundwork, the experimental

and analytical part is structured as follows:

• Outline of the BABAR experiment and especially the detector
in Ch. 4

• Summary of the data set collected at BABAR and the event se-
lection common to the π+π−2π0γ and the π+π−3π0γ analysis
in Ch. 5

• Analysis of the cross section e+e− → π+π−3π0 in Ch. 6

1 It should be noted that considering the entirety of observables measured to test
the SM, predominantly good agreement with the SM is seen, such that merely a
minuscule hint at a deficiency in the Standard Model remains.
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• Analysis of the cross section e+e− → π+π−2π0 in Ch. 7

• Numerical method to compute the contribution to g − 2
given a cross section developed and applied to bothmeasured
channels in Ch. 8

• Followed by a brief conclusion.

1.1 the g-factor

Themagnetic moment µ⃗ of an object is determined by its potential
energy due to an external magnetic field B⃗ [28]:

Epot = −µ⃗ ⋅ B⃗ . (1)

A charged, point-like spin-1/2 particle (also called Dirac particle)
possesses a magnetic moment given by [29]

µ⃗ = g ⋅ q
2m

s⃗ , (2)

where q is its charge, m its mass and s⃗ its spin vector. The pro-
portionality factor g is also a fundamental property of the particle
and must be known precisely to calculate the magnitude of the
magnetic moment. For leptons, Dirac theory [30, 31] predicts g = 2,
yet this is shown to be inaccurate via higher order Standard Model
calculations in Sec. 2 and by the experimental means summarized
in the following sections.

1.2 experimental measurement of gµ − 2

In the most precise experimental determinations of gµ − 2, the
particle spin’s precession in a magnetic field is measured. This
requires a method to detect the direction of a particle’s spin. In the
case of the muon, the correlation between the direction into which
the positron is ejected and the muon spin direction in the decay
µ+ → e+νe ν̄µ facilitates a means of measurement.

Overview of Existing Experimental Measurements

Several experiments have been performed to measure the value
of aµ ∶= gµ/2 − 1. They are listed in Tab. 1, which also shows how
the precision of the succeeding experiments has improved due to
more sophisticated setups. In the following, we will focus on the
most recent experiment, E821, which was performed at Brookhaven
National Laboratory, while employing the same general technique
as the preceding experiments at CERN.
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Table 1.: Results with uncertainties of existing aµ measurements.
Experiment aµ × 1011 Precision (ppm)
CERN I [32] 114500000 ± 2200000 4300
CERN II [33] 116616000 ± 31000 270
CERN III [34] 116592400 ± 850 7.3
BNL E821 [35] 116592080 ± 63 0.5

1.2.1 Essentials of Spin Dynamics

Charged particles with a velocity perpendicular to a magnetic field
move on circular orbits with the angular cyclotron frequency

ω⃗c = −
qB⃗
γm

, (3)

where q is the particle charge, m its mass, and γ the relativistic
Lorentz factor. During this motion their magnetic moment and
spin undergo precession around the direction of the magnetic field.
The spin precession frequency is given by Larmor and Thomas
precession [28] as

ω⃗s = −(
g − 2
2

+ 1
γ
) qB⃗
m
, (4)

with the gyromagnetic factor g. Hence, the “anomaly” given by the
difference of precession and motion frequency

ω⃗a = ω⃗s − ω⃗c = −
g − 2
2

qB⃗
m

(5)

is directly proportional to the anomaly of the gyromagnetic fac-
tor g defined as a ≡ g−2

2 . If an additional electric field is present
(also perpendicular to the particle velocity v⃗ = cβ⃗), the “anoma-
lous frequency” is given by the Bargmann-Michel-Telegdi (BMT)
equation [28, 36]

ω⃗a = −
q
m
(aB⃗ − [a − 1

γ2 − 1
] β⃗ × E⃗

c
) . (6)

The second contribution, dependent on the electric field, can be
minimized by choosing the particle velocity such that γ =

√
1 + 1/a.

For the important case of the muon, this results in γ ≈ 29.3, cor-
responding to the “magic” particle momentum2 of approximately
3.094GeV/c.
Knowing the BMT equation, determining g − 2 of the muon

becomes a question ofmeasuring the spin direction after precession.

2 The idea of the “magic” γ/momentum first appears in the proposal for the CERN
III gµ − 2 experiment [37], which drastically improved precision to 7 ppm [34].
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Figure 2.: Bird’s-eye view of the E821 experiment at Brookhaven
National Laboratory from Ref. [39]. ©The Royal Swedish
Academy of Sciences. Reproduced by permission of IOP
Publishing. All rights reserved.

For this purpose, it is observed that in the µ rest frame the direction
of motion of the positron in the decay

µ+ → e+νe ν̄µ (7)

is predicted to be correlated to the direction of themuon spin due to
conservation of angular momentum and lepton number. (Likewise
for the charge-conjugated process.) The decay probability P as a
function of the angle θ∗ between the muon spin direction and the
positron momentum in the µ rest frame can be parametrized [38]
as

dP(θ∗)
d cos(θ∗)

∝ 1 + κ cos(θ∗) , (8)

with a constant kinematic factor κ. Hence determining the most
probable decay positron direction for a muon orbiting in an elec-
tromagnetic field is equivalent to measuring the muon g − 2.

1.2.2 The E821 Experiment

The concept outlined above has been realized most recently by the
E821 experiment at Brookhaven National Laboratory (BNL), pic-
tured in Fig. 2. As schematically illustrated in Fig. 3, in the first step,
protons are accelerated to 24GeV/c and collide with a fixed nickel
target. At this point, pions moving in the same direction as the
protons are produced. These enter a dedicated pion-decay channel,
where, due to their rather short lifetime of about 2.6 × 10−8 s, most
pions decay in flight. The dominant decay π+ → µ+νµ includes a
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neutrino, so that its spin constellation is fixed, as the neutrino is
always left-handed. Therefore, a polarized muon beam is produced,
which is filtered to contain only muons of the “magic” momentum
3.094GeV/c and then directed into a storage ring. While orbiting,
the muons decay into positrons and neutrinos, which leave the
storage ring due to the excess momentum from the decay. The
exiting positrons are counted by calorimeters inside the storage
ring as seen in Fig. 4, which record the time and position of the
particle. The count rate distribution in Fig. 5 can be fitted with a
function [40] of the form

N(t) = N0 exp(−t/γτµ) (1 − Acos(ωat + ϕ)) , (9)

thereby extracting the value of the “anomalous frequency” ωa (the
fit parameters N0, A, ϕ are of no concern and the values of the
muon lifetime τµ and the relativistic Lorentz factor γ are precisely
known). The anomaly of the muon gyromagnetic factor can then
be calculated as

aµ =
ωa

ωL − ωa
, (10)

where ωL = − g
2
qB
m is the Larmor frequency, which is measured

independently [41]. According to the original publication [35] the
result is

aµ(exp) = (116592080 ± 54 ± 33) × 10−11 , (11)

where the first uncertainty is statistical and the second systematic.3
The Particle Data Group rescales the value to account for an im-
proved Larmor frequencymeasurement (relative to the proton) [42]
and obtains [43]

aµ(exp) = (116592089 ± 54 ± 33) × 10−11 . (12)

As shown in Tab. 1, the result from the E821 experiment improves
the precision of the experimental aµ value by more than an order
of magnitude. In the future, two experiments aim to improve the
precision by another factor four: the Muon g − 2 collaboration at
Fermilab [44] using a similar approach as before and the g−2/EDM
collaboration at J-PARC using a completely new concept [45].

3 In the calculation of the uncertainties the effect of a possible electric dipole
moment is considered (by taking into account its current limits), which would
distort the comparison between theory and experiment. The effect is found to
be negligible.
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2
THEORETICAL PREDICTION OF g AND α

In this chapter the theoretical predictions of the anomalous muon
magnetic moment and the running of the fine-structure constant
are introduced. First, the contributions to g − 2 from QED and
electroweak processes are summarized, followed by the connec-
tion between hadronic cross sections and the anomalous muon
magnetic moment is proven. Finally, the same type of relation is
derived for the running of the fine-structure constant.
In the Standard Model the interaction of matter with a force

is mediated by a force carrier, such as the photon for the electro-
magnetic interaction. Therefore, the coupling gℓ (introduced in
Sec. 1.1) between an external magnetic field and the lepton spin is
determined by the combination of all possible processes between
a lepton and a photon. The tree diagram shown in Fig. 6 yields
also the result of Dirac theory [30, 31]: gDiracℓ = 2. To get the com-
plete value of gℓ, the single vertex in Fig. 6 has to be replaced by
a “blob” containing all possible intermediate processes in the Stan-
dard Model from electromagnetic, weak and strong interaction.
Hence, the anomalous gyromagnetic factor gℓ can be decomposed
into

gSMℓ − 2
2

=∶ aSMℓ = a
QED
ℓ + aweakℓ + ahadronicℓ . (13)

The QED and weak parts are evaluated perturbatively as summa-
rized in Sec. 2.1 and Sec. 2.2, respectively, while the hadronic contri-
bution has to be assessed using a semi-phenomenological approach
derived in Sec. 2.3 to achieve comparable precision.

Figure 6.: Feynman diagram of the tree level interaction.1

1 Here and in the following Feynman diagrams, curled lines indicate photons,
straight solid lines leptons, and straight dashed linesW or Z bosons.

13
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2.1 qed contributions

Since the QED coupling is small – α ≈ 1
137.036 – electromagnetic

effects can generally be computed with high precision as perturba-
tive expansions, e.g. in α

π . For g − 2, the first (one-loop) summand
of the series is Schwinger’s famous result calculated in 1947 [47, 48]
and derived in Sec. 2.3.4, which amounts to 1

2
α
π ≈ 1.161 × 10−3.

At the two-loop level, the systematic process of evaluating higher
orders was begun by Karplus and Kroll [49], who derived the part
universal to all lepton flavors (note the important correction cal-
culated by Sommerfield [50, 51] and Petermann [52, 53]). It was
continued by Suura, Wichmann [54] and Petermann [55] with the
mass-dependent contribution depicted in Fig. 7a (for a different
lepton flavor in the internal loop than in the external legs). For the
muon, the result [56] is

aQED(4)µ = (α
π
)
2
( 197
144

+ π2

12
+ 3
4
ζ(3) − π2

2
ln 2

+
1

∫
0

dx
1

∫
0

dy
x2(1 − x)y2(1 − y2/3)
x2(1 − y2) + 4m2

e
m2
µ
(1 − x)

+
1

∫
0

dx
1

∫
0

dy
x2(1 − x)y2(1 − y2/3)
x2(1 − y2) + 4m2

τ
m2
µ
(1 − x)

⎞
⎟
⎠

= (−0.328 + 1.094 + 7.808 × 10−5) (α
π
)
2

= 0.765857425(17) (α
π
)
2

= 4.13217628(92) × 10−6 ,

where ζ denotes the Riemann zeta function [57, 58] with ζ(3) =
1.202 . . . and me , mµ, and mτ are the masses of the electron, muon,
and tau, respectively. The arising integrals can be calculated [59, 60]
exactly2 using dilogarithms [58, 61], such that the uncertainties are
exclusively due to the lepton mass ratios. (The numerical values in
the intermediate steps are truncated for readability.)
At the three-loop level or sixth order (Fig. 7b), processes involv-

ing both other leptons appear, such that the problem becomes even
more challenging (beyond the scope of this summary), but is still
analytically calculated in terms of polylogarithms [61]. Detailed
calculations can be found in Refs. [62–67], which result in

aQED(6)µ = 24.05050996(32)(α/π)3 = 3.014190246(40) × 10−7 .

The complexity and number of diagrams – like the one in Fig. 7c
– grows even further at order eight [68–73], such that numerical

2 Care has to be exercised in the evaluation of the analytical result at big mass
ratios since numerical instabilities arise due to large cancellations.
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(a) Fourth order (b) Sixth order

(c) Eighth order (d) Tenth order

Figure 7.: Examples of possible QED processes contributing to g−2.

calculations are required as analytic solutions have only been found
for certain classes of diagrams [74, 75]. These methods yield

aQED(8)µ = 130.8796(63)(α/π)4 = 3.810077(183) × 10−9 .

To date, the electromagnetic part of g − 2 has been calculated up to
tenth order (Fig. 7d), which contains an impressive 9080 diagrams.
As summarized in Refs. [56, 73] and references therein, the result is

aQED(10)µ = 753.29(104)(α/π)5 = 5.0938(70) × 10−11 .

The total QED contribution up to order ten is given by [56]

aQEDµ = 116584718.951(80) × 10−11 .

It is noteworthy that although the value of the additional correc-
tion applied to g − 2 appears to be decreasing for rising loop-order
k, the coefficient multiplied by (α/π)k keeps increasing due to
terms involving large logarithms ln mµ

mℓ
, where mℓ is the electron

or τ mass. Therefore, it has been estimated that the six-loop cor-
rection aQED(12)µ might be as large as 10−12, possibly exceeding the
uncertainty of the current QED calculation.
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(a) One-loop process (b) Two-loop process

Figure 8.: Examples of electroweak processes contributing to g − 2.

2.2 electroweak contributions

The electroweak part of the Standard Model prediction of g − 2
includes all processes containing a W±, Z0 or Higgs boson (in
unitary gauge [76, 77]). Similar to QED, its contribution can be
expanded diagram by diagram into a perturbative series3. The one-
loop processes – exemplarily shown in Fig. 8a – is calculated [60, 82]
to

aEW(1)µ =
5GFm2

µ

24
√
2π2
(1 + 1

5
(1 − 4 sin2 θW)2 +O (

m2
µ

M2
W
)

+ O (
m2

µ

M2
Z
ln(

M2
Z

m2
µ
)) +O (

m2
µ

M2
H
ln(

M2
H

m2
µ
))) ,

(14)

where GF is the Fermi constant, θW the Weinberg angle andMW,
MZ, andMH the mass of theW±, Z0 and Higgs boson, respectively.
The complete one-loop contribution can be calculated in closed
form as shown in Ref. [83], although the latter three terms in Eq. 14
are negligible as they are suppressed by m2

µ/M2
B (where MB is the

mass of any of the bosons).
There are 1678 two-loop diagrams akin to Fig. 8b, which have

been assessed in their entirety in a remarkable calculation [79, 84].
Interestingly, the expected [60] approximate suppression by α/π ≈
1/431 with respect to the one-loop term is not observed, instead the
magnitude is about 20% of the first order contribution, yet with the
opposite sign. The enhancement is again due to large logarithms,
in this case of the form ln MB

mµ
.

For a long time, evaluating these contributions hinged on the
uncertainty of only knowing broad upper and lower bounds for the

3 At the two-loop level and beyond, vacuum polarization contributions involving
strong interaction appear, which cannot be calculated perturbatively. These will
not be described here since their contribution accounts for only about 10% of
the total electroweak component. They are, however, considered in the results
and uncertainties. For detailed discussions see Refs. [78–81].
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Higgs mass. After the recent discovery and subsequent mass mea-
surement of a particle theorized to be a Higgs boson, the prediction
of the electroweak part of aµ was updated [85]. At the one-loop
level, the result is

aEW(1)µ = 194.80(1) × 10−11 ,

while the two-loop correction now yields

aEW(2)µ = −41.23(74) × 10−11 .

Processes including three or more loops are estimated as

aEW(3+)µ = 0.00(20) × 10−11 .

This amounts to a global electroweak contribution to aµ of

aEWµ = 153.6(10) × 10−11

with a noteworthy total uncertainty of 1 × 10−11, which is dominated
by the effects of hadronic vacuum polarization.

2.3 leading order hadronic vacuum polarization

The contributions to aµ from QED and weak interactions can be
calculated perturbatively over the whole energy spectrum. This is
not possible in the case of the QCD part of aµ because the running
coupling of the strong interaction αs [38] at low energies is too large
to permit sufficiently fast – if any – convergence of the perturbative
series [86, 87].
The dominating hadronic contribution consists of two distinct

components: hadronic vacuum polarization and light-by-light scat-
tering. The latter is summarized in Sec. 2.5. Hadronic vacuum
polarization is further subdivided into a leading order (LO) part
and higher order corrections. Since the leading order process is a
major motivation for this analysis, it is developed in the following
sections, while the higher order effects are summarized in Sec. 2.4.
The low energy region ofQCD is dominated by the light hadronic

states, but neither perturbative QCD, nor lattice gauge theory, nor
chiral perturbation theory reach sufficient precision for the calcula-
tion of ahadµ . Instead, a semi-phenomenological approach is taken,
where precisely measured hadron production in e+e− annihilation
is used to evaluate a dispersion integral for aµ.
At first glance it may seem counterintuitive to use hadronic

cross sections produced by one lepton flavor (e) as input for the
extraction of the hadronic contribution to the magnetic moment
of another lepton flavor (µ). Therefore, this correspondence needs
to be proven. On the input side, a corollary of the optical theorem
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will be derived, which allows to use cross sections to calculate
the scattering amplitude, a universal quantity independent of the
initial state of the process. On the output side, aµ is connected to
the scattering amplitude by decomposing the process of a lepton
coupling to an electromagnetic field into form factors, which are
in turn related to the scattering amplitude.
More specifically, we first show how to extract the imaginary

part of a scattering amplitude from the corresponding cross sec-
tion (Sec. 2.3.1). Then we derive how to retrieve the full ampli-
tude from its imaginary part (Sec. 2.3.2). Lastly, we connect the
scattering amplitude to the anomalous lepton magnetic moment
(Sec. 2.3.3, 2.3.4, 2.3.5). In conclusion, we will have derived the
famous relation4 aℓ ≈ 1

4π3 ∫ Kℓ(s)σ(s)ds between a cross section
and the corresponding contribution to aℓ, which is the main result
of this section.

2.3.1 From the Optical Theorem to Vacuum Polarization

The total cross section of a process is connected to the imaginary
part of the S-matrix by the optical theorem. Subsequently, a relation
between the S-matrix element and the scattering amplitude is de-
rived. Hence, the net result of this section is a relation between the
imaginary part of the scattering amplitude and the cross section,
produced with any lepton in the initial state, although we focus on
the electron here.
The optical theorem is a result of the unitarity of the S-matrix.

The S- or scattering matrix relates the initial state and the final state
of a scattering process:

∣ϕ(∞)⟩ = S ∣ϕ(−∞)⟩ .

The wave function ϕ at t = −∞ corresponds to the initial state ∣i⟩
and at t =∞ to the final state ∣ f ⟩. From this relation it is clear that
in order to ensure conservation of probability, S has to be unitary,
S†S = 1. Therefore, the absolute square of any matrix element gives
the probability of the corresponding final state to be produced
from the given initial state. Since the S-matrix describes the full
process including the interaction-free part (parametrized by the
identity matrix), the interaction is isolated in the T-matrix defined
by S ≡ 1+ ıT . This definition and the unitarity of the S-matrix lead
to

T†T = ı(T† − T) .
By comparing the imaginary part of the matrix element for forward
scattering ∣i⟩ → ∣i⟩ to the general relation between T-matrix and

4 The lepton flavors are completely universal in this section. To distinguish the
two leptons involved, throughout this section the general index ℓ is used for the
magnetic moment, while the cross section initial state is set to the electron (e),
which could of course also be replaced by any other lepton.
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e−

e+e+

e−

VP

Figure 9.: Feynman diagram of lepton annihilation including vac-
uum polarization.

total cross section (with two particles of rest mass me in the initial
state, as in electron-positron annihilation), the optical theorem is
found [88, 89]:

ImTii = s
√

1 − 4m2
e

s
⋅ σtot . (15)

On the other hand, applying the Feynman rules to the process
shown in Fig.9 yields5 (in Feynman gauge)

ıTii = v̄(−ıe)γµu
−ıgµν
s + ıε

(ıΠνρ)
−ıgρσ
s + ıε

ū(−ıe)γσv .

Due to current conservation, the vacuum polarization tensor Πνρ

must be transversal [90] and can thus be expressed as

Πνρ(q) = − (q2gνρ − qνqρ) ⋅ (Π(q2) −Π(0))
= − (q2gνρ − qνqρ) ⋅Πren(q2) ,

where Π(q2) is the vacuum polarization amplitude, which defines
the renormalized amplitudeΠren(q2) ∶= Π(q2)−Π(0). The relation

ıTii = v̄(−ıe)γµu
−ıgµν
s + ıε

(ıΠνρ)
−ıgρσ
s + ıε

ū(−ıe)γσv

= v̄(−ıe)γµu
ıgµσΠren(s)

s + ıε
ū(−ıe)γσv

= −ıe2Πren(s)
s + ıε

(v̄γµu) (ūγµv)

then follows as shown in App.B.1 and can be used to get rid of
the vacuum polarization tensor Πνρ and instead work with the
renormalized vacuum polarization amplitude Πren.
Using the equivalence derived in App.B.2

(v̄γµu) (ūγµv) = −s (1 +
2m2

e

s
) ,

5 Throughout this chapter, the definitions from Ref. [90] for u, ū, v, v̄, gµν , γµ ,
σ µν etc. are used unless otherwise stated. e denotes the elementary charge.
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noting that ImΠ(0) = 0 such that ImΠren(s) = ImΠ(s), we find
for s > 0, ε → 0+

ImTii = e2 (1 +
2m2

e

s
) ImΠ(s)

Comparing to Eq. 15 the relation between the total cross section
and the vacuum polarization amplitude emerges:

σtot(s) = 4πα
1 + 2m2

e
s√

1 − 4m2
e

s

ImΠ(s)
s

. (16)

While the above cross section is valid for electrons in the initial
state, this relation also holds for cross sections produced using
other lepton pairs if the electron mass me is replaced by the mass
of the chosen lepton.

2.3.2 Derivation of the Dispersion Relation

A dispersion relation connects a scattering amplitude to an integral
over the imaginary part of the scattering amplitude, so that knowing
the imaginary part enables us to calculate the full amplitude.6This
is useful for the prediction of the hadronic contribution to g − 2
since the imaginary part of the scattering amplitude is determined
by the corresponding cross section as shown in Sec. 2.3.1, enabling
us to use experimental data as input to compute the full amplitude.
The corresponding dispersion relation, an analogue of the Kramers-
Kronig relations [91, 92], is given by

Πren(k2) ∶= Π(k2) −Π(0) = k
2

π
lim
ε→0

∞

∫
smin

ds
ImΠ(s)

s(s − k2 + ıε)
. (17)

The amplitudeΠ(s) is a function defined on the real axis (s, k2 ∈ R),
but can be extended analytically into the upper half of the complex
plane7. Using the Schwarz reflection principle [93], the analytic
continuation into the lower half-plane can be constructed as

Π(s∗) = Π∗(s) (18)

for s ∈ C. Consequently,Π is analytic inC except along the positive
real axis above the production threshold smin (s > smin > 0), where it
has a branch cut discontinuity as evident from the optical theorem
(Sec. 2.3.1). The analyticity properties of the amplitude follow from
causality [94]. Furthermore, we observe ImΠ(s) = 0∀s ≤ smin
from the optical theorem.

6 In other contexts, such as optics, the term “dispersion relation” may be used
differently.

7 Therefore, limε→0 Π(s + ıε) ≡ Π(s) ∀s, ε ∈ R, ε > 0.
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Figure 10.: Contour used for the dispersion integral.

Let us prove the dispersion relation. Since Π(s)
s(s−k2) is analytic in

the complex plane except for s = 0, s = k2, and along the branch cut
discontinuity s > smin, s ∈ R, the residue theorem cannot be applied
directly. Therefore, the contour C shown in Fig. 10 is chosen instead,
such that following from the Cauchy theorem [95]

∮
C

ds
Π(s)

s(s − k2)
= 0 . (19)

Splitting up the integration path into the segments defined in
Fig. 10 we observe the following:

lim
R→∞ ∫

γ0(R)

ds
Π(s)

s(s − k2)
= 0

because ∣Π(s)/s∣→ 0 for ∣s∣→∞,

lim
r→0 ∫

γc(r)

ds
Π(s)

s(s − k2)
= −2πı Res( Π(s)

s(s − k2)
, s = 0) = 2πıΠ(0)

k2
,

lim
r→0 ∫

γ l (r)+γu(r)

ds
Π(s)

s(s − k2)
= −2πı Res( Π(s)

s(s − k2)
, s = k2)

= −2πıΠ(k
2)

k2
,

where Res is the residue,
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∫
l1+l2+l3+l4

ds
Π(s)

s(s − k2)
=

=
k2−r

∫
r

ds ( Π(s + ıε)
(s + ıε)(s + ıε − k2)

− Π(s − ıε)
(s − ıε)(s − ıε − k2)

)

+
R

∫
k2+r

ds ( Π(s + ıε)
(s + ıε)(s + ıε − k2)

− Π(s − ıε)
(s − ıε)(s − ıε − k2)

) .

From the relation Π∗(s) = Π(s∗), which holds for all s ∈ C,
Re (Π(s)) = Re (Π(s∗)) and Im (Π(s)) = − Im (Π(s∗)) follow
directly. Using this, we obtain

∫
l1+l2+l3+l4

ds
Π(s)

s(s − k2)
=

= lim
r→0

2ı
k2−r

∫
r

ds Im( Π(s + ıε)
(s + ıε)(s + ıε − k2)

)

+ lim
r→0

2ı
R

∫
k2+r

ds Im( Π(s + ıε)
(s + ıε)(s + ıε − k2)

)

= 2ı
R

∫
0

ds Im( Π(s + ıε)
(s + ıε)(s + ıε − k2)

) .

Considering Im ( f ⋅ g) = Re ( f ) ⋅ Im (g) + Im ( f ) ⋅ Re (g), we see
that

lim
ε→0

Im( Π(s + ıε)
(s + ıε)(s + ıε − k2)

) =

= lim
ε→0

⎛
⎜⎜⎜⎜
⎝

Re (Π(s + ıε))
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

∥⋅∥<∞

⋅ Im( 1
(s + ıε)(s + ıε − k2)

)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
→0

⎞
⎟⎟⎟⎟
⎠

+ lim
ε→0
(Im (Π(s + ıε)) ⋅ Re( 1

(s + ıε)(s + ıε − k2)
))

= lim
ε→0
(Im (Π(s + ıε)) ⋅ 1

(s + ıε)(s + ıε − k2)
)

with ε > 0, ε ∈ R, k2 ∈ R+, s ∈ R+/{0, k2}. Thus for R →∞

lim
ε→0 ∫

l1+l2+l3+l4

ds
Π(s)

s(s − k2)
= lim

ε→0
2ı

∞

∫
0

ds ( Im (Π(s + ıε))
(s + ıε)(s + ıε − k2)

) .
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Summing up the contributions from all parts of the contour and
comparing to the full contour, the following is obtained:

0 = Π(0) −Π(k2) + lim
ε→0

k2

π

∞

∫
0

ds ( Im (Π(s + ıε))
(s + ıε)(s + ıε − k2)

) .

Since ImΠ(s) = 0 for s < smin, s ∈ R, this evaluates to

0 = Π(0) −Π(k2) + lim
ε→0

k2

π

∞

∫
smin

ds ( Im (Π(s))
s(s − k2 + ıε)

) (20)

2.3.3 Connection of aℓ to the Matrix Element

After the correspondence between the cross section and the scat-
tering amplitude has been established, the following sections will
show how the scattering amplitude is related to the anomalous
lepton magnetic moment.
Since the gyromagnetic factor g of a particle is the constant of

proportionality connecting its spin s⃗ and magnetic moment µ⃗ via

µ⃗ = g ⋅ e
2m

s⃗ ,

it can be derived (following [90]) by analyzing the scattering of the
particle off a magnetic field. Hence, without loss of generality, for a
lepton the corresponding scattering matrix element can be written
as8

ıM = −ıeū(p′)Γµ(p′, p)u(p)Ãµ(q)

= ıeū(p′) (γ iF1(q2) +
ıσ iνqν
2m

F2(q2))u(p)Ãi(q⃗) , (21)

where q = p′−p and Ãµ is the Fourier transform (since we are work-
ing in momentum space) of the electromagnetic potential Aµ, with
Aµ = (0, A⃗) for this purely magnetic case. The form factors F j(q2)
can be extracted by decomposition into contributions proportional
to γµ and σ µνqν for qµ → 0, where F1(q2) = 1 and F2(q2) = 0 in
lowest order. The above expression forM vanishes for q⃗ = 0, so in
an expansion for qµ → 0 it is sufficient to consider only terms up
to first order. In this linear approximation the nonrelativistic limit
is used for the spinors u(p)

u(p) = (
√p ⋅ σ ξ√
p ⋅ σ̄ ξ) ≈

√
m ((1 − p⃗ ⋅ σ⃗/2m)ξ(1 + p⃗ ⋅ σ⃗/2m)ξ) ,

8 C and P invariance are assumed here, otherwise further form factors arise.
Moreover, the decomposition into terms proportional to γµ and σ µνqν is not
unique. Alternatively, Γµ can be decomposed into terms proportional to γµ and
(p + p′)µ , resulting in different form factors commonly denoted as F(q2) and
G(q2). For a detailed treatment see Ref. [96].
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where ξ is a two-component spinor normalized to unity and σ i are
the standard Pauli matrices.
Simplifying the matrix element yields for q → 0

ıM = −2ımeξ′† ( −1
2m

σ k(F1(0) + F2(0))) ξB̃k(q⃗) (22)

with the definition of the Fourier transform of the magnetic B-field
B̃k(q⃗) = −ıєi jkqi Ãj(q⃗). Therefore, in the limit qµ → 0, this can be
interpreted as the Born approximation of a potential corresponding
to a weak, static magnetic B-field

V(x⃗) = −µ⃗ ⋅ B⃗(x⃗) (23)

where the magnetic moment can hence be identified as

µ⃗ = e
m
(F1(0) + F2(0))ξ′†

σ⃗
2
ξ ≡ g e

2m
s⃗

⇒ g = 2(F1(0) + F2(0)) . (24)

After renormalization to remove divergences in F1, it can be shown
that F1(0) = 1 also holds in higher orders of α. F2 is not divergent,
so the first order correction of g only depends on F2:

aℓ ∶=
gℓ − 2
2
= F2(0) . (25)

In summary, in order to calculate the anomaly of the gyromag-
netic factor, g/2− 1, the term proportional to σ µνqν has to be evalu-
ated for q2 → 0, here denoted by F2(0).

2.3.4 Schwinger’s Result

In 1947 Julian Schwinger derived [47, 48] the first order radiative
correction to the lepton magnetic moment in Dirac theory gℓ = 2,
resulting in α

2π (despite the misprint in the original publication).
The derivation is instrumental in understanding higher order cor-
rections, and hence shall be summarized here. The calculation can
be found in greater detail in Ref. [90].
The only possible QED-correction of O(α) is the exchange of

one virtual photon between the incoming and outgoing lepton,
Schwinger’s process in the Feynman diagram in Fig. 11. Thus con-
sidering exclusively this graph’s contribution as δΓµ in Eq. 21, the
following is obtained by applying Feynman rules & gauge9

ū(p′)δΓµu(p) = ∫
d4k
(2π)4

−ıgνρ
(k − p)2 + ıε

(26)

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p) .

9 Dimensional regularization has to be applied to remove infrared and ultraviolet
divergences affecting F1, yet not F2.
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ℓ ℓ

Figure 11.: Feynman diagram of the Schwinger’s first order QED-
correction.

γ∗

ℓ ℓVP

Figure 12.: Feynman diagram of the vacuum polarization term.

After quite a bit of algebra involving themethod of Feynman param-
eters and a Wick rotation, the expression can be decomposed into
coefficients of γµ and σ µνqν as expected from Eq. 21. Evaluating
the latter contribution in the limit q2 → 0, Schwinger’s result is
regained:

aℓ ≡
gℓ − 2
2
= F2(0) =

α
2π
. (27)

2.3.5 Putting the Puzzle Together

The contribution of interest for this work is the graph containing an
additional hadronic loop as shown in Fig. 12. This term’s correction
to g −2 can be calculated by modifying the photon propagator −ıgνρq2
in Eq. 26 with the (renormalized) vacuum polarization amplitude
Πren(q2) yielding

ıgνρ
q2 Πren(q2), as shown in App.B.3. The corre-

sponding vacuum polarization correction to the vertex function
then becomes

δ(2)Γµ = ∫
d4k
(2π)4

ıgνρ
(k − p)2 + ıε

Πren((p − k)2)

⋅ (−ıeγν)DF(k′)γµDF(k) (−ıeγρ)
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with DF(k) ∶= ı(/k+m)
k2−m2+ıε . Applying the dispersion relation (Eq.17),

the correction becomes

δ(2)Γµ = ∫
d4k
(2π)4

ıgνρ
(k − p)2 + ıε

(k − p)2
π

⋅
∞

∫
smin

ds
ImΠ(s)

s(s − (k − p)2 − ıε)
(−ıeγν)DF(k′)γµDF(k) (−ıeγρ) .

Canceling (k − p)2 against (k − p)2 + ıε is applicable since the
singularity at this point is effectively removed. Interchanging the
order of integration (Fubini’s theorem [97]) gives

δ(2)Γµ =
∞

∫
smin

ds
ImΠ(s)

πs ∫
d4k
(2π)4

ıe2gνργνDF(k′)γµDF(k)γρ

(k − p)2 − s + ıε
.

The inner integral possesses a structure similar to the Schwinger
case, apart from the fact that the photon has gained the “mass”

√
s.

Hence it can similarly be decomposed into parts proportional to γµ
and σ µνqν, respectively. The latter contribution corresponds to the
form factor F2 we are interested in. It is derived directly using a set
of simplifications for general momentum integrals (see Ref. [98])
resulting in the integral shown in Ref. [99]10. Alternatively, it can
be worked out involving a Wick rotation and Feynman parameters
analogous to the Schwinger case [90] but retaining the photon
“mass”

√
s. Either approach results in

π
α
F2(q2) =
∞

∫
smin

ds
ImΠ(s)

πs

1

∫
0

dxdydz
δ(x + y + z − 1)m2z(1 − z)
m2(1 − z)2 − q2xy + sz

with q2 = (p′ − p)2 = (k′ − k)2 and the Dirac distribution δ [102].
Since aℓ is F2 evaluated at q2 = 0, this simplifies to

π
α
F2(0) =

=
∞

∫
smin

ds
ImΠ(s)

πs

1

∫
0

dxdydzδ(x + y + z − 1) z(1 − z)
(1 − z)2 + s

m2 z

=
∞

∫
smin

ds
ImΠ(s)

πs

1

∫
0

dz
z2(1 − z)

z2 + s
m2 (1 − z)

.

10 In Ref. [99], the effect of a possible QED cutoff [100, 101] on aℓ is studied,
resulting in an equivalent integral independent of hadron production.
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Figure 13.: The Kernel function for each lepton flavor.

The inner integral is known as the Kernel function Kℓ(s), which
for any given lepton ℓ is defined with m ≡ mℓ. Writing out the
integral explicitly gives [103]

Kℓ(s) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
h2
(4(h − 2) ln h

4
− h (4 − h

2
)

− 2(h2 − 8h + 8)arctan(
√
h − 1)√

h − 1
)

s < 4m2
ℓ

1
h2
(4(h − 2) ln h

4
− h (4 − h

2
)

− 2(h2 − 8h + 8)arctanh(
√
1 − h)√

1 − h
)

s > 4m2
ℓ

(28)

with h ∶= 4m2
ℓ

s . The singularity at h = 1 is removable byKℓ(4m2
ℓ) =

8 ln(2)− 11
2 ≈ 0.045. The result can be studied in Fig. 13 for all lepton

flavors.

Using the optical theorem for the vacuumpolarization amplitude
(Eq. 16), ImΠ(s)/s may now be replaced by

ImΠ(s)
s

=

√
1 − 4m2

e
s

4πα (1 + 2m2
e

s )
⋅ σe+e−→had(s) .
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The result11

ahadℓ ≡ F2(0) =
1

4π3

∞

∫
smin

Kℓ(s) ⋅

√
1 − 4m2

e
s

1 + 2m2
e

s

⋅ σe+e−→had(s)ds (29)

enables us to calculate the contribution to aℓ (for any lepton flavor ℓ)
given by each hadronic channel usingmeasured e+e− data (or other

estimates) for the cross section. The factor
√
1 − 4m2

e
s /(1 +

2m2
e

s )

is often approximated as unity if smin ≫ 4m2
e . The production

threshold energy squared smin ism2
π0 for the minimal hadronic case

e+e− → π0γ, 4(mπ± + mπ0)2 for e+e− → π+π−2π0, and (2mπ± +
3mπ0)2 for e+e− → π+π−3π0.

2.3.6 Hadronic Cross Sections

As shown above, a reliable total hadronic cross section is necessary12
for precise standard model predictions of g − 2 and – as outlined
in Sec. 2.8 – the running of α. This can be achieved by measuring
the R-ratio defined as

R(s) ∶= σe+e−→had(s)
σe+e−→µ+µ−(s)

,

where σe+e−→had is the total hadronic cross section, σe+e−→µ+µ− the
muon pair cross section, and s the squared center-of-mass energy.
Fig. 14 shows that R exhibits a plateau-structure with additional
resonances and has been measured over a large energy range [43].
To achieve even higher accuracy, each single channel can be

analyzed exclusively. As observed in Fig. 14, hadron production
is largest at low energies. Additionally, the low energy region is
weighted more strongly (cf. Fig. 13) in the relation to aℓ (Eq. 29).
Due to these two effects the region between 0 and 1 GeV accounts
for more than 75% of the value of ahadµ , depicted by the largest slice
in Fig. 15 (left), which shows a pie chart of the contributions to ahadµ
from several energy regions.
At these low energies, the channel e+e− → π+π− is at least an

order of magnitude larger than other contributions. (At very low
energies, e+e− → π0γ is the only competing process and has a
much smaller cross section [103].) For this reason, the cross sec-
tion of e+e− → π+π− has been measured with tremendous effort
and remarkable precision. Early precision measurements of this
channel were carried out by the CMD-2 [112, 113] and SND [114]

11 This type of relation was first suggested in Ref. [104], where the effect on aµ of
lepton and pion pair production is studied using spectral functions instead of
cross sections.

12 It should be noted that τ decay data [105–108] can also be used as input, leading
to a discrepancy [109, 110] if the ρ0 − γ mixing is not taken into account [111].
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ratio (bottom) compiled from various experiments [43].
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Figure 15.: Relative contributions to the value of ahadµ (left) and its
squared uncertainty (right). Reprinted from Ref. [46],
©2009, with permission from Elsevier.

experiments with systematic uncertainties of 0.8% and 1.3%, re-
spectively. The measurement by BABAR reaches down to 0.5 % [115]
systematic accuracy, while KLOE achieves 0.7% [116]. Recently,
BES-III published a measurement in the energy region between
0.6GeV and 0.9GeV, with a systematic uncertainty of 0.9% [117].
Besides the high precision attained by each single measurement,
in part of the energy range there is a systematic discrepancy of
more than one standard deviation between BABAR and the other
experiments, which is yet to be resolved.
The high precision of the measurements in the low energy region

leads to the effect seen in the right panel of Fig. 15, which depicts
the relative contributions to the squared uncertainty of ahadµ for
several energy ranges: at present, the leading contributor to the
uncertainty of aµ is not the low energy region, but rather the range
between 1 GeV and 2GeV. In this region there is a contribution
from e+e− → π+π−π0 which was measured by SND [118, 119] and
BABAR [120], with accuracy down to 3.6% in the ϕ peak. But as
seen in Fig. 16, which shows the hadronic cross sections measured
by BABAR to date (note the logarithmic scale), the dominant cross
sections above the ϕ resonance correspond to the 4-pion channels.
The fully charged 4π-mode was recently measured [121] at BABAR
with less than 3% uncertainty in its peak region.
Conversely, the channel e+e− → π+π−π0π0 is still only known

with accuracy worse than 10% [122] and over a very limited energy
range, as shown in Fig. 17. The previously existing data was col-
lected by the experiments SND [123, 124], ADONEMEA [125–127],
ADONE γγ2 [128], ACO [129, 130], DCI-M3N [131], ND [132], and
OLYA [133]. Therefore, the channel e+e− → π+π−π0π0 remains a
leading source of uncertainty for the SM prediction of gµ − 2. The
present analysis fills this void.
Furthermore, the channel e+e− → π+π−3π0 has only been mea-

sured with accuracy in the range of 50% to 100%. The most ac-
curate analysis was performed at the DCI-M3N experiment in
Orsay [131] in the year 1979 and its cross section result is shown in
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contributions removed. Figure courtesy of F. Ignatov,
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Figure 18.: The e+e− → π+π−3π0 cross section measured by the
DCI-M3N experiment [131], data as listed in [122]
(ECM =

√
s). Statistical uncertainties shown only.

Fig. 18. Despite the comparatively small cross section, its contribu-
tion to aµ is still very poorly known because at the moment it has to
be evaluated (due to the large uncertainties of the measured cross
section) by using measurements of processes related via isospin
equivalence. Hence this channel needs to be investigated more
accurately.

To extract the cross section over the full energy range fromBABAR
data, one needs to employ the method of Initial State Radiation,
since the BABAR experiment operated at a fixed CM energy. This
technique lowers the effective CM energy, thus giving access to all
energies below 10.58GeV, and is summarized in Sec. 3.

2.3.7 Final State Radiation Correction to g − 2

Measured cross sections are corrected to reconstruct the energy at
which the final state (excluding the initial state radiation photon,
if this method was employed) was produced despite the possible
emission of additional radiation. Nonetheless, this means that
events emitting a photon from the final state are counted. For
the calculation of g − 2, including events with final state radiation
(FSR) means that not only the contribution due to leading order
vacuum polarization (Fig. 12) is evaluated, but the combination of
all processeswith vacuumpolarization and photon loopsmodifying
the VP-process, such as the one shown in Fig. 19.



2.3 leading order hadronic vacuum polarization 33

γ∗

ℓ ℓVP

Figure 19.: Feynman diagram of the vacuum polarization termwith
an additional FSR photon loop.

For the two-pion case, this effect has been calculated [134, 135] to
first order in α using scalar QED, approximating pions as point-like
particles, so that it can be corrected13. The contribution due to the
additional diagrams in that case is given as

η(s) =1 + β
2

β
(4Li2 (

1 − β
1 + β
) + 2Li2 (−

1 − β
1 + β
)

−3 ln( 2
1 + β
) ln(1 + β

1 − β
) − 2 ln (β) ln(1 + β

1 − β
))

− 3 ln( 4
1 − β
) − 4 ln (β)

+ 1
β3
( 5
4
(1 + β2)2 − 2) ln(1 + β

1 − β
) + 3

2
1 + β2
β2

,

(30)

β =
√
1 − 4m2

π
s , Li2(x) = − ∫

x
0 ln (1 − t)/tdt (the dilogarithm [61]),

and the result is shown in Fig. 20. The cross sectionmust be divided
by (1 + α

πη(s)) in order to get the g −2 contribution due to vacuum
polarization without an additional photon loop. In Fig. 20 it is
observed that the correction of first order in α is below one percent
for
√
s ≥ 0.5GeV. Therefore higher order corrections can safely

be neglected in this mass range as they would be suppressed by
another factor α, resulting in sub-permil corrections.
Yet, as this correction corresponds to the two-pion case, it cannot

be applied to the four- and five-pion cross sections measured here,
for which it has not been calculated to date. Hence, we will not
extract the g−2 contribution solely due to pure vacuumpolarization,
but restrict ourselves to calculating the contribution due to the
combination of all leading order vacuum polarization processes,
regardless of additional photon loops.

13 To get rid of the unphysical singularity for β → 0 (s → 4m2
π), the correction

has to be resummed, but this additional effect is negligible in the energy range
considered here.
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g − 2 [134, 135].

2.3.8 Resulting Value of ahad,LOµ

Considering all measured hadronic channels results in a leading
order contribution of

ahad,LOµ = 6923(42) × 10−11

to the StandardModel prediction [136].14Theuncertainty of 42 × 10−11
must be improved to draw a conclusion about the nature of the
muon g − 2 puzzle, as will be outlined in Sec. 2.6.
The contribution from the π+π−2π0 channel determined from

previously existing measurements is 167.6(133) × 10−11 [137] in the
energy range from 1.02GeV to 1.8GeV. Hence its uncertainty is
almost one third of the size of the uncertainty of the total value.
The latest published value for the aµ contribution from the com-

plete process e+e− → π+π−3π0 is extracted from data employing
isospin relations [109] and gives 12.9(22) × 10−11 in the energy range
from 1.019GeV to 1.8GeV. Due to the fact that the number is
estimated using isospin relations, an undetermined systematic
uncertainty is present. This result differs significantly from the
value obtained by combining newer measurements [136, 138] of
e+e− → π+π−π+π−π0 and e+e− → ηπ+π−, which give an estimate15
of aµ(π+π−3π0) = 7.4(7) × 10−11 below 1.8GeV, but are also sub-
ject to undetermined systematic uncertainties due to the isospin

14 The recent BES-III result for the channel e+e− → π+π− is not included in this
compilation, which was published earlier.

15 For details see Sec. 8.
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(a) Process including hadronic vac-
uum polarization and an addi-
tional photon.
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(b) Process involving two instances
of hadronic vacuum polariza-
tion.

Figure 21.: Examples of NLO hadronic vacuum polarization dia-
grams.

model. The fact that the discrepancy of ∼ 5.5 × 10−11 between these
two values, both extracted using isospin relations, is of the same
order of magnitude as the values themselves shows that a direct
measurement of aµ(π+π−3π0) is indispensable.

2.4 higher order hadronic vacuum polarization

In addition to diagrams of the form shown in Fig. 12 there are con-
tributions from hadronic effects at higher orders. As mentioned
in Sec. 2.2, the diagrams involving weak and strong interactions
are subsumed into the electroweak contribution. Besides that, di-
agrams consisting of at least three loops involving only hadronic
and QED processes have to be evaluated separately, also using mea-
sured cross sections for the hadronic vacuum polarization. The
three-loop or next-to-leading order (NLO) component – shown in
Fig. 21 – yields [139]

ahad,NLOµ = −98.7(9) × 10−11 ,

while the four-loop (NNLO) diagrams – Fig. 22 – amount to

ahad,NNLOµ = 12.4(1) × 10−11 .

In total, this gives the estimate for higher order hadronic contribu-
tions

ahad,HO
µ = −86.3(10) × 10−11 .

2.5 light by light scattering

The hadronic contributions to g − 2 manifest in different forms.
Besides vacuum polarization, there is also hadronic light-by-light
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(a) Process including hadronic vac-
uum polarization and two addi-
tional photons.
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(b) Process involving two instances
of hadronic vacuum polariza-
tion and an additional photon.

Figure 22.: Examples of NNLO hadronic vacuum polarization dia-
grams.
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(a) Feynman diagram of leading or-
der light-by-light scattering.
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LbL

(b) Example of a Feynman diagram
of next-to-leading order light-
by-light scattering.

Figure 23.: Feynman diagrams of light-by-light scattering processes
contributing to g − 2.

scattering (hLbL), in which themagnetic field (via a virtual photon)
couples to the hadronic process, not directly to the lepton. The
hadronic process in turn couples to the lepton via three photons as
shown in Fig. 23a. Due to the number of photons involved in the
diagram it is clear that light by light scattering starts at order α3,
one order above the leading vacuum polarization effect. Recently,
lattice field theory computations have been performed [140, 141]
but still lack accuracy, such that this effect must be calculated using
differentmethods. For very low energies, there are approaches from
chiral perturbation theory to calculate the hLbL contribution, while
for very high energies perturbative QCD is used. Since the hLbL
contribution is not directly related to any measurable observable,
the intermediate energy region has to be evaluated via models,
introducing an additional uncertainty. Over the full energy range,
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the largest fraction of the light-by-light scattering component is
due to the production of pseudoscalar mesons like π0, η or η′.
Including all processes, the leading hLbL contribution is estimated
as [46]

ahLbL,LOµ = 116(39) × 10−11 .

It should be noted that the value of this contribution ismuch smaller
than in hadronic vacuum polarization, while its uncertainty is of
the same order of magnitude.
Hadronic light-by-light scattering processes can also arise at

order α4, e.g. via diagrams including an additional lepton loop as
shown in Fig. 23b. This leads to further suppression, such that the
resulting contribution to aµ is small [142]:

ahLbL,NLOµ = 3(2) × 10−11 .

Given the large uncertainty of the leading LbL contribution, this
result confirms that higher order terms are negligible.
Therefore the total contribution to aµ from hadronic light-by-

light scattering can be estimated as

ahLbLµ = 119(41) × 10−11 .

2.6 summary of contributions to aµ

To compare the experimental value of aµ from Sec. 1.2.2 to the
Standard Model prediction, the theoretical contributions must be
collected. Table 2 lists all components as well as their sum and
the deviation between experiment and theory, which amounts to a
relative discrepancy of 3.0σ , assuming Gaussian statistics.
It should be noted that the particular value of the discrepancy be-

tween Standard model prediction and experiment varies between
publications. This depends onwhich data set is evaluated andwhich
theoretical model is used to calculate the hadronic light-by-light
processes, resulting in different contributions and uncertainties.
While combining the references quoted in Tab. 2 results in 3.0σ ,
different choices of the set of contributions may lead to relative
discrepancies of 3.3σ [143] or 3.6σ [136]. After including the new
BES-III data, discrepancies of up to 4.0σ have been reported at
conferences [144], but the corresponding compilations are not pub-
lished yet, hence their results should be taken with a grain of salt.

2.7 outlook on aµ

Besides improving the theoretical prediction of aµ by performing
newmeasurements especially for the hadronic contribution, the ex-
perimental value of aµ will also be improved. Two new experiments
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Table 2.: Compilation of contributions to aµ.
aµ × 1011 δaµ × 1011

QED [56] 116584718.951 0.080
EW [85] 153.6 1
hadronic VP LO [136] 6923 42
hadronic VP HO [139] −86.3 10
hadronic LbL [46, 142] 119 41
total theory 116591828 60
E821 experiment [43] 116592089 63
deviation exp-theo 261 87

are planning to achieve a fourfold improvement of precision com-
pared to the current value. At Fermilab, experiment E989 [44] will
use the same method as the E821 experiment at Brookhaven, but
aims to increase statistics by a factor 20 and decrease the systematic
uncertainties to one third. The Muon g-2/EDM Collaboration [45]
at J-PARC will use a different technique. Here, an ultra-cold muon
beam is injected into a storage magnet and the decay positrons
are counted. Due to its new method, this experiment will be very
valuable as an independent verification of existing experimental
results.
Should the discrepancy between the experimental value of aµ

and its Standard Model prediction persist after the precision of
experiment and theory have been improved such that it is proven
that a physical phenomenon is observed, this would constitute
evidence for physics beyond the Standard Model or “New Physics”.
Several approaches exist to explain the effect.
The most basic question is whether theory and experiment are

evaluating exactly the same quantity. One effect of this type is ex-
plored on the experimental side [35] by estimating how a nonzero
electric dipole moment (EDM) of the muon would distort the mea-
sured frequency, which would not be due exclusively to the anoma-
lous magnetic moment any more. Using the current upper limit for
the muon EDM this is found to be a small effect. It is included in
the systematic uncertainty, but physics beyond the Standard Model
could result in a larger muon EDM than currently estimated. It is
also worth recalling that in the theoretical derivation of aµ C and P
invariance are assumed when separating the vertex function into
two form factors (Sec. 2.3.3). This assumption may become void
in the presence of New Physics, such that the extracted observable
would not correspond purely to the anomalous magnetic moment.
As an extension to the StandardModel, an additional boson [20]

has been suggested, sometimes called “dark photon”. This boson
would mediate between Standard Model matter and Dark Matter,
and in addition could explain the gµ − 2 discrepancy if its mass
and coupling fall into a specific corridor. Most of this parameter
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range has been ruled out via experimental searches for a signature
of this type of interaction, most recently by measurements at the
A1 Experiment [21] and at BABAR [22], with an additional constraint
from BES-III expected soon.
Another possible explanation could be substructure in leptons,

quarks or theW±/Z0 bosons[19]. This would result in form factors
and modified interactions leading to anomalous couplings.
Furthermore, supersymmetric extensions of the StandardModel

are explored [23, 24]. In Supersymmetry, each Standard Model
particle is assigned a “superpartner”, a particle from the supersym-
metric extension of the Standard Model. In the Minimal Supersym-
metric Model (MSSM), the additional contribution to aµ would be
proportional to tan(β)/M2

SUSY, whereMSUSY is themass scale of the
superparticles and tan(β) is a central yet unknown parameter of
the model. Hence Supersymmetry could explain the gµ − 2 puzzle
with a suitable value of the above ratio.
Recently, a different type of solution has been developed, which

predicts the existence of leptoquarks [25, 27] or leptomesons [26].
A leptoquark is a hypothetical particle carrying lepton number
and color and a leptomeson would be a leptoquark-antileptoquark
bound state. Their existence could explain the gµ − 2 discrepancy
between experiment and theory and it has been suggested to search
for these particles in current and future experiments.

2.8 running of the fine-structure constant α

Two of the fundamental parameters of the Standard Model are the
elementary charge e and the electromagnetic coupling α. They are
both not constant but exhibit an energy dependence which can be
predicted.16
Vacuum polarization occurring with increasing energy shields a

charged particle from electromagnetic fields, as shown in Fig. 24a.
This screening alters the effective charge of the particle. Thus, a
running charge must be introduced [38]:

e2(q2) = e2

1 +Π(q2) −Π(0)
, (31)

where q2 is the momentum transfer, e the elementary charge at zero
momentum transfer, and Π the vacuum polarization amplitude.
This expression is already renormalized such that e2(0) = e2.
Just like the elementary charge, the fine structure constant is

also energy-dependent since α = e2
4π . This effectively modifies the

electromagnetic interaction to include not only a plain photon,

16 The prediction of α(q2) is not detailed as extensively as the theory behind g − 2,
hence this section appears considerably shorter. This is merely due to the fact
that this section relies heavily on the derivation developed for g − 2.
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(a) Illustration of a scattering process involv-
ing charge screening. Reprinted from
Ref. [146], ©1996, with permission from
Elsevier.

→
+

+
+

...

(b) First diagrams in the
running of α.

Figure 24.: Schematic representations of effective charge and cou-
pling.

but also additional loop corrections indicated in Fig. 24b. In a
renormalized expression [145] this effect is parameterized as

α(q2) = α
1 − ∆α(q2)

,

∆α(q2) ≡ − (Π(q2) −Π(0)) ,
(32)

with α = 7.2973525698(24) × 10−3 [43] the fine structure constant at
zero momentum transfer. The correction ∆α is given by additional
contributions from processes involving QED, electroweak, and
strong interaction (plus possibly unknown components): ∆α =
∆αQED + ∆αEW + ∆αstrong + . . .. The leptonic and electroweak parts
can be calculated perturbatively with high accuracy. Conversely,
the hadronic contribution is not calculable with sufficient precision
at low energies due to the large coupling of the strong interaction,
necessitating an alternative approach. As in the case of g − 2, the
dispersion relation Eq. 17 holds, and comparing to Eq. 32 yields

∆α(q2) = −q
2

π

∞

∫
0

ds
ImΠ(s)
s(s − q2)

. (33)

Applying the general corollary of the Optical Theorem (Eq. 16)
results in the connection between σ , a cross section in e+e− annihi-
lation, and the corresponding contribution to ∆α:

∆αX(q2) =
1

4π2α
P
∞

∫
sXmin

ds

√
1 − 4m2

e
s

1 + 2m2
e

s

σe+e−→X(s)
1 − s

q2
. (34)
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Due to the singularity at s = q2, the integral has to be evaluated as
a Cauchy principal value [102] denoted by P∫ .
It should be noted that for large q2 the low-energy range con-

tributes a smaller fraction than in the case of g−2, where the Kernel
function Kℓ(s) increases for s → 0 unlike 1/(1 − s/q2), the weight
of the integrand for ∆α.
Resulting from this behavior, in the region below 1.8GeV the

channel e+e− → π+π−2π0 contributes about 8% to the hadronic
part of the running of α at the Z-pole ∆α(M2

Zc2), yet only around
2.8% to ahadµ [136]. Likewise, the uncertainty of π+π−2π0 amounts
to 28% of the total uncertainty of the hadronic part of ahadµ , yet to
more than 43% in the case of ∆α(M2

Zc2) at the Z-pole. Similar
scaling of the effects is expected for the channel e+e− → π+π−3π0.
It is estimated [147] that the sum of all contributions over the full
energy range amounts to ∆α(M2

Zc2) = 0.059105(255), of which
the hadronic part is ∆αhad(M2

Zc2) = 0.027607(225), accounting
for most of the total uncertainty.
Using the purely electroweak reactions e+e− → µ+µ− and e+e− →

e+e−µ+µ− , the TOPAZ experiment measured the inverse fine-
structure constant as α−1 = 128.5 ± 1.8stat ± 0.7syst [148] at a momen-
tum transfer of 57.77GeV/c, in agreement with the SM prediction
129.6 ± 0.1.

Outlook on the Running of the Fine-Structure Constant α

Since the electromagnetic coupling α is a fundamental constant of
the Standard Model, it is used for improving the precision of the
other parameters of the electroweak interaction. This is achieved
by fitting a set of electroweak parameters to their measured values
under the constraints given by the theory. One group performing
this type of analysis is the Gfitter collaboration. In their latest re-
port [149] several variables still had sizeable uncertainties, such that
improved input for ∆α would be very valuable. Especially the fitted
value of the effective leptonic weakmixing angle would profit signif-
icantly from an improved determination of ∆α. Since the hadronic
contribution to ∆α accounts for most of its total uncertainty, it is
essential to improve this part. As discussed above, the channels
e+e− → π+π−2π0 and e+e− → π+π−3π0 are major contributors to
this uncertainty, hence their precise cross section measurements
are fundamental to achieving this goal.

summary of theoretical predictions

In the above chapter, two relations were derived, which connect
cross sections measured in lepton annihilation to g − 2 and ∆α, re-
spectively. Since hadronic processes are difficult to calculate pertur-
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batively, this allows us to improve the Standard Model predictions
of both observables by precisely investigating the production of
hadronic final states. It is further outlined that accurate measure-
ments for most major hadronic contributors exist, yet not for the
channel e+e− → π+π−2π0, which at the moment is responsible for
a large fraction of the total uncertainty in both cases. The channel
e+e− → π+π−3π0 contributes to a lesser extent, but its uncertainty is
basically unknown as no useable cross section measurement exists.
Both problems will be solved by the following analyses.



3
THE ISR TECHNIQUE OF MEASURING CROSS
SECTIONS

In general, total cross sections σ are extracted according to

σ = N
L
, (35)

where L denotes the integrated luminosity and N the number of
events. More precisely, since we cannot measure the number of
events with perfect efficiency or free of background:

σ =
Ntot − Nbkg

ε ⋅L
, (36)

here Ntot is the total number of selected events, Nbkg the number
of background events and ε the global efficiency (including accep-
tance).
In this chapter, it will be explained how a non-radiative cross

section is extracted from a measurement involving initial state
radiation (ISR).

3.1 radiative return

The BABAR experiment operated at a fixed CM energy, such that a
special technique has to be used to extract cross sections over a
broad energy range. The method of Initial State Radiation (ISR)
or Radiative Return – devised roughly half a century ago [150, 151]
– takes advantage of the fact that high-energetic lepton pairs may
radiate real photons in addition to annihilating.1

e− γ

e+ γ∗

Figure 25.: Feynman diagram of an LO-ISR process producing a
hadronic final state.

1 In this chapter, merely a summary of the aspects instrumental to the analyses is
presented. For a more detailed review, see e.g. Ref. [152] and references therein.
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At leading order (LO), one photon is emitted from either of the
incoming leptons as shown in Fig. 25. The final state (excluding the
ISR-photon) now has the invariant mass
M ≡
√
s′ =
√
(1 − x)s, x = 2E∗γ

√

s (seeApp. A.1), where E
∗

γ is the center-
of-mass energy of the ISR photon, with s the square of the original
CM energy of the experiment, e.g.

√
s = 10.58GeV for PEP-II.

Hence, a radiative cross section can be measured (differentially in
M) by detecting all events of a given final state plus an additional
photon2 and extracting their energy distribution. Yet, to calculate
the cross section, the number of measured events must be normal-
ized to the number of collisions at the energy of the final state

√
s′,

i.e. to the luminosity.
The probability of radiating one photon such that the original

energy
√
s is lowered to

√
s′ can be derived [153] by calculating the

ratio of the cross section of any final state via the ISR process divided
by the cross section via direct annihilation without emitting an
additional photon. The leptonic part (e+e− → γ∗(γ)) of the process
can be calculated using the Feynman rules and is independent of
the decay of the virtual photon γ∗ into the final state in question
under the assumption of factorization. The hadronic decay γ∗ →
had is therefore left as an arbitrary function of s′ and cancels out
when building the ratio of the two cross sections (with and without
ISR). The ratio of the cross sections (at the same s′) then yields
the probability of producing the same final state via LO-ISR and is
often referred to as the leading order radiator functionW shown
in Fig. 26 and given [152, 154] by

W(s, x , θ∗γ) =
α
πx

⋅ [(2 − 2x + x2) ⋅ ln 1 + C
1 − C

− Cx2] , (37)

for θ∗γ > 0, where the ISR photon is radiated into the CM polar
angular range ∣ cos(θ∗γ)∣ < C from the beam axis, with C < 1.
The radiator function including several photons is calculated in

a similar manner, as shown in Ref. [155] for the next-to-leading
order (NLO) case, but does not possess a convenient closed-form
expression any more. The corrections due to higher order radiation
can reach several percent of the leading order value. In this analysis,
higher order effects are suppressed. The luminosity used to extract
the cross section includes NLO effects by applying a correction to
the LO formula as outlined in Sec. 7.4.1.
With the radiator function available, the measured radiative

differential cross section can be converted into the original cross
section [152]:

dσFSγ(M)
dM

= 2M
s
⋅W(s, x , θ∗γ) ⋅ σFS(M) . (38)

2 Not strictly necessary, so-called untaggedmeasurements do not require detecting
the ISR photon.
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Figure 26.: The leading order radiator functionW forC = cos (20°)
and
√
s = 10.58GeV.

Using the ISR technique, the left hand side of Eq. 38 can be
measured similarly to Eq. 36 but as a function of the invariant final
state massM:

dσFSγ(M)
dM

=
dNFSγ(M)

dM
⋅ 1
ε(M)L(1 + δ)

. (39)

Here, NFSγ represents the effective number of signal events after
subtraction of all backgrounds, the efficiency ε is also energy-
dependent and δ takes into account radiative corrections explained
in Sec. 7.4. Combining Eq. 38 with Eq. 39, the non-radiative cross
section is extracted:

σFS(M) =
dNFSγ(M)

dM
⋅ s
2M ⋅L ⋅W(s, x , θ∗γ) ⋅ ε(M) ⋅ (1 + δ)

. (40)

For BABAR analyses, the ISR luminosity

LISR(M) =
2M
s
⋅W(s, x , θ∗γ) ⋅L (41)

is shown in Fig. 27 (top) for L = 454.3 fb−1 and the leading order
radiator functionW with

√
s = 10.58GeV and C = cos (20°). In

the early stages of this analysis, a phenomenological polynomial fit
to e+e− → µ+µ−γ data was used to describe the radiator function.
Its deviation from the more precise current method is shown in
Fig. 27 (bottom) and reaches ±2%, the relative RMS deviation [156]
being 1.3%.
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4
THE BABAR EXPERIMENT

In the following chapter, an overview of the experiment is given.
The first stage of the setup consists of the accelerator feeding into
the storage rings, where the collision is achieved. The particles
produced at the interaction point are captured by theBABAR detector,
whose components are outlined individually below. If desired, more
details are found in Refs. [157, 158].

4.1 introduction: slac, pep-ii, and BABAR

The BABAR experiment was carried out at the SLAC National Ac-
celerator Laboratory1 in Menlo Park, California. It consists of a
3 km-long linear accelerator (Linac), shown in Fig. 28, leading into
the PEP-II storage rings (successor of the Positron Electron Project
PEP). The main purpose of the experiment was the study of CP-
violation in the decay of B mesons. To achieve the maximum
number of BB pairs, the accelerator operated at a center-of-mass
energy of 10.58GeV, equivalent to the invariant mass of the Υ(4S).
This resonance decays to BB pairs in more than 96% of the cases,
making BABAR a B Factory.
Electrons are fed into the Linac at its far end via damping rings

to tune their energy precisely to the nominal value. Positrons are
injected further downstream. The Linac accelerates the electrons to
9.0GeV and the positrons to 3.1 GeV, subsequently injecting them
into the High Energy Ring and the Low Energy Ring, respectively.
Thehexagonal storage rings feature bending dipoles at the turns and
focussing quadrupoles and sextupoles along the straight sections.
The particle energy is kept stable by RF cavities along the PEP-II
rings counteracting the energy loss due to synchrotron radiation.
In the section named IR2, the rings cross each other’s path. Through
a sophisticated system of magnets, the beams are led to a head-on
collision (unlike in the competing Belle experiment [159], which
has a crossing angle of 22 mrad), such that the only boost is along
the beam-axis due to the differing beam-energies (βγ = 0.56). The
boost defines the “forward direction”, a short term for the direction
of motion of the electrons, while the “backward direction” points
along the direction of motion of the positrons.
The BABAR experiment was set up around this point, harnessing

the collisions by detecting the produced particles. During its 9 years
of running, PEP-II reached a peak luminosity of 1.2 × 1034 cm2 s−1

1 Originally named Stanford Linear Accelerator Center.
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Figure 28.: The B Factory at SLAC. (Courtesy of SLAC National
Accelerator Laboratory.)

– four times larger than the design luminosity of 3 × 1033 cm2 s−1 –
and accumulated the total integrated luminosity of 557 fb−1 on the
Υ(4S) resonance as well as other energies, as shown in Fig. 29 (the
difference of ∼ 4 fb−1 is due to additional energy scan data). The
BABAR detector recorded 531.43 fb−1, corresponding to 95.4% detec-
tion efficiency. Of the 531.43 fb−1 recorded, events corresponding
to 513.7 fb−1[160] were successfully reconstructed. For an event to
be detected successfully, it has to be registered by at least one of the
detector components indicated in Fig. 30:

• Silicon Vertex Tracker (abbreviated as SVT),

• Drift Chamber (DCH),

• Detector of Internally Reflected Cherenkov Light (DIRC),

• Electromagnetic Calorimeter (EMC),

• Instrumented Flux Return (IFR).

The inner components (SVT, DCH & EMC) are encased by a
solenoidmagnet providing an almost uniform 1.5 T field to facilitate
the possibility of transverse momentummeasurements for charged
particles in the DCH. Upon detection, the event is processed and
recorded by the Trigger and Data Acquisition System, which is
described at the end of this section.



4.1 introduction: slac, pep-ii, and babar 49

]
-1

In
te

g
ra

te
d

 L
u

m
in

o
si

ty
 [

fb

0

100

200

300

400

500

Delivered Luminosity
Recorded Luminosity
Recorded Luminosity Y(4s)
Recorded Luminosity Y(3s)
Recorded Luminosity Y(2s)
Off Peak

BaBar
Run 1-7

PEP II Delivered Luminosity: 553.48/fb
BaBar Recorded Luminosity: 531.43/fb

BaBar Recorded Y(4s): 432.89/fb
BaBar Recorded Y(3s): 30.23/fb
BaBar Recorded Y(2s): 14.45/fb
Off Peak Luminosity: 53.85/fb

BaBar
Run 1-7

PEP II Delivered Luminosity: 553.48/fb
BaBar Recorded Luminosity: 531.43/fb

BaBar Recorded Y(4s): 432.89/fb
BaBar Recorded Y(3s): 30.23/fb
BaBar Recorded Y(2s): 14.45/fb
Off Peak Luminosity: 53.85/fb

As of 2008/04/11 00:00

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

Figure 29.: The integrated PEP-II luminosity and amount of data
measured by the BABAR detector. (Courtesy of SLAC
National Accelerator Laboratory.)

Figure 30.: Overview of the BABAR detector. (Courtesy of SLAC
National Accelerator Laboratory.)
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4.2 silicon vertex tracker

The Silicon Vertex Tracker (SVT) is the innermost part of the BABAR
detector, starting mere millimeters outside the beam pipe and is
shown in Figs. 31 & 32. It measures the azimuthal angle ϕ and the
longitudinal coordinate z of charged particle tracks with high preci-
sion. The SVT consists of five layers of double-sided silicon sensors
arranged symmetrically around the z-axis. The three innermost lay-
ers form regular hexagonal right prisms at radial distances between
∼3 cm and ∼6 cm, while the outer two layers form regular polygo-
nal right prisms with 16 and 18 edges in the radial range ∼12 – 15 cm
(see Fig. 31). All layers have been designed with azimuthal overlap
in order to guarantee high efficiency without gaps. As shown in
Fig. 32, layers 1 − 3 are entirely parallel to he z-axis, while layers
4 and 5 are arch-shaped. This configuration extends the range of
angular coverage while using less detector material. Furthermore,
it increases the angle of incidence for low-angle tracks, thus im-
proving the precision of the measurements. In this design the SVT
has a polar angular coverage of 90% in the center-of-mass frame.
In total, there are 340 double-sided silicon strip detectors of

300 µm thickness in the SVT. On the inner surface of each layer,
the strips are perpendicular to the z-axis to provide z-coordinate
measurements. Longitudinal strips reside on the outer surface of
each layer, thus providing ϕ measurements.
The SVT can provide stand-alone track reconstruction, and this

feature is used for rolling calibration during data collection, approx-
imately once per hour. This calibration is achieved by matching
each track measured in the SVT with its counterpart reconstructed
in the Drift Chamber. For an ensemble of such tracks the average
deviations in position and direction are converted into the six pa-
rameters of a rigid body transformation (translation and rotation).
The coordinates measured by the SVT are then translated into
the DCH coordinate system using the extracted parameters of this
global alignment procedure. This procedure provides a very precise
correction to possible displacement of other detector components
relative to the SVT due to exterior influences like temperature
changes.
Over the complete BABAR data taking period, the SVT achieved

an efficiency of more than 95%. Coordinate resolutions in z and
rϕ varied between 15 µm and 40 µm.

4.3 drift chamber

TheDrift Chamber (DCH, shown in Figs. 33 & 34), in combination
with the SVT, is the main component of the tracking system in the
BABAR Experiment, and thus of crucial importance for the present
analysis. For charged-particle tracks, the combination provides
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Beam Pipe 27.8mm radius

Layer 5a

Layer 5b

Layer 4b

Layer 4a

Layer 3

Layer 2

Layer 1

Figure 31.: Schematic drawing of a transverse section through the
BABAR silicon vertex tracker. (Courtesy of SLACNational
Accelerator Laboratory.)

precise three-momentum measurement, and in addition, since
specific ionization dE/dx measurements are obtained from the
SVT and DCH, it is also an essential part of the BABAR particle
identification (PID) system for charged particles. This is most
important for tracks emitted at small polar angles, since the DIRC
(see Sec. 4.4) does not cover such particles.

In BABAR coordinates, the z-axis is defined to be parallel to the
DCHmagnetic field generated by the aforementioned solenoid and
points in the forward direction. The x-axis points towards the cen-
ter of the storage ring and y completes the right-handed orthogonal
coordinate system. The collision axis is not parallel to the z-axis, but
rotated by ∼20 mrad in the xz-plane. This configuration provides
minimal angles between the fields of the guide magnets in front
of and behind the detector and the incoming as well as outgoing
beams, thus minimizes perturbation of the beams by the magnetic
fields. The DCH – filled with a 80:20Helium-Isobutane mixture –
consists of 40 layers of wire cells (a unit of field wires surrounding
a sense wire), which are arranged in cylindrical symmetry around
the z-axis. If a charged particle passes through the gas mixture, it
ionizes part of the atoms along its path. The produced electron
(ion) is accelerated towards the anode (cathode) wire. Once the
electron is close enough to the anode, the electric field becomes
sufficiently strong to accelerate the electron to high enough ener-
gies, such that partial ionization occurs. This process reproduces,
causing a Townsend avalanche, until the electrons reach the anodic
sense wire, and generate a measurable electrical signal. By this
mechanism, 40 spatial and ionization loss measurements can be



52 the babar experiment

5
8
0
 m

m

3
5
0
 m

ra
d

5
2
0
 m

ra
d

e
e

+
-

B
e
a
m

 P
ip

e

S
p
a
c
e
 F

ra
m

e
 

F
w

d
. s

u
p
p
o
rt

        c
o
n
e

B
k
w

d
.

s
u
p
p
o
rt

c
o
n
e

F
ro

n
t e

n
d
 

e
le

c
tro

n
ic

s

Figure
32.:Schem

atic
draw

ing
ofa

longitudinalsection
through

the
BABAR

Silicon
Vertex

Tracker.
(C
ourtesy

ofSLA
C
N
ationalA

ccelerator
Laboratory.)



4.3 drift chamber 53

IP

236

469

1015

1358 Be  

1749

809

485

630 68

27.4 

464 

Elec–

tronics

17.2 

e–
e+

1-2001

8583A13

Figure 33.: Schematic drawing of the BABAR drift chamber. Dis-
tances inmm, angles in °, “IP” is the nominal interaction
point, and “Be” denotes the beryllium tube in the center
of the DCH. (Courtesy of SLAC National Accelerator
Laboratory.)

obtained in the DCH for tracks which traverse the entire chamber,
i.e. for transverse momenta above ∼180MeV/c.

As shown in Fig. 33, the chamber spans 2764mm. The interaction
point (IP) is offset by 37 cm in the backward direction from the
center of the chamber to account for the boost resulting from the
asymmetric beam energies. The DCH takes the form of a hollow
cylinder with inner radius of 236mm and outer radius of 809mm
with respect to the z-axis, about which it has azimuthal symmetry.
Particles emitted from the IP at polar angles of at least 17.2° and
27.4° in forward and backward direction, respectively, traverse at
least half of the wire layers. The wires are arranged in hexagonal
cells as shown in Fig. 34, such that the cells at a paticular radius
form a layer. The individual layers are grouped into superlayers
consisting of 4 layers, where all layers within a superlayer have the
same orientation (positive angles “U”, negative angles “V”, null angle
“A”) with slightly varying stereo angles. These layers are skewed
by small stereo angles from 45 mrad to 70 mrad with increasing
radius to provide z-coordinate information for eachmeasured track.
The superlayers are ordered such that the stereo angles follow the
pattern “AUVAUVAUVA” with increasing radius.

This results in a single-hit resolution of ∼100µm. The measured
coordinates can be used to extract the bending radius of a charged
track due to the 1.5 T solenoidal magnetic field, yielding a relative
transverse momentum resolution of σ(pT)pT = 0.47%. The energy
loss measurement for a track intersecting ∼40 layers of the DCH
has a relative standard deviation of σ(dE/dx)dE/dx ≈ 8%.
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Figure 34.: Layout of the first 16 wire cell layers in the BABAR drift
chamber. Each group of layers (layers 1-4, 5-8, 9-12, 13-
16...) makes up one superlayer. The layer numbers are
listed on the left, the stereo angle in mrad of each layer
is given in the right column, and the different wire types
are marked with specific symbols. (Courtesy of SLAC
National Accelerator Laboratory.)
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4.4 detector of internally reflected cherenkov
light

Charged particles traversing any medium at a velocity higher than
the speed of light in that material, emit a cone of radiation, a
phenomenon known as the Cherenkov effect [161]. The angle be-
tween the direction of the track and the emitted light is given by
ΘC = arccos(1/nβ), where n is the refractive index of the medium,
and β ≡ v/c with v the particle velocity and c the speed of light
in vacuum. Therefore a measurement of the Cherenkov angle ΘC
directly translates into a measurement of the particle velocity v.
Since the momentum p is known from the Drift Chamber, the
mass can be extracted (m0c = p

√
1/β2 − 1), hence identifying the

particle.
The BABAR DIRC, illustrated in Fig. 35, is a modern type of Che-

renkov detector, where fused silica bars serve as radiators as well
as transmitters of the produced Cherenkov light. It consists of 144
fused silica bars arranged in bar boxes to form a regular 12-sided
polygon at aminimumdistance of 836.5mm around the z-axis. The
bars cover a length of 4.9m, or 83% of the CM polar angle cosine.
Due to small gaps between the bar boxes, 94% of 2π in azimuth
is covered. Part of the radiation cone undergoes total internal re-
flection if the particle velocity is high enough (the refractive index
of fused silica is n ≈ 1.473, thus β ≳ 0.925 is necessary, correspond-
ing to a pion with a momentum of ∼340MeV/c in the laboratory
frame) or the track is sufficiently angled toward the forward or
backward direction. The emitted light is reflected at the surfaces of
the bar, until it reaches the backward end, as shown in Fig. 36. Light
radiated in the forward direction is first reflected by a mirror at the
forward end of the bar. Upon reaching the backward end, it is then
transmitted through an optical system and the water-filled Standoff
Box (SOB) to the array of 10752 photomultiplier tubes (PMTs) for
detection. The geometrical configuration of the responding PMTs
is then processed by the software to yield the radius of the light
cone and thus the Cherenkov angle.
A typical signal produced by a µ+µ−-event is shown in Fig. 37,

where the “smile” (upward facing cone section) and “frown” (down-
ward facing cone section) can be observed clearly. The existence of
an inverted image is due to the finite size of the optical system. In
order to keep the device compact, a wedge is attached to the back
end of each bar; this projects radiation emerging from the bar at
very large angles onto PMTs at smaller angles, as this radiation is
reflected at the upper edge of the wedge. If only part of the emit-
ted cone hits the upper edge of the wedge, an additional inverted
image is produced. Also, the lower surface of the wedge is sloped
slightly upwards (6 mrad) in order to focus different parts of the
light output onto the same region, as illustrated in Fig. 36. The



56 the babar experiment

Figure 35.: Overview of the BABAR DIRC. (Courtesy of SLAC Na-
tional Accelerator Laboratory.)

overall single photon angular resolution is about 10 mrad, and is
mainly determined by the angular separation of the PMTs and pho-
ton dispersion. Depending on the polar angle of the track, between
20 and 65Cherenkov photons are expected, leading to a track angle
resolution of ∼ 2.5 mrad. As a result, a 4.2σ separation between
pions and kaons is achieved at momenta around 3GeV/c.

4.5 electromagnetic calorimeter

The measurement of photon energies is an essential part of the
present analysis, since the ISR photonmust be measured accurately,
and neutral pions have to be reconstructed by combining two de-
tected photons. Therefore it is fundamental to precisely measure
energy and direction of photons.
Electromagnetic Calorimeters (EMC) are designed specifically

to quantify the amount of energy deposited by a photon or electron
in the form of an electromagnetic shower. This process occurs
when a photon of more than a fewMeV passes through a material
of high nuclear charge (i.e. high atomic number Z), and interacts
with the intrinsic electric field. The interaction causes the photon to
undergo e+e− pair production. The electrons and positrons in turn
emit bremsstrahlung photons, starting the process anew, hence cre-
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Figure 36.: Schematic drawing of the BABAR DIRC. (Courtesy of
SLAC National Accelerator Laboratory.)

Figure 37.: Typical signal of a µ+µ−-event (red dots) in the BABAR
DIRC as seen along the beam axis. The reconstructed
tracks are shown as red lines from the SVT to the DIRC.
(Courtesy of SLAC National Accelerator Laboratory.)
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ating an electromagnetic shower. Through this cascade, the energy
of the original photon is divided up until e+e− pair production is
no longer possible. If the process takes place in an array of scintil-
lating crystals, the incident particle’s energy can be determined by
counting the number of scintillation photons produced, provided
the array is sufficiently deep in terms of radiation length, such that
the incoming energy is completely absorbed.
The BABAR EMC consists of 6580 CsI crystals doped with Thal-

lium. The barrel section of the EMC is divided into 48 rings of
120 crystals each, while the forward end cap is constructed of 820
crystals in 8 rings. As shown in Fig. 38, in addition to its azimuthal
symmetry, the EMC is arranged in a projective geometry, such that
each crystal is pointed near the interaction point. Silicon photo
diodes are mounted onto the back of each crystal to collect the scin-
tillation light. The combination of these features yields excellent
determination of photon energy and position at the inner surface
of the EMC with a coverage of around 90% of the solid angle in
the center of mass frame. Assuming that the photon originated at
the interaction vertex of the associated event, its direction is also
well-measured as shown below.
Electromagnetic showers in the energy range from 20MeV to

9GeV can be measured in the BABAR EMC with a resolution of

σE
E
= a

4
√
E(GeV)

⊕ b , (42)

where the operator ⊕ signifies addition in quadrature. The first
term is associated with fluctuations in photon statistics, combined
with electronic noise and beam-related backgrounds. The second
term accounts for shower leakage, light-collection issues, and fur-
ther detector imperfections. Calibration with a radioactive source
yields σE/E = (5.0 ± 0.8)% at 6.13MeV, while at higher energies
the resolution is measured at multiple points using Bhabha scat-
tering. For instance σE/E = (1.9 ± 0.07)% is achieved at 7.5GeV.
Fitting the resolution function in Eq. 42 to the measurements yields
a = (2.30 ± 0.30)%, and b = (1.85 ± 0.12)%.
While for energies below 2GeV the π0 mass resolution in the

decay π0 → 2γ is dominated by the photon energy uncertainty, at
high energies the angular resolution becomes most important. It
can be described by

σθ = σϕ =
c√

E(GeV)
+ d . (43)

From the study of π0 and η decays the values c = (3.87±0.07)mrad,
and d = (0.00 ± 0.04)mrad are obtained, resulting in angular
resolution of 3-12 mrad.
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beam-axis. The projective arrangement of the 56 crys-
tal rings is shown, with all dimensions given in mm.
(Courtesy of SLAC National Accelerator Laboratory.)

4.6 instrumented flux return

In order to yield a highly uniform and well-known magnetic field
within the detector volume, themagnetic flux has to be fed back into
the region interior to the cryostat containing the superconducting
solenoid. In the BABAR experiment, this is accomplished by means
of end-cap iron doors and an iron yoke surrounding the EMC and
thus most of the detector. This structure, shown in Fig. 39, can be
exploited to identify muons and detect neutral hadrons such as
neutrons or KL mesons by instrumenting it.
TheBABAR Instrumented FluxReturn (IFR)was initially equipped

exclusively with Resistive Plate Chambers (RPCs) in between the
steel plates of themagnet flux return. AnRPC consists of two highly
resistive parallel plates, one charged negatively (cathode) and the
other charged positively (anode), while the volume between the
plates is filled with a gas mixture (567:388:45mix of Argon, Freon
R-134a and Isobutane at BABAR). If a photon or a charged particle
(like a muon) passes through the gas, ionization occurs, as in the
drift chamber. Neutral hadrons first interact with the material of
the IFR to produce a secondary charged particle or photon. Due
to the significantly higher electric field, a controlled gas-discharge
avalanche (known as a streamer) is triggered in an RPC.This means
that the produced signal is only weakly dependent on the initial
size of the ionization. The discharge avalanche is detected outside
the plates via two perpendicular sets of aluminum strips yielding
ϕ- and z-coordinates. However, the RPC performance degraded
over time, so that many modules had to be replaced by improved
RPCs (in the endcaps) and by Limited Streamer Tubes (LSTs) in
the barrel [158] shown on the left hand side of Fig. 39. A Limited
Streamer Tube consists of multiple PVC-cells (Polyvinyl chloride),
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Figure 39.: Schematic picture of BABAR’s instrumented flux return.
Lengths inmm. (Courtesy of SLAC National Accelera-
tor Laboratory.)

each graphite-coated, around a high voltage wire. The operating
principle is similar to that of a drift chamber operating at a volt-
age slightly above proportional mode (where the electrical signal
strength is proportional to the incident particle’s energy). The ϕ-
coordinate of a detected track is determined directly by the wires
which register a signal. The z-coordinate is calculated from the
charge induced on external copper readout strips.
In the final configuration the BABAR IFR consisted of approxi-

mately 1200 LSTs in 12 of the 19 gaps between the plates of the IFR
barrel, separated by 2 cm to 10 cm of steel (6 gaps were filled with
brass, while one gap was geometrically impossible to retrofit). The
endcaps were equipped with 18 layers of RPCs also separated by
2 cm to 10 cm of steel. Each layer consisted of 12 RPCs in total,
arranged in chambers of 2 RPCs each.

4.7 trigger and data acquisition

After detection, the trigger system evaluates each event candidate to
determine whether it should be recorded. The BABAR trigger system
is implemented in a two-layer hierarchy, where L1 is the hardware-,
andL3 the software-level.2 While running on the Υ(4S) resonance,
the system achieved an efficiency of 99% for the BB decays desired
in a B Factory, but also more than 95% for continuum decays. The
trigger also performed extremely well against machine background,
providing trigger rates well above the design values in L1 and L3
in the expected conditions. Even as luminosity increased above
the design value, the system managed to keep dead time constant
around the design value of 1 %.

2 Against all intuition, an L2 trigger does not exist.
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Figure 40.: BABAR L1 trigger schematic. (Courtesy of SLAC Na-
tional Accelerator Laboratory.)

In the L1 trigger information from the DCH (for charged tracks)
and from the EMC as well as IFR (for showers) is processed, as
shown in Fig. 40. These inputs, listed below, are highly redundant,
providing the excellent efficiency and the possibility of precise
determination of each separate trigger line’s efficiency:

• The Drift Chamber Trigger’s Track Segment Finder at first
searches line segments of supposed trajectories and then
passes this information on to the the Binary Link Tracker
(BLT) and the pT discriminator (PTD). The BLT links the
track segments together for events with low transverse mo-
mentum (pT < 0.8GeV/c), while the PTD takes care of the
high-pT events. Each of the two sends a signal to the global
trigger if a valid track has been detected.

• The Electromagnetic Trigger (EMT) compares the energies
detected in 40 azimuthal ϕ sectors summed over various
polar θ-ranges to the corresponding thresholds and sends
the result to the global trigger.

• The Internal Flux Trigger (IFT) selects µ+µ− events and cos-
mic rays. A signal is produced if in one of the 8 pre-defined
sectors at least 4 out of 8 layers register a hit.

From all the received information, the global trigger forms spe-
cific inputs for the Fast Control and Timing System (FCTS). If the
FCTS detects a valid trigger (after masking, prescaling etc.), an L1
accept signal is issued, initiating event readout and feeding it into
the L3 trigger.
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The L3 trigger software reconstructs and classifies each event
in order to filter according to specified background recognition
conditions. The procedure consists of three steps: first, inputs
are constructed by logical combination of all incoming signals
from he FCTS. Then, these inputs are processed using a variety
of freely programmable scripts, which are designed to identify
specific categories of processes. Finally, the output lines are formed
by logically combining the results of the different scripts. These L3
trigger lines are henceforth used to select a certain class of decay
or filter out background processes. By suppressing backgrounds
like Bhabha events, the amount of information to be processed is
reduced by approximately an order of magnitude between L1 and
L3.
It is noteworthy that the flexibility of the BABAR trigger consider-

ably expands the spectrum of measurements possible at the BABAR
experiment despite being intended as a B Factory. It especially pro-
vides the opportunity to study ISR-processes with high precision.

summary of the experimental setup

It should not be taken for granted that an experiment designed as a
B Factory facilitates the means to measure hadronic cross sections
with high precision. Many components need to be versatile enough
to not only measure BB decays but also an initial state photon and
simultaneously several charged tracks and neutral mesons. Hence
a drift chamber with a wide momentum range is needed as well as
an electromagnetic calorimeter suitable for energy measurements
down a fewMeV. Accurate vertexing and particle identification via
vertex and Cherenkov detector as well as an instrumented flux re-
turn further help improve such analyses. Yet all ISR measurements
are ultimately only possible due to the fact that the trigger records
not only typical BB events but is also programmed to store hadronic
ISR events, a remarkable feature for an experiment intended for a
very different purpose.



5
GENERAL PROCEDURE & DATA SET

In this chapter, the general analysis procedure of the cross section
measurements is introduced. Furthermore, the data set and sim-
ulation samples are summarized, followed by an overview of the
selection common to both signal channels: e+e− → π+π−2π0γISR
and e+e− → π+π−3π0γISR. To reduce redundancy, some figures and
numbers are only shown for one of the signal channels when the
results are similar.

SelectionKinematic FitPreselection

Reconstructed
events

subtract
backgrounds

determine
efficiencies

normalize to
luminosity

and efficiency

Radiator
Function

Cross
Section

Figure 41.: Schematic chart of the analysis procedure.

5.1 general analysis procedure

The procedure applied to the events in this type of cross section
analysis is shown in Fig. 41. The analyses are event-based, so that

63
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as the very first step, a rough preselection (see Sec. 5.3 for details) is
applied which should reject background processes whose kinemat-
ics are very different from the signal channels without significant
loss of signal statistics. The remaining events are subjected to the
kinematic fit outlined in Sec. 5.5. Afterwards, the results of the
kinematic fit in combination with further event variables is used
in the final selection (Sec. 5.7). The resulting event set may still be
polluted by competing background processes whose events survive
the selection with small probability. These remaining background
events are subtracted using the corresponding simulation samples
(which have also undergone the full procedure) or a data driven
method (Sec. 6.2 & Sec. 7.2). In parallel, the analysis procedure is
also applied to the signal simulation and the resulting event distri-
bution is divided by the originally generated distribution. The result
is the combination of detector acceptance and efficiency. In the
following step, the event set from data is divided by the acceptance
and efficiency from simulation, yielding the approximate event rate
in nature. The final step is the normalization to the radiative ISR
luminosity (Sec. 3), resulting in the cross section.

5.2 data set and simulation samples

For this measurement the full Υ(4S) on peak data set of 454.3 fb−1
is used, incorporating runs 1 through 6. The individual runs are
the data taking periods at BABAR which usually lasted around one
year.
Besides data, simulation samples for signal and background

channels are used. These samples are produced using different gen-
erators specified below and then processed by the GEANT4-based
detector simulation. The main purpose of these samples is to help
choose the selection criteria and, in the case of the signal simulation,
for the calculation of efficiency and acceptance. The background
simulation samples are also used to subtract background contribu-
tions remaining after selection.
For the signal channel e+e− → π+π−2π0γISR, a dedicated Monte

Carlo (MC) sample exists, which is produced with the AFKQed
event generator [153, 162]. AFKQed is based on EVA, an early
version of the state-of-the-art event generator for ISR processes:
PHOKHARA [163, 164]. The production of hadrons is modeled by
expressing the hadronic electromagnetic current in terms of form
factors. The hadronic tensor (defined as the covariant product
of the current with its own complex conjugate) is subsequently
contracted with the leptonic tensor (known from QED), giving
the differential cross section. Furthermore, initial state radiation is
included in the AFKQed generator, but final state radiation (FSR) is
not. FSR is included using PHOTOS [165] as outlined in Sec. 7.4.2.
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The PHOTOS generator relies on the structure function technique
for additional photon radiation.
The same type of simulation exists for the channels π+π−π0γISR,

ω2π0γISR, ηπ+π−γISR, 2(π+π−)2π0γISR, K+K−2π0γISR, KsK±π∓γISR,
which are possible background channels in both analyses.1
However, no complete simulation of the signal channel e+e− →

π+π−3π0γISR exists. Only simulation samples of the subchannels
e+e− → ω2π0γISR and e+e− → ηπ+π−γISR are available. Both
samples are processed such that they only contain the final state
π+π−3π0γISR.
A τ+τ−(γ) background sample was generated with KK2f [166].
In addition to the simulation samples mentioned above, a JET-

SET [167] production of continuum events is used to subtract
non-ISR-background from data. In this generator, the process
e+e− → γ∗/Z0 → qq̄ is modeled, where q can be any quark. In the
present case, the simulation is restricted to γ∗ in the intermediate
state and q = u, d , s. JETSET uses a string-based model for the
hadronic decay of the qq̄ state. This model exploits QCD confine-
ment: when the two partons of the qq̄ pair move away from their
common production vertex, the potential energy rises linearly in
their distance from each other. Once this distance surpasses a cer-
tain threshold, it becomes energetically favorable to split the string
into two substrings by generating another quark pair q′q̄′. This
process repeats for each of the two new strings (qq̄′ and q′q̄) until
on-shell hadrons are produced.
All continuum simulation events including a true photon (e.g.

ISR or FSR photon, but not a photon from e.g. a π0-decay) with
MC-true energy Eγ > 3GeV are discarded because they are con-
sidered ISR events, e.g. the 2π3π0γ-signal, which is first of all not
sufficiently described by JETSET (more precise, dedicated gener-
ators for ISR processes exist, thus they should be used for these
cases). Secondly, part of the signal channels is also included in the
ISR processes of the continuum simulation, but is of course not
supposed to be subtracted from data.
All simulation samples are prepared and provided by the BABAR

Monte Carlo working group, which adjusts the aforementioned
generators to the experimental circumstances and processes the
generated events in a GEANT4-based detector model. As will be
shown in the following chapters, these simulation samples consti-
tute all relevant background processes for the π+π−2π0γISR analysis
with the exception of π+π−3π0γISR. This is part of the reason to
analyze the channel π+π−3π0γISR, where a data-driven background
subtraction method is employed. The resulting cross section can

1 Here and throughout this work, in the context of particle combinations the
notation “2π” implies a pair of charged pions π+π−. The same notation holds
for other particles, such as kaons.
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then be used for the background subtraction in the π+π−2π0γISR
analysis.

5.3 preselection

The following section describes the first step of the selection proce-
dure to extract the signal events from data. Moreover it introduces
the different levels of Ntuples, starting with the original Level-1
Ntuples (“L1”), which are reduced to Level-2 Ntuples (“L2”) by re-
jecting non-ISR events. For each specific final state Level-3 Ntuples
(“L3”) are produced, which contain several combined, kinematic
variables. At the end, the tight final selection is applied, filtering
out most background events.
The initial selection of ISR-events does not include criteria de-

signed to select π+π−2π0γ or π+π−3π0γ events, but instead all ISR
events. The most important criteria for an ISR-event are the exis-
tence of at least one charged track2 and a high-energetic photon
with ECM

γISR > 3GeV (in the Center-of-Mass Frame). All events ful-
filling these requirements are stored in the Level-1-Ntuples (L1).
For ISR simulations, all produced events are stored until Level 2

(L2) to allow efficiency determination, whereas only events satis-
fying the selection criteria outlined below are stored for data and
non-ISR background channels. In L2, the selected events have to
comply with the following trigger and background filter require-
ments, standardized by the BABAR ISR group:

• MC: at least one particle produced by the generator.

• MC: isrfilter = true: this filter scales down radiative Bhabha
events (which are sometimes used for calibration and normal-
ization) to 1/40 and rejects events that do not fit the topology
of an ISR process with a high-energetic photon.

• trgl10 ≠ 0 ∧ trgl3 ≠ 0 : these trigger lines reject many
non-ISR processes by requiring a high energy EMC-cluster
(e.g. from the ISR-photon) or another signature from DCH
and EMC consistent with the topology of ISR events.

• bkgfilter ≠ 0 : this filter mainly excludes events without
usable EMC-cluster(s) and without charged tracks coming
from the interaction point.

• radbhabha ≠ true : this trigger rejects events matching the
kinematic properties of Bhabha scattering. Most importantly,
events with two tracks, one of which carries a momentum
equivalent to more than 70% of the beam energy are dis-
carded.

2 Disregarding channels like e+e− → π0γ(γISR) etc., which are not of interest to
this work.
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Overall, the trigger efficiency is very close to 100% for ISR-events,
such that no considerable loss in statistics is suffered through these
conditions.
The summary of data and simulation samples used in this work

is shown in Tab. 3. A tighter selection, outlined below, is applied
to the charged tracks and photons of the remaining events before
they are submitted to the kinematic fit.

Table 3.: The available data and simulation samples. Nexp is the
expected number of events, based on the BABAR luminosity.
NL2 is the number before selection, only the preselection
for the Level-2-Ntuples was applied to the Level-1-Ntuples
as outlined in Sec. 5.3. For the ISR simulations, all events
in L1 are saved in L2.

Channel σ[pb] Nexp NL2

data 6151886
π+π−2π0γISR MC 10276910
uds MC 2090 949541340 1497084
ττ(γ)MC 890 404350140 560832
π+π−π0γISR MC 2.6 1181248 9711860
2(π+π−π0)γISR MC 1.8 835128 150689
K+K−2π0γISR MC 0.25 113582 98420
KsK±π∓γISR MC 0.3 136298 3507966
ηπ+π−γISR MC 0.25 113582 4837730
ω2π0γISR MC 0.45 204447 7951921

5.4 track and photon requirements

Concerning charged tracks, the following selection is required for
a track to be flagged as “good” track:

• maximum distance from the interaction point in the xy-
plane: docaXY < 1.5 cm,

• maximum distance from the interaction point along the z-
axis: ∣dZ∣ < 2.5 cm,

• transverse momentum: ptrans > 0.1GeV/c,

• polar angle: 0.4 rad ≤ θ lab ≤ 2.45 rad .

Only events with exactly 2 “good” tracks are used in the cross
section analysis. It has been studied that after the full selection
1-good-track events with a recoverable second “almost-good” track
and 3-good-track events where the worst track (track with the same
charge as one of the others and the larger docaXY) is discarded
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only increase statistics by (0.75±0.02)% and (0.62±0.02)% respec-
tively in data and signal simulation for the π+π−2π0γ channel, with
similar results in the π+π−3π0γ case. Thus the clean 2-good-track
sample can be used without significantly increasing the statistical
uncertainty while avoiding additional systematics. Furthermore,
systematic uncertainties due to the subtraction of background chan-
nels with predominantly 1 or 3 tracks are minimized.
Concerning the photons, the highest energetic photon in the

Center-of-Mass frame is selected as ISR photon and as mentioned
above needs to have an energy of at least 3GeV in CM frame, which
suppresses background from B-decays while removing hardly any
signal events. All other photons need to have a minimum lab-
energy of 50MeV to be a candidate for a photon from a π0 decay.
One of the π0-photons has to have a lab-energy above 100MeV.
This requirement is implemented to exclude low energy photons
andmachine background.3 Low energy photons aremostly radiated
by the initial or final state particles but do not originate from the
decay of the π0 we are trying to detect.
A kinematic fit will be used in the following to determine how

well an event is described by the signal hypothesis. The kinematic
fit needs two charged tracks and an ISR photon. Additionally, the
number of non-ISR photons has to be at least sufficient to recon-
struct the hypothetical number of π0s in order for the event to enter
the kinematic fit. Thus, for the signal hypothesis, at least one ISR-
photon and four/six (π+π−2π0γ/π+π−3π0γ) additional photons are
required. Furthermore, only events with less than 100 photons are
processed. The resulting χ2, which can be used as a goodness-of-fit
test, is one of the most important measures to distinguish signal
from background.

5.5 kinematic fit

One of the rewards of writing notes on fitting theory is the number
of people who stop me in the street to shake my hand, telling me
breathless stories of how kinematic fitting changed their lives.

– Prof. Paul Avery

The uncertainties of an event’s measured observables can be
improved by imposing restrictions exploiting the structure of the
reaction under investigation. When one final state is studied ex-
clusively, a kinematic fit can be applied to the measured detector
response.
Kinematic fitting is a problem of constrained optimization. A

loss function (e.g. χ2 or negative (Log-)Likelihood) must be mini-

3 Machine background is composed mostly of detector signals not originating
from e+e− collisions. Example processes include beam particles hitting apertures
or photons from Bremsstrahlung with beam gas.
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mized by adjusting a set of parameters while fulfilling constraints.
Specifically for kinematic fitting this means that the predicted 4-
momenta are chosen in such a way that they obey energy-momen-
tum conservation and possibly other physical constraints while
staying as close as possible to the originally measured variables.
Algorithmically, this is achieved4 through the method of Lagrange
multipliers. The corresponding Lagrangian L can be written as

L(x⃗ , ˆ⃗x) = S(x⃗ , ˆ⃗x) + λ⃗ ⋅ C⃗( ˆ⃗x) , (44)

where x⃗ is the vector ofmeasured values, ˆ⃗x its predicted counterpart,
S is the loss function which incorporates the detector resolution,
λ⃗ are the Lagrange multipliers, and C⃗ are the constraints, parame-
terized such that C j( ˆ⃗x) = 0∀ j. The optimal vector ˆ⃗x can now be
found by solving the system of equations

∂L
∂λ j
= 0 ∀ j ,

∂L
∂x̂k
= 0 ∀k .

(45)

For a more detailed derivation see e.g. Ref. [168].
In the kinematic fit to the 2π2π0γ (2π3π0γ) hypothesis six (seven)

constraints are required: four fromenergy-momentum-conservation
of the complete event and two (three) from the photon-photon-
masses, which have to equal the π0mass. The fit takes themeasured
momenta of the two charged tracks and the five (seven) photons
(ISR + 2(3)π0) as input and returns their fitted values and a χ2 as a
test of the goodness-of-fit. Subsequently all variables depending
on the particle momenta can be computed from the fitted values.
Throughout this work, the observables calculated from the fitted
values are used unless stated otherwise.
Using the two “good” charged tracks, the algorithm selects all

events with at least 2 ⋅ nπ0 + 1 photons of lab-energy greater than
0.05GeV. After the photon with the highest CM-energy is picked
as γISR, out of the remaining total number of photons, all combina-
tions of 2 ⋅ nπ0 photons with Elab

γ > 0.05GeV (apart from the ISR
photon) are then considered as candidates for the π0. Within each
set of these 2 ⋅ nπ0 photons, all partitions of nπ0 photon pairs are
constructed. If the two-photon masses (mγγ) are within 0.03GeV
of the true π0 mass and one of the four/six π0-photons has a lab-
energy greater than 0.1 GeV, the combination is passed on to the
kinematic fit. From a fit to the data (π+π−2π0γ simulation) distri-
bution in Fig. 42 the width of the π0 peak was determined to be
7.3MeV (7.5MeV) for the signal channel π+π−2π0γ, similarly for
π+π−3π0γ. Using the 30MeV window, reasonable photon combi-
nations enter the kinematic fit (together with the “good” tracks).

4 Alternative methods exist, but are not employed in this analysis.
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The angular and energy distributions of the photons can be seen in
Fig. 43 and Fig. 44, again for π+π−2π0γ, showing that the simulation
describes data reliably.
The kinematic fit algorithm optimizes the four-momenta of the

hypothetical particles such that energy-momentum-conservation
is obeyed. This takes into account the uncertainties of each variable
via the covariancematrix and subsequently computes the kinematic
fit χ2 as a goodness-of-fit test. The combination of photons giving
the smallest kinematic fit χ2 is subsequently selected. This fit is
performed in several hypotheses for each event and the event is
only stored in the Level-2-Ntuples if the kinematic fit converges in
at least one of the available hypotheses: 2ππ0γ, 2π2π0γ, 2πηπ0γ,
2π2ηγ, 2π3π0γ, 2π3π0, 2K2π0γ, 2K3π0γ, 2π4π0γ, 2π4π0.
The variables computed in the kinematic fit are stored in theLevel-

2-Ntuples. These values may differ slightly from the measured raw
values. This can be observed in Fig. 45, which shows the distribution
of the variableMinv −M4π in the 2π2π0γ simulation. Minv denotes
the invariant hadronicmass onMCgenerator level, whileM4π is the
reconstructed invariant mass after the kinematic fit. A clear peak
with mean (0.42 ± 0.02)MeV/c2 and RMS-width 15.47MeV/c2 is
visible. This width is compatible with the standard bin width of
20MeV, resulting in a distribution of 100 events with frequencies
of 2, 23, 50, 23, 2 into the center and two adjacent bins. The effect
of this mass resolution is investigated in Sec. 7.3.4.
Further derived variables are stored in the Level-3-Ntuples and

are later used to perform the final event selection and cross section
computation.
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5.6 particle identification selectors

The particle type responsible for a measured charged track can
be determined from the signature left in the different detector
components. Such Particle Identification (PID) selectors are used
to reduce the contribution of background events with kaons (from
KsK±π∓γ and K+K−2(3)π0γ) and muons (ψ(2S) → J/ψ2(3)π0 →
µ+µ−2(3)π0) in the final state. Therefore, kaon and muon vetos
are implemented to reject these backgrounds instead of identifying
the signal channel with a pion selector (the latter would result in
larger absolute systematic uncertainties since the number of signal
events is much larger than the number of background events after
the remaining selection).
In the BABAR experiment, several levels of strictness for identify-

ing a certain particle type have been defined. They are, in descend-
ing order: very tight, tight, loose, very loose.
Applying PID selection introduces two types of systematic un-

certainty:

1. The PID efficiency may be different between data and simu-
lation, and thus the remaining amount of background sub-
tracted via simulation would differ from the background in
data.

2. Due to pion misidentification of the PID selector, signal
events are lost and differences between data and simulation
lead to a systematic uncertainty.

Thus, the general strategy is to find selection criteria that keep the
combined systematic uncertainties of these two effects small.

Likelihood-based Particle Identification

A wide variety of methods exists to identify a detected particle’s
species from its recorded signal. In some cases, especially when
dedicated detector elements are available, rather simple methods
like a cut-based approach are sufficient to reach the necessary level
of precision, as is the case for muons using IFR-information. But in
many cases, more sophisticated formalisms are needed to achieve
reliable identification. For this purpose, a diverse host of multi-
variate classifiers is employed, such as support vector machines,
artificial neural networks [169], error-correcting output codes em-
ploying bagged decision trees [170, 171], and likelihood selectors.
The latter type is used in this analysis to identify charged kaons and
shall be explained briefly.
The likelihood of a track to have been caused by a particle of type

λ is given as the product of the likelihoods for this hypothesis in all
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parts of the detector or more generally in all measured observables:

Lλ =∏
j
Lλ( j) . (46)

Here, j runs over the relevant detector components which are the
DIRC, DCH, and SVT. For DCH and SVT, the likelihood functions
are calculated by dividing the difference between measured and
expected energy loss per travelled distance (dEdx ) by its uncertainty.
The expected value is calculated via the Bethe-Bloch formula [38]
and the uncertainty is known from the calibration of the detector
elements. For the DIRC, no direct formula exists to calculate the
likelihood, hence a large lookup-table was generated in the variables
momentum, Čerenkov angle, number of photons, and track quality.
Once all separate likelihoods are calculated, the total likelihood

is determined for each particle hypothesis (pion, kaon, proton etc.).
The results are subsequently evaluated by performing a likelihood
ratio test [172].
In our case of the kaon likelihood selector, the ratios LK/(LK +
Lp) (for protons) and LK/(LK + Lπ) (for pions) are compared
to threshold values depending on the required confidence level.
These criteria in combination with electron andmuon vetoes define
theKLH selector, which achieves the clean yet efficient selection
outlined below.

5.7 common event selection

The event selection for the cross section consists of a variety of
requirements, which will be described in detail in the following
and are summarized in this list:

• N(good tracks) = 2

• 0.4 ≤ θreco(good tracks) ≤ 2.4

• Elab
γISR > 3GeV ∧ ECM

γISR > 3GeV, see App. A.2 for details

• 0.35 ≤ θγ ≤ 2.4

• Elab
γπ0 > 0.05GeV ∧ maxγ (Elab

γπ0 ) > 0.1GeV

• ∆min ≥ 1.2 rad

• χ23π ≥ 25

• None of the two charged tracks may be identified as a kaon.

• For events where the invariantmass of the two charged tracks
is close to the nominal J/ψ mass, none of the two charged
tracks may be identified as a muon.
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The requirements on tracks and photons have been discussed in
Section 5.4. Theymainly restrict the events to the detector region of
high acceptance and well understood efficiency. To exclude low en-
ergy photons and machine background, Eγ > 0.05GeV is required.
The remaining selection is split up into two parts: kinematic require-
ments (∆min and χ23π) explained in Sec. 5.7.1 and selectors pertaining
to particle identification (muons and kaons) presented in Sec. 5.7.2.
Beyond defining the selection, the introduced systematic uncer-

tainties need to be determined. Type I and II errors [172] must
be considered, which respectively translate to false rejection and
false acceptance of events under the null hypothesis “the event was
produced via the signal process”.

5.7.1 Kinematic Requirements

The variable ∆min measures the minimum angle spanned between
the ISR photon and a charged track. In Fig. 46 the∆min distributions
are shown after applying the preselection and it is clearly visible that
very little signal is lost but background can be effectively reduced
by requiring ∆min > 1.2 rad.
The requirement χ23π > 25 is dedicated to removing the back-

ground channel π+π−π0γ. Its effect can be studied in Fig. 47. Sim-
ulation shows that (83.7 ± 0.3)% of π+π−π0γ events are removed
by this requirement after the rest of the selection has already been
applied. In contrast, (98.39 ± 0.01)% of the 2π2π0γ events survive
this requirement after the rest of the selection has been applied, a
consequence of the χ23π shapes seen in Fig. 48. When varying this re-
quirement between χ23π > 15 and χ23π > 35, the fraction of surviving
events subsequently varies by ±13.0% and ±1.3%, respectively.

5.7.2 Background Reduction via PID

In this section, the specific selectors constructed to reject kaonic
and muonic background are presented. For clarity, two variables
are defined for this section: ε, the probability of a signal track to be
falsely rejected, and η, the probability of a background track to be
falsely accepted.

Kaon PID

Twokaon channels are relevant for the π+π−2π0γ analysis: KSK±π∓γ
and K+K−2π0γ. Their respective contributions before rejection,
shown in Fig. 49, are on the percent-level and must be removed by
a PID-selector like KLH. In the π+π−3π0γ analysis, background
events are produced by channels like KLK±π∓γ but are much less
frequent. As will be shown in the following, a low systematic un-
certainty is achieved by applying the veto



76 general procedure & data set

∆
min

 (rad)

E
v

e
n

ts
/(

π
/2

0
0

 r
a

d
)

0

0.005

0.01

0.015

0.02

0.025

0.03

0 0.5 1 1.5 2 2.5 3

∆
min

 (rad)
E

v
e
n

ts
 (

a
.u

.)

0

0.005

0.01

0.015

0.02

0.025

0.03

0 0.5 1 1.5 2 2.5 3

Figure 46.: Distributions of the variable ∆min for data (black),
2π2π0 simulation (red) and continuum simulation
(blue). (All samples normalized to same area, after pre-
selection and requiring a converged kinematic fit in the
e+e− → π+π−2π0γISR hypothesis.)

 M
4π

 (GeV/c
2
)

E
v
e
n

ts
/(

2
0
M

e
V

/c
2
)

0

100

200

300

400

1 2 3 4

 M
4π

 (GeV/c
2
)

E
v
e
n

ts
/(

2
0
M

e
V

/c
2
)

0

10000

20000

1 2 3 4

 M
4π

 (GeV/c
2
)

R
a
ti

o

0

0.2

0.4

0.6

0.8

1

1 2 3 4

 M
4π

 (GeV/c
2
)

R
a
ti

o

0

0.2

0.4

0.6

0.8

1

1 2 3 4

 M
4π

 (GeV/c
2
)

E
v
e
n

ts
/(

2
0
M

e
V

/c
2
)

0

100

200

300

400

1 2 3 4

 M
4π

 (GeV/c
2
)

E
v
e
n

ts
/(

2
0
M

e
V

/c
2
)

0

10000

20000

1 2 3 4

 M
4π

 (GeV/c
2
)

R
a
ti

o

0

0.2

0.4

0.6

0.8

1

1 2 3 4

 M
4π

 (GeV/c
2
)

R
a
ti

o

0

0.2

0.4

0.6

0.8

1

1 2 3 4

Figure 47.: Upper panels: M4π distributions for the 3π (left) and the
2π2π0 (right) MC samples. For the black points the full
selection has been applied, while for the blue points the
requirement χ23π > 25 was omitted. In the lower panels
the ratio of black and blue distributions is shown.
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The peak at the J/ψ mass is due to the fact that no J/ψ
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(KLH(Track1) < Tight) ∧ (KLH(Track2) < Tight),

i.e. none of the tracks may be identified on the level “tight” or
higher. In Fig. 50, the effect of this veto on 2π2π0 simulation and
data is shown as a function ofM4π, yielding the following points:

• The loss of π+π−2π0γ in simulation is flat around 2.7%, as ex-
pected from the BABAR PID-database5, where a pion-to-kaon
misidentification probability of ∼ 1.5% per track is given,
yielding ∼ 3% per event.

• In data, about 5 % of the events are rejected. Since 2.7% of
π+π−2π0γ events are expected from simulation to be lost,
the remaining roughly (2.3 ± 1.1)% of data is removed as
background, which is in agreement with the expectation.

5 This is a database, prepared by the BABAR PID working group, in which the
performance of the different PID selectors is listed.
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• According to theBABAR PID-database, the selection efficiency
ofKLHTight lies between 60% and 90% per track depend-
ing on its momentum. Taking the plain average value of 75%
(without weighting by the momentum distribution), in the
channelKsK±π∓γ 25% are expected to survive, yielding good
agreement with the value measured from simulation, which
is 24.0%. For K+K−2π0γ (25%)2 = 6.25% are expected to
survive, agreeing well with the 5.7% obtained from simula-
tion. The remaining contributions correspond to 0.3% and
0.15 % of data, respectively, and are removed by subtracting
simulation (see Sec. 7.2).

• Systematic Uncertainties: Taking the data-MC discrepancy
as a measure of the systematic uncertainty, both the pion
misidentification aswell as the kaon selection efficiency of the
KLH Tight selector have a relative systematic uncertainty
of 20%. The two aspects named at the beginning of Sec. 5.6
are of relevance here:

1. Uncertainty of signal events removed by the kaon veto

2. Uncertainty of the remaining kaon events

Regarding (1), we calculate 20% ⋅2.7% = 0.54% (2.7% signal
rejection).
Regarding (2), we calculate 20%⋅0.3% = 0.06% forKsK±π∓γ
(KsK±π∓γ amounts to 0.3% of data after selection).
Regarding (2), we calculate 36%⋅0.15% = 0.054% forK+K−2π0γ
(K+K−2π0γ amounts to 0.15 % of data after selection), since
εdata = 12%, and εMC = 15%, such that for the two-track-case
a relative discrepancy of 1 − ( εdataεMC

)2 = 36% exists.

The uncertainty from (2) is included in the background subtrac-
tion uncertainty outlined in Sec. 7.2.5, hence only the uncertainty
from effect (1) (0.54%) enters the total systematic uncertainty of
the final result.

Muon PID

Regarding muon backgrounds, only one decay channel is relevant
for each signal final state: e+e− → ψ(2S)γ → J/ψ2π0γ → µ+µ−2π0γ
for e+e− → π+π−2π0γ and e+e− → ψ(2S)γ → J/ψ 3π0γ → µ+µ−3π0γ
for e+e− → π+π−3π0γ. Since there is no simulation for this type of
background, it has to be assessed purely in data. It contributes only
at high masses (around the ψ(2S) resonance) and a combined veto
with low systematic uncertainties (as shown below) is constructed
as

¬ ((MJ/ψ − 3σ < Mπ+π− < MJ/ψ + 3σ)∧ ( (muMicro(Track1) ≥
Loose) ∨ (muMicro(Track2) ≥ Loose) )),
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Figure 50.: Survival rates of the kaon-ID requirement (logic as de-
scribed in the text) as a function ofM4π for π+π−2π0γ
simulation (left) and data containing kaons (right).

i.e. if the event’s two-“pion” mass is near the J/ψ and one of the
charged tracks is loosely identified as a muon, the event is rejected.
(WithMJ/ψ = 3.102GeV/c2, σ = 0.015GeV/c2, directly from data.)
Tracks are identified as muons by the selector muMicro, which
is using a cut-based approach combining information from the
electromagnetic calorimeter and the instrumented flux return. In
Fig. 51, the number of events after muon-rejection divided by the
number of events before muon-rejection is shown as a function
of M4π for data and 2π2π0 simulation, exhibiting the following
characteristics:

• Negligible rejection in signal simulation (few events in the
relevant mass range, see Fig. 52).

• As expected, a large effect is observed at the ψ(2S)mass. Up
to 75% of the events in this region are rejected as muonic
background.

• Systematic uncertainties: According to the BABAR PID-data-
base, the selectormuMicro loose has a per track inefficiency
of approximately η = 15%, and an inefficiency uncertainty
(taking the data-MC discrepancy) of δ(η) = 2%.

The uncertainty contribution relative to the number of signal
events (Nsig) exclusively from this effect (falsely accepting a
background event) where Nb is the number of background
events and Ntot the total number of events, both before the
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Figure 51.: Survival rates of the muon-ID requirement (logic as
described in the text) as a function ofM4π for π+π−2π0γ
simulation (left, with binomial uncertainties [173]) and
data (right) after background subtraction (see Sec. 7.2,
uncertainties see App. C.1). In data, the effect of the
removed ψ(2S) peak is visible as a very pronounced
dip, since a large fraction of this resonance decays into
muonic final states.

veto, while N ′b and N ′tot are the values after the veto, can be
calculated as

N ′tot = Ntot − (1 − η2)Nb (47)

q ∶= N ′tot
Ntot

(48)

Nsig = Ntot − Nb =
q − η2
1 − η2

Ntot (49)

⇒ δ(Nsig) = 2ηδ(η) 1 − q
(1 − η2)2

Ntot (50)

⇒
δ(Nsig)
Nsig

= 2ηδ(η) 1
1 − η2

1 − q
q − η2

. (51)

The ratio q reaches as low as 25% in theψ(2S) peak, as shown
in Fig. 53. This gives the relative uncertainty of the number
of events after the veto, thus in the ψ(2S) region a relative
uncertainty of 0.6% ⋅ 1

1−0.0225 ⋅
0.75

0.25−0.0225 = 2.0% is calculated
(with 2ηδ(η) = 0.6%), while outside this region the uncer-
tainty approaches zero. The uncertainties from removed
signal events and from the finite J/ψ -range (±3σ) inMπ+π−

are negligible.

• The background events remaining due to inefficiency of the
selector can be calculated as N ′b

N ′tot
= η2

1−η2 ⋅
1−q
q , where q is the

fraction of remaining events. The remaining contribution is
removed as outlined in Sec. 7.2.
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Figure 52.: Raw two-track mass in the J/ψ region for 2π2π0 simula-
tion before muon-PID on the charged tracks.
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Proton PID

It was considered to apply a proton-veto to events in which both
tracks are identified at least as “loose” by the proton likelihood se-
lector. This veto can be dropped as it rejects next to no background-
events, while the rejected fraction is predominantly misidentified
signal channel events. The latter is evident from the fact that signal
simulation and data have virtually the same survival rates. And
furthermore from the observation that in data the rejection rate
stays approximately the same over the whole mass spectrum, al-
though in the low mass region (especially below the pp̄-threshold
of
√
s = 1.877GeV/c2) no protons can be produced. Thus this

PID-selector is not necessary but would only introduce additional
systematics. It can be deduced from the survival rates in data and
signal simulation that the selector would remove less than 0.2%
more events in data than in signal simulation. The uncertainty
due to this effect is included in the background subtraction uncer-
tainty outlined in Sec. 7.2.5 and hence does not need to be added
separately.

summary of the general analysis aspects

In the above chapter the first steps in the analyses of both final
states – e+e− → π+π−2π0γ and e+e− → π+π−3π0γ – are described.
A general preselection of ISR events is applied to the full data
sample, leaving about 6 × 106 measured events. Subsequently, the
kinematic fit and a series of requirements common to both analyses
are summarized and their effects studied. This paves the way to
the details of each analysis, which are outlined in the following
chapters.



6
THE CHANNEL π+π−3π0γISR

In the following chapter, the process e+e− → π+π−3π0γISR is in-
vestigated. For this final state only very imprecise cross section
data exists up to now, with uncertainties in the range of 50%-100%
shown in Fig. 18. Consequently, it is worthwhile investigating the
channel more accurately, so that the resulting cross section mea-
surement can be used to improve the background subtraction in
the analysis of the channel e+e− → π+π−2π0γISR, see Sec. 7.1 Fur-
thermore its contribution to gµ − 2 can be calculated according to
the newmeasurement andMonte Carlo generators may be adapted
to give more reliable predictions.
The analysis includes the generic steps of a cross sectionmeasure-

ment, but has to be expanded to manage the additional difficulty
of only having simulations of two intermediate states for the ef-
ficiency calculation: ηπ+π− and ω2π0. Since the kinematics and
mass distributions of these intermediate states are quite different,
as observed in Fig. 54 for the mass distribution, a suitable signal
simulation mixture or “cocktail” of both must be determined in
order to represent the full channel. The analysis steps are

• Development of the event selection:
Sec. 6.1,

• Subtraction of background processes using the “Novosibirsk-
method”:
Sec. 6.2,

• Calculation of efficiencies from ηπ+π− and ω2π0 simula-
tions:
Sec. 6.3,

• Determination of the production fractions of ηπ+π− and
ω2π0:
Sec. 6.4,

• Computation of cross sections via ηπ+π−- andω2π0-efficiency:
Sec. 6.5,→ weighted average for final result,

• Assessment of systematic uncertainties of the 2π3π0 cross
section:
Sec. 6.6

1 Isospin symmetry would allow a prediction of the π+π−3π0 cross section from
the measured 2(π+π−)π0 channel [138], projecting it to be precisely half the size
of the latter [145], but this prediction does not hold exactly as can be seen by
comparing measured cross sections.
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6.1 event selection

In addition to the general selection (Sec. 5), requirements specific
to the final state 2π3π0γISR are imposed as listed here and explained
below:

• Number of photons Nγ ≥ 7,

• 0 < χ25π < 25, where χ25π serves as a test of the goodness of the
kinematic fit in the 2π3π0γ hypothesis,

• χ24π ≥ 25, where χ24π serves as a test of the goodness of the
kinematic fit in the 2π2π0γ hypothesis,

• Events containing η mesons are rejected,

• Energy of excess photons E ph add < 0.2GeV.

The selector Nγ ≥ 7 ensures that there is a sufficient number of
photons in each event to execute the kinematic fit in the signal hy-
pothesis. (Only the decay π0 → γγ is considered.2) The requirement
on χ25π is introduced to select events consistent with the signal hy-
pothesis e+e− → π+π−3π0γ. The purpose of the requirement on χ24π
is to reject events from the channel e+e− → π+π−2π0γ, which has a
kinematic structure similar to the signal process. Channels includ-
ing η mesons, such as e+e− → π+π−η2π0γ, e+e− → π+π−2ηπ0γ,
and e+e− → π+π−3ηγ with η → 2γ decay into the same detector
signature as the signal channel. These backgrounds are removed by
requiring that the event cannot be reconstructed in such a way that
the invariant mass of at least one photon pair is within 30MeV/c2
of the nominal η meson mass.
Furthermore, a requirement was introduced to get rid of multi-

photon backgrounds. The sum of the energies of the unused pho-
tons (photons which are neither assigned to a π0, nor determined
to be the ISR photon), which is stored in the variable E ph add,
can be used to achieve the desired effect. From Fig. 55 it is appar-
ent that in the χ25π-sideband region 25 < χ25π < 50, where a large
fraction of data consists of background events, the E ph add dis-
tributions are quite different between data and signal simulation.
Thus the requirement E ph add < 0.2GeV was introduced. The
corresponding distributions in the χ25π-signal region χ25π < 25 are
shown in Fig. 56, demonstrating much better agreement for sam-
ples dominated by signal events. In data, 57% (35%) of the events
in the χ25π-signal (sideband) region survive this requirement, while
in the signal MC sample 75% (68%) get through. Figure 57 shows
that the effect is mostly flat inM5π. Figure 58 shows that the shape
of the χ25π distribution after applying the full selection including

2 The cross section is corrected for only considering this decay by dividing by the
cube of the branching fraction B(π0 → γγ) = (98.823 ± 0.034)% [43].
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the E ph add requirement is in reasonable agreement with signal
simulation.
If a very clean event sample is selected by χ25π < 5, a relative

difference of 8% remains between data and simulation, which gives
a measure for the systematic uncertainty due differences between
MC generation and data.

6.2 background subtraction

As explained below (Sec. 6.2.2), for the subtraction of ISR chan-
nels, the background shape is determined exclusively from data,
while its normalization is calculated using simulation. Furthermore,
background from continuum hadron production is estimated via a
simulation sample which is normalized to data, see Sec. 6.2.1.

6.2.1 Continuum Background

The first background contribution to be subtracted is the contin-
uum hadron production or “uds” for short, whoseM5π and χ25π dis-
tributions are shown in Figs. 59 and 60, especially demonstrating
that the χ25π requirement cannot effectively reject this contribution.
The total cross section is around σuds = 2090pb, but the simulation
of its substructures, especially the low-multiplicity channels, is not
reliable. Hence the normalization of this simulation is essentially
unknown, so that it has to be calculated from data. In order to do
this, an observable which allows a calibration is needed. The choice
here is the γISRγ invariant mass. In case a photon from a π0 decay
is falsely identified as the ISR photon, the invariant mass of this
photon and some other photon in the event will be equal to the π0

mass (within uncertainties). The size of the π0 yield is measured
in continuum simulation as well as data and then compared to
determine the appropriate scaling. To clean up the distributions,
photons that have been identified as π0-photons by the kinematic
fit are excluded and only the combinations of the ISR-photon with
the remaining photons are plotted leading to a significant improve-
ment. TheMγγ distributions are shown in Fig. 61, exhibiting similar
peak sizes while the underlying distributions differ considerably.
If we calculate the global normalization factor fuds from the ratio

of the peak sizes in data and simulation (scaled to the same lumi-
nosity), the result is fuds = 0.9 ± 0.3. Due to low statistics, no mass-
dependent uds-normalization can be calculated. The large uncer-
tainty is not a problem for this analysis since the uds-contribution
is small compared to data, especially in the low mass-region. As
visible in Fig. 62, uds amounts to less than 10% relative to data be-
low 2GeV, less than 20% below 2.5GeV and less than 40% below
3.2GeV, which results in uncertainties of less than 3%, 7% and
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Figure 55.: Left: E ph add distribution in data (black) and signal
simulation (red, mixed according to the weights calcu-
lated in Sec. 6.4) in the χ25π sideband region 25 < χ25π < 50.
Right: the corresponding cumulative distributions.
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Figure 56.: Left: E ph add distribution in data (black) and signal
simulation (red, mixed according to the weights calcu-
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Figure 58.: Left: χ25π distributions in data after subtraction of
continuum background (black) and signal simulation
(turquoise) mixed according to the measured contribu-
tion of each resonance and normalized to the same peak
height as data. Right: remaining data after subtracting
the signal cocktail (see Sec. 6.4).
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Figure 59.: Distribution ofM5π in scaled uds simulation after selec-
tion.
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Figure 60.: χ25π distributions for uds (left) and 2π2π0γ (right) sim-
ulation (both unnormalized).



6.2 background subtraction 89

13 %, respectively. In the high mass region, the uds contribution
averages to less than 60% of data, giving an uncertainty of 20%.

6.2.2 Sideband Subtraction

To extract the remaining ISR backgrounds the comparison between
the χ25π-distributions in signal and background is exploited in the
signal region (0 < χ25π < 25), as well as in a sideband region (25 <
χ25π < 50). Figure 58 shows the χ25π distributions of data and the
2π3π0γMC cocktail (see Sec. 6.4) with the analysis selection. Only
continuum background subtraction has been performed on the
data.
Thebackground subtraction is performedusing the “Novosibirsk-

Method”.3 As demonstrated in Fig. 63, N1s is defined as the number
of signal MC events in the signal region, N2s the number of signal
MC events in the sideband region, N1b the number of background
MC events in the signal region, and N2b the number of background
MC events in the sideband region. Furthermore N1 = N1s+N1b and
N2 = N2s + N2b. Then we can define

α ∶= N2s

N1s
, β ∶= N2b

N1b
. (52)

If α and β can be calculated reliably (e.g. because signal and the
dominating background havewell known and simulated χ2-shapes),
then it follows that

N1s =
β

β − α
⋅ N1 −

1
β − α

⋅ N2 ≡ fsig ⋅ N1 − fbkg ⋅ N2 , (53)

where N1 and N2 are extracted from data and fsig ∶= β/(β − α),
fbkg ∶= 1/(β − α). The above relation is proven to be correct by
re-inserting the definitions:

N1s =
N2b/N1b
N2b
N1b

− N2s
N1s

⋅ (N1s + N1b) −
1

N2b
N1b

− N2s
N1s

⋅ (N2s + N2b)

⇒N2b

N1b
⋅ N1s − N2s =

N2b

N1b
⋅ N1s + N2b − N2s − N2b

(54)

Here, we assume the χ2-shape of background to be similar to the
shape of the 2π2π0γ simulation in order to calculate β, as this is
expected to be the dominating background process.
For high invariant masses, the final state 2π4π0γ would be dom-

inant, but has been effectively removed by the requirement on
E ph add. From Fig. 64 it is apparent that the 2π2π0γ simulation

3 Named after the Siberian city of Новосиби́рск, with its numerous research
centers, especially the Budker Institute for Nuclear Physics, where this method
was developed.
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Figure 61.: Distributions of the invariant γISRγ mass for uds simula-
tion (left) and data (right).
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Table 4.: Parameters for the background subtraction using the
Novosibirsk method, where α is calculated using the dif-
ferent signal channels, while β results from the 2π2π0γ
background. fsig = β/(β − α) and fbkg = 1/(β − α) are the
corresponding scaling factors for signal and background
region, respectively.

Channel α β fsig fbkg
ηπ+π−γ 0.45 3.92 1.13 0.29
ω2π0γ 0.30 3.92 1.08 0.28
Average 0.37 3.92 1.11 0.28

shape agrees the background extracted from data (after subtrac-
tion of the signal cocktail (see Sec. 6.4) and uds). Hence, from the
2π2π0γ simulation the value β = 3.92 is calculated. The variable
α is calculated from the χ2-distributions of both 2π3π0γ signal
simulations (ηπ+π−γ and ω2π0γ). For the scaling factors fk, the
arithmetic mean between both simulations is subsequently used,
with the values listed in Tab. 4. They differ by less than 3% from
their average, giving a negligible uncertainty contribution. As can
be observed already here, the two MC samples have different χ2
shapes. This will be discussed further in the context of acceptance
and efficiency in Sec. 6.3. The Novosibirsk scaling results in signal
and sideband histograms shown in Fig. 65, also including their ratio.
The scaled sideband amounts to approximately 20% of scaled sig-
nal. The invariant mass distribution after employing this sideband
subtraction method and uds subtraction is displayed in Fig. 66.

6.3 acceptance and efficiency

In order to measure any cross section, the detector acceptance (i.e.
where the detector is sensitive to the final state in question) and the
detection efficiency of the experimental setup must be determined.
Once this has been achieved, the detected number of events is
divided by the efficiency, giving the originally produced number of
events, which is needed to calculate the cross section.
To measure acceptance and detection efficiency, simulation is

used: the number of events after detector simulation and the full
selection is divided by the number of events originally generated.
The efficiency of a process depends on the final state, the number

and type of particles it contains, their angular and momentum
distributions and many more variables. This means that different
final states have different efficiencies. But it also follows that the
same final state is detected with a different efficiency depending on
the intermediate state through which it was produced. This effect
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Figure 67.: Total efficiencies according to theω2π0 (red) and ηπ+π−
(blue) MC samples.

is due to the fact that each intermediate state leads to different
kinematic distributions.

To account for this effect, ideally a full simulation of the pro-
duction process of the final state in question is used, including
all intermediate states with their corresponding weights. Since
there are only two simulated signal channels (e+e− → ω2π0 and
e+e− → ηπ+π−) due to the fact that the full channel has never been
measured accurately, the efficiency is determined from both sim-
ulated samples separately and the result is shown in Fig. 67. The
global efficiencies significantly differ between these intermediate
states, which is interesting, yet not unexpected due to the different
kinematic structure.

Nonetheless, this effect is worthwhile studying. After thorough
investigation, the different χ2 shapes of the two channels have been
found to be responsible for this effect. All other requirements in
the event selection show compatible efficiencies. Figure 68 shows
the χ25π distributions of the ω2π0γ and ηπ+π−γ intermediate states,
the former being significantly more narrow than the latter.

As χ2 is a variable compounded of various kinematic observables,
an even closer look is instructive. Indeed, Figs. 69 & 70 show that
themomentum distributions of the three π0 are muchmore narrow
in the ηπ+π−γMC sample than in the ω2π0γMC sample. On the
contrary, when mixing the two simulation samples according to
the weights calculated in Sec.6.4, there is hardly any discrepancy
between 2π3π0γ-data and the 2π3π0γ simulation cocktail (Figs. 71,
72), indicating a realistic simulation sample. Slight differences be-
tween data and simulation still exist, but are much smaller than
the previously observed discrepancy in the efficiency and are there-
fore covered by the systematic uncertainty due to the efficiency
difference calculated in Sec. 6.6. Hence the simulation cocktail
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Figure 68.: χ25π distributions for the ω2π0 (red) and ηπ+π− (blue)
MC samples (both normalized to unit area).

can be used to reliably determine the efficiency of the full channel
e+e− → π+π−3π0γ.
This is further proven in an independent cross check in the J/ψ

mass region. As observed in Fig. 66, in the production of the fi-
nal state 2π3π0 a large contribution from this resonance exists.
Therefore other intermediate states contribute only a small fraction
(≲ 10%) of the events around the J/ψ mass. Since neither of the
existing simulation samples includes the J/ψ resonance, this region
is the ideal testing ground to investigate how well the efficiency de-
termined from the cocktail of e+e− → ω2π0γ and e+e− → ηπ+π−γ
simulation samples translates to events produced via different in-
termediate states in data. As the only selector showing a significant
difference between the two simulation samples is the requirement
χ22π3π0 < 25, while all other selection efficiencies agree with each
other, the χ22π3π0 requirement needs to be investigated. In Fig.73
(top) it is shown that the cumulative χ22π3π0 distributions in data
and simulation are quite similar in this mass region. A more quan-
titative view is provided by Fig.73 (bottom), showing their ratio,
which deviates from unity by less than 5 %, confirming that the
simulation cocktail describes π+π−3π0γ data very well, even for
intermediate structures not included in the generators.

In summary, being restricted to merely two partial simulation
samples leads to the effect that only the efficiency of events pro-
duced via the channels e+e− → ω2π0 and e+e− → ηπ+π− can be
calculated directly, since their contributions are simulated by dedi-
cated generators. The efficiency of the remaining fraction of events
is not determined by a dedicated simulation but by an MC cock-
tail mixed from the existing generators. Although the cocktail is
shown to describe the complete channel e+e− → π+π−3π0γ very
well, this procedure introduces an uncertainty which is determined
in Sec. 6.6.
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bution, one for each π0. Full selection applied.

6.3.1 Correction of Track and π0 Detection

Thedifferences between data and simulation have been investigated
in earlier BABAR analyses. Hence the resulting corrections can be
used here and are summarized below, while detailed descriptions
of each method with the corresponding references are given in
App. C.4.

• Tracking correction: the efficiency of detecting a π± in the
final state π+π−3π0γ is overestimated in simulation by 0.47%
per charged track. This results in a correction of 0.9% for
both charged pions and an uncertainty of 0.8%.

• π0 correction: analyzing the process e+e− → ωπ0γ shows that
the efficiency of detecting a neutral pion is overestimated
in simulation by 3.0% with an uncertainty of 1.0%. Hence
for the channel e+e− → π+π−3π0γ a correction of 9.0± 3.0%
results, contributing to the total systematic uncertainty.

6.4 relative fractions of the ω2π0γ and ηπ+π−γ in-
termediate states

A precise determination of the respective production contributions
via ω2π0 and ηπ+π− and the fraction not covered by these channels
is interesting on its own, but moreover it is needed to evaluate
efficiency of the full π+π−3π0 channel reliably. Furthermore, it will
be useful later when the channel e+e− → π+π−3π0γ is subtracted
as a background from the e+e− → π+π−2π0γ data in Sec. 7, since
the two available MC samples e+e− → ω2π0γ → π+π−3π0γ and
e+e− → ηπ+π−γ → π+π−3π0γ must be mixed properly.
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Figure 70.: pπ0 distributions for the ω2π0 (red) and ηπ+π− (blue)
MC samples (both normalized to unit area) for the first
(highest energetic, top), second (middle), and third
(lowest energetic, bottom) π0. Full selection applied.
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the calculation of this distribution, one for each π0. Full
selection applied, both normalized to unit area.

Until this measurement the general assumption was that the
intermediate states ω2π0γ and ηπ+π−γ overwhelmingly dominate
the production of the final state π+π−3π0γ. To inspect this hypoth-
esis, the corresponding three pion mass distributions have been
fitted phenomenologically with Gaussian distributions and a linear
background in data in Fig. 74 and for simulation in Fig. 75.
As visible in Fig. 76, the distributions ofM3π0 andMπ+π−π0 have

different shapes in data compared to the ω2π0 and ηπ+π− simula-
tions. This is due to the fact that in each simulated sample only one
intermediate state is represented, while in data also events from
other production channels pollute the plot of each resonance. In
the case of ω2π0 the background shape is different from the plane
background in data. It is not possible to fit the ω2π0 MC sample
with a single Gaussian – as done successfully in data – but a double
Gaussian has to be used in order to achieve a reasonable fit. Since
the wider Gaussian is considered to be produced by combinatiorics
(which are submerged in the underlying distribution of the other
channel(s) in data), the event yield is extracted from the central
Gaussian’s parameters.
In Figs. 77, 78, and 79, the 2D-distributions of M3π0 versus

Mπ+π−π0 are shown as scatter plots. From the ω2π0 and ηπ+π−
simulations (Figs. 77 and 78, respectively) it can be deduced that no
cross feed between the two resonances is expected from simulation.
Since the resonances J/ψ and ψ(2S) are not included in the sim-

ulation samples, the production contributions are extracted for
M5π < 2.9GeV in order to avoid possible bias. To extract the contri-
butions we first measure the fit efficiency via simulation because we
need to know the probability for a real resonance event to escape
the fitting procedure. Thus we perform the fitting (see Fig. 75) and
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Figure 72.: pπ0 distributions for data (black) and 2π3π0 simulation
cocktail (blue) for the first (highest energetic, top), sec-
ond (middle), and third (lowest energetic, bottom) π0.
Full selection applied, all normalized to unit area.
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Figure 78.: Scatter plot of M3π0 and Mπ+π−π0 from ηπ+π− simula-
tion with a clearly visible η-peak.
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contribution measurement in simulation, 100% being the hypo-
thetical result. The results in data are then normalized to ε, the
efficiency determined from the MC samples:

ε ∶=
Npeak

Ntot
(MC) , B ∶=

Npeak
Ntot
(data)
ε

. (55)

Npeak is the number of events in the fitted peak, while Ntot is the
total number of events. The weights to mix the π+π−3π0γ-MC
cocktail are calculated accordingly:

wω =
B(ω)

B(ω) + B(η)
, wη =

B(η)
B(ω) + B(η)

, (56)

where B(ω) is the fraction B evaluated for the ω peak, while B(η)
is the fraction B evaluated for the η peak. Hencewω andwη are the
weights calculated for the intermediate states ω2π0γ and ηπ+π−γ,
respectively. The results can be studied in Tab. 5. In ηπ+π−γ simula-
tion we observe an efficiency of 0.914 ± 0.009, while in the ω2π0γ
sample it is 0.769±0.003. The raw event fractions are 0.234 ± 0.004
for ηπ+π− → π+π−3π0 and 0.290 ± 0.005 for ω2π0 → π+π−3π0.
When extracting the relative contributions corrected for the detec-
tion efficiency, the result is 0.257 ± 0.006 for η and 0.377 ± 0.007
for ω, which is in disagreement with the prior assumption that the
final state 2π3π0 was overwhelmingly dominated by the interme-
diate states ηπ+π− and ω2π0. Both simulation samples scaled to
their respective contributions are shown in Fig. 80 in comparison
to data, demonstrating the dominance of the simulated channels at
low masses. At higher masses it is observed that a large fraction of
events is not accounted for by the simulated channels, suggesting
that they may be produced via different mechanisms.
Amore thorough study regarding the evolution of these fractions

as a function of the total invariant hadronic mass can be found in
Tab. 6. This table also includes the J/ψ -region, which exhibits an
especially small production fraction for the ηπ+π− case. According
to existing measurements the J/ψ -peak in 2π3π0 has a much larger
contribution from ω2π0 than from ηπ+π−. This can be calculated
from the respective branching fractions [43]:

B(J/ψ → ω2π0 → 2π3π0)
B(J/ψ → ηπ+π− → 2π3π0)

= 23 ± 11 . (57)

This is in agreement with the newly measured production frac-
tions in Tab. 6, where the ratio comes out as 14.9 ± 2.2, which still
includes the fraction of events not produced via the J/ψ resonance.
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Figure 80.:M5π (left) and χ25π (right) distributions in the range 0 ≤
M5π/(GeV/c2) ≤ 2.9 in data after continuum subtrac-
tion (black) and the simulated signal channels ηπ+π−
(blue) and ω2π0 (red) scaled according to the η and ω
yields, respectively, as well as their sum (turquoise). The
purple distributions show the difference between data
and the sum of the simulations.
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Figure 81.: The final e+e− → π+π−3π0 cross section calculated as de-
scribed in the text (black) as well as the extreme cases us-
ing the efficiency from the ηπ+π− (blue) and ω2π0 (red)
simulations, respectively, for the unaccounted event frac-
tion. Only statistical uncertainties are included.

6.5 cross section

The differing calculations for the total efficiency (as seen in Fig. 67
from the simulation samples ω2π0 and ηπ+π−) can be used in
combination with the production fractions determined above to
calculate the cross section. The approximately 26% and 38% of all
events are produced via the intermediate states ηπ+π− and ω2π0,
respectively, are simulated in the existing MC samples, so their
total efficiency is well known. The remaining fraction of about
37% does not have a dedicated sample to calculate its efficiency.
Since the comparison of the momentum distributions in Figs. 71, 72
shows that the cocktail of the ηπ+π− and ω2π0 simulations mixed
according to their measured production fractions describes data
very well, this signal simulation cocktail is used to calculate the
efficiency of the remaining fraction of events. The result is shown
in Fig. 81, at low masses exhibiting a smooth distribution peaking
around 1.6GeV/c2 with a strong tail even reaching 2.5GeV/c2. At
higher masses the resonances J/ψ and ψ(2S) are very prominently
featured. The graph also includes the extreme cases, where instead
of the cocktail either pure ηπ+π− or ω2π0 simulation is used to cal-
culate the efficiency of the remaining fraction. These extreme cases
give a measure of the systematic uncertainty due to the unknown
efficiency of the unsimulated events, explored in detail in Sec. 6.6.
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6.6 systematic uncertainties of the cross section
e+e− → π+π−3π0

Due to the different kinematics of the intermediate states e+e− →
ω2π0γ and e+e− → ηπ+π−γ, their χ2π+π−3π0γ distributions differ and
hence the detection efficiencies determined from either the ω2π0γ
or the ηπ+π−γ simulation sample deviate by up to 67% from each
other, depending on the invariant massM5π.

As outlined above, 37% of the π+π−3π0γ events are produced
through other channels or phase space and the detection efficiency
of these events is approximated by the efficiency of the signal simu-
lation cocktail. It has been checked in an almost background-free
data sample around the J/ψ resonance that the efficiency of the
χ25π requirement is in excellent agreement between data and the
simulation cocktail, showing relative differences of less than 5 %.
The difference between the ω2π0γ and ηπ+π−γ efficiencies is taken
as the uncertainty for the event fraction not simulated by the ω2π0γ
or ηπ+π−γ samples. This results in a total relative uncertainty of
37% ⋅ 67% = 25% for the e+e− → π+π−3π0γ cross section. The
only other considerable source of uncertainty is the subtraction of
continuum background. Its uncertainty amounts to 3%, 7%, 13 %,
and 20%, respectively, forM5π below 2GeV, 2.5GeV, 3.2GeV, and
above. Hence, in the same intervals, the total systematic uncertain-
ties become 25%, 26%, 28%, and 32%.

6.7 J/ψ branching fraction

The J/ψ resonance is also produced as an intermediate state of the
process e+e− → π+π−3π0, as evidenced by the large peak around
3.1 GeV/c2 in the cross section. This peak can be used to extract
the branching fraction BJ/ψ→2π3π0 . By fitting a normal distribu-
tion (due to the extremely small width of the resonance ΓJ/ψ =
(92.9 ± 2.8)keV/c2, the peak shape is dominated by detector reso-
lution) to the peak observed in data as shown in Fig. 82, the size
of this production channel is determined. The “background” from
other production mechanisms is flat and thus modeled by an addi-
tional first order polynomial. The parameters resulting from the
fit can then be used to extract the J/ψ -yield after normalization to
luminosity and efficiency:

BJ/ψ→2π3π0 ⋅ σ J/ψint =
N(J/ψ → 2π3π0)

dL/dE ⋅ ε
= 359 ± 11stat ± 21fit ± 97systMeVnb .

(58)
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Using MJ/ψ = (3096.916 ± 0.011)MeV/c2 [43] and the following
relation [38], the product of branching fraction and electronicwidth
can be calculated:

BJ/ψ→2π3π0 ⋅ ΓJ/ψee =
N(J/ψ → 2π3π0) ⋅M2

J/ψc4

6π2 ⋅ ħ2c2 ⋅ dL/dE ⋅ ε
= 149 ± 4stat ± 9fit ± 40systeV .

(59)

With ΓJ/ψee = (5.55 ± 0.14)keV [43], the branching fraction follows:

BJ/ψ→2π3π0 = (2.7 ± 0.1stat ± 0.8syst ± 0.1input) × 10−2 . (60)

Here, the model uncertainty due to the fit has been combined with
the general systematic uncertainty of the cross section measure-
ment. The model uncertainty due to the fit function is determined
by repeating the fit using different functions. A normal distribu-
tion plus second order polynomial as well as a Voigt profile plus
first order polynomial and also the sum of a normal distribution
plus a Voigt profile over a first order polynomial (see Fig. 83) are
studied. The maximum of the differences to the nominal result
is taken as the systematic uncertainty. In addition, the systematic
uncertainty of the general analysis is applied, which amounts to
28%. Background subtraction is applied in the usual manner as
shown in Fig. 84. The acceptance is determined from the ω2π0

simulation due to its overwhelming dominance over the channel
ηπ+π− outlined above (Sec. 6.4). Furthermore the acceptance and
efficiency has been fitted with a constant to minimize statistical
fluctuations. The relative uncertainty of this fit is also added in
quadrature to the uncertainty of the branching fraction.
The uncertainty due to the input values (ΓJ/ψee , MJ/ψ, and ħc) is

propagated to give 0.1input × 10−2.

summary of the channel π+π−3π0γISR

The cross section e+e− → π+π−3π0 had only been measured very
crudely up to now. This leads to the effect that no Monte Carlo sim-
ulation generator for the full channel could be produced. Despite
this obstacle, whichmakes the acceptance and efficiency determina-
tion exceptionally difficult, this cross section is now analyzed with
a systematic uncertainty of 25% to 32%, resulting in a much clearer
picture, as witnessed by the comparison to the previous world data
set in Fig. 85. Besides being more precise, the new cross section
also encompasses a wider energy range, especially the resonances
J/ψ and ψ(2S). Furthermore the intermediate structures are stud-
ied. This yields the unexpected result that the intermediate states
ω2π0 and ηπ+π− only dominate production at low energies. Fi-
nally, the previously unknown branching fraction J/ψ → π+π−3π0

is extracted, with the result 2.7 ± 0.8%.
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Figure 82.: J/ψ peak in the e+e− → π+π−3π0 cross section, includ-
ing the fit of a normal distribution over linear back-
ground.
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ing the fit of the sum of a Voigt profile plus a normal
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plied.
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7
THE CHANNEL π+π−2π0γISR

Up to now, the cross section e+e− → π+π−2π0 had only been mea-
sured over small energy ranges below 2.2GeV and with especially
poor accuracy above 1.4GeV, witnessed by the limited data sets in
Fig. 17. Besides leaving a lot to be discovered about this process
itself, this also means that its contribution to the prediction of the
muon anomalous magnetic introduces a major part of the total un-
certainty. After investigating the process e+e− → π+π−3π0, which
also acts as a background to e+e− → π+π−2π0, a precise measure-
ment of the cross section e+e− → π+π−2π0 can be pursued.
In this chapter, the cross section analysis of the channel e+e− →

π+π−2π0γISR is summarized. It consists of an event selection closely
adjusted to the final state, followed by two different background
subtraction methods. Furthermore, the effect of the detector mass
resolution is investigated before applying several efficiency correc-
tions and radiative corrections. These additional steps are necessary
to reach the accuracy goal of 5 %. Finally, the cross section is ex-
tracted and the analysis is expanded by a deeper look into the
internal structures of the production process.

7.1 event selection

The event selection for the π+π−2π0 cross section determination
consists of a variety of requirements, most of which have already
been described among the more general selection in Ch. 5. The
remaining requirements, which are specific to this final state, are
summarized below:

• Number of photons Nγ ≥ 5,

• 0 < χ22π2π0 < 30, where χ22π2π0 serves as a test of the goodness
of the kinematic fit in the 2π2π0γ hypothesis,

• χ22π2π0 < χ22ππ0η ∧ χ22π2π0 < χ22π2η, where χ22ππ0η and χ22π2η serve
as a tests of the goodness of the kinematic fits in the 2ππ0ηγ
and 2π2ηγ hypotheses, respectively.

Requirements specific to the channel e+e− → π+π−2π0γISR

For the final state π+π−2π0γISR, five photons are necessary, since
only the decay π0 → γγ is considered.1 This is enforced by the

1 The cross section is corrected for only considering this decay by dividing by the
square of the branching fraction B(π0 → γγ) = (98.823 ± 0.034)% [43].

113
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requirement Nγ ≥ 5. Events with more than five photons can either
come from physical background processes or radiative effects or
machine background. The first case is treated in Sec. 7.2, while
the second effect is corrected as described in Sec. 7.4. The latter
pollution is cleaned up in two steps: in the first stage, only photons
with an energy of more than 50MeV are considered (see Sec. 5.4),
leaving only a negligible fraction because machine background
photons are predominantly low-energetic. The second phase is
the kinematic fit, in which a random photon has an insignificant
probability of matching the signal hypothesis for a given event,
further reducing the contribution.
The most important requirement is 0 < χ22π2π0 < 30, therefore its

effect is studied in more detail in Sec. 7.3.2.
The requirement χ22π2π0 < χ22ππ0η ∧ χ22π2π0 < χ22π2η suppresses

events with one or two η mesons in the final state instead of π0. If
the η meson decays into two photons (B(η → γγ) ≈ 39.3%), the
detector receives the same particles as in the case of the π0. To
detect these events, the kinematic fit is also performed under the
π+π−π0η and π+π−ηη hypotheses. In data (2.02 ± 0.02)% of all
events are rejected by the η-veto. We can study the false rejection
rate using the 2π2π0 simulation since it does not contain any η
mesons. In the signal MC sample the η-veto has a survival rate
of (99.519 ± 0.005)% in the region χ22π2π0 < 30. Since this is the re-
quirement for the analysis, it is concluded that (0.481±0.005)% of
the signal events are falsely rejected, an effect which is compensated
by dividing by the efficiency. Subtracting the mis-rejected events,
(1.54 ± 0.02)% of the events in data must originate from actual
background processes like e+e− → π+π−π0ηγ, e+e− → π+π−ηηγ.

Effect of the kinematic fit

During the kinematic fit outlined in Sec. 5.5 a large number of events
is discarded since they do not fulfill the constraints imposed by
energy-momentum conservation and the physical π0 mass. These
events and other events with non-converging kinematic fits are
assigned values ≥ 20000 for χ24π. Furthermore, a cut is placed at
χ24π < 30 to reject most background processes while retaining a
large fraction of the signal events. From the comparison of the
shapes of the χ2 distributions in data and signal simulation shown
in Fig. 86 it is apparent that there are overwhelmingly many back-
ground events in the tail above χ24π = 30. After applying the full
selection, 167150 events are left in data, which can be observed in
Fig. 87 in theM4π distribution, which shows a few structures not
predicted by simulation. The corresponding distributions as a func-
tion of χ24π are shown in Fig. 88, where data is slightly wider than
simulation. This difference is due to the fact that no background
subtraction has been performed yet and the simulation might be
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Figure 86.: Distributions of χ22π2π0 in data (black) and signal simula-
tion (blue, scaled to the same area as data) in the Level
2 ntuples. A considerably heavier tail is seen in data
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Figure 87.: Distributions ofM4π after selection in data (black) and
signal simulation (blue, scaled to the same area as data).

of limited accuracy, leading to different shapes in simulation com-
pared to data. This discrepancy is resolved in Sec. 7.3.2, where the
systematic uncertainty due to requiring particularly χ24π < 30 is
assessed. The event numbers of the different samples after applying
the full selection are listed in Tab. 7.
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Figure 88.: Distributions of χ22π2π0 after selection in data (black) and
signal simulation (blue, scaled to the same area as data).

Table 7.: The available data and simulation samples. All numbers
after full selection. (Nraw is the produced number of events,
f is the factor to scale each simulation to the same lumi-
nosity as observed in data, Neff = f ⋅ Nraw)
Channel Nraw f Neff Nraw/Ndata

data 167150
signal 836662 836662 5.01
uds 10584 1.10 11678 0.06
τ+τ− 3 1.03 3 2 ⋅ 10−5
π+π−π0 2047 0.122 249 0.012
2(π+π−π0) 7 5.54 39 4 ⋅ 10−5
K+K−2π0 220 1.15 254 10−3
KsK±π∓ 17474 0.04 679 0.1
ηπ+π− 18851 0.023 443 0.11
ω2π0 72352 0.026 1860 0.43
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7.2 background subtraction

A small fraction of background events survives the selection out-
lined in Secs. 5 & 7.1. These events fall into two main categories:
ISR and continuum production. The contribution from the chan-
nel e+e− → τ+τ−(γ) is negligible as will be shown in Sec. 7.2.2.
Background from BB and DD events is negligible as well due to
the requirement of a high energetic photon. The amount of back-
ground surviving the event selection is determined from simulation
(normalized by comparing to data) for continuum processes. ISR
backgrounds are also subtracted using simulation (albeit possibly
after reweighting to make the mass distributions more precise).
The channel e+e− → π+π−3π0γISR has to be measured in order to
subtract its contribution reliably. This measurement is described
in Ch. 6 and its results are used here to subtract the corresponding
background contribution.
As a cross check, a data-drivenmethodwill be applied in Sec. 7.2.5.

7.2.1 Continuum Background

As in the e+e− → π+π−3π0 analysis, the first contribution to be
subtracted is continuum hadron production, whoseM4π and χ24π
distributions are shown in Fig. 89. Also like before, it is advanta-
geous to scale this MC sample by measuring the π0 yield in data
and simulation, using the same method outlined in Sec. 6.2.1. The
π0 yields in data and continuum simulation extracted over the full
invariant mass spectrum are shown in Fig. 90.
An interesting feature in the data plot is a peak at very small

masses (MγISRγ ≲ 0.1GeV). This peak originates from the com-
bination of the real (as opposed to fake) ISR photon with either
an additional NLO ISR photon or simply with a low energetic
background photon. It does not show up in the simulation, since
machine background and NLO effects are not modeled properly.
The global normalization factor from comparing the π0 yields in

data and continuum simulation (scaled to the same luminosity) is
fuds = 0.346 ± 0.031. Now it has to be checked whether this global
(meaning 0.5 < M4π/GeV/c2 < 4.5 and all other selection criteria)
result holds for each slice of the whole energy spectrum.
In order to verify this, we split up our energy range into seven

slices: M4π < 1.2GeV, 1.2GeV < M4π < 1.7GeV, 1.7GeV < M4π <
2.2GeV, 2.2GeV < M4π < 2.7GeV, 2.7GeV < M4π < 3.2GeV,
3.2GeV < M4π < 3.7GeV and M4π > 3.7GeV. The same routine
as above is applied for each slice in data and uds simulation. The
result is shown in Fig. 91. In uds simulation the π0 peak is well
visible in all mass slices except the lowest mass region, as it contains
hardly any entries. In data the low-mass slice shows no π0 peak
because combinatiorial background is too high. In the intermediate



118 the channel π+π−2π0γisr

data  M
4π

(GeV/c
2
)

E
v
e
n

ts
/(

2
0
 M

e
V

/c
2
)

Data raw -> σ
tot

/dM

0

500

1000

1500

2000

2500

3000

3500

4000

0.5 1 1.5 2 2.5 3 3.5 4 4.5

 M
4π

(GeV/c
2
)

E
v
e
n

ts
/(

2
0
 M

e
V

/c
2
)

0

20

40

60

80

100

120

0.5 1 1.5 2 2.5 3 3.5 4 4.5 χ
2
4π

E
v

e
n

ts
/(

0
.5

 u
n

it
s 

χ
2
)

0

20

40

60

80

100

0 10 20 30 40 50 60 70 80 90 100

 χ
2
4π

E
v

e
n

ts
/(

0
.5

 u
n

it
s 

χ
2
)

0

20

40

60

80

100

0 10 20 30 40 50 60 70 80 90 100

Figure 89.: Distributions of M4π (top) and χ22π2π0 (bottom) of the
uds simulation after application of the selection. The
results are already scaled, see text for explanation.
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Figure 90.: Distributions the γISRγ invariant mass for all γISRγ com-
binations in uds simulation (top) and data (bottom).
The peak at low masses in data is most likely due to
machine background or additional NLO radiation. The
full mass range 0.5 < M4π/GeV/c2 < 4.5 is shown.
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slices, the π0 as well as the peak frommachine background or NLO
ISR is very pronounced. The high mass slices consist purely of the
π0 peak and some background. For the normalization factor π0

peaks in both samples (data and simulation) are necessary. Thus
the lowest mass slice cannot be used to study the mass-dependence
or, effectively, there is virtually no continuum background in this
mass region.

Table 8.: uds scaling factors fuds in the whole range of mass bins
with their statistical uncertainties δ fuds from the fit.
M4π(GeV/c2) fuds δ fuds (δ fuds)/ fuds

1.2 – 1.7 3.73 0.71 0.19
1.7 – 2.2 0.583 0.109 0.19
2.2 – 2.7 0.216 0.042 0.20
2.7 – 3.2 0.243 0.038 0.16
3.2 – 3.7 0.139 0.032 0.23
3.7 – 4.5 0.142 0.027 0.19
total 0.346 0.031 0.09

As seen in Fig. 92, there is a significant deviation from the global
scaling factor. At low masses, the normalization factor seems to
be much larger than at high masses. The region 1.2GeV < M4π <
1.7GeV produces a scaling factor an order of magnitude larger
than the global value, but has very large uncertainties. The range
1.7GeV < M4π < 2.2GeV also seems to include significantly more
continuum background. Accordingly, the higher mass range values
all lie below the global scaling. To account for this effect, a dynamic
M4π-dependent scaling is introduced, which uses an exponential
function plus constant fitted to the measured scaling factors (also
shown in Fig. 92). Outside of the measured points, the function
value at the corresponding edge is used. The uncertainties are taken
from the measured points and are thus highly mass-dependent,
which will be taken into account in the total systematics. From the
numbers in Tab. 8 it can be deduced that the relative uncertainty
of the scaling points is approximately 20% or less in the complete
mass spectrum. When figuring in the fact that the uds background
contribution is less than 5 % up toM4π = 3.2GeV/c2 and averages to
10% for higher masses (by rising from 5 % to 15 %), demonstrated
in Fig. 93, it is estimated that the systematic uncertainty due to
continuum subtraction is less than 1 % for M4π ≤ 3.2GeV/c2 and
approximately 2% above.

An Aside: χ24π Sideband Region

In order to increase the statistics of the uds normalization, it was
suggested to extend the study to a wider χ24π region. Improving
statistics by this method proved to be infeasible since the results
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Figure 91.: Distributions of the invariant γISRγ mass for uds simula-
tion (left panels) and data (right panels). Mass ranges
from top to bottom: M4π < 1.2GeV/c2, 1.2GeV/c2 <
M4π < 1.7GeV/c2, . . ., 3.2GeV/c2 < M4π < 3.7GeV/c2,
M4π > 3.7GeV/c2.
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Table 9.: χ24π sideband region: uds scaling factors fuds in the whole
range of mass bins with their statistical uncertainties δ fuds
from the fit.

M4π(GeV/c2) fuds δ fuds
1.2 – 1.7 0.709 0.054
1.7 – 2.2 0.551 0.065
2.2 – 2.7 0.447 0.040
2.7 – 3.2 0.446 0.044
3.2 – 3.7 0.606 0.056
> 3.7 0.622 0.055
total 0.517 0.012

inside the signal region 0 < χ24π < 30 turned out to be significantly
different from the sideband 30 < χ24π < 100. The global result in the
sideband region is 0.517±0.012 (to be compared with 0.346±0.031
in the signal region). The corresponding plots can be found in
App. C.3 as Figs. 149, 150, 151 with the corresponding scaling factors
listed in Tab. 9. Therefore including this wider region would only
introduce an additional systematic uncertainty.

7.2.2 e+e− → τ+τ−(γ)

The process e+e− → τ+τ−(γ) is simulated by the generator
KK2f [166, 174–176] including radiative corrections up to order α,
while using the library TAUOLA [177] for τ decays. In the first step,
the generator produces the channel e+e− → τ+τ−(γ) as a spinless
process but including radiative corrections. In the second step, the
effect of possible polarization of the incoming e± beam is calculated
as well as the dependence of the τ decay on its polarization.
Since the process e+e− → τ+τ−(γ) can be calculated in QED, the

theoretical scaling factor (1.03) is reliable for our simulated sample
with respect to luminosity. Still, it is useful to cross check this expec-
tation by comparing to data. Once the uds normalization has been
completed, the variable called ∆min (orDelta min) can be used for
this purpose. This variable gives the minimum value of all angles
between a charged track and the ISR photon in each event. In ISR
processes, large values of ∆min are preferred due to the high-energy
ISR photon. Thus, at small angles this distribution is dominated
by two contributions: τ+τ−(γ) and continuum background, while
other contributions are negligible. Therefore after subtracting the
normalized uds MC sample from data we can check the τ+τ−(γ)
MC normalization.
In Fig. 94 the ∆min distributions for data, uds and τ+τ−(γ) simu-

lations are plotted on a logarithmic scale. A closer zoom is given
in Fig. 95 on a linear scale with signal simulation shown as well. It
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Figure 94.: ∆min distributions (note the logarithmic scale), data in
black, uds (blue) is scaled as explained above, τ+τ−(γ)
(red) is not scaled.

is clear that after subtracting uds from data only very little back-
ground is left. In fact this background is so small, it is not even
necessary to determine an exact normalization factor. The lower
panel in Fig. 95 proves that the maximum scaling factor could be
in the order of 10. Taking into account the cut on ∆min > 1.2 rad
(explained in Sec. 5.7) it is evident that no significant contribution
remains even after a possible normalization, also rendering a τ-PID
unnecessary.

7.2.3 e+e− → µ+µ−2π0

For the muon-events remaining after PID-rejection (see Sec. 5.7.2)
no simulation is available, so they have to be removed by other
means. If the selector inefficiency is well known, this can be im-
plemented directly in data. From the PID-tables of the BABAR PID-
database we see that the µ-selector has an inefficiency of η1T ≈ 15%
per track, thus giving a survival rate of ∼ 2.25% for two real muons
to remain undetected. Therefore ∼ 2.25% of the ψ(2S)→ µ+µ−2π0

background is mistakenly not removed from data. This effect is
addressed by fitting theM4π line shape of the survival rate for the
µ-veto with a Gaussian, plotted in Fig. 53, where a dip down to
approximately 25% is observed around the ψ(2S)mass. The fitted
function is then used to calculate the scaling factor for the remain-
ing fraction of data, averaged over the bin width, shown in Fig. 96.
Within ±3σ of the peak this procedure essentially scales the data
distribution such that the rejected background is augmented by the
desired 2.25%. For a complete outline of the method see App. C.2.
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Figure 95.: ∆min distributions, data in black, 2π2π0 simulation in
turquoise, uds simulation in blue, τ+τ−(γ) simulation in
red. In the upper panel the three original distributions
are shown (2π2π0 simulation is scaled to the same peak
height as data, the uds sample is scaled as explained
above, while the τ+τ−(γ) sample is not scaled), in the
lower panel the black points show the remainder after
subtracting uds from data.
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7.2.4 ISR Background Channels

Besides the continuum, τ+τ−(γ), and µ+µ−2π0 backgrounds, there
also are certain ISR channels that need to be studied as possible
background contributions. These channels are:

• e+e− → 4π2π0γISR

• e+e− → π+π−π0γISR

• e+e− → KsK±π∓γISR (Ks → 2π0)

• e+e− → K+K−2π0γISR

• e+e− → ηπ+π−γISR

• e+e− → ω2π0γISR (ω → π+π−π0)

As shown in the following, the simulation samples of the chan-
nels KsK±π∓γISR & π+π−π0γISR are reweighted according to exist-
ing measurements to improve the precision of their contributions,
while the 2π3π0γISR sample is reweighted according to the count
rate result achieved in Sec. 6. All other ISR channels are globally
scaled. The global scaling factors listed in Table 3 are obtained by
convoluting the measured cross sections with the ISR-luminosity
and integrating the resulting distribution. This gives the expected
number of events in the respective channel (and, when divided
by the integrated luminosity, an effective total cross section). The
ratio of the expected number of events and the number of events
available on MC-true level then defines the global scaling factor.

The Reweighting Procedure

In the case of some channels, the simulation is slightly outdated,
such that cross section with higher precision have been measured
experimentally (KsK±π∓γISR & π+π−π0γISR by BABAR and SND).
Therefore, a correction of the simulated mass distributions is ap-
plied. In order to do this, the measured cross section is converted
into a radiative event distribution by convoluting it with the radiator
function. A reweighting list is then computed by dividing the event
distribution of measured data by the event distribution in MC-true
invariant mass from simulation (both have to be normalized be-
forehand). That way, a list of scale factors corresponding to each
bin of MC-true invariant mass is generated. The corresponding
weight is now applied to each MC event. Thus the MC-true mass
distribution is equivalent to the measured (radiative) distribution
and can be used for further studies.
For the 2π3π0γISR channel it is not necessary to take the detour

via the cross section and the radiator function in order to get the
radiative event distribution. Since we are performing this analysis
as well, we simply extract the event yield directly from data.
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Figure 97.:M4π-distributions for various background contribu-
tions: (a) π+π−π0, (b) 2π+2π−2π0, (c) KsK±π∓, (d)
K+K−2π0, (e) ω2π0, (f) ηπ+π−. In panels (c), (e), and
(f), where reweighting was performed in addition to
the global scaling, the distribution before reweighting
is shown in red.
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π+π−π0γISR

This channel is reweighted in themass range0.645GeV/c2 ≤ Minv ≤
3.0GeV/c2 according to a compilation of the measured cross sec-
tions from SND and BABAR in Ref. [118–120]. After the selection
requirements, especially χ23π ≥ 25, very few events of this channel
still show up as seen in Fig. 97, where each bin contains less than
10 events. The remainder which is subtracted is about 0.2% strong
(in comparison to the 2π2π0 signal in its peak region). The relative
statistical uncertainty of the 3π simulation is ≲ 15% in its peak,
thus giving a negligible contribution of 0.2% ⋅ 15% = 0.03% to the
2π2π0 cross section uncertainties.

2π+2π−2π0γISR

Unfortunately the simulated sample for this channel is very low in
statistics. Nonetheless it is visible in Fig. 97 that the contribution
in the peak region has a magnitude of less than 0.25%. A more
precise approximation than this very crude and conservative one
is neither possible at present nor needed since in total less than 40
events from this background channel are expected after scaling to
luminosity.

KsK±π∓γISR

This channel is largely suppressed by the Kaon-PID requirement.
It has been simulated with very high statistics, thus it was scaled
down according to luminosity and total measured cross section.
Its differential cross section had been measured at the BABAR ex-
periment [178] and is shown in Fig. 98. Using the measured cross
section to reweight the simulation sample, significant improve-
ments are achieved, visible in Fig. 97. The relative statistical uncer-
tainty in the peak region is approximately ∼4.5%. However, when
weighted by its relative fraction of ∼0.3%, this results in a negligible
contribution of 0.3% ⋅ 4.5% = 0.0135% to the 2π2π0 cross section
uncertainties.

K+K−2π0γISR

This background is strongly suppressed by the Kaon-PID require-
ment since it produces two charged kaonic tracks which can be
identified. Hence only (5.7±0.36)% of the K+K−2π0 events survive
the selection, the rest is rejected. Similar to the 3π case, this is a
small effect of about 0.15 % relative contribution. Given the statisti-
cal uncertainty of about 30% in the peak region, its contribution
of 0.15% ⋅ 30% = 0.045% to the total error is negligible.
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Figure 98.: Themeasured e+e− → KsK±π∓ cross section. Reprinted
with permission from Ref. [178], ©2008 by the Ameri-
can Physical Society.

π+π−3π0γISR

The process e+e− → π+π−3π0γ has been studied in Chapter 6 since
no complete simulation exists for this channel. In the same chap-
ter, a π+π−3π0γ simulation cocktail is constructed from the ex-
isting simulated subchannels e+e− → ω2π0γ → π+π−3π0γ and
e+e− → ηπ+π−γ → π+π−3π0γ. This simulation cocktail can now
be reweighted using the new precise measurement. The resulting
M4π distribution is shown in Fig. 99 in red.
For comparison, the single MC samples e+e− → ηπ+π−γ →

π+π−3π0γ and e+e− → ω2π0γ → π+π−3π0γ are also reweighted,
shown in blue and purple, respectively. It is clear from the plot
that their shapes are similar, yet a significant difference exists even
after reweighting to the same M5π distribution. The different ef-
ficiencies of surviving the π+π−2π0γ selection of two intermedi-
ate states may be the result of differing kinematic distributions
between the two channels. As observed in Figs. 69 & 70, the mo-
mentum distributions of the three π0 are much more narrow in
the ηπ+π−MC sample than in the ω2π0MC sample. This effects
better compatibility of ηπ+π− with the π+π−2π0 hypothesis since
energy-momentum-conservation is violated to a lesser extent when
one π0 is not detected. Therefore the kinematic fit of the π+π−2π0

hypothesis works better for events from the ηπ+π− sample, demon-
strated by Fig. 100, yielding higher survival rates in the χ24π < 30
requirement.
There is no significant discrepancy between data and the π+π−3π0γ

simulation cocktail in the π0 momentum distributions as observed
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Figure 100.: χ24π distributions for ω2π0 (red) and ηπ+π− (blue)
simulation. Full π+π−2π0γ-selection except χ24π-
requirement applied, both normalized to unit area.



7.2 background subtraction 131

in Figs. 71, 72. This indicates a realistic simulation sample and thus
a reliable subtraction of the π+π−3π0γ channel.
As shown in Sec. 6.4, in the mass range around the J/ψ reso-

nance a massive 15 ∶ 1-dominance of ω2π0 production over ηπ+π−
production is observed. Hence only the reweighted ω2π0 simula-
tion sample is used for background subtraction in the J/ψ -region
2.5 < M4π/(GeV/c2) < 3.3. This is visible in Fig. 99 from the fact
that the histograms of the simulation cocktail and the ω2π0 sample
are identical in this mass region.

7.2.5 ISR Background Subtraction Uncertainty

In order to cross check the ISR background subtraction described
above, which is based solely on simulation, the Novosibirsk subtrac-
tion method using a side band extracted from data (30 < χ24π < 60)
is applied. This is weighted according to the χ24π shapes from sig-
nal simulation and background as outlined in Sec. 6.2.2, the latter
being calculated by subtracting signal and uds simulations from
data in the full χ2-spectrum. The ratio (Nsideband/NMCbkg) compar-
ing the resulting count rates using the two methods is shown in
Fig. 101 and demonstrates good agreement between the methods
on the level of < 1% in the peak region. From this distribution, the
relative systematic uncertainties of the ISR background subtrac-
tion method are estimated as 6% forM4π ≥ 2.7GeV/c2 and 1 % for
1.2GeV/c2 ≤ M4π < 2.7GeV/c2.
Since the ratio of two small numbers with statistical uncertain-

ties can change quickly, no constant relative systematic uncertainty
can be assigned in the low-mass regionM4π < 1.2GeV/c2. Instead,
an absolute systematic uncertainty is determined for each bin in
this region. For this purpose, the difference between both sub-
traction methods is used, as shown in Fig. 102 after dividing the
count rates by luminosity (see Sec. 3) and efficiency (see Sec. 7.3)
to get the difference in the cross section. To minimize fluctua-
tions, a fit is employed to extract the uncertainty. Observing that
the difference vanishes below M4π = 0.65GeV/c2 the function
f (x) = b ⋅ (x − 0.65) is fitted to the distribution (in the range
0.85GeV/c2 ≤ M4π < 1.2GeV/c2, as the statistical and systematic
uncertainties below 0.85GeV/c2 make a cross section determina-
tion infeasible in this region), yielding b = −0.46±0.05.2 Taking the
absolute value, in the region 0.85GeV/c2 ≤ M4π < 1.2GeV/c2 the
systematic uncertainty due to background subtraction is evaluated
as δbkgσ(M4π) = (M4π/(GeV/c2) − 0.65) ⋅ 0.46nb.

2 Letting both parameters of the linear fit function float results in a similar de-
scription: f (x) = 0.52 − 0.70x.
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Figure 101.: Cross check of the count rate with the sideband sub-
traction: ratio (N − Nsideband)/(N − NMCbkg) including
the error bands.
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Figure 102.: Cross check of the cross section with the sideband sub-
traction: difference σsideband − σMCbkg in the low-mass
region. The black line indicates the fit used to deter-
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Summary of Background Subtraction

The description of continuum hadron production is refined by
scaling its simulation sample to the π0 yield measured in data. This
scaling is performed as a function of the invariant massM4π, giving
a very precise background subtraction procedure.
It is further shown that most ISR background channels can be

subtracted from data using existing simulations, in some cases after
reweighting according to measured cross sections. The only excep-
tion is the ISR final state 2π3π0γ, since it had not been measured
with sufficient precision before. This measurement was performed
in Sec. 6 with higher accuracy, such that the uncertainty it con-
tributes is now well below our limiting uncertainties. After this, it
is evident from Fig. 97 and Fig. 103 that all ISR background chan-
nels are either negligible, and therefore do not need to be studied
any further, or can be reweighted according to a measurement and
thus are subtracted reliably. The contributions of the background
channels passing the 2π2π0γ selection are shown as a function of
M4π in Fig. 103 and as a function of χ24π in Fig. 104. The major
contributors in the M4π peak region are continuum (about 2%)
and π+π−3π0γ (about 0.8%).
This results in uncertainties of less than 1 % below 3.2GeV/c2 and

less than 2% otherwise due to continuum background subtraction
as well as less than 1 % for 1.2GeV/c2 ≤ M4π < 2.7GeV/c2 and less
than 6% above due to ISR background subtraction. For M4π <
1.2GeV/c2, a mass dependent uncertainty due to ISR background
subtraction must be applied.
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Figure 103.: The backgrounds to 2π2π0 (data: black): uds (red),
3π (pink), 4π2π0 (black), KsKπ (turquoise), K+K−2π0

(yellow), ττ (green), and 2π3π0 (blue) as a function of
M4π.
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Figure 105.: Total efficiency without any corrections as a function
ofM4π.

7.3 precision efficiency corrections and mass res-
olution

For a cross section measurement it is indispensable to know the
acceptance and efficiency of the measurement precisely. The com-
bination of acceptance and efficiency is calculated by dividing the
number of events in signal simulation after selection and detector
simulation by the number of events originally generated, leading
to the distribution shown in Fig. 105. Since this procedure relies on
the assumption that the simulation properly describes the physical
process, it must be checked whether there are efficiency differences
between data and simulation. Subsequently, these efficiency dif-
ferences must be corrected wherever possible. Furthermore, the
influence of the detector resolution must be investigated and, if
necessary, reversed by an unfolding procedure.

7.3.1 Correction of Track, Photon and π0 Detection

Thedifferences between data and simulation have been investigated
in earlier BABAR analyses. Hence the resulting corrections can be
used here and are summarized below, while detailed descriptions
of each method with the corresponding references are given in
App. C.4.

• Tracking correction: the efficiency of detecting a π± in the
final state π+π−2π0γ is overestimated in simulation by 0.47%
per charged track. This results in a correction of 0.9% for
both charged pions and an uncertainty of 0.8%.

• γ correction: this correction is dependent on the polar angle
of the photon and hence applied to each event individually.
On average, simulation overestimates the detection efficiency
by 1.22% with an uncertainty of 0.17 %.
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• π0 correction: analyzing the process e+e− → ωπ0γ shows that
the efficiency of detecting a neutral pion is overestimated in
simulation by 3.0% with an uncertainty of 1.0%. Hence for
the channel e+e− → π+π−2π0γ a correction of 6.0 ± 2.0%
results, giving a leading systematic uncertainty.

7.3.2 The χ24π Requirement

The requirement χ24π < 30, where χ24π is extracted from the kine-
matic fit in the four pion hypothesis, separates the signal channel
from production processes with different final states. It has to be as-
sessed how this specific choice of the cut value affects the selection
and whether a possible bias is introduced. It is particularly impor-
tant to explore possible differences between data and simulation
introduced by this specific cut value. For similar shapes of the χ24π
distributions in data (after background subtraction) and simulation
after the full event selection except for the χ24π requirement, such
an effect is small, indicating a realistic background description.
In Fig. 106 the effect of the background subtraction is observed,
considerably reducing the difference in shape between data and
simulation. Figure 107 shows the cumulative distributions, equiv-
alent to the relative survival rate at a given χ24π value. From this
distribution it is seen that the effect is on the percent-level or even
lower. To assess the effect more precisely the χ24π requirement is
then varied in fine steps. For the investigation of the survival rate
differences between data and simulation, first the single rate for
each case is calculated relative to the standard cut χ24π < 30:

ε(x) =
N(χ2 < x)
N(χ2 < 30)

. (61)

To compare data and simulation, their ratio is obtained:

η(x) =
εdata(χ2 < x)
εMC(χ2 < x)

. (62)

In Fig. 108, the double ratio η is shown in the χ24π region 30± 12.5,
reaching from χ24π = 17.5, which is dominated by signal events in-
cluding detector resolution, up to χ24π = 42.5, where considerable
background pollution exists as seen in Fig. 106. A difference due to
background of ∼ ±2% between data and simulation is observed for
the double ratio η. This deviation all but vanishes after background
subtraction to the level of ∼ ±0.4%, as seen in Fig. 108 (bottom).
This confirms the supposition that a reasonable background de-
scription has been found. Furthermore no systematic change of
the shape of the M4π distributions in data or signal simulation is
observed when varying the χ24π requirement in this range, hence a
systematic uncertainty of 0.4% is assigned to the global result.
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Figure 106.: χ2 distributions for signal simulation (red, both plots,
normalized to the same area as data in the range χ24π <
30), data (black, top plot), total background (blue, top
plot) and data-background (black, bottom plot).
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Figure 109.: χ2 distributions for signal simulation (red, normalized
to the same area as data in the range χ24π < 30) and
data-background (black).

Clean Sample

In order to investigate the effect of the χ2 requirement in a wider
range, a differentmethod is necessary. Selecting a very clean sample
and analyzing the effect of the χ2 requirement on it on data and sig-
nal simulation is suitable for this purpose. This sample is achieved
by selecting only events with exactly five photons in addition to the
usual full selection (which especially includes the requirement of ex-
actly two charged tracks). The resulting χ2 distributions show good
agreement in Fig. 109. Figure 110 displays – for the clean sample –
the ratio η(x) defined in Eq. 62. Varying the χ2 requirement from
its standard value of 30 up to 100, where no resolution effects are
present, produces relative differences between data and the signal
MC sample within the 0.4% systematic uncertainty determined
above. Hence this cross check confirms the systematic uncertainty
to be sufficiently large, so that no additional uncertainty must be
applied.

7.3.3 Dependence on Resonance Weight

The resonance weight may be slightly incorrect in the generator
AFKQed which is used to calculate the detection efficiency, an ef-
fect which has to be checked. The model used in AFKQed includes
the ρ, ρ′, and ρ′′ resonances as well as the intermediate states ωπ0,
a1(1260)π, and a small contribution from ρ0 f0. The most impor-
tant andmost narrow resonance to be considered here is theω, with
a mass of 782.65GeV/c2 and a width of 8.49MeV/c2 [43]. There-
fore, the efficiency is calculated in the ω-region (0.697GeV/c2 <
M3π < 0.867GeV/c2) as well as a sideband directly above the ω
peak (0.867GeV/c2 < M3π < 1.037GeV/c2) in order to have com-
parable kinematic properties in both regions. Their ratio is shown
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in Fig. 111. The same ratio is constructed between the ω-sideband
region (0.867GeV/c2 < M3π < 1.037GeV/c2) and a region of the
same width just above (1.037GeV/c2 < M3π < 1.197GeV/c2), the
result is shown in Fig. 112.
It is observed that in both cases the ratio differs from unity on the

order of 10%, with slightly smaller effects seen in the second case.
Hence the efficiency differences are predominantly not due to the
presence of a resonance, but to kinematics. Nonetheless we assign
a conservative 10% uncertainty to the fraction of events which is
generated via the ω by AfkQed although it should be produced
non-resonantly.
Therefore, it is calculated from the fits shown in Fig. 113 that in

data, approximately 32.1 % of the events are produced via the ω
resonance, while in simulation about 36.4% are generated this way,
a difference of 4.3%. The events corresponding to these 4.3% are
weighted with the wrong efficiency in the calculation of the cross
section, thus they must be assigned the 10% systematic uncertainty.
Hence, the global systematic uncertainty due to this effect is

10% ⋅ 4.3% = 0.4%.

Summary of Efficiency Corrections

Several corrections have to be applied to the efficiency calculated
from simulation. Firstly, corrections for the γ and tracking effi-
ciency differences between data and simulation must be considered
(see Secs. C.4.1, C.4.2). Furthermore, the even larger correction
due to the π0 efficiency also has to be applied (Sec. C.4.3), which
is a global factor and thus does not change the shape of the mass
spectrum. Finally, it is shown that the χ24π requirement and the
weights of the individual resonances are in good agreement be-
tween data and simulation (Secs. 7.3.2, 7.3.3), so that no corrections
are necessary, only systematic uncertainties need to be applied.
All efficiency corrections are listed in Tab. 10.

Table 10.: Table of efficiency corrections.
Category Correction (%)
Tracking eff. 0.9 ± 0.8
γ eff. 1.2 ± 0.4
2π0 eff. 6.0 ± 2.0
χ24π requirement 0 ± 0.4
Resonance weighting 0 ± 0.4
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Figure 111.: Ratio of the efficiency in the ω region divided by the
ω-sideband.
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7.3.4 Unfolding the Mass Resolution

As observed in Fig. 45, even after kinematic fitting the measured
mass of the hadronic system is blurred due to the finite detector res-
olution. The RMS width of the measured mass distribution around
the “true” mass of the event is 15MeV/c2 in signal simulation. Since
a bin width of 20MeV/c2 is aimed for in the cross section, it must
be investigated whether the shape of the measured mass distribu-
tion is significantly affected by the accidental migration of events to
a different bin. For this purpose, an unfolding of the mass spectrum
is performed.
Trying to determine a fundamental distribution φ(z) (the physi-

cal or “true” distribution) leads to the problem of unfolding defined
by

φ̂(ẑ) = ∫ dzp(ẑ, z)φ(z) , (63)

where φ̂ and ẑ are the measured equivalents of φ and z, respectively.
The function p incorporates the blurring resulting from finite de-
tector resolution. When working with binned intervals of z and ẑ,
the relation translates to

φ̂(ẑi) =∑
j
Ai jφ(z j) , (64)

where A is the transformation matrix (a discretized variant of p)
mapping physical variables to measured observables. Hence, the
distortion of a physical or true vector x⃗ due to detector and other
effects resulting in the measured vector y⃗ can be modeled as3

y⃗ = Ax⃗ . (65)

Here, the observable y⃗ contains the measured distribution, but
x⃗ is the fundamental distribution of interest we want to extract.
Thus, the matrix Amust effectively be inverted. The inversion of
linear systems is extensively studied [182, 183] for matrices known
to full numerical accuracy. The difficulty of unfolding is due to the
limited knowledge of A and y⃗. As every measured observable, y⃗ is
affected by statistical fluctuations. Furthermore, Amust be gener-
ated by Monte Carlo simulations leading to limited precision due
to statistical fluctuations and model error. (The latter effect is not
addressed by unfolding.) Inverting the linear system in Eq. 65 may
lead to unstable solutions, massively enhancing small changes in A
or y⃗. Therefore the challenge of unfolding becomes regularizing the
problem so that the best estimate of x⃗ is found given an imprecise
approximation of A and measured y⃗, as illustrated in Fig. 114.

3 Note that the dimensions of the vectors x⃗ and y⃗ are in general not required to be
equal, see e.g. [179]. Some methods require equality [180], while others require
dim (x⃗) ≤ dim ( y⃗)[181].
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Figure 114.: Schematic depiction of the unfolding process from
Ref. [181]. ©SISSA Medialab Srl. Reproduced by per-
mission of IOP Publishing. All rights reserved.

Two possible solutions to this problem are outlined below and
used in this analysis. The matrix A is constructed from the sim-
ulated two-dimensional distribution (after full selection) of the
MC-true massMinv versus its counterpart after detector simulation
and kinematic fittingM4π, normalized to the total number of events
in each true-bin.

SVD Unfolding

In the first method a Singular Value Decomposition [182] (SVD)
is used in the unfolding procedure. Any real4 matrix M can be
decomposed into

M = USWT , (66)

with U , W orthogonal (i.e. UTU = 1, WTW = 1) and S diag-
onal, Sii ≥ 0. The Sii are called the singular values of M. The
(pseudo)inverse of A is then given by

M−1 =WS−1UT , (67)

where S−1 is easily determined to have 1/Sii as its diagonal elements
and zeros everywhere else. Therefore, the components correspond-
ing to insignificantly small singular values Sii should be neglected
as they may introduce large fluctuations into the inversion.5 More
specifically, it has been shown [184] that using a truncated SVD
serves as a powerful means of regularization.
The first unfolding procedure applied in this analysis relies on

a smoothly truncated SVD. In this method, the transfer matrix A

4 The brief introduction given here is restricted to the real case but can easily be
generalized to complex matrices.

5 Effectively, this is a form of dimensionality reduction as the number of non-zero
singular values of a matrix is equal to its rank and thus the dimension of the
space its rows or columns span.
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Figure 115.: di distribution for the SVD unfolding.

introduced above is combined with the covariance matrix of the
measurement and then decomposed, for more details see Ref. [180].
Observing the distribution of the variable di (defined inRef. [180])

shown in Fig. 115, 92 out of 184 components are retained. This selec-
tion is made following the method outlined in Ref. [180], stating
that higher components become unreliable as soon the values of
the di are of similar magnitude as the spread between them.
Applying this method to the measured mass spectrum after full

selection while retaining 92 out of 184 components, the distribu-
tion shown in Fig. 116 is observed. Clearly, there are no major
changes due to the unfolding, except in the region around the J/ψ
resonance, where the unfolding is not reliable since the resonance
is not simulated. It is obvious from the relative deviation in Fig. 117
that both spectra agree with each other within statistical uncer-
tainties. This is quantified by fitting a constant to the peak region
1.0GeV/c2 < M4π < 2.7GeV/c2, yielding 0.0004 ± 0.0026, good
agreement with zero.

Unfolding using the Least Squares Method with Tikhonov Regular-
ization and L-curve Optimization

The second unfolding method employed in this analysis calculates
a regularized least squares solution. An unregularized least squares
solution to Eq. 65 is defined by finding the vector x⃗ so that

(Ax⃗ − y⃗)TV−1(Ax⃗ − y⃗) (68)

is minimized. The observable y⃗ is measured, while x⃗ is the variable
to be extracted. The matrix V is the covariance matrix, generated
from simulation assuming normal distribution. The matrix A is
the transfer matrix describing the migration of events between
true and reconstructed distribution. Just as inverting A in Eq. 65,
the least squares method may become unstable, producing large
fluctuations in x⃗ for tiny changes in A or y⃗. Since both are known
with limited precision, fluctuations in x⃗ need to be suppressed. For
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Figure 116.: Mass spectrum before (blue points) and after (black
histogram) applying the SVD unfolding procedure.
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and after applying the SVD unfolding procedure.
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this purpose amatrix B is introduced, modifying the above formula
to the new minimization problem

(Ax⃗ − y⃗)TV−1(Ax⃗ − y⃗) + τ2x⃗TBTBx⃗ . (69)

This modification is known as Tikhonov regularization [185, 186]
and is one of the most widely-used regularization schemes, with
applications including fields like machine learning (e.g. neural net-
works). The matrix B can be chosen to suit each problem individu-
ally. Common choices include the identity matrix 1 to regularize
the size of ∥x⃗∥, or regularizing the first derivative of x⃗ by choosing
B so that the difference between neighboring elements of x⃗ is ex-
tracted. Another possibility is penalizing the second derivative of x⃗.
All these choices of B are fixed matrices, which are then multiplied
by a factor τ ∈ R+ to achieve the desired regularization strength.
For any choice of τ, the size of ∥Bx⃗∥ can be plotted versus ∥Ax⃗ − y⃗∥.
Varying τ systematically, the resulting plot should exhibit the shape
of the letter “L”, hence commonly called the L-curve [187]. The value
of τ where the L-curve has its kink – the maximum curvature – pro-
vides a good balance between regularization and perturbation from
fluctuations [188] and can be found by numerical optimization.
The procedure outlined above is described in detail in Ref. [181].

A drawback of this implementation is that it requires dim (x⃗) to
be significantly smaller than dim ( y⃗), usually by around factor two,
therefore the binning must be reduced in the resulting distribution.
Nonetheless it is useful as a comparison to the SVD method since
its regularization is optimized automatically without arbitrariness.
Applying the L-curve method to the measured mass spectrum

after full selection results in the optimized regularization parameter
τ = 0.00031 and the curve in Fig. 118, where a narrow region around
the kink of the L is already selected. After unfolding, the measured
distribution shown in Fig. 119 is observed. Here also, there are no
major changes due to the unfolding. Again, it is obvious from the
relative deviation in Fig. 120 that both spectra agree with each other
within statistical uncertainties. This is quantified by fitting a con-
stant to the peak region 1.0GeV/c2 < M4π < 2.7GeV/c2, yielding
−0.002 ± 0.003, which is in good agreement with zero.

Region around 2GeV/c2

Of particular interest is the question whether structures in the
mass distribution persist after unfolding or whether they are due
to resolution effects. Since an unknown structure is seen around
2GeV/c2, the SVD unfolding method is applied exclusively to this
mass region. Retaining 15 out of the possible 21 components, the
result in Fig. 121 is observed. The structure remains after unfold-
ing, and is even slightly enhanced, but to negligible degree. Fitting
a constant to the relative difference (Fig. 122) in the mass range
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Figure 119.: Mass spectrum before (blue points) and after (black
histogram) applying the L-curve unfolding procedure.
Binning is widened from 20MeV/c2 to 40MeV/c2 as
required by the algorithm.
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Figure 120.: Relative difference between the mass spectrum before
and after applying the L-curve unfolding procedure.
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Figure 121.: Mass spectrum around 2GeV/c2 before (blue points)
and after (black histogram) applying the SVDunfolding
procedure.

1.9GeV/c2 < M4π < 2.2GeV/c2 (the extreme side bins can be some-
what unreliable after unfolding) yields−0.003±0.007, also showing
good agreement between both distributions.

Summary of Unfolding

Two unfolding procedures are applied in order to cross check
whether the shape of the measured mass spectrum is significantly
distorted due to detector blurring. Both methods show that this is
not the case. Even the unknown excess of events above 2GeV/c2
persists after unfolding and thus is not due to resolution effects.
The shape of the J/ψ is not well unfolded in the SVD procedure,
but this is to be expected in this method since the simulation does
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Figure 122.: Relative difference between the mass spectrum around
2GeV/c2 before and after applying the SVD unfolding
procedure.

not contain this resonance [180]. Since the J/ψ is investigated in
more detail and a different binning in Sec. 7.6.4 it is not discussed
further here.
Since unfolding has negligible effect and in order not to introduce

additional statistical fluctuations, the measured spectrum without
unfolding is used to calculate the cross section. The uncertainty
of the fits – 0.3% – of a constant to the relative difference between
the distributions with and without unfolding is introduced as the
systematic uncertainty due to the mass resolution.
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7.4 radiative corrections

There are several categories of radiative corrections which need
to be taken into account. Virtual corrections of the incoming par-
ticles are included in the signal simulation [153, 189] in leading-
logarithmic order α2 and vacuum polarization is considered in
Sec. 7.5. The corrections concerning the detection efficiency calcu-
lated from simulation have been outlined in the previous section.
Besides this, there are further physical effects which still need to
be removed. Since we are dealing with a measurement using ini-
tial state radiation, additional photons are the main issue. These
can either originate from the initial state, so that two photons are
emitted in the initial state, or they can originate from the final state,
altering the detected invariant mass of the hadrons. Both effects
are described below.

7.4.1 NLO ISR Corrections

From the relation between the radiative and the non-radiative cross
section – Eq. 38 – it can be deduced that the radiative cross sections
(σγ) including leading order (LO) and next-lo-leading order (NLO)
ISR are connected to the corresponding radiator functions (W) via

σγLO
σγNLO

= WLO

WNLO
, (70)

independent of the final state. Thus in order to be able to use
the LO radiator function described in Sec. 3.1, we need to en-
sure that the cross sections are compatible or else correct for the
difference. This is done by introducing the requirement Q2 ∶=
(p4π + pγISR)2 > 64GeV2 in simulation, which suppresses events
with high-energetic NLO radiation. (p4π and pγISR correspond to
the energy-momentum 4-vectors of the hadronic system and the
ISR photon, respectively.) The value of this requirement was tuned
so that in AfkQED the ratio WLO/WNLO is unity (as observable in
Fig. 123 (top) with a constant fitted for confirmation). But in the
meantime more accurate calculations including full NLO radiation
have become available, e.g. in PHOKHARA [163]. Thus it is checked
whether the cross sections under the above requirement are also
compatible using the improved simulation. In the simulation of
the channel e+e− → π+π−π0π0γ a flat deviation of 0.8% between
NLO and LO simulation is observed as visible in Fig. 123 (bottom).
The fit error is given as 0.02%, but since we observe big variations
in the count rates and therefore statistical uncertainties over the
mass range, the resulting uncertainty is conservatively rounded up
to 0.1 %. Thus a correction of (0.8 ± 0.1)% is applied to account
for NLO ISR effects. Since the model precision of PHOKHARA is
estimated as 0.5 %, this has to be added to the fit uncertainty to get
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Figure 123.: Ratio of the count rates in next-to-leading and leading
order simulated in AfkQED (top) and PHOKHARA
(bottom).

the complete systematic uncertainty. Adding both up in quadrature
yields 0.51 %.

7.4.2 FSR Correction of the Mass Spectrum

Since the production process of interest only contains ISR but not
FSR, it is necessary to correct for the effects of additional FSR in
nature. Therefore a study at generator level has been performed
using AfkQED and PHOTOS (the latter for the additional FSR).
In this study the distortion of the mass distribution by (not) in-
cluding additional FSR is extracted. With this information, the
mass distribution of the signal MC sample is corrected, which is
supsequently used to calculate acceptance and efficiency. Therefore
a simulation with 108 events was carried out for the ISR case as well
as the ISR+FSR case. The corresponding mass distributions differ
only slightly and are shown in Fig. 124. The ratio R = N(ISR+FSR)

N(ISR)
is depicted in Fig. 125, its features are discussed below. To correct
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the existing efficiency distribution, a phenomenological function
of the form

R(m) =p0 + p1 ⋅m + p2 ⋅m2 + Ag ⋅ exp(−
1
2
⋅ (
m −mg

σg
)
2

)

+ Ah ⋅ (
m −mh

σh
)
3
⋅ exp(− 1

4
⋅ (m −mh

σh
)
4
)

(71)

was fitted to the R distribution (see Fig. 125). The value χ2CV/ndof =
0.294 was obtained on a statistically independent cross validation
data set, while χ2train/ndof = 0.287 (good agreement) was achieved
on the training set to which the function was fitted. The resulting
parameters are listed in Tab. 11.

Table 11.: The fit parameters of the FSR correction.
Parameter Value Uncertainty
p0 1.02207 0.00088
p1 [c2/GeV] -0.01799 0.00086
p2 [(c2/GeV)2] 0.00256 0.00019
Ag 0.04218 0.00023
mg [GeV/c2] 0.90422 0.00213
σg [GeV/c2] 0.03280 0.00167
Ah -0.00601 0.00018
mh [GeV/c2] 1.47231 0.00234
σh [GeV/c2] 0.16123 0.00184

Applying the correction yields the result shown in Fig. 126 (origi-
nal acceptance plot included for comparison). The most significant
correction is applied aroundMhad ≈ 0.9GeV/c2. This bump is not
due to any specific internal structure of the probability to radiate
an FSR photon in this energy range. It is rather an effect of the
steeply rising count rate above Mhad ≈ 0.9GeV/c2. Since the in-
variant mass of the hadronic system is lowered if an FSR photon is
emitted, in this region a relatively large number of events is shifted
into a previously almost unpopulated area. This is verified by a toy
simulation, coded in Python using the SciPy and NumPy libraries
(see [190] and [191], respectively). To assess the effect of a global
energy shift, this simulation artificially lowers the invariant mass of
the hadronic system by the energy of the alleged FSR photon. The
FSR photon energies are näıvelymodeled to be distributed exponen-
tially with a characteristic energy E0, while including the physical
constraint that the resulting invariant mass must be at least the rest
mass of four pions. After the new spectrum has been generated, it
is compared to the actual spectrum including FSR by calculating
the χ2 of their deviation. This variable is then minimized by adjust-
ing the parameter E0 using the Golden Section Search algorithm
(originally sketched in [192]). The result is Emin

0 = 1.1MeV with the
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Figure 124.: Mass distributions including ISR only (top) and
ISR+FSR (bottom).
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Figure 125.: Ratio of the mass distributions including FSR+ISR and
ISR only. The black line depicts the phenomenological
fit function.

corresponding plots showing good agreement in Fig. 127 (please
note that for technical reasons a different simulation sample than
for the original ratio had to be used).

Summary of Radiative Corrections

Since the virtual corrections of the initial state are included in
the signal simulation, only two dedicated radiative corrections
need to be applied to the measured cross section. These are the
corrections for next to leading order ISR (Sec. 7.4.1) and for FSR
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Figure 126.: Total efficiency before (black) and after (blue) FSR cor-
rection.
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Figure 127.: Correction ratio R for the actual FSR simulation (red)
and for the toy FSR simulation (blue). The black curve
shows the correction function fit to the toy simulation.

effects (Sec. 7.4.2). The former results in a flat effect of (0.8± 0.1)%,
while the latter is mass dependent. It is parameterized by a fitted
function which gives a correction of up to 5 %.
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Figure 128.: The e+e− → π+π−2π0 cross section.

7.5 the resulting cross section

At this point in the analysis of the process e+e− → π+π−2π0γ, an
effective event selection is established, the remaining background is
subtracted accurately, efficiency including acceptance is simulated,
luminosity as well as several precision corrections are calculated.
Therefore, it is now possible to extract the final cross section e+e− →
π+π−2π0 and the result in Fig. 128 is observed.
Additionally, the systematic uncertainties, compiled from the

different sources and listed in Tab. 12, must be taken into account.
Combining all systematic and statistical uncertainties, it is ob-
served that the measurement is compatible with zero belowM4π =
0.85GeV/c2.
For the computation of its contribution to g − 2, this cross

section still has to be corrected for the effect of the running of
the electroweak coupling α, which is performed as outlined in
Refs. [145, 193]. The result – the Born cross section, also called “un-
dressed” and denoted by σ(0) – is obtained by applying the correc-
tion factor in Fig. 129. Both cross sections, dressed and undressed,
are listed in Tab. 13 in App. C.5.
Due to its unprecedented precision, this result also provides a

much more meaningful benchmark than possible before for exist-
ing theoretical calculations. In Fig. 130, the prediction from chiral
perturbation theory inculding ω, a1 and double ρ exchange [194]
is shown in comparison to data. The prediction exhibits similar
behavior as the measured cross section, yet underestimates it con-



158 the channel π+π−2π0γisr

M (GeV/c
2
)

V
P

 c
o

r
r
e
c
ti

o
n

 f
a

c
to

r

Data raw -> σ
tot

/dM

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0.5 1 1.5 2 2.5 3 3.5 4 4.5

VP correction factor  M
4π

(GeV/c
2
)

 σ
(0

) (n
b

)

0

5

10

15

20

25

30

35

0.5 1 1.5 2 2.5 3 3.5 4 4.5

Figure 129.: Vacuum polarization correction factor according to
Ref. [193].

siderably around 1 GeV/c2, demonstrating the need for improved
theoretical calculations.

Table 12.: Systematic uncertainties for different mass ranges.
M(π+π−2π0)(GeV/c2) < 1.2 1.2 – 2.7 2.7 – 3.2 > 3.2
Tracking eff. 0.8% 0.8% 0.8% 0.8%
γ eff. 0.4% 0.4% 0.4% 0.4%
2π0 eff. 2.0% 2.0% 2.0% 2.0%
χ24πγ eff. 0.4% 0.4% 0.4% 0.4%
Resonances in AfkQed 0.4% 0.4% 0.4% 0.4%
Mass res. 0.3% 0.3% 0.3% 0.3%
FSR 1.0% 1.0% 1.0% 1.0%
NLO ISR 0.5% 0.5% 0.5% 0.5%
ISR luminosity 1.0% 1.0% 1.0% 1.0%
continuum Bkg 1.0% 1.0% 1.0% 2.0%
ISR Background 1 − 100% 1.0% 6.0% 6.0%
Kaon PID 0.5% 0.5% 0.5% 0.5%
Muon PID 0% 0% 0% 2.0%
total 3 − 100% 3.1% 6.7% 7.2%
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cal prediction (line) of Ref. [194].
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7.6 intermediate resonances

Besides the contribution to aµ = gµ/2 − 1, the channel e+e− →
π+π−π0π0 is of importance due to its manifold internal structures.
These shed light on the production process of hadrons and can
(in-)validate theoretical models or provide input for the latter, e.g.
Ref. [195].
It is observed that there is a large ρ0 contribution in the π+π−

mass spectrum of data from the size of the peak aroundMπ+π− =
0.78GeV/c2. In the π0π0 mass distribution, a slight shoulder is
present just below 1 GeV/c2, which is not visible in PHOKHARA
simulation and is further explored in Sec. 7.6.1. In the two-dimen-
sional distribution of the π+π0 vs. the π−π0 mass a ρ+ρ−-peak is
found in data, which is studied in Sec. 7.6.2.
While otherwise being very similar to the prediction from sim-

ulation, the three pion mass distributions show slightly stronger
tails towards high masses as do all invariant mass contributions,
including the full four pion mass Mπ+π−2π0 . The most prominent
resonance observed in the three pion mass subsystems is the ω,
whose contribution is investigated in Sec. 7.6.3.
Two structures decaying into four pions are visible directly in the

cross section (Fig. 144): the J/ψ resonance and possibly an excited ρ
state atMπ+π−2π0 ≈ 2.05GeV/c2. In Sec. 7.6.4 the branching fraction
of the decay J/ψ → π+π−2π0 is calculated.
In the following sections data is compared with PHOKHARA

5.0 [196, 197], which is not processed through detector simulation.
The efficiencies applied to data are calculated from AfkQED. No
background subtraction is applied to the data shown in this section.

7.6.1 Production of ρ0 f0

Intriguingly, the intermediate state ρ0π0π0 was not observed by the
CMD-2 experiment in the energy range 1.05 < ECM < 1.38GeV [198].
Nonetheless, a small peak at the ρ0 mass is seen in the π+π− mass
in Fig. 131 and also a shoulder around the f0 mass in the π0π0 mass.
One possible production channel for π+π−2π0γ is given by e+e− →
ρ0(770) f0(980)γ → π+π−2π0γ, thus at higher CM energies the
intermediate state ρ0π0π0 should be observed. The relevant decays
f0(980)→ π0π0 and ρ0(770)→ π+π− are listed [43] as dominant
and almost exclusive, respectively. The opposite decay is forbidden
because the decay ρ0 → π0π0 violates C-parity (JPC(ρ0) = 1−−).
In the BABAR data the intermediate states ρ0 f0 and hence ρ0π0π0

are clearly observed. The correlated production of ρ0(770) and
f0(980) is especially well visible in theMπ0π0 vs. Mπ+π− scatter plot
restricted to the invariant mass interval 1.7GeV/c2 < Mπ+π−2π0 <
2.3GeV/c2, Fig. 132. The effect is even more pronounced in the
Mπ0π0 spectrum seen in Fig. 133a, where a clear peak is observed at
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Figure 131.:M(π+π−) (top), M(π0π0) (middle), and M(π±π0)
(bottom) for data (black) and PHOKHARA-MC (red).
Data after efficiency correction and MC sample scaled
to the same area.
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the nominal f0(980)massM f0 ≈ 990MeV/c2. This peak vanishes
(Fig. 133b) if an additional requirement is applied to remove the
ρ0(770): Mπ+π− < 0.6GeV/c2∨Mπ+π− > 0.9GeV/c2. This indicates
that f0(980) is produced exclusively in combination with ρ0(770),
an important insight into the production mechanism of the final
state.6The converse is not true: as visible in Fig. 134b a significant
ρ0(770)-peak remains when removing f0(980), the signal is simply
smaller than when including f0(980) (Fig. 134a).
The influence on the cross section e+e− → π+π−2π0 is illus-

trated in Fig. 135 by selecting only events within ±1 width of the
ρ-resonance inM(π+π−) and of the f0-resonance inM(π0π0), vi-
sualized by the ellipse in Fig. 132. It must be noted that this region
still includes a sizable fraction of events from other production
mechanisms as is apparent from Fig. 131. Nonetheless, in Fig. 136
different shapes can be observed in data and signal simulation in
the cross section restricted to the ρ0 f0 region. The production
rate in data is larger by a factor 2.2 ± 0.4 than in PHOKHARA 5.0
simulation, hinting at potential improvement opportunities in the
model describing this process.

7.6.2 Production of ρ+ρ−

Another possible production mechanism is e+e− → ρ+ρ−γ →
π+π−2π0γ. The individual ρ± peak is visible in the π±π0 mass in
Fig.131 (bottom), but no conclusion about the correlation between
the resonances ρ+ and ρ− can be drawn from this distribution.
However, Fig. 137 illustrates that a much larger number of events is
observed in the ρ+ρ− region in data than in AfkQED-MC. Simula-
tion contains independent ρ± bands but no correlated production.
This seems insufficient to describe the shape measured from data.
The cross section (Fig. 135&136) in the ρ+ρ− region (nominal ρ
mass ±1 width in each variable, which, as above, may also contain
a large fraction of non-ρ+ρ− events), is larger by a factor 1.6 ± 0.1
in data than in PHOKHARA 5.0 simulation.

6 In order to correct the effect of the phase space limitation due to the requirements
onMπ+π− , data is divided by the efficiency calculated from AfkQED simulation.
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Figure 132.:Mπ0π0 vs. Mπ+π− scatter plot of data (top) and AfkQED
signal simulation (bottom) in the invariant mass in-
terval 1.7GeV/c2 < Mπ+π−2π0 < 2.3GeV/c2 after full se-
lection without efficiency correction and background
subtraction. The black ellipse indicates the region used
to select ρ0 f0 events.
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(b) Spectrum excluding the ρ0 region inMπ+π− .

Figure 133.:M(π0π0) in the invariant mass interval
1.7GeV/c2 < Mπ+π−2π0 < 2.3GeV/c2 for data
(black) and PHOKHARA-MC (red). Data after full
selection and efficiency correction, MC sample scaled
to the same area.
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Figure 134.:M(π+π−) in the invariant mass interval
1.7GeV/c2 < Mπ+π−2π0 < 2.3GeV/c2 for data
(black) and PHOKHARA-MC (red). Data after full
selection and efficiency correction, MC sample scaled
to the same area.
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Figure 135.: The e+e− → π+π−2π0 cross section in the ρ+ρ− (red)
and ρ0 f0 (blue) regions as indicated in Figs. 132&137.
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Figure 136.: The e+e− → π+π−2π0 cross section in the ρ+ρ− (up-
per panel) and ρ0 f0 (lower panel) regions as indicated
in Figs. 132&137 for data (red) and PHOKHARA-MC
(blue).
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7.6.3 Production of ωπ0

A large number of events is observed in theω peak in the three-pion
masses shown in Fig.138. Hence it is interesting to investigate the
events coming from the subchannel e+e− → ωπ0γ → π+π−2π0γ,
provided by the large branching fractionB(ω → π+π−π0) = (89.2±
0.2)% [43]. This can be achieved by studying the three-pion mass
M(π+π−π0) distribution, seen in Fig. 139, which exhibits a very
clear peak. The peak is fitted with the sum of a Voigt profile [199,
200] (convolution of normal distribution and Breit-Wigner func-
tion with fixed ω width) added to a normal distribution to account
for the radiative tail. The underlying background is modeled by

bkg(x) = (1 − exp(−((x − x0)/w)3)) ⋅ (p0 + p1x + p2x2 + p3x3) .

In this fit a resonance mass compatible with the current world
average of 782.65 ± 0.12MeV/c2 [43] is found. The extracted ωπ0

production fraction is (32.1 ± 0.2)% (the uncertainty is taken from
the fit and thus purely statistical).
Using the same fit in steps ofMπ+π−2π0 and normalizing to lumi-

nosity, the ωπ0 production cross section can be studied in order
to characterize the production of the π+π−2π0 final state. The re-
sulting cross section is shown in Fig. 140 as a function of the total
invariant mass. For very low values just above the ωπ0 produc-
tion threshold, the intermediate state ωπ0γ saturates the process
e+e− → π+π−2π0γ. The production fraction then decreases rapidly,
such that it is on the level of 10% already atMπ+π−2π0 ≈ 1.8GeV/c2,
decreasing further towards higher masses. After the sharp drop ob-
served between 1.5GeV/c2 and 2.0GeV/c2, there is a small bump at
approximately 2.1 GeV/c2. Its significance and possible connection
to the shoulder seen in the full e+e− → π+π−2π0 cross section at
the same energy could be investigated in a partial wave analysis.
Systematic uncertainties are determined by repeating the fits

using a simpler fit function. In the full energy range this gives
(29.5±0.2)% instead of the nominal (32.1±0.2)% ω-fraction, thus
a relative deviation of ∼ 8%. In the individual mass slices the devi-
ation is somewhat larger, giving a relative systematic uncertainty
of ∼ 10%. In Fig. 141 the cross section is shown in comparison to
the existing world data set [201–204], exhibiting good agreement
with the recent measurement by the SND collaboration, yet the
new BABARmeasurement has smaller statistical uncertainties.

7.6.4 J/ψ Branching Fraction

As visible in the cross section, the J/ψ resonance is also produced as
an intermediate state. Analogous to the to the procedure outlined
in Sec. 6.7, the branching fraction BJ/ψ→2π2π0 is extracted. By fitting
a normal distribution (due to the extremely small width of the
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M(π+π−2π0) range after full selection and effi-
ciency correction.
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resonance ΓJ/ψ = (92.9 ± 2.8)keV/c2, the peak shape is dominated
by detector resolution ∼ 15MeV/c2) to the peak observed in data
as shown in Fig. 142, the size of this production channel is deter-
mined. The background from other channels and other π+π−2π0

production mechanisms is flat and thus not subtracted but instead
modeled by an additional first order polynomial. The parameters
resulting from the fit can then be used to extract the J/ψ -yield after
normalization to luminosity and efficiency:

BJ/ψ→2π2π0 ⋅σ J/ψint =
N(J/ψ → 2π2π0)

dL/dE ⋅ ε
= 64±4stat±5fitMeVnb . (72)

Using MJ/ψ = (3096.916 ± 0.011)MeV/c2 [43] and the following
relation [38], the product of branching fraction and electronicwidth
can be calculated:

BJ/ψ→2π2π0 ⋅ ΓJ/ψee =
N(J/ψ → 2π2π0) ⋅M2

J/ψc4

6π2 ⋅ ħ2c2 ⋅ dL/dE ⋅ ε
= 26 ± 2stat ± 2fiteV .

(73)
With ΓJ/ψee = (5.55 ± 0.14)keV [43], the branching fraction follows:

BJ/ψ→2π2π0 = (4.8 ± 0.3stat ± 0.4syst ± 0.1input) × 10−3 . (74)

Here, the model uncertainty due to the fit has been combined
with the general systematic uncertainty of the cross section mea-
surement. The model uncertainty due to the fit is determined by
repeating the fit using different functions. A normal distribution
plus second order polynomial as well as a Voigt profile plus first
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Figure 142.: J/ψ peak in the e+e− → π+π−2π0 cross section.

order polynomial are studied. The absolute sum of the differences
to the result using the nominal fit model is taken as the systematic
uncertainty. In addition, the systematic uncertainty of the general
analysis is applied, which amounts to 2.7% in this mass range since
no background subtraction is applied. This is justified as all back-
grounds in this energy range are reasonably flat (see Fig. 103) thus
the fit takes care of them. The only background channel showing
any structure near the J/ψ mass is the e+e− → 2π3π0γ contribution
but its peak is shifted towards lower energies and therefore does not
interfere with the fitting procedure. Its contribution in the fit range
is shown in Fig. 143. Furthermore the acceptance and efficiency has
been fitted with a constant to minimize statistical fluctuations. The
relative uncertainty of the fit parameter is also added in quadrature
to the uncertainty of the branching fraction.
The uncertainty due to the input values (ΓJ/ψee , MJ/ψ, and ħc) is

propagated to give 0.1input × 10−3.
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Summary of the Channel e+e− → π+π−2π0

The cross section of this channel has been analyzed with unprece-
dented precision and in a wider energy range than previously avail-
able in the world data set, which is shown in Fig. 144 in comparison
to the new BABAR data.
The precision of this new measurement far exceeds all others,

statistically and systematically. In the peak region around M4π ≈
1.5GeV/c2, systematic precision of 3.1 % is reached, surpassing the
original goal of 5 %, owed mostly to the improvement of the back-
ground subtraction. Moreover, it is the first measurement to cover
a wide energy range, almost from threshold up to 4.5GeV/c2. This
leads to the effect that resonances like the J/ψ are observed in this
channel for the first time, and can be studied in detail in Sec. 7.6.4.
Furthermore the structure around 2GeV/c2 has never been seen
before, due to insufficient precision of the previously existing data.
This excess of events has been suspected to be an excited ρ state,
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but definitive conclusions can only be drawn in the future after a
partial wave analysis or similar investigations. Besides the cross
section, the subprocesses in producing the final state π+π−π0π0

are studied, yielding insight into such intermediate states as ρ+ρ−,
ρ0 f0, and ωπ0.
Using the new cross section result, it is now possible to signifi-

cantly reduce the uncertainty introduced into the theoretical pre-
diction of aµ, which is calculated in the following chapter.



8
CALCULATION OF aµ AND ∆α

One of the main motivations for measuring the e+e− → π+π−2π0

and e+e− → π+π−3π0 cross sections is the improvement of the
Standard Model prediction of gµ − 2 or aµ ∶=

gµ−2
2 . In this chapter

a routine is described which has been developed to extract the
contribution to the lepton magnetic moment for given hadronic
Born cross section data. Special attention is paid to ensuring that
the algorithm produces robust results, meaning that small changes
in the data must not lead to disproportionately large differences in
the result.
The hadronic contribution ahadµ is given by the integral derived

in Sec. 2.3

ahadµ =
1

4π3

∞

∫
smin

Kµ(s) ⋅

√
1 − 4m2

e
s

1 + 2m2
e

s

⋅ σ(0)had(s)ds . (75)

The kernel function depicted in Fig. 145 is given by1

Kµ(s) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
h2
(4(h − 2) ln h

4
− h (4 − h

2
)

− 2(h2 − 8h + 8)arctan(
√
h − 1)√

h − 1
)

s < 4m2
µ

1
h2
(4(h − 2) ln h

4
− h (4 − h

2
)

− 2(h2 − 8h + 8)arctanh(
√
1 − h)√

1 − h
)

s > 4m2
µ

(76)
with h ∶= 4m2

µ
s . The singularity at h = 1 is removable withKµ(4m2

µ) =
8 ln(2) − 11

2 ≈ 0.045. The e+e− → π+π−2π0 and e+e− → π+π−3π0

cross sections only contribute in the region s > 4m2
µ.

In order to evaluate the integral from experimental cross section
data and the analytic kernel function, several steps are taken. First,
the cross section is interpolated by a monotone cubic spline [205,
206] (end-slopes determined in a one-sided scheme [207]). Us-
ing a monotone interpolator ensures that no artificial extrema are
introduced. The interpolationmethods employed here further guar-
antee that a change in one data point remains local, i.e. does not

1 For h ≪ 1, catastrophic cancellations occur if the formula is implemented
directly. This problem can be remedied by expanding the corresponding terms
and simplifying the formula into a convergent series, see App. D.

177



178 calculation of aµ and ∆α

0 5 10 15 20
s (GeV2 )

10-3

10-2

10-1

K
µ
(s

)

Figure 145.: Muon kernel function in Eq. 76 on a logarithmic scale.

influence the shape of the interpolation curve far from the affected
point. The spline is furthermore once continuously differentiable
fulfilling the requirements on functions evaluated with the disper-
sion relation. Applying this interpolation to the newly measured
e+e− → π+π−2π0 and e+e− → π+π−3π0 cross section data yields
the results shown in Figs. 146 and 147, respectively.
The produced spline is then weighted by the kernel function and

the kinematic term. (The order of operations is important, since
especially for a quickly (on the scale of the cross section bin width)
varying kernel the reversed order (first weighting by the kernel,
then interpolating) would result in an incorrect weighting.) The
resulting function may then be integrated numerically to arbitrary
precision, which is achieved via an adaptive Gaussian quadrature
method (see e.g. Ref. [58, 208, 209]). To ensure that the error
from the integration is negligible, the precision of the integration
is required to be at least a factor 103 better than the statistical and
than the systematic uncertainty. These are computed from the
uncertainties of the cross section measurement. Basically for each
bin, the uncertainty is weighted by the bin width and then summed
up quadratically for the statistical and absolutely for the systematic
uncertainties.
This algorithm – in part implemented using routines from the

open source libraries SciPy [190] and GSL [210] – has been cross
checked against the method HVPTools described in Ref. [211], giv-
ing consistent results.
For the process e+e− → π+π−2π0 the world data value before

BABAR covered the energy range 1.02GeV ≤ ECM ≤ 1.8GeV and
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Figure 146.: Cubic spline interpolating the cross section e+e− →
π+π−2π0.

yielded the result2 (16.76 ± 1.31 ± 0.20rad) × 10−10 [137], implying
a total relative precision of 8%. Evaluating aµ by integrating the
new measurement, shown in Fig. 146, restricted to the same energy
region as used in the analysis of the previous world data, yields
aµ(π+π−2π0) = (17.4 ± 0.1stat ± 0.6syst) × 10−10, corresponding to a
total relative precision of 3.2%. Hence, the relative precision of the
BABARmeasurement alone is a factor 2.5 higher than the previous
world data set’s relative precision.
In the commonly used energy region 0.85GeV < ECM < 1.8GeV

the new data yields

aµ(π+π−2π0) = (17.9 ± 0.1stat ± 0.6syst) × 10−10 , (77)

giving a total relative precision of 3.3%.
Furthermore, since the new measurement covers a much larger

energy range than available up to now, it is possible to extract the
aµ up to higher energies. In the interval 0.85GeV < ECM < 3.0GeV
the value aµ(π+π−2π0) = (21.8 ± 0.1stat ± 0.7syst) × 10−10 is found
with a total relative precision of 3.3%.
Before BABAR, the latest published value for the aµ contribution

from the complete process e+e− → π+π−3π0 was estimated using
isospin relations [109]:

aµ = (1.29 ± 0.22 ± 0.02rad) × 10−10 (78)

in the range 1.019GeV ≤ ECM ≤ 1.8GeV, where the second uncer-
tainty corresponds to a correction of radiative effects. This implies

2 The second uncertainty corresponds to a correction of radiative effects.
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Figure 147.: Cubic spline interpolating the cross section e+e− →
π+π−3π0.

a total relative precision of 17 % but since it is calculated via isospin
relations, a model uncertainty is present. Since the magnitude of
the model error cannot be established, this presents an unknown
unknown, which cannot be quantified explicitly. Therefore a di-
rect, precise measurement is essential to reliably calculate the aµ
contribution from the channel e+e− → π+π−3π0.
After BABAR this contribution – from the data shown in Fig. 147 –

is given by

aµ = (0.67 ± 0.01stat ± 0.17syst) × 10−10 , (79)

where the first uncertainty is of statistical nature and the second
is systematic. Due to this new measurement, this channel’s con-
tribution to the muon g − 2 can for the first time be calculated
directly, disagreeing with the isospin-estimate above. The negli-
gible size of the cross section at low masses makes the contribu-
tion to aµ in the range 0.85GeV ≤ ECM ≤ 1.8GeV identical to
the value in the above interval. Extending the upper integration
limit yields aµ(π+π−3π0) = (1.20 ± 0.01stat ± 0.31syst) × 10−10 for
0.85GeV ≤ ECM ≤ 3.0GeV.
Furthermore, when comparing the e+e− → π+π−π+π−π0 cross

sections used as input for the isospin-driven aµ calculation to the
more recent BABAR measurement [138], a difference of roughly a
factor two is observed. In order to use the new measurement to
estimate aµ(π+π−3π0) via isospin relations, the ηπ+π− contribu-
tion must be subtracted, since the decay η → π+π−π0 is isospin
breaking. This gives aµ(π+π−3π0 excluding η) = (0.36 ± 0.04) ×
10−10 [136]. Adding on the contribution to aµ from the process
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e+e− → ηπ+π− (aµ(ηπ+π−) = (1.15 ± 0.10) × 10−10) [136] weighted
with the branching fraction B(η → 3π0) = 0.3268 ± 0.0023 [43]
yields aµ(π+π−3π0) = (0.74±0.07)×10−10, in good agreement with
the direct calculation, yet also here an unknown model uncertainty
is present.
The same routine as outlined above can be applied to compute

the contribution to the running of the fine-structure constant α
simply by replacing the kernel function Kµ with 1/(1− s/q2) in Eq. 75.
After also adjusting the proportionality constant to 1/(4π2α), the
relation from Sec. 2.8 is recovered:

∆αhad(q2) =
1

4π2α
P
∞

∫
smin

ds

√
1 − 4m2

e
s

1 + 2m2
e

s

σ(0)had(s)
1 − s

q2
. (80)

For q2 = M2
Zc2 ≈ (91GeV/c)2 the principal value does not apply

since themeasured cross sections only cover the energy range below
4.5GeV, so that the singularity does not arise in the integration.
For the channel e+e− → π+π−2π0 in the energy region0.85GeV <

ECM < 1.8GeV this results in

∆α(M2
Zc2) = (4.44 ± 0.02stat ± 0.14syst) × 10−4 , (81)

where the first uncertainty is of statistical nature and the second
systematic. For 0.85GeV ≤ ECM ≤ 3.0GeV the result becomes
∆α(M2

Zc2) = (6.58 ± 0.02stat ± 0.22syst) × 10−4.
Similarly, for e+e− → π+π−3π0 this yields

∆α(M2
Zc2) = (0.20 ± 0.01stat ± 0.05syst) × 10−4 (82)

in the range 0.85GeV ≤ ECM ≤ 1.8GeV. For 0.85GeV ≤ ECM ≤
3.0GeV the result becomes ∆α(M2

Zc2) = (0.52±0.01stat±0.13syst)×
10−4.

summary of the calculation of aµ and ∆α

An algorithm was developed to evaluate the integral connection
between a measured cross section and aµ as well as ∆α. The inter-
polation does not introduce artificial structures (minima/maxima)
while simultaneously guaranteeing differentiability, as required by
the dispersion relation. As a result, improved values for aµ and
∆α are achieved for the channel e+e− → π+π−2π0, closing a long-
standing gap in the pursuit of precision. Furthermore, the channel
e+e− → π+π−3π0 has now been evaluated for the first time. For
both processes, the observables are not only calculated in the stan-
dard interval up to ECM = 1.8GeV but also up to 3.0GeV.





CONCLUSION

The BABAR experiment has resulted in a tremendous wealth of im-
pressive physics results. From CP-violation [212] to the bottomo-
nium ground state ηb [213], it has achieved more insight than could
be imagined at its conception as a B Factory. However, the most
remarkable property of this experiment is the diversity of physics
topics it covers. The detector design and especially the flexibility
of the trigger opened up the possibility of performing ISR mea-
surements with high statistics and precision. This resulted in the
analysis of many ISR channels, including among others the impor-
tant π+π− [120] and π+π−π+π− [121] channels. ISR cross section
analyses are still ongoing with emphasis on the investigation of
heavier final states. Their cross sections carry major importance
for the theoretical prediction of the muon g − 2, one of the most
important tests of the validity of the Standard Model of Particle
Physics. Its hadronic contribution needs experimental input and is
the leading uncertainty at the moment.
In this work, the cross sections e+e− → π+π−2π0 and e+e− →

π+π−3π0 are analyzed with unprecedented precision.
Up to now, the channel e+e− → π+π−2π0 was the leading con-

tributor to the uncertainty of the hadronic part of the muon g − 2.
Before BABAR the world data yielded [137]

aµ = (16.76 ± 1.31 ± 0.20rad) × 10−10 (83)

in the range 1.02GeV ≤ ECM ≤ 1.8GeV, where the second uncer-
tainty corresponds to a correction of radiative effects, implying a
total relative precision of 8%.
After BABAR this contribution is given by

aµ = (17.4 ± 0.1stat ± 0.6syst) × 10−10 . (84)

By this new measurement alone, the relative precision improved
by a factor of 2.5, leaving other channels dominating the total un-
certainty. While its uncertainty amounted to 28% [136] of the total
uncertainty of the hadronic part of ahadµ , this fraction would be
reduced to approximately 12 % assuming the same numbers for the
other channels.
Before BABAR the contribution from e+e− → π+π−3π0 could only

be estimated using isospin relations [137]:

aµ = (1.29 ± 0.22 ± 0.02rad) × 10−10 (85)

in the range 1.019GeV ≤ ECM ≤ 1.8GeV. This implies a total relative
precision of 17 % but since it is calculated via isospin relations, a
model error of unknown magnitude is present.
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After BABAR this contribution is given by

aµ = (0.67 ± 0.01stat ± 0.17syst) × 10−10 . (86)

Due to this new measurement, this channel’s contribution to the
muon g − 2 can for the first time be calculated directly.
In addition to g − 2, the influence on the running of the fine-

structure constant α can also be extracted from the new data. In
the range 0.85GeV ≤ ECM ≤ 1.8GeV this yields

∆α(M2
Z) = (4.44 ± 0.02stat ± 0.14syst) × 10−4 (87)

and
∆α(M2

Z) = (0.20 ± 0.01stat ± 0.05syst) × 10−4 (88)

from e+e− → π+π−2π0 and e+e− → π+π−3π0, respectively.
Furthermore, in the π+π−2π0 channel previously unobserved

resonant substructures are seen, in particular ρ+ρ− and ρ0 f0(980).
The production fraction of ωπ0 is extracted, yielding (32.1±0.2stat±
2.6syst)% over the full mass range, but is also shown to peak sharply
at low energy, decreasing below 10% already around 1.8GeV.
Moreover, the first measurement of the branching fraction J/ψ →

π+π−2π0 is achieved, giving

BJ/ψ→2π2π0 = (4.8 ± 0.3stat ± 0.4syst ± 0.1input) × 10−3 . (89)

In the channel e+e− → π+π−3π0 it is shown that the intermediate
resonances ηπ+π− andω2π0 dominate only at low energies ≲ 2GeV.
At higher energies, it is seen that more than half of the π+π−3π0

events are produced via other productionmechanisms, a previously
unexpected result.
Additionally, the first measurement of the branching fraction

J/ψ → π+π−3π0 is achieved:

BJ/ψ→2π3π0 = (2.7 ± 0.1stat ± 0.8syst ± 0.1input) × 10−2 , (90)

giving an interesting comparison to its isospin-partner e+e− →
π+π−π+π−π0, which has a branching fraction [43] of B = (4.1 ±
0.3) × 10−2.

These results, especially the new values for gµ−2, allow improved
comparisons between Standard Model predictions and direct mea-
surements. Therefore they may facilitate the means necessary to
discern whether a deviation from theory has been found, which
would hint at modifications to the Standard Model.
Furthermore, the Monte Carlo generators of both channels can

now be improved by adapting them to the measured internal dis-
tributions (momentum, angle etc.) and using the measured res-
onance fractions. This is particularly important for the channel
e+e− → π+π−3π0 where no generator of the full process exists, since
it has never been measured in detail.



A
KINEMATIC CONSIDERATIONS

a.1 equivalence 1 − s′
s =

2E∗γ
√

s

A short kinematic calculation to prove 1 − s′
s =

2E∗γ
√

s .

M ∶=
√
s (91)

m ∶=
√
s′ (92)

(M0⃗ ) = (
E∗γ
p⃗∗γ
) + (

√
m2 + p2m
p⃗m

) (93)

⇒ M2 = (E∗γ +
√
m2 + p2m)

2
− (p⃗∗γ + p⃗m)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

2 (94)

⇒ M2 = E∗γ
2 +m2 + p2m

¯
=E∗γ

2

+2E∗γ ⋅
√
m2 + p2m
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=M−E∗γ

(95)

⇒ M2 = m2 + 2ME∗γ (96)
⇒ s = s′ + 2

√
sE∗γ (97)

⇔ 1 − s
′

s
=

2E∗γ√
s

(98)

a.2 equivalence of restricting the isr photon en-
ergy and the invariant hadronic mass

In this section it is shown that restricting the energy of the ISR pho-
ton (e.g. E∗γISR > 3GeV1 or Elab

γISR > 3GeV) is equivalent to restricting
the invariant mass of the hadronic system.
We see immediately from App. A.1, that in the center-of-mass

system, with a collider energy of
√
s, producing a hadronic system

with invariant massm =
√
s′ and an additional photon with energy

E∗γ leads to:

E∗γ =
1
2
(
√
s − m2
√
s
) . (99)

For
√
s = 10.58GeV and m between 0 and 4.5GeV/c2, we get

4.33GeV < E∗γ < 5.29GeV, well within the preselection-range
E∗γ > 3GeV. Hence the preselection does not limit the range of the
measurement.
Restricting the laboratory frame energy of the ISR photon also

leads to a limited range of the CM-energy of the ISR photon. For

1 As usual, variables with an asterisk x∗ are set in the center-of-mass system.
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186 kinematic considerations

this calculation, the Lorentz transformation between CM and labo-
ratory system due to the asymmetric beam energies and the angular
range of the detector must be taken into account.
At BABAR, the magnitude of the Lorentz boost is given by βγ =

0.56 [162]. The fiducial volume of the detector is restricted in the
laboratory polar angle to 0.35 rad ≤ θ ≤ 2.4 rad. It is useful to
decompose the laboratory momentum of the ISR photon into a
component parallel (∥) and a component orthogonal (⊥) to the
boost direction:

p⃗ = (p∥p⊥
) = (∣p∣ cos θ∣p∣ sin θ) . (100)

The Lorentz boost only acts on the parallel component, hence the
orthogonal component is conserved: p∗

⊥
= p⊥. For the magnitude

of the photon momentum (or energy) we have [43]

∣p∗∣ =γ∣p∣ − γβp∥
=γ∣p∣(1 − β cos θ)

(101)

Thus, restricting the laboratory ISR photon energy to Elab
γISR > 3GeV

leads to the following limits on the CM energy/momentum of the
ISR photon:

E∗γISR >4.67GeV for θ = 2.4 rad,
E∗γISR >4.33GeV ∀ θ > 2.13 rad.

(102)

This shows that imposing Elab
γISR > 3GeV translates to a slightly

tighter restriction on theCMenergy of the ISR photon than limiting
the range of the invariant hadronicmass to values below 4.5GeV/c2,
but with an angular dependence. Events with an ISR photon of
laboratory energy above 3GeV traveling in the extreme backward
direction θ > 2.13 rad are exceptionally rare. In both data and
signal simulation, it was studied that only a relative fraction of
O(10−4) of either sample is affected. This effect is negligible and
furthermore cancels out since the same selection is applied to data
and simulation.



B
INTERMEDIATE CALCULATIONS IN THE
DERIVATION OF aℓ

b.1 replacing the vacuum polarization tensor by
the amplitude

To be shown:

v̄(p)(−ıe)γµu(k)
−ıgµν

(p + k)2 + ıε
(ıΠνρ(p + k))

⋅
−ıgρσ

(p + k)2 + ıε
ū(k)(−ıe)γσv(p)

= −ıe2Πren(q2)
q2 + ıε

v̄(p)γµu(k)ū(k)γµv(p) (103)

with q = p + k, using the Dirac equation corrolary

v̄(p)/qu(k) = 0 ,

as well as the relation between vacuum polarization tensor Πνρ and
renormalized vacuum polarization amplitude Πren

Πνρ(q) ≡ − (q2gνρ − qνqρ) ⋅Πren(q2) .

v̄(p)(−ıe)γµu(k)
−ıgµν

(p + k)2 + ıε
(ıΠνρ(p + k))

⋅
−ıgρσ

(p + k)2 + ıε
ū(k)(−ıe)γσv(p)

= ıe2v̄(p)γµu(k)
gµν

q2 + ıε
Πνρ(q)

gρσ
q2 + ıε

ū(k)γσv(p)

= −ıe2v̄(p)γµu(k)
gµν

q2 + ıε
(q2gνρ − qνqρ)

⋅Πren(q2)
gρσ

q2 + ıε
ū(k)γσv(p)

= −ıe2Πren(q2)
q2 + ıε

v̄(p)γµu(k)(gµσ −
1

q2 + ıε
qµqσ) ū(k)γσv(p)

= −ıe2Πren(q2)
q2 + ıε

v̄(p)γµu(k)ū(k)γµv(p) (104)
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188 intermediate calculations in the derivation of aℓ

b.2 extracting the kinematic factor s + 2m2

To be shown:

(v̄(p)γµu(k)) (ū(k)γµv(p)) = −s (1 +
2m2

s
)

using the completeness relations

∑
s
us(k)ūs(k) = /k +m , ∑

s
vs(p)v̄s(p) = /p −m

and
s ≡ (p + k)2 = p2 + k2 + 2p ⋅ k = 2m2 + 2p ⋅ k .

(v̄(p)γµu(k)) (ū(k)γµv(p)) =

= 1
4∑s,s′

v̄s′a (p)γ
µ
abu

s
b(k)ūsc(k)γµcdvs

′
d (k)

= 1
4
(/p −m)da γ

µ
ab (/k +m)bc γµcd =

= 1
4
Tr [(/p −m) γµ (/k +m) γµ] =

= 1
4
Tr [γρpργµγνkνγµ] −

m2

4
Tr [γµγµ]

−m
4
Tr [γµγνkνγµ]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

+m
4
Tr [γρpργµγµ]
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

= 1
4
Tr [pρkνγργµγνγµ] − 4m2

= −4m2 + 1
4
Tr [pρkνγρ (2gµν − γνγµ) γµ]

= −4m2 + 1
2
Tr [pρkνγργν] − Tr [pρkνγργν]

= −4m2 − 2pρkνgνρ
= −4m2 − 2p ⋅ k

= −s (1 + 2m2

s
) (105)
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~p

~k′~k

~p′

(a) Schwinger’s one-loop correction

~p

~k′~k

~p′VP

(b) The leading order vacuum polar-
ization correction

Figure 148.: Feynman diagrams of the considered processes.

b.3 including the vacuum polarization amplitude
into the photon propagator

To calculate the hadronic contribution to g − 2, the vacuum po-
larization amplitude needs to be included in the internal photon
propagator. In this section, it is shown that this is achieved by
modifying1 the photon propagator:

−ıgµν
(k − p)2 + ıε

→
ıgµν

(k − p)2 + ıε
Πren((k − p)2) . (106)

Schwinger’s one-loop contribution (Fig. 148a) is given by [90]

ū(p′)δΓµu(p) =

= ∫
d4k
(2π)4

−ıgνρ
(k − p)2 + ıε

ū(p′) (−ıeγν)

⋅ ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p) . (107)

When including vacuum polarization as shown in Fig. 148b this
becomes

1 This replacement is commonly used, e.g. in Ref. [147], but often without justifi-
cation.
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ū(p′)δ(2)Γµu(p) =

= ∫
d4k
(2π)4

−ıgνσ
(k − p)2 + ıε

(ıΠστ(k − p)) ⋅
−ıgτρ

(k − p)2 + ıε

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p)

= ∫
d4k
(2π)4

ıΠren((k − p)2)
gνσ

(k − p)2 + ıε

⋅ ((k − p)2gστ − (k − p)σ(k − p)τ)
gτρ

(k − p)2 + ıε

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p)

= ∫
d4k
(2π)4

ıΠren((k − p)2)
(k − p)2gνρ
((k − p)2 + ıε)2

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p)

− ∫
d4k
(2π)4

ıΠren((k − p)2)
(k − p)ν(k − p)ρ
((k − p)2 + ıε)2

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p)(108)

The second integral might not vanish but reduces to

ıe2∫
d4k
(2π)4

ū(p′)γµ Πren((k − p)2)
((k − p)2 + ıε)2

u(p) . (109)

Due to the decomposition into terms proportional to σ µνqν for
F2 and terms proportional to γµ for F1, this part is absorbed into
F1. Since g − 2 is determined by F2(0), the above term does not
contribute. Hence we can conclude for the determination of g − 2

ū(p′)δ(2)Γµg−2u(p) = (110)

= ∫
d4k
(2π)4

ıgνρΠren((k − p)2)
(k − p)2 + ıε

⋅ū(p′) (−ıeγν) ı(/k′ +m)
k′2 −m2 + ıε

γµ
ı(/k +m)

k2 −m2 + ıε
(−ıeγρ)u(p) .



C
SPECIFICS OF THE ANALYSES

c.1 calculation of uncertainties in background-
reduced proportions

When calculating the ratio of events before and after selection, usu-
ally a binomial error [173] can be used. Here it is derived how this
changes when background subtraction is also performed. Since we
are only interested in the uncertainty introduced by the selection,
the original event numbers are considered to be fixed (without
uncertainty). For simplicity only one background source is consid-
ered, but this may easily be generalized to any number. N1 (N2) is
the total number of data (background) events, n1 (n2) the number
after selection. We are interested in the ratio r:

r ∶= n1 − n2
N1 − N2

= n1
N1 − N2

+ n2
N2 − N1

=∶ r1 + r2 (111)

δr =
√
(δr1)2 + (δr2)2 (112)

ri =
n

N −M
= n
N
⋅ N
N −M

(113)

with n ∶= ni , N ∶= Ni ,M ∶= N≠i

(δri)2 = (
N

N −M
)
2

⋅ (δ ( n
N
))

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
binomial error

+( n
N
)
2
⋅ (δ ( N

N −M
))

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=0

= ( N
N −M

)
2

⋅ n
N
(1 − n

N
) /N (114)

qi ∶= ni
Ni

⇒ δr =
√
N1 ⋅ q1 ⋅ (1 − q1) + N2 ⋅ q2 ⋅ (1 − q2)

N1 − N2
(115)

As a consistency check, it is obvious that we regain the binomial
uncertainty for the background-free case n2 = 0, N2 = 0. In the
above calculation, the normal (Gaussian) approximation is used
for the binomial error interval. The same derivation can be carried
out using a different confidence interval, such as the Wilson score
interval [214] or the Agresti-Coull interval [215]. Extensive reviews
of their properties can be found in Refs. [173, 216].

191



192 specifics of the analyses

c.2 µ-pid correction

In Sec. 5.7.2 it is outlined that theMuon-background rejected by the
combined µ-veto is silghtly too small since the Muon selectormu-
Micro does not possess perfect efficiency. Due to this inefficiency,
with a probability of pµ ≈ 2.25%, a muon event is mistakenly not
rejected. But as the relative fraction of muon events in data is
highly mass dependent, the inefficiency-correction is as well. As-
suming the simple case in which only the background in question
pollutes the data sample, two relative fractions of events make up
the data sample: the signal fraction fs and the background fraction
fb. They satisfy the equality fs+ fb = 1. Hence in order to correct the
extracted number of events, the amount of background to be sub-
tracted must be scaled up. Technically this is facilitated by scaling
the remaining data distribution by

s = 1 − c ⋅ fb
fs

= 1 − c ⋅ (1 − fs)
fs

, (116)

where c is the constant inefficiency correction factor 1+ pµ
1−pµ ≈ 1.023

to scale the rejected background up by ∼ 2.3%. The signal fraction
is extracted from the fit shown in Fig. 53. It is important to note
that the width of the fitted curve (σ ≈ 14MeV) is smaller than the
bin width (20MeV) of the cross section to which the correction
is applied. Therefore the correction has to be calculated from the
mean signal fraction in each bin. Since the distribution is modeled
by a Gaussian, an error function (from Ref. [217]) is employed to
facilitate the averaging. This correction is applied within ±3σ of the
µ-peak, as its effect is negligible outside of this range. The result of
this procedure is shown in Fig. 96.
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c.3 additional plots on the continuum subtrac-
tion from the final state π+π−2π0γ

In this section, the plots of the continuum background determi-
nation in the χ24π sideband region are shown. As mentioned in
Sec. 7.2.1, the sideband region gives a significantly different result
for the scaling function than the signal region, hence the sideband
region cannot be used to increase the statistics of the fit of the scal-
ing function. Figure 149 shows the Mγγ distributions in the full
mass range, while Fig. 150 shows it in mass slices. The resulting
scale function is seen in Fig. 151, giving a considerably different
result than in the signal region (see Fig. 92).
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Figure 149.: χ24π sideband region: Distributions of the invariant
γISRγ mass for uds MC (top) and data (bottom). The
peak at low masses in data is most likely due to pro-
cesses with additional NLO radiation.
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Figure 150.: χ24π sideband region: Distributions of the invariant
γISRγ mass for uds MC (left panels) and data (right
panels). Mass ranges from top to bottom: M4π <
1.2GeV/c2, 1.2GeV/c2 < M4π < 1.7GeV/c2, . . .,
3.2GeV/c2 < M4π < 3.7GeV/c2,M4π > 3.7GeV/c2.
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c.4 efficiency corrections

c.4.1 Tracking

Thedata-simulation efficiency difference in detecting charged tracks
has been studied in the BABAR analysis of the channel e+e− →
π+π−π+π−γISR [162, 218]. The results of this previous ISR track-
ing efficiency study can be used here since its final state has a very
similar event topology. It was found that the general tracking inef-
ficiency difference is

∆ηno overlap = (0.38 ± 0.08stat ± 0.34syst)% . (117)

Furthermore an inefficiency is calculated including the effect of
tracks overlapping in the detector, which leads to difficulty distin-
guishing between the signals of the tracks:

∆ηincl. overlap = (0.75 ± 0.08stat ± 0.39syst)% . (118)

Since the study was carried out for the 4-charged-track case of
e+e− → π+π−π+π−γISR, the probability of track overlap is consider-
ably higher than in the 2-charged-track case of this analysis. More
specifically, we have to consider the number of combinations for
overlap of oppositely charged tracks, since no difference between
data and simulation is observed for overlap of equally charged
tracks. In the 4-charged-track case there are 4 possible combina-
tions of oppositely charged tracks, while in the 2-track case there
is obviously only one combination. Thus the effective inefficiency
difference for the 2-track case is calculated as

∆ηeff(π+π−2π0) = ∆ηno overlap +
1
4
⋅ (∆ηincl. overlap − ∆ηno overlap)

= (0.47 ± 0.08stat ± 0.39syst)%
(119)

per track. The total uncertainty of this inefficiency difference is
included in the systematics of the cross section.

c.4.2 γ Efficiency Correction

The difference in photon efficiency between data and simulation
has been studied specifically for the ISR case [121] and the subse-
quent corrections have been calculated. This comparison shows
that globally the efficiency in MC is overestimated. It is analyzed
as a function of the ISR photon’s polar angle θ and the result can
be studied in Fig. 152. These corrections are applied to each event
in signal MC during the efficiency calculation. From Fig. 153 it is
apparent that the angular dependence translates into a flat correc-
tion in the mass of the hadrons. When fitting a constant to the
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Figure 152.: The γ correction as a function of the polar angle θ.

distribution in Fig. 153, a global correction factor of 0.9878±0.0017
is obtained. Therefore (1.22 ± 0.17)% change in the cross section
is expected, as can be observed in the corrected efficiency plot in
Fig. 154.

c.4.3 π0 Efficiency Correction

The π0 efficiency difference between data and simulation had al-
ready been investigated using the channel e+e− → ωπ0. It was em-
ployed for the BABARmeasurement of the ISR cross section e+e− →
K+K−2π0 [219]. In this efficiency analysis, the number of events in
the ω peak is studied in process e+e− → ωπ0γ → π+π−2π0γ.
To facilitate suitable samples in data and e+e− → π+π−2π0γ

signal simulation, events with two charged tracks and at least three
photons are selected (the photonwith the highest energy is assumed
to be the ISR photon). Since only three photons are required, one π0

may not have been detected, hence could be missing. The detected
π0 is required to be from the ω decay by selecting only events where
the π+π−π0 invariant mass is close to the mass of the ω resonance.
All events must be accepted by a kinematic fit in the hypothesis
e+e− → π+π−2π0γ, where only two constraints are imposed: the
reconstructed photon pair is required to have the nominal π0 mass
and the missing particle must also have the nominal π0 mass. No
energy-momentum requirement is imposed in this kinematic fit.
The efficiency is determined by fitting the ω peak in two sam-

ples. One sample consists of events which are accepted by the 6-
constraint (6C) kinematic fit in the hypothesis e+e− → π+π−2π0γ
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(also used in the cross section analysis), which requires five pho-
tons and imposes energy-momentum conservation as well as the π0

mass for both photon pairs. The other sample consists of the events
not selected by the 6C kinematic fit. The ω peak is then fitted in
both samples. The ratio of the ω yield of the sample selected in the
6C kinematic fit divided by the sum of both yields determines the
π0 efficiency. This method is used on data and simulation, so that
their relative difference can be used to determine the correction
needed in simulation.
Since the efficiency analysis was performed also using the case

of neutral pions in ISR production, also employing an energy-
momentum constrained kinematic fit, the result can be applied
here: εdata

εMC
− 1 = −(3.0 ± 1.0)% (120)

per π0, where ε is the respective efficiency. Systematic studies were
performed, confirming this result over the full range of π0momenta
and χ26C requirements. For the two channels studied in this work,
this results in the following corrections:

• e+e− → π+π−2π0γ: (−6.0 ± 2.0)%,

• e+e− → π+π−3π0γ: (−9.0 ± 3.0)%.

These values are used to correct for data-MC differences and their
uncertainties contribute to the total uncertainties.
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c.5 e+e− → π+π−2π0 cross section table

Table 13.: The measured e+e− → π+π−π0π0 cross section. σ is the
dressed (including VP) and σ(0) the undressed (without
VP) cross section, each with the corresponding statistical
and systematic uncertainties.

ECM(GeV) σ(nb) σ(0)(nb)
0.850 0.053 ± 0.116 ± 0.091 0.050 ± 0.111 ± 0.087
0.870 0.243 ± 0.077 ± 0.100 0.232 ± 0.073 ± 0.096
0.890 0.234 ± 0.124 ± 0.109 0.224 ± 0.118 ± 0.105
0.910 0.310 ± 0.076 ± 0.119 0.298 ± 0.073 ± 0.114
0.930 0.983 ± 0.164 ± 0.131 0.947 ± 0.157 ± 0.126
0.950 2.460 ± 0.233 ± 0.155 2.376 ± 0.225 ± 0.149
0.970 3.979 ± 0.312 ± 0.187 3.860 ± 0.302 ± 0.182
0.990 4.861 ± 0.324 ± 0.211 4.753 ± 0.317 ± 0.206
1.010 6.322 ± 0.383 ± 0.248 6.414 ± 0.388 ± 0.252
1.030 8.092 ± 0.398 ± 0.295 7.429 ± 0.366 ± 0.271
1.050 9.846 ± 0.417 ± 0.343 9.321 ± 0.395 ± 0.325
1.070 10.063 ± 0.421 ± 0.354 9.593 ± 0.402 ± 0.337
1.090 12.081 ± 0.444 ± 0.410 11.558 ± 0.425 ± 0.392
1.110 12.621 ± 0.447 ± 0.428 12.102 ± 0.428 ± 0.410
1.130 14.023 ± 0.471 ± 0.469 13.467 ± 0.453 ± 0.450
1.150 15.256 ± 0.484 ± 0.505 14.669 ± 0.465 ± 0.486
1.170 16.388 ± 0.485 ± 0.539 15.772 ± 0.466 ± 0.519
1.190 17.327 ± 0.490 ± 0.568 16.688 ± 0.472 ± 0.547
1.210 18.657 ± 0.525 ± 0.583 17.981 ± 0.506 ± 0.561
1.230 20.624 ± 0.524 ± 0.644 19.890 ± 0.506 ± 0.621
1.250 20.659 ± 0.521 ± 0.645 19.932 ± 0.503 ± 0.622
1.270 21.753 ± 0.547 ± 0.679 20.996 ± 0.528 ± 0.656
1.290 23.623 ± 0.539 ± 0.738 22.810 ± 0.520 ± 0.712
1.310 24.514 ± 0.553 ± 0.765 23.677 ± 0.534 ± 0.739
1.330 25.431 ± 0.551 ± 0.794 24.568 ± 0.533 ± 0.767
1.350 26.128 ± 0.562 ± 0.816 25.248 ± 0.543 ± 0.788
1.370 28.489 ± 0.579 ± 0.890 27.537 ± 0.560 ± 0.860
1.390 28.502 ± 0.568 ± 0.890 27.552 ± 0.549 ± 0.861
1.410 29.564 ± 0.570 ± 0.923 28.577 ± 0.551 ± 0.893
1.430 31.453 ± 0.591 ± 0.982 30.412 ± 0.572 ± 0.950
1.450 31.663 ± 0.585 ± 0.989 30.622 ± 0.566 ± 0.957
1.470 31.800 ± 0.591 ± 0.993 30.749 ± 0.572 ± 0.960
1.490 32.069 ± 0.579 ± 1.001 30.999 ± 0.559 ± 0.968
1.510 31.639 ± 0.574 ± 0.988 30.571 ± 0.555 ± 0.955
1.530 30.525 ± 0.561 ± 0.953 29.476 ± 0.542 ± 0.920
1.550 29.238 ± 0.546 ± 0.913 28.214 ± 0.527 ± 0.881
1.570 29.262 ± 0.545 ± 0.914 28.227 ± 0.526 ± 0.881
1.590 27.013 ± 0.512 ± 0.844 26.055 ± 0.494 ± 0.814

continued
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ECM(GeV) σ(nb) σ(0)(nb)
1.610 27.022 ± 0.509 ± 0.844 26.064 ± 0.491 ± 0.814
1.630 26.194 ± 0.499 ± 0.818 25.263 ± 0.482 ± 0.789
1.650 24.798 ± 0.481 ± 0.774 23.911 ± 0.464 ± 0.747
1.670 24.603 ± 0.480 ± 0.768 23.710 ± 0.463 ± 0.740
1.690 22.556 ± 0.458 ± 0.704 21.728 ± 0.441 ± 0.678
1.710 21.886 ± 0.449 ± 0.683 21.073 ± 0.432 ± 0.658
1.730 20.929 ± 0.443 ± 0.653 20.142 ± 0.426 ± 0.629
1.750 19.198 ± 0.421 ± 0.599 18.467 ± 0.405 ± 0.577
1.770 17.759 ± 0.406 ± 0.554 17.084 ± 0.391 ± 0.533
1.790 15.944 ± 0.377 ± 0.498 15.335 ± 0.362 ± 0.479
1.810 14.939 ± 0.367 ± 0.467 14.365 ± 0.353 ± 0.449
1.830 13.028 ± 0.337 ± 0.407 12.527 ± 0.324 ± 0.391
1.850 12.466 ± 0.335 ± 0.389 11.986 ± 0.322 ± 0.374
1.870 10.951 ± 0.306 ± 0.342 10.534 ± 0.294 ± 0.329
1.890 10.742 ± 0.304 ± 0.335 10.339 ± 0.293 ± 0.323
1.910 9.365 ± 0.279 ± 0.292 9.018 ± 0.269 ± 0.282
1.930 9.152 ± 0.275 ± 0.286 8.815 ± 0.265 ± 0.275
1.950 9.012 ± 0.273 ± 0.281 8.681 ± 0.263 ± 0.271
1.970 8.715 ± 0.265 ± 0.272 8.399 ± 0.255 ± 0.262
1.990 8.656 ± 0.265 ± 0.270 8.348 ± 0.256 ± 0.261
2.010 8.906 ± 0.268 ± 0.278 8.588 ± 0.259 ± 0.268
2.030 9.172 ± 0.276 ± 0.286 8.842 ± 0.266 ± 0.276
2.050 8.056 ± 0.251 ± 0.252 7.764 ± 0.242 ± 0.243
2.070 8.141 ± 0.258 ± 0.254 7.842 ± 0.248 ± 0.245
2.090 7.590 ± 0.242 ± 0.237 7.308 ± 0.233 ± 0.228
2.110 7.273 ± 0.235 ± 0.227 6.999 ± 0.226 ± 0.219
2.130 6.674 ± 0.225 ± 0.208 6.421 ± 0.217 ± 0.201
2.150 7.198 ± 0.238 ± 0.225 6.923 ± 0.229 ± 0.216
2.170 6.169 ± 0.217 ± 0.193 5.932 ± 0.209 ± 0.185
2.190 6.513 ± 0.228 ± 0.203 6.261 ± 0.219 ± 0.196
2.210 6.087 ± 0.218 ± 0.190 5.851 ± 0.210 ± 0.183
2.230 5.282 ± 0.198 ± 0.165 5.076 ± 0.190 ± 0.159
2.250 4.964 ± 0.191 ± 0.155 4.770 ± 0.183 ± 0.149
2.270 4.913 ± 0.193 ± 0.153 4.720 ± 0.185 ± 0.147
2.290 4.748 ± 0.185 ± 0.148 4.561 ± 0.178 ± 0.142
2.310 4.191 ± 0.171 ± 0.131 4.025 ± 0.165 ± 0.126
2.330 4.335 ± 0.178 ± 0.135 4.164 ± 0.171 ± 0.130
2.350 3.980 ± 0.168 ± 0.124 3.823 ± 0.162 ± 0.119
2.370 3.501 ± 0.155 ± 0.109 3.363 ± 0.149 ± 0.105
2.390 3.374 ± 0.152 ± 0.105 3.241 ± 0.146 ± 0.101
2.410 3.416 ± 0.153 ± 0.107 3.281 ± 0.147 ± 0.102
2.430 3.594 ± 0.161 ± 0.112 3.453 ± 0.155 ± 0.108
2.450 3.331 ± 0.158 ± 0.104 3.200 ± 0.152 ± 0.100
2.470 3.095 ± 0.148 ± 0.097 2.973 ± 0.142 ± 0.093
2.490 3.022 ± 0.147 ± 0.094 2.904 ± 0.141 ± 0.091

continued
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ECM(GeV) σ(nb) σ(0)(nb)
2.510 2.991 ± 0.146 ± 0.093 2.874 ± 0.140 ± 0.090
2.530 2.721 ± 0.135 ± 0.085 2.616 ± 0.130 ± 0.082
2.550 2.611 ± 0.138 ± 0.082 2.510 ± 0.133 ± 0.078
2.570 2.534 ± 0.136 ± 0.079 2.436 ± 0.130 ± 0.076
2.590 2.364 ± 0.129 ± 0.074 2.273 ± 0.124 ± 0.071
2.610 2.261 ± 0.126 ± 0.071 2.175 ± 0.121 ± 0.068
2.630 2.015 ± 0.115 ± 0.063 1.938 ± 0.111 ± 0.060
2.650 2.339 ± 0.129 ± 0.073 2.250 ± 0.124 ± 0.070
2.670 2.215 ± 0.122 ± 0.069 2.132 ± 0.117 ± 0.067
2.690 1.762 ± 0.109 ± 0.055 1.696 ± 0.105 ± 0.053
2.710 1.675 ± 0.104 ± 0.112 1.613 ± 0.100 ± 0.108
2.730 1.645 ± 0.106 ± 0.110 1.584 ± 0.102 ± 0.106
2.750 1.996 ± 0.122 ± 0.134 1.923 ± 0.118 ± 0.129
2.770 1.493 ± 0.101 ± 0.100 1.439 ± 0.098 ± 0.096
2.790 1.389 ± 0.096 ± 0.093 1.339 ± 0.092 ± 0.090
2.810 1.464 ± 0.097 ± 0.098 1.412 ± 0.094 ± 0.095
2.830 1.496 ± 0.101 ± 0.100 1.444 ± 0.097 ± 0.097
2.850 1.103 ± 0.084 ± 0.074 1.065 ± 0.081 ± 0.071
2.870 1.258 ± 0.093 ± 0.084 1.216 ± 0.090 ± 0.081
2.890 1.274 ± 0.091 ± 0.085 1.233 ± 0.088 ± 0.083
2.910 1.149 ± 0.089 ± 0.077 1.113 ± 0.087 ± 0.074
2.930 1.224 ± 0.091 ± 0.082 1.187 ± 0.089 ± 0.079
2.950 1.072 ± 0.089 ± 0.072 1.042 ± 0.087 ± 0.070
2.970 1.120 ± 0.091 ± 0.075 1.091 ± 0.088 ± 0.073
2.990 0.996 ± 0.086 ± 0.067 0.973 ± 0.084 ± 0.065
3.010 0.913 ± 0.078 ± 0.061 0.897 ± 0.076 ± 0.060
3.030 0.906 ± 0.076 ± 0.061 0.897 ± 0.075 ± 0.060
3.050 0.984 ± 0.084 ± 0.066 0.987 ± 0.084 ± 0.066
3.070 1.166 ± 0.087 ± 0.078 1.210 ± 0.090 ± 0.081
3.090 2.440 ± 0.146 ± 0.163 3.143 ± 0.188 ± 0.219
3.110 2.278 ± 0.147 ± 0.152 1.831 ± 0.118 ± 0.125
3.130 0.953 ± 0.078 ± 0.064 0.854 ± 0.070 ± 0.057
3.150 0.870 ± 0.076 ± 0.058 0.799 ± 0.070 ± 0.053
3.170 0.765 ± 0.064 ± 0.051 0.711 ± 0.060 ± 0.048
3.190 0.686 ± 0.064 ± 0.046 0.642 ± 0.059 ± 0.043
3.210 0.821 ± 0.072 ± 0.059 0.771 ± 0.068 ± 0.056
3.230 0.652 ± 0.060 ± 0.047 0.615 ± 0.057 ± 0.044
3.250 0.645 ± 0.060 ± 0.046 0.610 ± 0.057 ± 0.044
3.270 0.586 ± 0.058 ± 0.042 0.554 ± 0.055 ± 0.040
3.290 0.621 ± 0.059 ± 0.045 0.589 ± 0.056 ± 0.042
3.310 0.536 ± 0.054 ± 0.039 0.509 ± 0.051 ± 0.037
3.330 0.588 ± 0.060 ± 0.042 0.559 ± 0.057 ± 0.040
3.350 0.473 ± 0.051 ± 0.034 0.450 ± 0.048 ± 0.032
3.370 0.585 ± 0.062 ± 0.042 0.557 ± 0.059 ± 0.040
3.390 0.536 ± 0.057 ± 0.039 0.511 ± 0.054 ± 0.037

continued



C.5 e+e− → π+π−2π0 cross section table 203

ECM(GeV) σ(nb) σ(0)(nb)
3.410 0.588 ± 0.061 ± 0.042 0.560 ± 0.058 ± 0.040
3.430 0.468 ± 0.050 ± 0.034 0.447 ± 0.048 ± 0.032
3.450 0.389 ± 0.042 ± 0.028 0.372 ± 0.040 ± 0.027
3.470 0.413 ± 0.048 ± 0.030 0.395 ± 0.046 ± 0.028
3.490 0.506 ± 0.057 ± 0.036 0.484 ± 0.054 ± 0.035
3.510 0.554 ± 0.063 ± 0.040 0.530 ± 0.061 ± 0.038
3.530 0.519 ± 0.060 ± 0.037 0.498 ± 0.058 ± 0.036
3.550 0.463 ± 0.056 ± 0.033 0.445 ± 0.053 ± 0.032
3.570 0.416 ± 0.050 ± 0.030 0.400 ± 0.049 ± 0.029
3.590 0.366 ± 0.045 ± 0.026 0.353 ± 0.043 ± 0.025
3.610 0.367 ± 0.048 ± 0.026 0.355 ± 0.047 ± 0.025
3.630 0.379 ± 0.051 ± 0.027 0.368 ± 0.049 ± 0.026
3.650 0.311 ± 0.044 ± 0.022 0.305 ± 0.043 ± 0.022
3.670 0.348 ± 0.047 ± 0.025 0.352 ± 0.047 ± 0.026
3.690 0.361 ± 0.044 ± 0.026 0.268 ± 0.033 ± 0.024
3.710 0.306 ± 0.039 ± 0.022 0.282 ± 0.036 ± 0.020
3.730 0.293 ± 0.040 ± 0.021 0.275 ± 0.037 ± 0.020
3.750 0.320 ± 0.043 ± 0.023 0.302 ± 0.041 ± 0.022
3.770 0.215 ± 0.031 ± 0.015 0.204 ± 0.030 ± 0.015
3.790 0.278 ± 0.038 ± 0.020 0.263 ± 0.036 ± 0.019
3.810 0.265 ± 0.038 ± 0.019 0.251 ± 0.036 ± 0.018
3.830 0.180 ± 0.029 ± 0.013 0.171 ± 0.028 ± 0.012
3.850 0.233 ± 0.034 ± 0.017 0.222 ± 0.033 ± 0.016
3.870 0.254 ± 0.037 ± 0.018 0.242 ± 0.035 ± 0.017
3.890 0.215 ± 0.033 ± 0.015 0.205 ± 0.031 ± 0.015
3.910 0.206 ± 0.034 ± 0.015 0.197 ± 0.033 ± 0.014
3.930 0.252 ± 0.037 ± 0.018 0.240 ± 0.035 ± 0.017
3.950 0.142 ± 0.025 ± 0.010 0.135 ± 0.024 ± 0.010
3.970 0.199 ± 0.032 ± 0.014 0.190 ± 0.031 ± 0.014
3.990 0.139 ± 0.025 ± 0.010 0.133 ± 0.024 ± 0.009
4.010 0.189 ± 0.031 ± 0.014 0.181 ± 0.029 ± 0.013
4.030 0.178 ± 0.032 ± 0.013 0.170 ± 0.031 ± 0.012
4.050 0.165 ± 0.030 ± 0.012 0.157 ± 0.029 ± 0.011
4.070 0.179 ± 0.033 ± 0.013 0.171 ± 0.031 ± 0.012
4.090 0.105 ± 0.022 ± 0.008 0.100 ± 0.021 ± 0.007
4.110 0.148 ± 0.025 ± 0.011 0.141 ± 0.024 ± 0.010
4.130 0.195 ± 0.033 ± 0.014 0.185 ± 0.031 ± 0.013
4.150 0.157 ± 0.030 ± 0.011 0.149 ± 0.028 ± 0.011
4.170 0.187 ± 0.033 ± 0.013 0.177 ± 0.032 ± 0.013
4.190 0.162 ± 0.029 ± 0.012 0.153 ± 0.027 ± 0.011
4.210 0.086 ± 0.022 ± 0.006 0.081 ± 0.021 ± 0.006
4.230 0.102 ± 0.019 ± 0.007 0.096 ± 0.018 ± 0.007
4.250 0.121 ± 0.022 ± 0.009 0.114 ± 0.021 ± 0.008
4.270 0.157 ± 0.030 ± 0.011 0.149 ± 0.028 ± 0.011
4.290 0.075 ± 0.019 ± 0.005 0.071 ± 0.018 ± 0.005

continued
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ECM(GeV) σ(nb) σ(0)(nb)
4.310 0.128 ± 0.025 ± 0.009 0.121 ± 0.023 ± 0.009
4.330 0.124 ± 0.025 ± 0.009 0.118 ± 0.024 ± 0.009
4.350 0.132 ± 0.028 ± 0.009 0.125 ± 0.027 ± 0.009
4.370 0.114 ± 0.023 ± 0.008 0.109 ± 0.022 ± 0.008
4.390 0.081 ± 0.018 ± 0.006 0.077 ± 0.017 ± 0.005
4.410 0.107 ± 0.022 ± 0.008 0.102 ± 0.021 ± 0.007
4.430 0.120 ± 0.024 ± 0.009 0.114 ± 0.023 ± 0.008
4.450 0.073 ± 0.017 ± 0.005 0.069 ± 0.016 ± 0.005
4.470 0.078 ± 0.019 ± 0.006 0.074 ± 0.018 ± 0.005
4.490 0.089 ± 0.023 ± 0.006 0.085 ± 0.022 ± 0.006
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NUMERICAL STABILITY OF THE KERNEL
FUNCTION

For s > 4m2
ℓ the Kernel function is given by [46, 103]
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∣x∣ < 1, it is obvious that large cancellations occur for very small x.
Hence it is advantageous for the numerical precision to express the
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This alternating series converges quickly (asymptotically ∼ k−3), is
numerically stable and trivial to implement efficiently. The first
few coefficients are given by 3

70 , −
19
840 ,

17
1260 , −

11
1260 for k = 5, 6, 7, 8,

respectively.
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lic License, where the Licensed Material is a musical work,
performance, or sound recording, Adapted Material is al-
ways produced where the Licensed Material is synched in
timed relation with a moving image.

2. Adapter’s Licensemeans the license You apply to Your Copy-
right and Similar Rights in Your contributions to Adapted
Material in accordance with the terms and conditions of this
Public License.

3. BY-NC-SA Compatible License means a license listed at
creativecommons.org/compatiblelicenses, approved by Cre-
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ative Commons as essentially the equivalent of this Public
License.

4. Copyright and Similar Rightsmeans copyright and/or sim-
ilar rights closely related to copyright including, without lim-
itation, performance, broadcast, sound recording, and Sui
Generis Database Rights, without regard to how the rights are
labeled or categorized. For purposes of this Public License,
the rights specified in Section 2(b)(1)-(2) are not Copyright
and Similar Rights.

5. Effective Technological Measures means those measures
that, in the absence of proper authority, may not be circum-
vented under laws fulfilling obligations under Article 11 of
the WIPO Copyright Treaty adopted on December 20, 1996,
and/or similar international agreements.

6. Exceptions and Limitations means fair use, fair dealing,
and/or any other exception or limitation to Copyright and
Similar Rights that applies to Your use of the Licensed Mate-
rial.

7. License Elementsmeans the license attributes listed in the
name of a Creative Commons Public License. The License
Elements of this Public License are Attribution, NonCom-
mercial, and ShareAlike.

8. LicensedMaterialmeans the artistic or literarywork, database,
or other material to which the Licensor applied this Public
License.

9. Licensed Rights means the rights granted to You subject
to the terms and conditions of this Public License, which
are limited to all Copyright and Similar Rights that apply to
Your use of the Licensed Material and that the Licensor has
authority to license.

10. Licensormeans the individual(s) or entity(ies) granting rights
under this Public License.

11. NonCommercial means not primarily intended for or di-
rected towards commercial advantage or monetary compen-
sation. For purposes of this Public License, the exchange of
the LicensedMaterial for other material subject to Copyright
and Similar Rights by digital file-sharing or similar means is
NonCommercial provided there is no payment of monetary
compensation in connection with the exchange.

12. Sharemeans to provide material to the public by any means
or process that requires permission under the LicensedRights,
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such as reproduction, public display, public performance, dis-
tribution, dissemination, communication, or importation,
and to make material available to the public including in
ways that members of the public may access the material
from a place and at a time individually chosen by them.

13. Sui Generis Database Rightsmeans rights other than copy-
right resulting from Directive 96/9/EC of the European Par-
liament and of the Council of 11 March 1996 on the legal
protection of databases, as amended and/or succeeded, as
well as other essentially equivalent rights anywhere in the
world.

14. Youmeans the individual or entity exercising the Licensed
Rights under this Public License. Your has a corresponding
meaning.

Section 2 – Scope.
1. License grant.

a) Subject to the terms and conditions of this Public Li-
cense, the Licensor hereby grants You a worldwide,
royalty-free, non-sublicensable, non-exclusive, irrevo-
cable license to exercise the Licensed Rights in the Li-
censed Material to:
i. reproduce and Share the Licensed Material, in
whole or in part, for NonCommercial purposes
only; and

ii. produce, reproduce, and Share Adapted Material
for NonCommercial purposes only.

b) Exceptions and Limitations. For the avoidance of doubt,
where Exceptions and Limitations apply to Your use,
this Public License does not apply, and You do not need
to comply with its terms and conditions.

c) Term. The term of this Public License is specified in
Section 6(a).

d) Media and formats; technical modifications allowed.
The Licensor authorizes You to exercise the Licensed
Rights in all media and formats whether now known or
hereafter created, and to make technical modifications
necessary to do so. The Licensor waives and/or agrees
not to assert any right or authority to forbid You from
making technical modifications necessary to exercise
the Licensed Rights, including technical modifications
necessary to circumvent Effective Technological Mea-
sures. For purposes of this Public License, simply mak-
ing modifications authorized by this Section 2(a)(4)
never produces Adapted Material.
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e) Downstream recipients.

i. Offer from the Licensor – LicensedMaterial. Every
recipient of the Licensed Material automatically
receives an offer from the Licensor to exercise the
Licensed Rights under the terms and conditions
of this Public License.

ii. Additional offer from the Licensor – Adapted Ma-
terial. Every recipient of Adapted Material from
You automatically receives an offer from the Licen-
sor to exercise the Licensed Rights in the Adapted
Material under the conditions of the Adapter’s Li-
cense You apply.

iii. No downstream restrictions. You may not offer or
impose any additional or different terms or condi-
tions on, or apply any Effective Technological Mea-
sures to, the Licensed Material if doing so restricts
exercise of the Licensed Rights by any recipient of
the Licensed Material.

f) No endorsement. Nothing in this Public License con-
stitutes or may be construed as permission to assert or
imply that You are, or that Your use of the Licensed
Material is, connected with, or sponsored, endorsed,
or granted official status by, the Licensor or others des-
ignated to receive attribution as provided in Section
3(a)(1)(A)(i).

Other rights.

2. a) Moral rights, such as the right of integrity, are not li-
censed under this Public License, nor are publicity, pri-
vacy, and/or other similar personality rights; however,
to the extent possible, the Licensor waives and/or agrees
not to assert any such rights held by the Licensor to the
limited extent necessary to allow You to exercise the
Licensed Rights, but not otherwise.

b) Patent and trademark rights are not licensed under this
Public License.

c) To the extent possible, the Licensor waives any right
to collect royalties from You for the exercise of the Li-
censed Rights, whether directly or through a collecting
society under any voluntary or waivable statutory or
compulsory licensing scheme. In all other cases the
Licensor expressly reserves any right to collect such
royalties, including when the Licensed Material is used
other than for NonCommercial purposes.
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Section 3 – License Conditions.
Your exercise of the Licensed Rights is expressly made subject to

the following conditions.

1. Attribution.

a) If You Share the Licensed Material (including in modi-
fied form), You must:

i. retain the following if it is supplied by the Licensor
with the Licensed Material:

A. identification of the creator(s) of the Licensed
Material and any others designated to receive
attribution, in any reasonablemanner requested
by the Licensor (including by pseudonym if
designated);

B. a copyright notice;

C. a notice that refers to this Public License;

D. a notice that refers to the disclaimer of war-
ranties;

E. a URI or hyperlink to the Licensed Material
to the extent reasonably practicable;

ii. indicate if You modified the LicensedMaterial and
retain an indication of any previous modifications;
and

iii. indicate the Licensed Material is licensed under
this Public License, and include the text of, or the
URI or hyperlink to, this Public License.

b) You may satisfy the conditions in Section 3(a)(1) in any
reasonable manner based on the medium, means, and
context in which You Share the Licensed Material. For
example, it may be reasonable to satisfy the conditions
by providing a URI or hyperlink to a resource that in-
cludes the required information.

c) If requested by the Licensor, You must remove any of
the information required by Section 3(a)(1)(A) to the
extent reasonably practicable.

2. ShareAlike.

In addition to the conditions in Section 3(a), if You Share
AdaptedMaterial You produce, the following conditions also
apply.

a) The Adapter’s License You apply must be a Creative
Commons license with the same License Elements, this
version or later, or a BY-NC-SA Compatible License.
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b) You must include the text of, or the URI or hyper-
link to, the Adapter’s License You apply. You may sat-
isfy this condition in any reasonable manner based on
the medium, means, and context in which You Share
Adapted Material.

c) You may not offer or impose any additional or different
terms or conditions on, or apply any Effective Tech-
nological Measures to, Adapted Material that restrict
exercise of the rights granted under the Adapter’s Li-
cense You apply.

Section 4 – Sui Generis Database Rights.
Where the Licensed Rights include Sui Generis Database Rights

that apply to Your use of the Licensed Material:

1. for the avoidance of doubt, Section 2(a)(1) grants You the
right to extract, reuse, reproduce, and Share all or a substan-
tial portion of the contents of the database for NonCommer-
cial purposes only;

2. if You include all or a substantial portion of the database con-
tents in a database in which You have Sui Generis Database
Rights, then the database in which You have Sui Generis
Database Rights (but not its individual contents) is Adapted
Material, including for purposes of Section 3(b); and

3. You must comply with the conditions in Section 3(a) if You
Share all or a substantial portion of the contents of the database.

For the avoidance of doubt, this Section 4 supplements and does
not replace Your obligations under this Public License where the
Licensed Rights include other Copyright and Similar Rights.

Section 5 – Disclaimer of Warranties and Limitation of Lia-
bility.

1. Unless otherwise separately undertaken by the Licensor,
to the extent possible, the Licensor offers the LicensedMa-
terial as-is andas-available, andmakesno representations
or warranties of any kind concerning the Licensed Mate-
rial, whether express, implied, statutory, or other. This in-
cludes, without limitation, warranties of title,merchantabil-
ity, fitness for a particular purpose, non-infringement, ab-
sence of latent or other defects, accuracy, or the presence
or absence of errors, whether or not known or discover-
able. Where disclaimers of warranties are not allowed in
full or in part, this disclaimer may not apply to You.

2. To the extent possible, in no event will the Licensor be li-
able to You on any legal theory (including, without lim-
itation, negligence) or otherwise for any direct, special,
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indirect, incidental, consequential, punitive, exemplary,
or other losses, costs, expenses, or damages arising out of
this Public License or use of the Licensed Material, even
if the Licensor has been advised of the possibility of such
losses, costs, expenses, or damages. Where a limitation
of liability is not allowed in full or in part, this limitation
may not apply to You.

1. The disclaimer of warranties and limitation of liability pro-
vided above shall be interpreted in a manner that, to the
extent possible, most closely approximates an absolute dis-
claimer and waiver of all liability.

Section 6 – Term and Termination.

1. This Public License applies for the term of the Copyright and
Similar Rights licensed here. However, if You fail to comply
with this Public License, then Your rights under this Public
License terminate automatically.

2. Where Your right to use the LicensedMaterial has terminated
under Section 6(a), it reinstates:

a) automatically as of the date the violation is cured, pro-
vided it is cured within 30 days of Your discovery of the
violation; or

b) upon express reinstatement by the Licensor.

For the avoidance of doubt, this Section 6(b) does not affect
any right the Licensor may have to seek remedies for Your
violations of this Public License.

3. For the avoidance of doubt, the Licensor may also offer the
Licensed Material under separate terms or conditions or
stop distributing the Licensed Material at any time; however,
doing so will not terminate this Public License.

4. Sections 1, 5, 6, 7, and 8 survive termination of this Public
License.

Section 7 – Other Terms and Conditions.

1. The Licensor shall not be bound by any additional or different
terms or conditions communicated by You unless expressly
agreed.

2. Any arrangements, understandings, or agreements regarding
the Licensed Material not stated herein are separate from
and independent of the terms and conditions of this Public
License.
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Section 8 – Interpretation.

1. For the avoidance of doubt, this Public License does not,
and shall not be interpreted to, reduce, limit, restrict, or
impose conditions on any use of the Licensed Material that
could lawfully bemade without permission under this Public
License.

2. To the extent possible, if any provision of this Public License
is deemed unenforceable, it shall be automatically reformed
to the minimum extent necessary to make it enforceable. If
the provision cannot be reformed, it shall be severed from
this Public License without affecting the enforceability of the
remaining terms and conditions.

3. No term or condition of this Public License will be waived
and no failure to comply consented to unless expressly agreed
to by the Licensor.

4. Nothing in this Public License constitutes or may be inter-
preted as a limitation upon, or waiver of, any privileges and
immunities that apply to the Licensor or You, including from
the legal processes of any jurisdiction or authority.

Creative Commons is not a party to its public licenses. Notwith-
standing, Creative Commons may elect to apply one of its public
licenses to material it publishes and in those instances will be con-
sidered the “Licensor.” The text of the Creative Commons public
licenses is dedicated to the public domain under the CC0 Public
Domain Dedication. Except for the limited purpose of indicating
that material is shared under a Creative Commons public license
or as otherwise permitted by the Creative Commons policies pub-
lished at creativecommons.org/policies, Creative Commons does
not authorize the use of the trademark “Creative Commons” or any
other trademark or logo of Creative Commons without its prior
written consent including, without limitation, in connection with
any unauthorized modifications to any of its public licenses or any
other arrangements, understandings, or agreements concerning
use of licensed material. For the avoidance of doubt, this paragraph
does not form part of the public licenses.

Creative Commons may be contacted at creativecommons.org.
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