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Abstract

Proxy data are essential for the investigation of climatéatdlity on time scales larger than
the historical meteorological observation period. Theeptial value of a proxy depends on our
ability to understand and quantify the physical proceskasrelate the corresponding climate
parameter and the signal in the proxy archive. These pres&ss) be explored under present-
day conditions. In this thesis, both statistical and prglsicodels are applied for their analysis,
focusing on two specific types of proxies, lake sediment dathstable water isotopes.

In the first part of this work, the basis is established fotistiaally calibrating new proxies from
lake sediments in western Germany. A comprehensive méoggical and hydrological data set
is compiled and statistically analyzed. In this way, mebéagical times series are identified that
can be applied for the calibration of various climate prexié particular focus is laid on the
investigation of extreme weather events, which have rdvebn the objective of paleoclimate
reconstructions so far. In addition, the data set is useddsessing the spatial representativity
of these events. Subsequently, a concrete example of a pabikyation is presented. Maxima
in the quartz grain concentration from a lake sediment caeeampared to recent windstorms.
The latter are identified from the meteorological data wli thelp of a newly developed wind-
storm index, combining local measurements and reanalgs#s d he statistical significance of
the correlation between extreme windstorms and signaleisediment is verified with the help
of a Monte Carlo method. This correlation is fundamentaldimploying lake sediment data as
a new proxy to reconstruct windstorm records of the geobdgiast.

The second part of this thesis deals with the analysis andlatimn of stable water isotopes
in atmospheric vapor on daily time scales. In this way, adbethderstanding of the physical
processes determining these isotope ratios can be obtauhéch is an important prerequisite
for the interpretation of isotope data from ice cores andéenstruction of past temperature.
In particular, the focus here is on the deuterium excesstamelation to the environmental con-
ditions during evaporation of water from the ocean. As adfasithe diagnostic analysis and for
evaluating the simulations, isotope measurements fronoWRelflsrael) are used, provided by
the Weizmann Institute of Science. First, a Lagrangian tagessource diagnostic is employed
in order to establish quantitative linkages between thesonesnents and the evaporation condi-
tions of the vapor (and thus to calibrate the isotope sigriat) the one hand, a strong negative

Vil



correlation between relative humidity with respect to sediase temperature in the source re-
gions and measured deuterium excess is found, corrobgnasults from isotope GCMs. On
the other hand, sea surface temperature in the evaporatioons does not correlate well with
deuterium excess. This finding contradicts results froneothodels. Although requiring con-
firmation by isotope data from different regions and longeetscales, this weak correlation
might be of major importance for the reconstruction of maistsource temperatures from ice
core data. Second, the Lagrangian source diagnostic isinethlwith a Craig-Gordon frac-
tionation parameterization for the identified evaporageants in order to simulate the isotope
ratios at Rehovot. In this way, the Craig-Gordon model canlibectly evaluated with atmo-
spheric isotope data, and better constraints for uncemtaihel parameters can be obtained. A
comparison of the simulated deuterium excess with the nneamsants reveals that a much better
agreement can be achieved using a wind speed independenti&tion of the non-equilibrium
fractionation factor instead of the classical parameation introduced by Merlivat and Jouzel,
which is widely applied in isotope GCMs. Finally, the firsegs of the implementation of water
isotope physics in the limited-area COSMO model are desdriand an approach is outlined
that allows to compare simulated isotope ratios to measemésiin an event-based manner by
using a water tagging technique. Several case studies d@med, again focusing on iso-
tope fractionation during water evaporation from the sda good agreement between model
results and measurements at Rehovot demonstrates theadyiltly of the approach. Because
the model can be run with high, potentially cloud-resolvamatial resolution, and because it
contains sophisticated parameterizations of many atnevgpbrocesses, a complete implemen-
tation of isotope physics will allow detailed, processeoted studies of the complex variability
of stable isotopes in atmospheric waters in future research
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Zusammenfassung

Zur Erforschung von Klimavariabilitat auf langen Zeittka, fur die es keine direkten mete-
orologischen Beobachtungen gibt, werden Proxydaten vetete Der mogliche Nutzen, den
man aus einem Proxy ziehen kann, hangst stark davon ab,uiviieggphysikalischen Prozesse
verstanden sind und quantifiziert werden konnen, die derkanstruierenden Klimaparameter
und das Signal im Proxy-Archiv miteinander verknupfene$& Prozesse kdnnen unter heuti-
gen klimatischen Bedingungen untersucht werden. In diedeit werden dafiir sowohl statisti-
sche als auch physikalische Modelle verwendet. Dabei stelvei spezifische Proxy-Typen im
Vordergrund, Seesediment-Daten und stabile Wasserisotop

Im ersten Teil dieser Arbeit wird die Grundlage fur einetistesche Kalibrierung von neuen
Proxys basierend auf Seesediment-Daten aus Westdeus gaschaffen. Ein umfassender me-
teorologischer und hydrologischer Datensatz wird zusangestellt und statistisch analysiert.
Auf diese Weise werden meteorologische Zeitreihen iderdrti, die fur eine Kalibrierung ver-
schiedener Klima-Proxys verwendet werden konnen. Im &aydind stehen dabei extreme Wet-
terereignisse, die bisher nur selten das Ziel von paléaakblogischen Rekonstruktionen waren.
Zusatzlich wird mit Hilfe des Datensatzes die raumliclepRsentativitat dieser Ereignisse un-
tersucht. AnschlieRend wird ein konkretes Beispiel fiireeProxy-Kalibrierung vorgestellt.
Maxima in der Konzentration von Quartzkdrnern in einemi®ethtkern werden mit Windstur-
men der letzten Jahre verglichen. Diese Stirme werden iifig €ines neuen Indexes identi-
fiziert, der meteorologische Messdaten und Reanalysenikagnt Die statistische Signifikanz
der Korrelation zwischen Windstiirmen und Signalen im Sexht wird mit Hilfe einer Monte-
Carlo-Methode gezeigt. Diese Korrelation kann als Grugeliiéir die Verwendung eines neuen
Windsturm-Proxys basierend auf Seesedimenten dienen.

Der zweite Teil dieser Arbeit befasst sich mit der Analysel \8imulation der Variabilitat

von stabilen Wasserisotopen in atmospharischem Wassefdauf kurzen Zeitskalen. Ein

verbessertes Verstandnis der physikalischen Prozessdiede Variabilitat bestimmen, ist eine
wichtige Voraussetzung fur die Interpretation von Eigikenen und die Rekonstruktion von
vergangenen Temperaturanderungen. Das Hauptaugenagtthkiér auf dem Deuterium-Exzess
und seiner Beziehung zu den aul3eren Bedingungen waheznélunstung des Wassers vom
Ozean. Als Basis fur die diagnostische Analyse und zur t®8ung der Simulationsergebnisse



dienen Isotopenmessungen aus Rehovot (Israel), bereiitjesirch das Weizmann Institute
of Science. Als erstes wird eine Lagrangsche Diagnostiweredet, um quantitative Zusam-
menhange zwischen den Messungen und den Bedingungeemiather Verdunstung zu erhal-
ten (und auf diese Weise das Isotopensignal zu kalibrier®abei wird auf der einen Seite
eine starke Antikorrelation zwischen Deuterium-Exzesd der relativen Feuchte in der Ver-
dunstungsregion festgestellt. Auf der anderen Seite bek&n starker Zusammenhang zwi-
schen Deuterium-Exzess und MeeresoberflachentempéiratMyviderspruch zu den Ergebnis-
sen anderer Modelle). Dieses Resultat muss noch mit Hilfe Igotopendaten aus anderen
Regionen und fur langere Zeitraume bestatigt werdénnte aber von zentraler Bedeutung fur
die Temperaturrekonstruktion aus Eisbohrkerndaten sdésmachstes wird die Lagransche Di-
agnostik mit einer Craig-Gordon-Parametrisierung fi@ ldiotopenfraktionierung wahrend der
identifizierten Verdunstungsereignisse kombiniert, um Idbtopenverhaltnisse in Rehovot zu
modellieren. Auf diese Weise konnen das Craig-Gordon-@lladit atmospharischen Messun-
gen direkt evaluiert und unsichere Modell-Parameter genbestimmt werden. Ein Vergleich
mit den Messungen zeigt, dass mit Hilfe eines nicht von derdgeschwindigkeit abhangigen
Nichtgleichgewichts-Fraktionierungsfaktors eine vielsbereUbereinstimmung erreicht wer-
den kann als mit der klassischen Parametrisierung von W¢rlind Jouzel, die normalerweise
in GCMs verwendet wird. Schliel3lich werden die ersten S$&hdes Einbaus von stabilen
Wasserisotopen in das regionale numerische Modell COSM®@heben. Ein Ansatz wird
vorgestellt, der es durch Einsatz einer Wasser-Markiestaotinik erlaubt, simulierte Isotopen-
werte direkt mit Messungen zu vergleichen. Mehrere Falistuwerden durchgefuhrt, wobei
der Fokus wiederum auf der Untersuchung der Fraktioniemsigrend der Verdunstung vom
Ozean liegt. Die guté&bereinstimmung zwischen Modellergebnissen und Messuig&e-
hovot zeigt die prinzipielle Verwendbarkeit des Ansatzé¥a das Modell mit hoher raum-
licher Auflosung betrieben werden kann und aufwandigeamatrisierungen von vielen at-
mospharischen Prozessen beinhaltet, wird eine komphafilementierung der Isotopenphysik
viele Moglichkeiten fur zukiinftige detaillierte undqaess-orientierte Studien der komplexen
Variabilitat von stabilen Wasserisotopen in der Atmaageheroffnen.



Chapter 1

Introduction and Objectives

1.1 Proxy data

The historical observation period of the earth’s atmosphéth the help of direct meteorolog-
ical measurements generally covers the last one or two Gestun the pre-industrial period,
hardly any such measurements have been performed. Ndesgh# is essential for various
climatological applications to get information about thats of the atmosphere also in earlier
times, often even on time scales of up to several millionseafry. For example, in the context
of the present climate change debate, it has to be evaluatedh® current, observed temper-
ature trend compares with similar trends in the history eféarth’s climate system (e.g. with
respect to its pace, sddasson-Delmotte et al2006). Only by putting the current development
into the context of the long-term variability, profoundtst@ents can be made on the role of an-
thropogenic forcing. In order to statistically evaluat@aiges in the frequency of rare, extreme
meteorological events and to study less obvious trendsaritifies like precipitation, long time
series also must be considered. Furthermore, many pracestiee earth system have typical
time scales much larger than the historical observatioioggefor instance the interplay between
the orbital configuration and the duration of past (intdaggls EPICA community members
2004). Climate data are required to obtain a principal ustdeding of these processes. Finally,
the numerical models that are used to simulate the (futweugon of the climate systems
(e.g. general circulation models, GCMs) have to be evalliayecomparing their results to mea-
surement data for time periods as long as possible.

Paleoclimatologists try to find a way around this dilemmaéwiite help of proxy data (se&enes
et al, 2009, for a recent review on the paleoclimatology of thé da#iennium). Such proxies
are variables that can be measured today and allow to inlireter on atmospheric (and other
environmental) parameters in past times. A prerequisitéir application is the construction
of a suitable age model of the proxy archive. There are mapgstyf proxy data, which are
applied for the reconstruction of various climatologicabqtities on different time scales. Tree
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rings are widely used as proxies for temperature and ptatign (depending on the geograph-
ical location) during the last few millenia (e.Briffa et al., 2004;Moberg et al, 2005). Their
largest advantage is the very good age control that can hevachby counting the annual rings
(and cross-correlating data from many different treesjhénocean, proxies with similar dating
accuracy are obtained from corals (eQnrrege 2006) and mollusk shells (e.§ctone et al,
2005); the potential of these archives has been less exiloas for tree rings so far. Ice cores
are the most popular source for climate reconstructiongtt tdtitudes or altitudes (e.@ans-
gaard et al, 1993;Thompson et al1998;EPICA community membei2004). They can be used
to deduce the history of local snow accumulation rates, sgreric trace gas composition (from
gaseous inclusions in the ice), temperature (e.g. fronestabtope measurements, see section
1.3), volcanic aerosol load (from ash layers in the core)raady other climate parameters on
time scales from decades to several hundred thousandssf (gegending on the ice accumu-
lation rate). Geological sediments, e.g. from lakes (setm®el.2), wetlands and oceans (e.g.
Sirocko et al. 1993;Black et al, 1999), are applied for the reconstruction of various \des on
largely diverging time scales. On the one hand, annual gan/eome of these archives allow a
precisely dated derivation of climate parameters from déisemillennia. On the other hand, ge-
ological sediments from the continental crust (e.g. frooks) often comprise millions of years,
albeit with a much lower temporal resolution. Further exbaspf environmental climate prox-
ies are speleothems (which frequently are annually lared)aand temperature profiles from
boreholes (recording the slowly varying component of stefeemperature). Another important
source of information for the last ca. 1000 years are hisstbdocumentary data (see eByazdil

et al,, 2005).

The focus of most studies dealing with proxy data lies on do@mnstruction of climate param-
eters on seasonally, yearly or even larger time scales. T# pnominent variable, for which
many different proxies exist, is average near-surface ésaipre. Precipitation, drought oc-
currence, surface pressure, atmospheric composition anodug indices that represent large
scale patterns of climate variability (e.g. the North Atlar©scillation, NAO, and the EIl Nifio-
Southern Oscillation, ENSO) are other quantities thatUegdly are the objective of paleo-
climatological reconstructions. There are only few stadcusing on the frequency of rare
meteorological events like extreme storms or floods on péteatological time scales (see also
section 1.2).

In general, the application of a proxy is based on a physatationship between a climate pa-
rameter and a signal in an archive, which is conserved thrdinge!. For example, the growth
rate of trees in (semi-)arid regions is mainly controlledrbgisture availability Cook et al,
2004), allowing the reconstruction of drought occurrerroenfthe widths of annual tree rings.

1The term “physical” is used in a rather general sense hereoQise, biological or chemical processes may
also be important and are implicated in this formulation.
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Hence, it should principally be possible to determine adf@nfunction that quantifies this
relationship between proxy and climate parameter usingyaipil model. This has e.g. been
achieved in borehole thermometry, where the relationseigéen surface and borehole temper-
ature can be specified by parameterizing the thermal coioduiotthe soil (e.gGonzlez-Rouco
et al, 2006). However, for most proxy records a physically basadsfer function cannot be
(easily) derived. Referring to the example of tree growtd aroisture availability, there are
many biological and habitat-depending factors influen¢heywidth of a single tree ring that
differ from tree to tree and cannot be conclusively quartififhus, statistical methods are
commonly applied (in addition to a more qualitative idealh physical relationship) in order
to overcome these difficulties. A so-called “calibratior”gerformed by comparing the proxy
signal to direct measurements of the requested climateredea for periods when both are
available. Statistical models are then used for the queatidin of the relationship between the
two. Nevertheless, also this statistical approach is ofttated to a variety of challenges:

e The applicability of a proxy variable for recent times migetderogated by human inter-
ference.

e The dating method of the proxy material might not be suffittyeaccurate.
e Specific proxies, like trees or corals, may respond to skuknaate parameters at a time.

e Direct measurements of the climate variable at the posdfdhe proxy might not exist,
at least not for sufficient periods of time, or might sufferfrinhomogeneities and other
quality issues. Problems with the meteorological data laaseparticularly crucial for
calibration studies dealing with extreme events, whichdgity occurred only a few times
within the calibration period.

e Certain proxies cannot easily be related to a localizedatknsignal, but represent the
atmospheric circulation in a broader region (e.g. proxee$NAO or ENSO indices) or the
integrated history of air masses (e.g. isotope ratios inipitation, see section 1.3).

e Finally, a problem thatis inherent to all calibration effois that stationarity in time cannot
be assured. If a statistical model fits the data within thédation period, this does not
guarantee that the relationship stays the same when lamgestales or different climate
regimes (e.g. the last glacial maximum) are considered.irfsbance, there are tree ring
time series that showed a large covariance with temper&iuraost of the instrumental
record, but have failed to reproduce the strongly increpsend of the last decade (which
might be considered as a shift in climate regime with resfietitis aspect)Jones et al.
2009).

In some cases, the calibration of a proxy record is not ptessitall, specifically for climate
reconstructions on very long time scales or for periodsteettoe Holocene. Also in these cases,
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a more qualitative interpretation of the record based onsichi@rocess understanding or the
reconstructions of relative climate changes can often heeaed. For example, the appearance
of certain plants or animals, detectable through bioldgiesiduals in the proxy archive, may
indicate an increase in temperature or moisture avaitgbiln particular, large changes in the
climate regime, e.g. glacial-interglacial transitioren ®e clearly detected in this way, also if an
exact quantification of the corresponding temperature ga@not realizable.

Altogether, this discussion shows that the potential valug climate proxy crucially depends
on our ability to understand and quantify the physical psses that relate the corresponding
climate parameter and the signal in the proxy archive. Thiltycan be enhanced by analyz-
ing the respective processes and correlations for presgntahditions, for which independent
measures of climate variability are available. This is thgotive of the present thesis. Two
types of climate proxies are explored: data from lake sedimand stable water isotopes. In
the former case, the focus is on providing an extensive meitagical data set that can be used
for proxy calibration, in particular for the reconstructiof extreme events (see section 1.2 and
chapters 2 and 3). For the latter, a more indirect approagtrrsued by analyzing isotope mea-
surements in atmospheric water vapor with high temporaluéisn. A better understanding of
the physical processes determining these isotope ratiosidamental for a more comprehen-
sive interpretation of water isotope signals from ice cgse® section 1.3 and chapters 4, 5 and
6).

All analyses performed in this study are focused on shoitgmily daily time scales. In this
way, the atmospheric processes that are most importamdaletermination of the proxy signals
(e.g. the synoptic variability of atmospheric transposi) ©e properly explored. Moreover, for
the analysis of extreme events the application of daily taéssential as these events only last
for a few hours or days. However, climate reconstructionsUg are performed on much larger
time scales, as mentioned before. Hence, particularly rggpect to stable water isotopes, the
results obtained here contribute to improve our procesenstahding, but cannot be directly
employed for the interpretation of ice core data. Neveed®lthe physical models developed in
this thesis will also be applicable on larger time scalesifarke research (see especially chapters
5 and 6).

1.2 Lake sediments and extreme weather events

Lake sediments are widely used as archives for the recatistnof past climate, environmental
conditions and water properties (elgast and Smgl2001; Sirocko et al. 2005). Therefore,
many different proxies are applied. For instance, chengindlisotope analyses of the sediment
can be related to the origin of the material and the commosibf the lake water (e.g. with



1.2. Lake sediments and extreme weather events 5

respect to nutrient or oxygen content). The occurrence andentration of biogenic material,

e.g. planktonic organisms (like diatoms and foraminifexadl pollen, are applied as a proxy
for air and water temperature, water composition, vegatati the surroundings of the lake and
other environmental factors. Clastic sedimentation rabekgrain size distributions also provide
information on sediment transport and origin, which caemtbe linked to climate parameters
like the wind regimelalfman and Johnsqri984;Brauer et al, 2008).

Also for the dating of lake sediments, several methods adelyviused. In some lakes, dis-
tinct annual layers, also called varves, are present ingderent. Counting of these varves
enables a precise relative age control with annual resoluni specific parts of a sediment core.
However, absolute ages can usually not be obtained fromevawunting, because the layers
are rarely conserved throughout the whole sediment coludence, radiogenic methods are
often applied for absolute age control. For example, ageatsddr the last century are obtained
from measurements df’Cs and?1%b; 14C data are used on time scales up to about 50,000
years before present. Further dating methods are the oetistr of event-based chronologies
(e.g. using volcanic ash layers from historical eruptioares) and the cross-correlation to other
proxy archives (e.g. the comparison of stable isotope dram lake sediments and ice cores).

The processes that link climate parameters and signalkerskediments are usually rather com-
plex. Calibration often is an important step in order to gfpe sediment data as climate proxy,

5700 —

Depth
[mm]

Figure 1.1. Section of a lake sediment core from the North Island, Newardda Pale gray
layers represent individual rainstorms (from Eden and Rd$98).
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as already outlined in section 1.1. For example, proxiesflake sediments have been cal-
ibrated for snowmelt and thereby arctic temperatitardy et al, 1996;Hambley and Lam-
oureux 2006), for rainstorms and river floodsden and Pagel998;Nesje et al.2001) as well
as for temperature and yearly precipitation amoumtachsel et al.2008). The first objective
of this thesis, which is addressed in chapter 2, is the catpil of a comprehensive meteo-
rological and hydrological data set that can be used for i@region of climate proxies from
lake sediments in western Germany. In particular, this datashould have a high, daily time
resolution that enables the calibration of proxies of ertraneteorological events (e.g. wind-
storms, heatwaves, floodings and droughts). To date, lakmeats have mostly been used for
reconstructions on climatological time scales, and thezealy a few studies dealing with so
called “paleoweather” events that last only for a relagnaghort period of time. Most of these
studies have focused on rainstorms and floodigke( and Pagel998;Rodbell et al. 1999;
Nesje et al.2001;Noren et al, 2002;Besonen et al.2008, see also the example in Fig. 1.1).
Since extreme events have a very large impact on human gatiestimportant to know how
their frequency has changed during different states of lineate system. Here, the basis shall
be established for deducing new proxies of such events fakmdediment data.

In chapter 3, a concrete application of the data set desthibehapter 2 is presented. An attempt
is made to calibrate number concentrations of quartz giaiassediment core from a western
German maar lake as a proxy of windstorms. Such a calibrat@ey become the basis for the
reconstruction of paleo-windstorm records, for which naxpes exist in large parts of the globe
up to date. A slightly modified version of this chapter hasrbaecepted for publication in the
Journal of Geophysical Researdbighl et al, 2009).

1.3 Stable water isotopes

In addition to the most abundant water isotopologu&®d, two stable, heavy water isotopo-
logues (for brevity denoted water isotopes in the followiage widely applied as diagnostic
tools in geosciences, HDO (where one of the hydrogen atomeplaced by deuterium) and
H,180 (with oxygen-18 instead of oxygen-16). Their concentragiare usually specified in
J-notation:

5%0 = (¥R/8Rysmow — 1) -100Q
5°H = (°R/?Rysmow — 1) -100Q

whereR denotes the ratio of molar concentrations of heavy and iggiiopes,

18R — [HzlSO]/[H216O],
R =[HDO]/[H,%*0].
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Rvsmow is the isotope ratio of Vienna standard mean ocean watechwhidefined as follows
(Araguas-Araguas et al, 2000):

18Rvsmow = 2.00520 103,
2Rysmow = 0.15595 103,

An important secondary water isotope parameter is the deateexcess (hereafter calletd
excess or briefly, measured ifft), that is defined ad = 3°H — 8- 6180 (Dansgaard 1964).

Stable water isotopes are useful in various ways: they caappked as tracers in order to im-
prove our understanding of the hydrological cycle (&at, 1996;Henderson-Sellers et al.
2004), and their concentration in ice cores and other patebives is used to reconstruct past
climate variability (e.gDansgaard et al. 1993; Petit et al, 1999;North Greenland Ice Core
Project member2004, see also the example in Fig. 1.2). Essential for efiglapplications are
fractionation effects that change the concentration o¥yésotopes with respect to their lighter
counterparts at phase transitions of water. Two types ofimation can be distinguished: Equi-
librium effects occur at all phase transitions due to thied#int bonding energies of the isotopes
in the condensed phase, leading to differing water vaporation pressures. These processes,
according to their quantum mechanical origin, are corgwblby temperatureGat, 1996). In
addition, the slower diffusion velocities of heavy molezsilcan lead to fractionation during
transport, called non-equilibrium (or kinetic) fractidioa. In the atmosphere, the latter occurs
mainly during evaporation of water from the oce&rgig and Gordon1965).

Measurements of heavy water isotopes in ice cores can beagdedr about past surface tem-
peratures. This reconstruction is based on the so calletp&eature effect’Dansgaard 1964),
the linear relationship between surface temperature astdpe ratios in precipitation that is

lce core age (kyr BP)
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Figure 1.2. 680 curve from the NGRIB ice core for the early phase of the lastigl period.
Rapid variations are associated with climate shifts (Da@sd-Oeschger events).
Around 120 kyr BP, the transition from the Eem to the glaciiigd occured (from
North Greenland Ice Core Project members, 2004).
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observed in present day climate (see also section 4.1.2ssichlly, the spatial slope from
this observed relation was widely applied for a calibratidrihe “isotope thermometer” (e.g.
Johnsen et al.1992), i.e. it was assumed that the spatial relationshipseave as a quantitative
indicator for the correlation between temperature and@®ariability in time. More recent
studies have shown that this assumption often is not vadiel@uzel et al. 1997, and references
therein), particularly for Greenland ice cofeShere are other processes that influence the ice
cores’ isotopic composition that might lead to a change @isbtope-temperature relationship
through time. For example, the seasonality of high-lagtpdecipitation may change in differ-
ent climate states, and, probably most important, souroditions of the precipitating water
(mainly the temperature during the evaporation of the wiaten the ocean) may be different.
In order to infer about these source conditions, the dauteexcess has been employ®thfieux

et al, 1999, 2002Masson-Delmotte et al2005), since this parameter is thought to be primar-
ily determined during the evaporation process. Howeverettare hardly any measurements
available that allow to analyze this assumed correlatiawéend-excess and moisture source
conditions (see section 4.1.1).

This discussion shows that tdeexcess on the one hand is an important parameter for the appl
cation of ice core data as temperature proxy. On the othet, ltlh@re are several open questions
related to the processes and parameters that determinaltigeofd in atmospheric waters. This
imbalance is the main starting point for the research desdiin the second part of this thesis. In
chapter 4, a Lagrangian moisture source analysis is emgioyerder to detect correlations be-
tween measurements dfexcess in atmospheric water vapor (performedhgert et al.(2008)

at the Weizmann Institute of Science) and meteorologicampaters in the evaporation regions.
In this way, a calibration of thd-excess signal can be performed. Isotope data from ice cores
cannot be used for this calibration, since they are notabiglwith the temporal resolution that
is necessary for a first application and proof of concept ofroathod (which is based on the
identification of moisture sources on synoptic time scalés)nodified and edited version of
this chapter has been published”iahl and Wernli{2008).

For the description and understanding of the physical mseE®determinind, numerical mod-
els have to be applied, because these processes are pagtanfintiplex, non-linear variability
of the atmospheric water cycle (see also chapter 3ddemann2006). As mentioned above,
isotope fractionation during water evaporation from the, sghich is usually parameterized
with the help of the Craig-Gordon modélaig and Gordon1965), is a particularly important
mechanism in this context. In chapterdsexcess in water vapor is simulated by combining a
parameterization of this fractionation process with thgraagian source diagnostic from chap-
ter 4. In this way, the Craig-Gordon model can be directlylwstd with atmospheric mea-
surements, and better constraints for uncertain modehpeieas can be obtained. A slightly

2For Antarctica,Jouzel et al(2003) come to the conclusion that today’s spatial slopeth@temporal relation
agree relatively well if changes at the ocean source are take account.
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modified version of this chapter has been submitted to thendbwf Geophysical Research
(Pfahl and Wernli2009). Finally, in chapter 6, our modeling framework is axged and gener-
alized with the help of a mesoscale weather prediction anthté model. The first steps of the
integration of stable water isotope physics in this modeldescribed, and an approach is out-
lined that allows to compare simulated isotope ratios tosueanents in an event-based manner
by using a water tagging technique. As the model can be run mgh, potentially cloud-
resolving spatial resolution and contains sophisticasrdipeterizations of many atmospheric
processes (e.g. cloud microphysics), a complete impleatientof isotope physics will allow
detailed, process-oriented studies of stable isotopetmospheric waters in future research.
In this way, it will also be possible to simulate the isotoggal in precipitation produced by
specific weather systems (mid-latitude cyclones and thnshakens), which are not accurately
represented in GCMs because of the coarse spatial resolutio

As mentioned before, the results obtained for stable watdopes in the second part of this
thesis are not directly applicable for the interpretatibpmoxy data from ice cores, primarily
because the time scales are not commensurable. Nevesthilegphysical models developed
here can improve our understanding of the complex physioagsses that determine the isotope
signals in the cores and thus have an indirect value for gwareh on paleo-climate proxies.






Chapter 2

Climate and Weather in the Western
German Eifel Region

2.1 Introduction

The calibration of climate proxies often is related to a e@riof challenges, as outlined in
chapter 1. One particular issue is the availability of megtgical data from the region of
interest and for a sufficient period of time. These data shbel homogeneous in time, and
they often have to fulfill certain requirements associatét the specific proxy the calibration
is focused on. For example, if extreme meteorological evehall be detected, the data must
have a sufficient temporal resolution. Furthermore, in soases several types of climatological
data have to be combined in order to answer specific reseaastigns. If, for instance, a proxy
for extreme hydrological events is calibrated using rudaffa from river gauges, it might be of
additional interest how signals in this hydrological data @re reflected in local precipitation
measurements (i.e. in which way the reconstruction of flogsliparallels a reconstruction of
local-scale rainstorms).

This chapter describes a meteorological and hydrologiat det that can be used for the cali-
bration of lake sediment data and that is sufficiently corensive to address more specific re-
search questions, as outlined above. In particular, theegtasented here have a daily resolution,
allowing the analysis of extreme meteorological eventse @dmbination of river runoff data
and precipitation measurements can be applied to explaorships between meteorological
and hydrological reconstructions. Reanalysis data ataded in order to quantify correlations
between local events and atmospheric conditions on lasgeoptic spatial scales. The focus of
the work presented in this chapter is on a western Germaarrggiughly between“éand 7.5E
and between 49%5and 5N (see Fig. 2.1). This region is denoted “Eifel region”, refgg to
the low mountain range that dominates its geography. Thed E&§ion has been chosen for our
analysis because several maar lakes are located there ¢étimeen already dried out), in which

11
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Figure 2.1. Location of the Eifel region within Europe. For an exact digam of the region, see
section 2.2.

the conditions are favorable for sediment preservationagmdication as a climate archive (see
e.g.Sirocko et al.2005;Brauer et al, 2008). The Eifel Laminated Sediment Archive (ELSA) is
a collection of sediment cores from these lakes that has t@apiled at the Institute for Geo-
sciences, University of Mainz (s&irockq 2009, and further references in section 3.2.1). This
archive contains high-quality lake sediment data from &s¢ 150,000 years that can be used as
a basis for proxy calibrations, which will prospectively performed with the help of the data
set described in the present chapter (see chapter 3 for arpéa Moreover, the Eifel region is
well suited for this study since a rather dense network oemetiogical surface measurements
has been operated in western Germany during the last appaitedy 60 years.

In section 2.2, the basic data sets are introduced that wilised and further investigated in
this chapter. Thereafter, a detailed statistical analysthe data is presented. This analysis
comprises a characterization of the climate in the Eifelaegluring the investigation period
(section 2.3). This characterization may also be helpfubtber climatological studies in the
future. Section 2.4 deals with the comparison of reanalyata and meteorological measure-
ments with regard to the temporal variability and the stigis$ distribution of the data. In this
way, the local measurements are integrated in a larger signogntext. The statistical tools
applied here are also useful for the evaluation of climatéetwoin future research. In section
2.5, hydrological extreme events are investigated, foxuen the detection of meteorological
droughts and on the comparison between precipitation amofftuThe more specific question
of representativity of extreme weather events in the Edglan on larger spatial scales is inves-
tigated in section 2.6 by extending the data base to meagumtsrirom other regions in Central
Europe. Finally, in section 2.7 some comments are made oimghiecations of our results for
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the calibration of ELSA sediments as proxies for past melegical conditions and events.

2.2 Data

In order to make the description of climate and weather evierthe Eifel region as complete as
possible, different data sets are used. The main focus igect dheteorological measurements,
provided by weather stations of the German Weather Seridgél). In addition, reanalysis
data from the European Center for Medium-Range Weatheckste (ECMWF) are employed,
mainly for investigating the relationship between locaépbmena and the atmospheric circu-
lation on larger scales and evaluating the applicabilitthefreanalysis data as a diagnostic for
local meteorological conditions. As our investigationdses on lake sediment data, which are
closely related to hydrological phenomena, runoff timeesefrom several streams in the Eifel
region are additionally incorporated in the analysis. ka fibllowing, details of these data sets
and of the first processing steps are explained.

2.2.1 Station data from the German Weather Service

The basic data set for the analysis in this chapter is praMgeweather stations of the DWD.
Daily values of several basic meteorological variableshierperiod 1950-2005 have been ob-
tained from three different types of stations (nomenci&fuom DWD): mean, minimum and
maximum temperature two meters above ground from KL-, pration from RR-, mean and
maximum wind speed ten meters above ground from FF-statidghsther information on the
measurement procedure can be found on the DWD web-pagée/(lattv.dwd.de/). The Eifel
region, as shown in Figs. 2.1 and 2.3, is defined as a squar lofdneters edge length, cen-
tered at 6.9 east and 50°Inorth. Data from all stations that lie within or close to thegion and
provide measurements for an adequate period of time beth@s® and 2005 have been taken
into account. In Figure 2.2, the geographical positionsie$é stations are shown separately for
the three station types. The Figure indicates that theréaage differences between the three
types with respect to the spatial coverage: there are a IBfR6tations, as the measurement
of precipitation is not very complex, but only a few FF-stat. The number of KL-stations
is in between. Another critical factor associated with thedvumeasurements is that most of
the FF-stations were introduced in the seventies and fdeeéimes, almost no wind data are
available.

The temporal homogeneity of the data is an important poictimatological studies. The data
collected by the DWD are routinely checked for their qualifihis check is assumed to be

LFor simplicity, the measurement height is not specified enfthlowing part of this chapter. Thus, “tempera-
ture” always refers to the temperature 2 m above ground,dwpeed” implicates a height of 10 m.
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Figure 2.2. DWD weather stations used in this chapter. Definitions ofdifferent station types
are given in the text. Colors show the topography (only shawtiin Germany).

adequate for the investigations presented here, also $ecau study does not include trend
analyses, for which homogeneity is particularly cruckilindecha and Brdossy(2005) also re-
lied on the DWD routine quality check when performing a trandlysis based on a similar data
set. Nevertheless, inhomogeneities as possible erroca®tiave to be kept im mind, especially
regarding wind data (see also chapter 3).

For some of the analyses described in the following sectibinsa prerequisite that data from

the same base period is used for all stations and that thegesdittle missing values as possible
within this period. Hence, for each station type a subsetaifans has been chosen that fulfill
this requirement. All RR- and KL-stations with less than tpercent missing values between
1969 and 2001 and all FF-stations with less than four pemessing values in 1979-2001

have been extracted. Because of the insufficient coveragendfmeasurements, the period for
the FF-stations is shorter and the threshold for the misgihges less strict than for the other
types. Figure 2.3 shows the geographical distribution lo$takions selected in this way. The
corresponding analysis periods are denoted “restricted pariods” in the following.

In order to compare measurement data from weather statishwutput of numerical models
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Figure 2.3. DWD weather stations that are selected for specific statiktinalyses in sections
2.3 and 2.4. The red square shows the Eifel region.

or with analysis data (which are also distributed on a regsatial grid), there are basically
two different approaches. One can either interpolate tlielgd model data to the coordinates
of the stations (model-to-observation approach) or agdgesthe inhomogeneously distributed
station data to the regular model grid (observation-to-ehadproach). Both methods have their
advantages, but for a quantity like precipitation, whichighly variable in space and for which
the model output represents the average value of a gridticelsecond method leads to a more
equitable comparison. Here, average values of all measarebles for the Eifel region, shown
as red box in Fig. 2.3, have been calculated. This has beenlgointerpolating the station data
linearly, via a triangulation scheme, to a regular longédatitude grid spanning the region. A
grid spacing of 0.2 has been chosen. Afterwards, the data have been averagethegid.
This interpolation method takes the inhomogeneous gebgraldistribution of the stations into
account. Itis not necessary to work with a more complicatéstpolation scheme here, because
the interpolated field is not evaluated at single grid poibise to the averaging over a rather big
area (6400 krf), small scale spatial differences, which might not be rdpoed by the linear
method, are averaged out. In this calculation of regionanméme series, the data from all
available stations has been used at each time step, i.eumhigem of stations contributing to the
mean value has varied with time.
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For the calculation of the effective drought index from thatien data (see section 2.4), pre-
cipitation time series without gaps are required. Thusntising values in the selected time
series from RR-stations during the restricted base per@@®-2001 had to be filled. This has
been done in three steps, expanding the approaBlywf and Wilhitg§1999). For each gap, we

have first tried to estimate the missing value by linear pa&ation using all available stations.
If this was impossible, for example if the station was lodadatside of the convex hull of the

remaining ones, a value has been adopted from one of the farestestations, beginning with

the closest one. Finally, if all these stations had gapsetdbpective date, a climatological
value for the calendar day has been used to fill the missingval

In addition to the analysis of local climate and weatherti@tadata are applied for assessing
the representativity of meteorological events in the HEiglion for larger areas in Germany (see
section 2.6). Therefore, some additional stations fromDi¢D are used. These stations are
listed in Table 2.1. They have been selected to cover dissanotabout 100 to 600 km from
the Eifel with relatively few stations. As a second condititheir data has been required to be
almost complete in the period 1950-1999. The station TRigtrisberg, which lies at the border
of the above defined Eifel region, is used as a reference #&cdmparison on larger spatial
scales, as it is professionally operated and has very fesimgsalues in the data.

Station Longitude [] | Latitude P] | Distance from Trier [km]
Aachen 6.08 50.78 123
Frankfurt/M-Flughafen 8.58 50.03 142
Karlsruhe 8.35 49.03 146
Wirzburg 9.95 49.77 237
Augsburg 10.93 48.42 345
Hannover 9.67 52.45 368
Hof 11.87 50.30 378
Hohenpeissenberg 11.00 47.80 384
Bremen 8.78 53.03 396
Magdeburg 11.58 52.10 434
Hamburg-Fuhlsbttel 9.98 53.63 491
Berlin-Tempelhof 13.40 52.47 560
Rostock-Warnemiinde 12.07 54.02 604
Gorlitz 14.95 51.15 608

Table 2.1. Additional DWD stations used for the correlation analysidarge spatial scales (see
section 2.6). The station Trier-Petrisberg is applied agmence for the Eifel region.
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Finally, the DWD provides gridded climatological data oétimain variables temperature, pre-
cipitation and wind speed (denoted “DWD climate data” in fbkowing) that are used as a
reference for the mean climate state in the Eifel region.s€&raata are available on a Gauss-
Krager grid with 1 km grid spacing and with a monthly res@utfor the period 1951-2001.
They were compiled by the DWD from station measurements thighhelp of an inverse dis-
tance interpolation method; details of the procedure aseri#ed byWalter et al.(2006).

2.2.2 Reanalysis data from the ECMWF

As a second data set, ERA40 reanalyses from the ECMWF aregathlThese reanalysis data
are available for the period 1958-2001, with a temporalltgsgm of six hours and a spectral
resolution of T159 in space, which corresponds to a horaagrid spacing of approximately
125 km. Further details on ERA40 are given Uppala et al.(2005). Two different types of
variables from the ERA40 data set are used in this studyjrsgdrom 1969. On the one hand,
temperature at a height of 2 m and wind speed 10 m above groemnea analysis fields, i.e. they
have been produced combining short term model forecastsatebrological observations with
the help of a statistical data assimilation method (3D-valte that these variables might be
influenced by the specific type of boundary layer paramegtioz that is used in the numerical
model of the ECMWEF. On the other hand, precipitation, 10 mt gesk wind speed and 2 m
minimum and maximum temperature have been obtained from mardel forecasts without
incorporating observations. Here, forecast steps up ta8@sthave been used. For comparison
with the station data, all these variables have been inka&igubto the coordinates of our reference
station Trier-Petrisberg (which is used because of itsreastdata quality, as noted above) and to
the center coordinates of the Eifel regfom\fterwards, daily values have been calculated from
the six-hourly time steps.

2.2.3 Hydrological data

Since the geological proxies for which our calibration degtis designed have been retrieved
from lakes, they are closely related to hydrological pheeoan In order to take this fact into
account, runoff data from some smaller streams in the Edfgion are included in our analy-
ses. Runoff measurements are used instead of gauge hdightsjse they are thought to be
more homogeneous on large time scales. Not all availableolygical stations in the region
are employed; a set of several gauges representing the mpsttant streams has been sub-
jectively chosen. These stations are listed in Table 2. 2voRulata have been provided by the

2In fact, we have interpolated the data to several grid paiittsin the Eifel region and subsequently averaged
them over the grid, as described for the station data in@eeti2.1. But this does not play a role here because of
the coarse ERA4Q resolution. It would become important ifiei@ata with a higher spatial resolution were used.
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“Landesamt fur Umwelt, Wasserwirtschaft und Gewerbdabfs(LUWG) in Rheinland-Pfalz.

For each station, a normalized runoff time series has bdenlated a)(t) = (Q(t) — (5)/UQ,
whereQ(t) denotes the runoff at time Q is the mean runoff at the station apog its standard
deviation. By averaging these normalized time series frdferdnt stations, a value roughly
representing the mean regional runoff has been calculdteel stations Daun and Bad Boden-
dorf have not been included in this averaging, because the&dds not flow through the above
defined Eifel region in greater parts, and the Lieser shooidba incorporated with two stations.
For a comparison of hydrological and meteorological draulgia (see section 2.5.2), running
averages with a seven day window have been computed fronutiodf time series, as recom-
mended byPfister et al.(2006).

In addition to local runoff in the Eifel region, we are alstarested in the correlation of extreme
hydrological events, in particular floods, in this regiotwsorresponding events in Central Eu-
rope. An analysis of these correlations is performed withhiklp of runoff data from some
additional stations, again subjectively chosen to reprieadew of the most important catch-
ments in Germany and some of its neighboring countries. Hte ldave been provided by the
Federal Institute of Hydrology (BfG) and the Global Runotita Centre (GRDC) in Koblenz;
see the list of stations in Table 2.3. The Finnish statiohdsma has been included because it
represents a catchment that is geographically clearlyraggghfrom the Eifel region and can
thus be used to obtain information on random correlatiotwéxn flood events.

2.3 Average Eifel climate

In this section, the mean climate state in the Eifel regiochiaracterized. Seasonal cycles
of temperature, precipitation and wind speed are desciibéde first subsection; the second
subsection deals with the spatial variability of thesealalas within the region.

Station Longitude [] | Latitude P] | River
Bad Bodendorf 7.22 50.55 Ahr
Daun 6.83 50.21 Lieser
Kordel 6.64 49.84 Kyll
Nettegut 7.42 50.42 Nette
Peltzerhaus 7.08 50.07 UelRbach
Platten 2 6.96 49.94 Lieser
Primzurlay 6.44 49.87 Prim

Table 2.2. Hydrological stations in the Eifel region that are used isthtudy.
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Station Longitude [] | Latitude P] | River
Cochem 7.17 50.14 Moselle
Fremersdorf 6.65 49.41 Saar
Worms 8.38 49.63 Rhine
Dusseldorf 6.77 51.23 Rhine
Steinbach 9.60 50.01 Main
Lauffen 9.16 49.07 Neckar
Ingolstadt 11.42 48.75 Danube
Hofkirchen 13.12 48.68 Danube
Porta 8.92 52.25 Weser
Versen 7.24 52.74 Ems
Treia 9.32 54.51 Treene
Ketzin 12.85 52.48 Havel
Dresden 13.74 51.06 Elbe
Neu-Darchau 10.89 53.23 Elbe
Hohensaaten-Finow  14.14 52.86 Oder
Borgharen 5.72 50.87 Meuse
Lith 5.45 51.82 Meuse
Rheinfelden 7.78 47.56 Rhine
Chancy 5.97 46.15 Rhone
Schaerding 13.44 48.44 Inn
Isohaara 24.55 65.78 Kemijoki

Table 2.3. Hydrological stations used for the correlation analysissiction 2.6.

2.3.1 Seasonal variation

In order to describe the mean seasonal variation of temperavind speed and precipitation in
the Eifel region, monthly values have been calculated frtatia and ERA40 data, which have
been averaged over the region as described in section 22e&uently, these monthly data, and
additionally the monthly values from the DWD climate data (see section 2.2.1) have again
been averaged over the whole analysis period. This perib@G9-2001 for all variables except
for the measured wind data, for which the first five years hatebeen included because too
few wind stations were in operation prior to 1974. Furthem®85% confidence intervals of the
mean values have been estimated. For temperature, a Gadissrébution can be assumed and
thus a t-test has been applied for this estimation. For wimtpaecipitation, the assumption of a
normal distribution is invalid, hence the confidence intdds\have been calculated with the help
of a non-parametric bootstrap resampling method. An orglibaotstrap with 999 replicates has
been used, based on the 33, respectively 28 mean valuexfocal@ndar month, and adjusted
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bootstrap percentile (BCa) intervals have been computed finis resampling (see elgiCiccio
and Efron 1996). It should be noted here that these confidence insaepresent the variability
of monthly means in the analysis period and do not take daitiations of the parameters into
account.
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Figure 2.4. Seasonal variation of temperature at 2 meter height (a) amdl\wpeed at 10 m (b),
averaged over the Eifel region and the whole analysis peredor bars indicate
95% confidence intervals of the monthly means.
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Figure 2.4a shows the seasonal variation of mean temperathe typical mid-latitude pattern
of cold winters and warm summers can be observed. The tetapei@urves from station and
climate data are in perfect agreement, whereas mean ERA¥ietatures show a positive bias
between 0.5C in winter and 2C in summer. This bias can in great parts be explained with
the coarse ERA40 topography, which does not contain loediifes like the Eifel mountains.
Because of this, the average altitude of the Eifel regiorbisua 100 m lower than in reality.
Except for this bias, the seasonal variation of temperasuypeoperly represented in the ERA40
data set.

As shown in Fig. 2.4b, the highest mean wind velocities inrtggon occur in winter, and also
the variability of the monthly means is largest for this ssasThe ERA40 wind speed curve
is in good agreement with the climate data during most of #ex.yOnly in spring velocities
from the reanalyses are too low. On the contrary, the mead gpeed values obtained from
the station data show a distinct positive bias comparedgalimate data during the whole year.
This bias is only partly due to the somewhat shorter anapei®d used for the station data. The
insufficient coverage of the Eifel region with wind statiangyht be another important reason
(see again Fig. 2.2). Because of this, an accurate intd¢ipolmethod is more important for
the calculation of the mean value compared to e.g. temperafthe bias may indicate local
features in the wind velocity field that are only resolved lng tnore advanced inverse distance
interpolation method used by the DWD, e.g. with the help efdhitude correction included in
this method. In particular, the spatial distribution of @istations might be biased towards high
altitudes. Another reason for the deviation between cknsatd station data may be the fact
that not only direct wind measurements were included in tmepilation of the climate data set,
but also estimates of wind velocity from eye observatioialfer et al, 2006). For these, the
measurement error is much greater and could, together métkrror from the conversion from
Beaufort scale, also lead to a substantial bias. Hence hioti€lear which of the two curves
is closer to reality. Nevertheless, except for the bias #ssasnal cycle of wind speed is very
similar in both station and DWD climate data.

The seasonal variation of precipitation is shown in Figa2.Ho marked seasonal cycle is ob-
vious from the Figure; only for November and December, shighigher values are observed.
The variability of the monthly precipitation means is relaly large, as indicated by the error
bars showing the 95% confidence intervals. The curves fratioatand climate data are in good
agreement; the station data only exhibit a small negatias between 0.07 and 0.15 mm/day
that might again be due to differences in the interpolati@thod. The monthly means from

ERAA4O0 precipitation are in very good agreement with thosefstation data during half of the

year, while they are negatively biased during the other. AdiE differences between these two
curves are shown in Fig. 2.5b. A statistically significarifedtence applying a 95% confidence
is marked with a red circle. The significance has been tesitbtie help of the non-parametric

Wilcoxon rank sum test (also known as Mann-Whitney test,esgéNackerly et al.2002). It

is obvious from the Figure that average precipitation inrttenths November to April is very
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Figure 2.5. (a) Seasonal variation of precipitation in the Eifel regidarror bars indicate 95%
confidence intervals. (b) Difference between precipitafrom ERA40 and station
data. Statistically significant differences are indicatgdred circles.

well represented in the ERA40 data set. However, from May ¢toRer (with the exception

of June) values are too small. This discrepancy betweenehsoss is probably linked to the
fact that precipitation in the winter months is mostly stoatn, whereas during summer convec-
tion plays a greater role. In a global weather prediction ehogthich has been used to obtain
ERA40 precipitation values, processes leading to the foaamaf stratiform clouds (e.g. large
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scale orographic lifting and mid-latitude cyclonic systgrare directly modeled, whereas con-
vection, which occurs on smaller spatial scales, is onluohed via a parameterization. This
parameterization has been tuned in order to produce cavecage precipitation values on con-
tinental scales, but it seems to underestimate the magnatiucbnvective rain in the Eifel region,
whose mountainous character is not captured by the ratlaeseonodel orography.

2.3.2 Spatial variability

In the following, the spatial variability of the measuredtewological parameters in the Eifel
region is analyzed. As a first step, at the selected staticthsabmost no missing values during
the restricted base periods (see section 2.2 and Fig. 20t@l averages of the main variables
temperature, wind velocity and precipitation and of sonvvdeed quantities have been calcu-
lated. These derivated quantities are the number of fro& @aily minimum temperature less
than 0C), ice days (daily maximum temperature less tha@)0and precipitation days (daily
precipitation sum exceeds 1 mm) per year. In Fig. 2.6, theageevalues are plotted against sta-
tion altitude above sea level. Linear regression linesaiabtl with a least square method, and
correlation coefficients are also shown in the plots. TheaBpan rank correlation coefficiept
(see e.gWackerly et al.2002), which does not depend on the underlying statistisafibution,
has been calculated for all variables to ensure compasgbili

Figure 2.6a shows that mean temperature decreases livagiiyeight; the correlation coef-
ficient is close to -1. The average lapse rate from the stak#a is 0.65C per 100 m, that is
exactly the same value as in the troposphere of the ICAO atdratmosphere. The correlation
coefficient for average daily maximum temperatures is -0,8& daily minimum temperatures
it is only -0.75 (not shown). A reason for this difference htige that during daytime, the ver-
tical temperature gradient is, on average, maintained lay beating of the ground, whereas by
night, there is no such external forcing. Hence, in the rigta the relative importance of ad-
ditional factors like soil conditions and local featuregtod landscape is larger than during day,
compared to the most dominant influence of station altitddhes difference between night and
day is also reflected in the dependence of the number of faps medium high correlation)
and ice days (very high correlation) on station height (Eigc,d).

Mean wind velocity and station height are positively catetl, as shown in Fig. 2.6b; the corre-
lation coefficient is almost 0.9. However, it should be ndteat this correlation is not based on a
very profound statistic, as the number of stations usedttdbésh the relationship is rather low.
The correlation of mean daily gust peaks and altitude is mueaker p = 0.43, not shown),
probably due to the strong dependence of gusts on localeemagntal conditions like the orog-
raphy in the surrounding of the wind mast and on the instrusesed for the measurements.

3The difference between Spearman and Pearson correlagdiictent is small for these average variables, but
can become larger when e.g. correlations between pretgpitéme series are investigated, see below.
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Figure 2.6. Average values of temperature (a), wind velocity (b), nunolbérost and ice days
per year (c+d), precipitation (e) and number of precipitatidays per year (f) for
the period 1969-2001 (1979-2001 for wind data). Grey linksvs the results of
linear regressionsp denotes the Spearman rank correlation coefficient.

Finally, the correlation coefficient between station attie and precipitation is smaller than for
temperature and wind velocity, but a positive correlatian still be observed (Fig. 2.6e). In
order to further explore this relationship, the number @gpitation days, i.e. days with more
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than 1 mm precipitation, and the average precipitation pecipitation day have been calcu-
lated. The former shows a stronger correlation with heigig.(2.6f), whereas for the latter
the coefficient is only 0.44 (not shown). Hence, the amourat single precipitation event is,
on average, not much influenced by station height, but theset®are more frequent at high
altitudes compared to low altitude stations.

As a second step for analyzing the spatial variability ofrtteteorological variables in the Eifel
region, correlation maps have been created. This has beenlyocalculating correlation co-
efficients of the time series from all available stationdwtite series from the reference station
Trier-Petrisberg and interpolating these coefficients teqular longitude-latitude grid, using
the same triangulation scheme as described in section 2i@. t& computing the correlation
coefficients, the average seasonal variation has been ezhimm the time series at each sta-
tion by subtracting monthly means of the correspondingrpatars. The Pearson correlation
coefficient has been used for temperature, for which a GasgBstribution can be assumed.
For wind speed and precipitation, Spearman’s rank coroeldtas been applied. It is neither
the aim of this method to interprete correlation coefficsesit single locations within the Eifel
region (otherwise a more advanced interpolation schemddwtave been necessary), nor to
guantitatively compare the coefficients between diffevaniables. Instead, a qualitative picture
shall be presented showing the spatial scales of the reyiedsgty of meteorological parame-
ters measured at a single station. This picture is exparaediger scales in section 2.6 for the
special case of extreme events.

Figure 2.7 shows the Eifel correlation map of measured teatpes. As can be seen from the
Figure, the spatial temperature variability in the regian,on scales of roughly 100 km, is rela-
tively small. The interpolated correlation coefficient izvays larger than 0.9, thus temperature
measured at the station Trier can be regarded as a goodtprddicdaily temperature changes

in the whole region. Note, however, that there is a bias betviee different time series due to

the differing station altitudes (see again Fig. 2.6a) tluasthot affect the correlation coefficient.
For wind velocity and precipitation, there is a strongertigppgradient in the interpolated corre-

lation, as shown in Fig. 2.8. Values down to approximatebydie obtained at the borders of the
Eifel region. These fields vary more strongly in space coeghén temperature. Precipitation

often is a rather local phenomenon, particularly if geretdty a thunderstorm. Wind velocity

depends crucially on orography and local environmentatitamms. Because of this, high cor-

relation coefficients for precipitation are obtained omyaismall area around Trier and within

the Moselle valley. For wind velocity this area is largerasping nearly the whole southern

part of the Eifel region, but the correlation at the northglope of the Eifel mountains, where

orography is rather different, is even lower than for preatpon.
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Figure 2.7. Correlation coefficient of temperature time series with tberence series from
Trier-Petrisberg, interpolated in space (color). Greerosses show the stations
where temperature has been measured. Solid lines are 20@0nmdand 600 m
height contours; 400 m contour is printed in bold.

2.4 Statistical comparison of measurement and reanalysista

In this section, daily measurement values of meteoroldégiaeameters from the Eifel region
are compared to ERA40 reanalysis data with the help of statisnethods. In this way, it is
evaluated how well the ERA40 data describe local conditiomise region. Furthermore, the re-
lationship between local meteorological events and tlgelacale synoptic context (represented
by the reanalyses) is explored. In the first subsection, ERAve series are directly compared
to the measurements applying correlation analysis. Thigpawison would not be possible us-
ing output of a (freely running) climate model instead ofn&lgses. It allows to assess the
performance of the reanalysis data set in not only reprodypitie correct statistics, but also the
chronology of weather events. The second subsection intesiseveral methods to compare
statistical distributions of parameters from the two d&ts.sThese methods could also be used
for the evaluation of climate model simulations. It shouddroted here that ERA40 and meteo-
rological station data are not independent (in contradintate model data and measurements),
because some of the measured values have also been intedaarthe assimilation procedure
used to produce the reanalysis. This fact might also leadffierehces in the agreement of
analysis (e.g. wind velocity) and pure forecast variabéeg. (ust wind speed) between the data
sets.
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Figure 2.8. Correlation coefficients of wind velocity (a) and precipité (b) time series with
reference series from Trier-Petrisberg. Symbols as in Eig, but note the different
ranges of values of the correlation coefficients.

2.4.1 Time series

Time series from measurements and ERA40 data are compatiee edference station Trier-
Petrisberg and for the regional mean. Spearman rank cboretzoefficients between time series
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from the different data sets, with seasonal variation subéd as above, have been calculated
for the period 1969-2001 (1974-2001 for wind speed). Tablesimmarizes the results.

The correlation coefficients for daily mean, minimum and maxn temperature are very high,
and there is almost no difference between the coefficiergtation Trier and from the regional
averages. An example for the very good correspondence bptthe two time series of daily
mean temperature at Trier is shown in Fig. 2.9. The agreebmmieen local measurements
and reanalysis data (which have a spatial resolution of rtime 100 km) again shows that
there is no large variation of near-surface temperaturehenspatial scales considered here
(cf. section 2.3). The major part of the variance of local penature fluctuations is controlled
by synoptic-scale atmospheric variability, which is déssd by the ERA40 data. It should be
noted here that fofhax andTmin even slightly higher correlation coefficients could be aied
when these parameters were not taken from the ERA40 foedagtdetermined from the six
hourly analysis output of the 2 meter temperature. This leas ldone by fitting a sinus function
with a fixed period of 24 hours to the analysis values of eaghatha adopting the extrema of
the range of the function and the six-hourly analyses ay #lalles forTyax and Tmin.

For daily precipitation, the correlation coefficients acg as high as for temperature, and there
is a large difference between the coefficients at the statokfrom the regional means. Because
of the high spatial variability of precipitation, it is notjeitable to compare ERA40 data with
values measured at a single location (see again sectidr).2F2gure 2.10 shows an example of
the variability of mean precipitation in the Eifel regionhd Figure indicates that the ERA40
data set captures the general characteristics of the neasnts, but that there are several pre-
cipitation events, particularly those with higher magdauthat are under- or overestimated. In
correspondence with the monthly mean values shown in Fagakso in Fig. 2.10 the agreement
between reanalyses and measurements is better in winteintsammer.

Correlation coefficients for daily wind speed and gust pesaksin between those for tempera-
ture and precipitation (see again Table 2.4). The cormati the regional mean time series is

Trier | Region mean

Temp.| 0.98 0.99
Tmax | 0.95 0.97
Tmin 0.94 0.95
Prec. | 0.73 0.85
wind | 0.88 0.94
Gusts | 0.83 0.90

Table 2.4. Correlation coefficients between ERA40 and measured tinesgelaily values) for
station Trier-Petrisberg and Eifel region meanyak and T, denote daily maximum
and minimum temperature.
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Figure 2.9. Time series of daily mean temperature at station TrieriBb&rg from measure-
ments and ERA40 data.

L
™ | —— Measured values
— Interpolation from ERA40 data set

Prec. [mm/day]

T T T T
1998 1999 2000 2001
Time

Figure 2.10. Time series of daily precipitation in the Eifel region froneasurements and ERA40
data.

relatively high; at the station the coefficients are notidgdower. This fact is again associated
with the spatial variability of wind velocity on relativegmall scales, which are not resolved in
the ERA40 data set. The difference in the correlation caeffts between gusts and mean wind
speed points to the positive effect of the data assimilgtimeedure (note again that the wind
gusts used here are pure forecast variables).
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2.4.2 Probability density functions and quantiles

For the comparison of statistical distributions from rdgs@s and measurements, again data
for the period 1969-2001 (1974-2001 for wind) and for boté kbcation of the station Trier-
Petrisberg and the Eifel region average are used. Twotstati®ols are applied: non-parametric
estimators of probability density functionsdfs) and quantile-quantile plots.

The simplest method for estimating pdfs from a set of data isse histograms. However, this
approach has several disadvantages: the resulting appati@h of the pdf is not continuous
and depends crucially on the breakpoints and the width dhigtegram cells. This also leads to
some practical drawbacks; it is difficult to produce a largenber of histograms automatically,
because one has to check the choice of bin-width and breatsg®parately for each histogram.
Here, we have avoided most of these disadvantages by agmykernel density method for
the estimation of pdfs of most of the meteorological paramse{see e.gScott 1992, for a
description of the method). Gaussian kernels have been asddhe bandwidth for each pdf
has been objectively chosen with a rule of thumb suggeste8doyt(1992). This method
works well for temperature and wind data. For precipitateme difficulties occur due to the
discontinuity of the pdf at the origin of the coordinate gyst(precipitation value of 0 mm). It
is possible to overcome these difficulti€&ajagopalan et a).1997), but since this is associated
with a considerable complexity, we have decided to use areifit approach for precipitation
data. After removing days with no precipitation, the logamic probability density has been
approximated with the help of a log-spline density estinfatStone et al.1997).

Figure 2.11 shows the estimated pdfs of several meteorabgariables. For precipitation, the
difference between the pdfs from station and ERA40 datatierasmall, even if local mea-
surements at Trier are compared to the reanalyses (FigaR.The reason for this is mostly
technical. As shown in the preceding subsection, the twertyithg data sets differ substan-
tially, particularly considering events with a high maguié of precipitation (cf. Fig. 2.10). This
is also visible in the pdfs, but does not lead to a large denaif the two curves, because the
statistical weight of such events with high amounts of poieation is small. The distribution
of both data sets is dominated by days with low precipitatioound 1 mm. According to this,
a direct evaluation of pdfs is not the best method for a siesgiscomparison of precipitation
data from measurements and models. The difference betweatistributions becomes much
clearer when sample quantiles are taken into considerggembelow).

The pdfs of daily mean wind speed for the Eifel region are shawFig. 2.11b. Again, the
two data sets are in good agreement. There is only a smaltinedeas of the ERA40 wind
velocities (see also section 2.3), and the density peakdast\® and 3 m/s is slightly overesti-
mated. For daily gust peaks, the match between the two ciswesrse (Fig. 2.11d), basically

4This log-spline method, on the other hand, has appeare@dpuede for fitting densities of wind speed and
temperature, because it often undersmooths the pdf, peodtuces small-scale, artificial variations in the density
Therefore, it seems necessary to use two different appesach
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Figure 2.11. Estimated probability density functions of daily variableom station (solid) and
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(b), gust peaks at Trier (c) and for region mean (d), maximejragd minimum (f)
temperature at Trier.

because the bias is much larger and the width of the distoitb@itom the reanalyses is slightly
too small. Nevertheless, the agreement of the pdfs for nagimean gusts is better than for
gusts directly measured at Trier (Fig. 2.11c). For the latliéferences in distribution width and
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bias are even larger, indicating that ERA40 gusts, justasijpitation, do not properly represent
local measurements, but only regional averages. Recd]lithspite of the deviations between
the pdfs shown in Fig. 2.11d, the chronology of ERA40 gusts igood agreement with the
regional mean station data (correlation coefficient of 8@, again Table 2.4).

Figures 2.11e and 2.11f show the pdfs of daily maximum andmum temperature. They are
plotted for station Trier, because the station altituddaser to that of the ERA40 data set than
the average altitude of the Eifel region, and thus the teatpee bias is smalleér A remarkable
feature of the temperature distributions is their bimdglahat is clearly visible in both data
sets. The pdfs of minimum temperature match almost peyfdatparticular, the left tails of the
distributions, representing the coldest nights, havetbxtdte same shape. For daily maximum
temperature, the agreement is slightly worse. The two pefike pdf are overestimated in the
ERA40 data, and the hottest measured days are not reproductkd reanalysis.

In Fig. 2.12, pdfs of daily average temperature at statioarTare plotted separately for each
meteorological season. Obviously, there is an almost cetaphatch between the curves from
the two data sets. The only noticeable difference is a vesllamderestimation of warm days in
summer in the ERA40 data, which is also associated with a geafound 18C that is slightly
too high compared to the measurements. These seasonalalfs show a bimodality, in con-
trast to the temperature distribution for the whole yeat §mown). Accordingly, the bimodality
most probably results from the fact that the Eifel climatdasninated by rather long warm and
cold seasons (narrow distributions with clear maxima interiand summer) and shorter transi-
tion periods in between (slightly broader pdfs in autumn smang).

Another way for comparing the statistical distributiongafariable in two different data sets is to
calculate sample quantiles from each set and plot thesdilpsamgainst each other in so-called
guantile-quantile plotsIn principle, this can be done using the whole sample, h@ur case
the whole period 1969-2001, but then high quantiles may lheraened by very few extreme
events, for example a long lasting heat wave. A more robasisstal quantity is obtained by
separately calculating quantiles for each year and sulesgiguaveraging these yearly quantiles
over the whole analysis period. Another advantage of thisagh is that the uncertainty of the
average quantile can be assessed by analyzing the spreaal settof yearly quantiles. Here,
this is done with the help of a bootstrap resampling methsdescribed in section 2.3. For the
calculation of the quantiles, an approximately medianiasdxd algorithm, independent of the
underlying distribution, is used, as recommendedHgpdman and Faif1996). For the sake of
completeness, we have also calculated whole sample qearitilt since the deviations from the
average quantiles were always small, they are not showreifotltowing.

Figure 2.13 shows quantile-quantile plots for precipaatigust wind speed and daily maximum

5Additionally, as already mentioned above, temperaturessafrom reanalysis data can be directly compared
to local measurements because of the small spatial vatyadifithe field.
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Figure 2.12. Probability density functions of daily mean temperatureTaier from station
(solid) and ERA40 data (dashed), plotted separately foheaeteorological sea-
son (spring: MAM, summer: JJA, autumn: SON, winter: DJF).

and minimum temperature. The lengths of the bars indicateticertainties of the mean yearly
guantiles estimated from resampling. 0.02- (0.1 for prigaijon) to 0.98-quantiles are plotted
with an increment of 0.02. In Fig. 2.13a, precipitation giiles at station Trier and for the re-
gional mean are shown. It is again obvious that the agreelbrednieen the data sets is much
better when regional mean data are considered. For theartilgs up to 0.9 agree well, only
the tail of the distribution, corresponding to strong ppéeition events, is underestimated in the
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Figure 2.13. Quantile-quantile plots (ERA40 versus measurement ddtdpiby precipitation
(a), gust peaks (b), maximum (c) and minimum (d) temperafline vertical and
horizontal bars are estimates of the uncertainty of the ageryearly quantiles,
obtained from bootstrap resampling. The solid black diajaorresponds to a
perfect match. Quantile values from 0.02 (0.1 for precijmta) to 0.98 are plotted,
with an increment of 0.02.

ERA40 data. The rather large deviations obtained in thetijgeaquantile plot at station Trier in-
dicate that a direct evaluation of pdfs, as shown in Fig. 2 (ihere the match between the two
curves seems to be rather good), is not the best method fquaramy statistical distributions of
daily precipitation from different data sets. Figure 2.5Blows quantile-quantile plots of daily
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gust peaks. As for the pdfs, the agreement is not very gooé. sldpe of the quantiles from
regional mean data is closer to 1 compared to the slope ofuhetides at Trier, indicating that
the deviations in the former are mainly due to a negative. fas the latter, also the shape of
the distribution differs considerably between reanalysesmeasurements (see also Fig. 2.11c).
Finally, quantile-quantile plots of daily maximum and nmmim temperature at Trier are shown
in Figs. 2.13c and d. Again, the match is very goodT@i. For Tmax quantiles from ERA40
are too small, and the difference is larger for higher terajpees.

In this section it has been shown that there is a good agreemtnween ERA40 reanalyses
and direct measurements of daily temperature variatiorteartifel region. The correlation
coefficients between the time series are very high, and alborespect to the statistical distri-
bution, there are almost no differences between the dadesatept for a bias owing to different
altitudes). Only the temperature maxima on hot summer deyslaghtly underestimated in
the ERA40 data. This general consistency of temperatutabibty also leads to a very good
agreement of some derivated parameters, e.g. the numbmsbbhd ice days as well as begin
and end of the frost period at station Trier (not shown). figkhe variability of wind speed
into consideration, daily mean wind velocity and gust speg¢e to be distinguished. For the
former, the temporal correlation and the match betweent#tesscal distributions from ERA40
and measurement data is good; for the latter, the chrondbgjso well represented in the
reanalysis, but there are larger differences in the pdf® skatistical representation of precip-
itation in the reanalysis data set is satisfying for regionaans, although strong precipitation
events are underestimated. This, in addition to other fadlike the more stochastic charac-
ter of the variability of precipitation on small spatial &£s), leads to correlation coefficients
slightly lower than for the other variables. The principtansistency between the data sets re-
garding regional mean precipitation is also reflected iratrerage number of precipitation days
(precipitation larger 1 mm) per year being almost the sarbé {ar regional mean station data,
153 for ERA40).

2.5 Hydrology

This section focuses on the analysis of hydrological tinmesdrom river runoff measurements
and their comparison with meteorological precipitatioteddt is not the objective of this study
to establish quantitative precipitation-runoff relasbips in terms of transfer functions, e.g. by
using hydrological models (this is beyond the scope of thesis). Rather, similarities and
differences between runoff and precipitation data shaltiéscribed. This may, for instance,
help to decide which data are more suitable for the calinatif a specific geological proxy.
Another objective of our analysis in this section is the diba of droughts. As this detection
based on precipitation data is not straightforward, sorokrtieal details are explained in the
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following subsection. The second subsection describesdh®garison of meteorological and
hydrological data.

2.5.1 Meteorological droughts

Many different indices have been used for the detectionaigints on the basis of meteorologi-
cal, hydrological and agricultural data (see &gyantash and Dracy2002). For our purposes,
a meteorological index shall be employed that is solely th@seprecipitation, because firstly,
other parameters like the properties of the soil, which #enaused in addition, are not avail-
able here. Second, we intend to clearly separate meteacal@nd hydrological variables. In
addition, the drought index shall be applicable with dailggpitation data, because in this way
onset and duration of droughts are detected more precesdyin particular a statistical com-
parison of drought lengths from different data sets can b®peed in a much better way than
using monthly data. An index that fulfills these criteria e effective drought indetEDI),
introduced byByun and Wilhitg1999). This index is not considered in the comparison study
by Keyantash and Dracuf2002), but in another comparison Borid et al. (2006) it shows the
best overall performance.

The calculation of the EDI is based on the concegftéctive precipitatioEP). EP is a measure
for the accumulated precipitation over a pre-defined pemadltiplied with a weight function
representing the decreasing contribution of precipitatieents further backward in tim8yun
and Wilhite(1999) give several alternative formula for the calculatod EP. In this work, the
following equation has been chosen:

Yo (2.1)

DS n

R P, P,

EP= 3 (zm_l m) _p PtP PPt
& n 2 3

wherePR,, denotes the daily precipitation days ago and DS is trauration of summatianThis
DS is a crucial parameter and has to be determined as a fipsbkthe calculation. In order
to do this, EP is calculated first with a dummy value of BS65 days, as proposed Byun
and Wilhite(1999), because this is the most dominant precipitatiofecygBubsequently, a mean
EP value is calculated for each calendar day by averagisgjthantity over the whole analysis
period and applying a five day running mean. The deviationFofrem this mean (denoted DEP
in the following) is then used as a basis for the calculatibD®: For each day in the analysis
period, DS is defined as the sum of dummy DS (here 365 dayshanauimber of consecutive
past days with negative DEP, i.e. days dryer than avéragéen, equation (2.1) is applied
once again with this new DS, and averaging is performed ageatooobtain DEP. Finally, the

8For example, if DER< 0 between July 1 and 15, bt 0 before that and afterwards, then BS379 for July
15 and DS= 365 for July 17. This calculation takes into account that thg residence time of water in the soil
varies between dry and wet periods.
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effective drought index is defined as follows:

EDI = E, (2.2)
ODEP

wheredpep is the standard deviation of each day’s DEP, again smootitbdive day running
mean. Because of the normalization contained in equatia@), ¢ae EDI does not depend on the
climatological characteristics of a specific location.
In order to capture the impact of a drought, both its sevenily duration are important. In the
following, a drought is defined as a period of consecutivesdaiyh EDI lower than minus one,
where days with negative EDI in between those drought peakimieluded (see agaByun and
Wilhite, 1999). For each drought, duration and minimum of the EDIirduthe period are used
for estimating the event’s impact.

In order to asses the occurrence of meteorological drouigktie Eifel region, the EDI has been
calculated for each precipitation station with almost ctetgpdata during the restricted base
period 1969-2001. Missing values in the time series hava bied as described in section 2.2.
Additionally, the EDI has been computed from regional megetipitation and from ERA40
data (again at station Trier-Petrisberg and at the centiredEifel region).

When the occurrence of droughts at different stations inEHel region is compared (not
shown), some similarities can be observed, particularlyaoge time scales. For example, at
almost all stations the years 1971-1973 were rather dryredsen the beginning of the 1980s
nearly no droughts occurred. Nevertheless, there are elsra remarkable differences be-
tween the stations with regard to the appearance and domftisingle drought events. This is
surprising, because droughts are usually thought to afééatively large areas. The main rea-
son for the spatial variability discovered here is that tig 5 solely based on spatially highly
inhomogeneous precipitation measurements. This mightleaéiness of the index, but it is not
clear to which degree it might overestimate the spatialamlity of drought occurrence. This
issue shall not be addressed further in this work, but itetbelinteresting for other studies, also
because the EDI has not been used before in an area with sugh ddmsity of rain gauges as
in the Eifel region. Another interesting starting point fature studies might be to explore the
coherence of droughts on larger time scales and the linlagétospheric circulation modes
like the NAO.

In order to avoid problems with spatial inhomogeneity, tia Bas also been calculated from
regional mean precipitation, as mentioned above. It shbaldoted here that the index was
developed for an application with directly measured priggijpn data and this is, to our knowl-
edge, the first test using regional means and reanalysete Z&bshows the most intense and
long lasting droughts from regional mean station data. Megage daily precipitation during
all these droughts was around 1 mm, that is less than halfeoloiing term mean in the region
(cf. Fig. 2.5a). The general characteristics that have ajggein the comparison of droughts at
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different stations are fairly well reproduced by the regiomean time series (not shown). At the
beginning of the 1980s, only very few dry periods occurrethaEifel region. On the contrary,
there were many droughts during the first years of the 19704.880s.

An example for the comparison between measurement and ER#t4Qvith respect to the EDI
and the occurrence of droughts (again for the regional migast)own in Fig. 2.14. There are
several similarities between the two EDI time series (theatation coefficient is 0.66), but also
certain differences, for example the offsets in the secatidi the year 2000 or in the last
months of 1997. These offsets can lead to the identificatiamaughts in one data set that are
not detected using the other. They are presumably causedaebyver- or underestimation of
single, strong precipitation events, as the fluctuationthefEDI on smaller time scales during
the offset periods seem to be fairly well correlated. A ratlphysical feature is the sudden
decline of the index from ERA40 data at the end of 1997 (suopsiinfrequently occur in the
EDI calculated from station data too, not shown). This ahexis due to a drop in the DS on this
day and not related to the start of a drier pefiofihe occurrence of such features seems to be
a drawback of the EDI, but we think that this does not subgtiyinfluence the detection of
droughts, firstly because of the rareness of these dropsndlycbecause the EDI does not fall
beneath minus one in most of the cases.

One way for statistically comparing drought data from the tlata sets is to look at the statistical
distributions of drought lengths. These distributionsenbgen estimated with the kernel density
method described in section 2.4 and are shown in Fig. 2.1%gponal mean precipitation data.
In general, the two curves agree rather well. Only the maak pig overestimated and smaller
peaks at around 50 and 110 days are not contained in the yemndata set. Nevertheless,
the small peak between 150 and 200 days is captured, alliiggtdsh little bit towards shorter
durations.

This section has demonstrated that the detection of drewgtit a meteorological, precipitation-
based index can be complicated and depends strongly on thexlying data set. The EDI

’In fact, original EP, calculated with the dummy DS, even éased at this date. This led to the DEP growing
positive and to the termination of a long period of EP lowertlaverage.

Begin End Duration [d] | Minimum EDI | Aver. prec. [nm/day]
1953-09-01| 1954-02-24 177 -2.09 1
1972-12-15| 1973-04-01 108 -2.08 1
1963-12-11| 1964-03-23 104 -1.91 0.9
1991-03-26| 1991-09-24 183 -1.88 1.3

Table 2.5. Droughts with minimal EDI and a duration of at least 100 dagghe Eifel region,

calculated from regional mean station data for the perio$d-2005.
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Figure 2.14. Example time series of the EDI, calculated from regionalcjp#ation means.
Horizontal lines at the bottom show the diagnosed droughts.
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Figure 2.15. Estimated pdfs of drought length in the Eifel region durihg period 1969-2001.

applied here has several advantages, but because it igigelglaew index and has not been
widely used so far, there are some open questions relatesl applicability and spatial repre-

sentativeness. Nevertheless, it has been outlined thamdle& can consistently be used with
regional mean precipitation data. Its application to rémisdata has to be handled with care.
In spite of the good agreement with results from measuremi&tat on a statistical basis (see
again Fig. 2.15), there are some difficulties in detectingi@#lar droughts, because the index
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is very sensitive to single, strong precipitation eventsiclv are not properly captured by the
ERAA40 data in many cases (cf. section 2.4).

2.5.2 River gauges

As a first step, runoff and precipitation data are compareditatively, focusing on extreme
events with high runoff and/or strong precipitation. Fig@.16 shows measurements of both
variables from station Daun for a 3-year period startingimsier 1992. A fact that complicates
a direct comparison of such time series is that precipmagsampled at a single location and
for a constant period of time (here one day), whereas a rumeffisurement integrates the water
from a catchment area and a changing and unknown periode lcetbe of Daun, the catchment
area of the stream Lieser is comparatively small (42.3)kidence, the error introduced by this
integration should also be small, although it cannot bdlyoteglected because of the inhomo-
geneity of precipitation also on such relatively small sgdatcales. An apparent feature of the
runoff time series shown in Fig. 2.16 is the very strong seabkoycle, which does not appear in
the precipitation data, at least not with such a high amgdit(see again section 2.3.1). During
summer, evapotranspiration from soil and plants is largés sire in general drier, and there
are more plants absorbing the precipitating water. Owinthi® a much smaller percentage
of rainfall is transported to and by streams compared toesfime, and even strong precipita-
tion events only lead to small peaks in river runoff (e.g.fiheth highest precipitation peak in
Fig. 2.16 in summer 1994). On the contrary, during winter nedshe maxima in stream flow
are directly related to heavy precipitation events. Fonga, seven of the ten daily maxima in
runoff (including the top four) measured at station Daurhmperiod 1978-2006 were caused by
very strong precipitation events that can also be deteatéuei data from close-by rain gauges
or in the regional mean precipitation time sefigdowever, it is difficult to put this relationship
into quantitative terms, because also during winter facki&e the soil condition have a strong
influence on the development of a flood event.

In order to quantify the seasonal cycle in the correlatiodaify runoff and precipitation, Spear-
man correlation coefficients have been calculated sefpafateeach month. An estimate of the
runoff roughly representing all streams included in thiglgthas been obtained as described in
section 2.2.3 and correlated with the regional mean pratipn time series from station mea-
surements for the period 1973-2005. The resultis showrgnZ17. All correlation coefficients
are relatively low, because firstly, as mentioned aboveethee other processes apart from pre-
cipitation influencing river runoff. Secondly, the corrabem method used here is very simple
and does not take into account any temporal offsets betweetinhe series, which, however,
typically are in the order of one to a few days. Additionatlyy estimate of the average regional

8The five maximum events from four nearby rain gauges and thelady and five-daily maxima from Eifel
mean precipitation were taken into account for this congoeri
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Figure 2.16. Daily measurements of precipitation (black, bottom rowgl amnoff (red, top row)
from station Daun.
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Figure 2.17. Monthly correlation coefficients of daily regional mean offnand precipitation
(compiled from measurements) for the period 1973-2005.

runoff is rather crude. In spite of these drawbacks and timpteal fluctuations of the monthly

correlation coefficients, a seasonal cycle with minimum iayMand maximum in the winter

months can be observed in Fig. 2.17. However, particuldudylow correlation in November

and the increase from May to June cannot be easily undersiuebe features might also be
related to oversimplifications in the method.
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In the second part of this subsection, runoff is compared étenrological drought data, ob-
tained with the help of the EDI as described in section 2. Bherefore, runoff time series have
been smoothed with a seven day running average, as outfir2e® and recommended BYister

et al. (2006). Figure 2.18 shows an example of this comparisorh®river gauge at Daun and
the precipitation station OberstadtféldDroughts diagnosed from the precipitation time series
are highlighted in red. In general, there is a good agreeimemieen the two data sets. Most
of the meteorological droughts coincide with comparably tanoff values. One has to keep in
mind that the EDI measures the deviation of effective piigatijpn from a calendar day mean,
i.e. the runoff values during a winter drought have to be carag with average winter condi-
tions and may, according to this, be higher than in summeticBkarly for the first years shown
in Fig. 2.18, the correspondence is very good; the indexctselmost exclusively the periods
with the lowest river discharge values. Later, there areesdaviations, e.g. the low runoff val-
ues during summer 1995 and winter 1996 are not detected agldr@ust as in summers 1988
and 1994). A reason for this may be that the index is still rilced by the very large amount
of precipitation that occurred in winter 1995. This mightlicate that the time scale used to
calculate effective precipitation, i.e. the dummy DS of 2&fys, is too large when the results
are compared to river runoff data. This could also explasngionounced droughts detected in
winter 1996/97, which seem to be delayed in some degree.

9The rainfall station at Daun only provides data from 1985@0@, thus station Oberstadtfeld has been used
here, which lies at a distance of 6 km from the river gauge.

—— droughts from EDI
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Figure 2.18. Runoff from station Daun, smoothed with a 7 day running meRariods high-
lighted in red and shown with a red line at the bottom are ditsgletected from
precipitation measurements at station Oberstadtfeld wieéhhelp of the EDI.
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In summary, high runoff values, that is floods in small Eifieeams, are related to local heavy
precipitation events in most of the cases. The reverse gsiocti is often invalid, there are many
strong precipitation events not leading to river floods. Asa@n for this is the strong seasonal
cycle in river discharge, which is influenced by many othextdes, e.g. the soil conditions.
Owing to this, it is not straightforward to determine quéattve transfer functions linking runoff
and precipitation.

The EDI appears to be an appropriate tool for the detecti@inafghts, also when compared to
river runoff data (taking the seasonal cycle in discharge atcount). Differences between the
two data sets indicate that the time scale used here for the&Bulation might be too large.
In general, one has to keep in mind the integrating effecivef runoff and its temporal delay
with respect to precipitation when comparing these quastit

2.6 Spatial correlation of extreme events

A major objective of this chapter is to provide meteorol@agidata that can be used for a cali-
bration of Eifel lake sediments as proxies of extreme weathients (see section 2.1). In this
context, it is an additional, more specific question howespntative these local extremes in the
Eifel region are for larger areas in Central Europe. Thisstjoa could be addressed by using
proxies at other locations, but this is not easy to achidge,l@ecause the Eifel maar lakes are a
relatively unique geological archive. Alternatively, @rcbe investigated by comparing the oc-
currence of recent weather extremes in the Eifel regioredhas our meteorological calibration
data set) with measurements from other locations.

In order to analyze the simultaneous occurrence of extremete at different stations, it is not
sufficient to calculate correlation coefficients betweemntiime series, because these correlations
are not substantially influenced by rare extreme eventsedds a method has been developed
using average yearly quantiles of the time series (cf. @@@i4). Based on these quantiles,
which have been separately calculated for each statiadlistTable 2.1 as well as for the Eifel
stations Deuselbach and Trier-Petrisberg as refereneéoltbwing extreme events are defined:

¢ hot days daily maximum temperature exceeds its average yearly §9étiile,
e cold nights daily minimum temperature falls below its average yea#ly-Guantile,
e strong precipitation daily precipitation exceeds its average yearly 99%-glegnt

e strong gustsdaily gust peak exceeds its average yearly 99%-quantile.

For every station, the number of extreme events has beerneambtivat occurred simultaneously
with an extreme event at the reference station Trier. A fisewlamdow around the date of the
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Figure 2.19. Relative frequency of a simultaneous occurrence of extragteorological events
at the German weather stations listed in Table 2.1 (plus tifel Etation Deusel-
bach) and extremes at station Trier-Petrisberg. The refegeperiod is 1971-1999
for wind data and 1950-1999 for all other parameters.

event at Trier has been applied for the definition of conteraupeity in order to incorporate time
lags between its appearance at different locations.

Figure 2.19 shows the frequencies of such simultaneougseative to the total number of
extreme events at the station) as a function of the statistance to Trier. The four curves
decline rather constantly with distance from Trier; smaitfuations can be attributed to the re-
striction to one spatial dimension in this plot. Differeadeetween the meteorological variables
are obvious in the Figure. Temperature extremes occur sameously on large spatial scales;
at a distance of 600 km still around 70% of hot days and colttsigappen at the same time as
in Trier. For the contemporaneity of extreme gusts, theaBs® with distance is comparable to
that for the temperature variables, but on a lower levelnshg that around 40% of the strong
wind events occur on a very local scale. On the other hando @pdistance of about 300 km
more than 50% of these events happen at the same time as iinHméeipitation extremes are
the most localized events. There is a steep decline of theeam the first 100 km (for a more
detailed description of the local scale, see section 2.8}.distances of more than about 350
km, no coherence between extreme precipitation eventse&ound.

A similar approach has been adopted for exploring the dpafmesentativity of flood events,
detected in the Eifel region with the help of river runoffaafn extreme flood has been defined
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Figure 2.20. Frequencies of extreme floods (exceeding the average y888l-quantile in
runoff) at station Nettegut (Eifel stream Nette, locatioarked with a green cross),
for which simultaneous extreme floods (left panel) or stribogds (exceeding the
95%-quantile; right panel) have been detected at the rasgedver gauges, listed
in Table 2.3. The size of the symbols is a measure for the &the aver’s catch-
ment represented by the station. The reference period i8-2000.

as an exceedance of the average yearly 99%-quantile ofrdaibff. All stations listed in Table
2.3 have been used, the gauge at Nettegut serves as a reféoetite Eifel. The time window
for the definition of contemporaneity has been enlargedeweesl days, since the different catch-
ment areas can lead to varying time lags for floods at theogtatiAs the average 99%-quantile
of runoff at Nettegut has been exceeded only infrequentynf@ared to the other stations), the
relative frequencies of simultaneous events have beenalized in a different way than for the
meteorological variables. All these frequencies have lweemputed relative to the number of
extreme events at the reference stafforFigure 2.20a shows the frequencies of simultaneous
extreme flood events, the location of Nettegut is marked avgheen cross. Frequencies of more
than 50% can be found at the rivers Moselle, Main, Saar, Net¥eser and at the lower reaches
of the Rhine. In a large part of the displayed region, the eslare larger than 30%. Only in
northern Germany and in the Alpine region, lower values octhis shows that a considerable
fraction of extreme floods in the Eifel happened at the same #&s extreme floods in a large
area in Central Europe. If the threshold for the definitiorxtreme events at the river gauges

1%For a normalization relative to the number of events at etatios, even a very good agreement does not lead
to a high frequency because of the low number of events aedylatt
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is reduced to the average yearly 95%-quantile, referririgttong” instead of “extreme” floods,
but the higher threshold (99%-quantile) is still used attégit, the frequencies of contempo-
raneity are even larger, as shown in Fig. 2.20b. This larggiapepresentativity of flooding
events in the Eifel region is surprising, particularly tadkiinto account the localized character
of extreme precipitation events (see Fig. 2.19).

The consistency of our method for the detection of simubasdélood events has been checked
by including the Finish station Isohaara. For floods at ttaien, no physical relation to events
in the Eifel region is assumed owing to the large distance/éen the river catchments. The
frequency of simultaneous extreme floods at Nettegut amdrmexet (strong) floods at Isohaara is
2% (5%). These numbers indicate the fraction of simultas@wents that occur only by chance.
They are much lower than the frequencies obtained in ce@&aiany, confirming the applica-
bility of the method and the significance of the results. Adiadnal check has been made using
a different reference station in the Eifel region, Kordettsd river Kyll. The results obtained
with this station have been very similar to those shown here.

Altogether, this analysis shows that the spatial represieityy of extreme events in the Eifel

region depends strongly on the type of the event. Temperatxtremes likely occur simulta-

neously in a large region in central Europe. Extreme windgosy be very localized, but in

the majority of the cases they also affect areas of more tb@rkfn in diameter (and are thus
related to synoptic-scale windstorms, cf. chapter 3). Mostipitation extrema are very local
events, only about 20% occur simultaneously on distancesooé than 100 km. Nevertheless,
flood events often affect different rivers with remote cateimt at the same time. This is most
probably due to the integrating effect of river dischargegduse owing to this, only precipita-
tion events with a certain spatial extent lead to floodingsiger rivers. Also, the seasonality
of river discharge plays a role in this context: During summeéhen floods are rare, precipi-
tation events are often localized; in winter, when most ef flbodings occur, precipitation is

frequently triggered by a synoptic-scale storm and affiectger areas.

2.7 Proxy calibration

The calibration process of a specific proxy from lake sedisidapends crucially on the clima-
tological parameter this process focuses on. Moreovegiadike the location and limnology
of the lake are important. Hence, it is not possible to eyasyplecify the meteorological data
necessary for calibrating an arbitrary proxy in the Eifgliom. These data have to be selected
from the comprehensive data set provided through thisghesiording to the needs of a spe-
cific calibration task. An example for such an approach iegivn chapter 3. Nevertheless, as
a conclusion of the present chapter we would like to make somee general comments on
the usefulness of the various climatological parametessri#ed in the previous sections with
respect to proxy calibration and give a few examples of nretegical times series that might
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be applied in this context.

When a proxy of extreme weather events shall be calibratedyccurrence of these events at a
specific location has to be deduced from the meteorologioal $eries. Typically, only a rather
small number of extreme events can be detected in the topfmELSA sediment core, which
represents the calibration period of circa 50 years, owortge limited temporal resolution (for
instance, in chapter 3 six peaks in the grain number coratgorrof the core are compared to
recent windstorms). The selection of such a small numbextoémes from meteorological data
is often associated with additional complexity, since thg.temporal homogeneity of the data
might be important in this case. Another general difficultytee calibration process is that in
most of the cases no meteorological measurements areldeaili@ectly at the location of the
proxy. Thus, the spatial variability of the climatologitaiget parameter is crucial, which differs
a lot between the various variables (see sections 2.3 ahd 2.6

A calibration of proxies for temperature variability or exines is the least problematic, because,
as shown in the previous sections, temperature does ncavarpn spatial scales comparable to
the whole Eifel region. Moreover, there are many stationtb@region that provide temperature
measurements of good quality and homogeneity in time. Alydemperature variables are very
well represented in the ERA40 data set (see section 2.4 éowhl temperature reconstruction
can be considered representative for synoptic-scale tonsli Figure 2.21 shows an example
of a time series that might be applied for such a calibratiRumning temperature averages over
30 days have been calculated from the daily means at thersthtier-Petrisberg. This station
has again been chosen because of its ensured data qualityjsarepresentative for conditions
in the whole region, as outlined above. The maxima of the 8p+iean temperature time
series represent summer heat waves, which might, for exarmate caused increased calcium
deposition in a maar lake (this is of course just a hypothegigch could be tested in a detailed
calibration study in future research). The most prominesdtivaves at Trier occurred in the
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Figure 2.21. Maxima in 30-day average temperature at station Trier-Bétrg.
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years 1976 and 2003, the latter was related to a very proeaiimecord-breaking temperature
maximum in large parts of Europ&¢har et al,, 2004). It may also be inferred from Fig. 2.21
that the number of heat waves has slightly increased duni@gmalysis period, but this is not
the objective of the present study.

Calibration studies focusing on wind speed or directionallguare more complex. There are
many spatial fluctuations in the near-surface wind fieldhlio& stochastic sense and associated
with local environmental conditions as e.g. the slope ofjaaphy or the surface roughness. This
variability makes it difficult to estimate the wind velocigy a location where no measurements
are available. In addition, time series from wind statiores @ften affected by larger inhomo-
geneities. In chapter 3, we try to overcome these problemsshng a statistical method that
combines direct wind measurements and reanalyses.

Section 2.5 has shown that it might be important to distisilyiietween sediment signals caused
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by stream flow (for example if the material is transportedis flow, seeéNesje et al(2001)) and
those directly linked to precipitation (e.g. through eoosiseeEden and Pag€1998)), because
extreme events in both do not necessarily coincide. The $pgltial variability of precipitation
makes the calibration process difficult, in spite of the véense network of rain gauges in the
Eifel region. When considering extreme floodings, the tssiibm section 2.6 indicate that
the spatial coherence of these events is surprisingly higvertheless, there are also certain
differences between the runoff maxima of streams in thel E#fgion, as shown in Fig. 2.22.
Hence, the event-based calibration of a proxy for river floodn be best performed if runoff
data are available from a close-by catchment. In a stalstiense, reconstructions obtained
from such a proxy are then representative for larger regioapace. This fact is also illustrated
by the similar distributions of the maxima in Fig. 2.22 (emany flood events in the middle of
the 1990s and almost none during the late 1980s).

A calibration of a proxy for droughts based on precipitati@ta and the effective drought index
is also complex due to the high spatial variability. Figurd®shows the minima in the EDI and
the duration of major droughts in the Eifel region. Theseshiasen deduced from regional mean
precipitation data and are thus thought to represent raggmale events (cf. section 2.5.1). Ac-
cording to the Figure, the most intense droughts occurréteimvinters 1953/54 and 1972/73; in
1991, there was a very long lasting dry period. However,taadil challenges may arise when
these data shall be related to signals in the ELSA sedimenexample, if the sediment signals
are associated with variations in the lake’s water levely thre not determined by precipitation
alone, but also by evaporation of water and thus by temperatuanges, which are not taken
into account for the calculation of the EDI. This fact is atdavious in Fig. 2.23: In summer
2003, the extreme heat also led to very dry conditions in @éEurope, but precipitation in the
Eifel region was not particularly low, thus no remarkablewdyht has been diagnosed for this
year. This example shows that proxy calibrations may beemty complex if more than one
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Figure 2.23. Minimum EDI values (shown at the inverted vertical axis) dadation (widths of
the gray bars) of major droughts in the Eifel region, caldeldfrom regional mean
precipitation time series.
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climatological parameter influences the sediment signahése cases, a more quantitative pro-
cess understanding is essential. For instance, a moressicpted model of lake level variability
would be necessary in order to calibrate a drought proxyhferetxample outlined above.



Chapter 3

A new Windstorm Proxy from Lake
Sediments

3.1 Introduction

Extreme windstorms are among the natural disasters withigfest impact on human society.
The losses from single storm events can amount to severdtédimillions of Euro for a coun-
try like Germany Klawa and Ulbrich 2003). In order to estimate variations in the frequency
and intensity of windstorms in a changing climate, it is esiséto improve our knowledge about
these parameters in past times. However, extreme even&fioytion are rare and the time pe-
riod for which direct measurements of wind speed are aailstrelatively short. Hence, it is
very important to prolong this period by integrating proxata, which enable us to infer about
windstorm occurrence in past times. A few studies have adeckthis question, mainly focus-
ing on the northern European coastal regions. Some of tingsstigations relied on coastal
dunefields (e.gPye and Neal1994;Clemmensen et al2001;Wilson et al, 2001) and cores
from peat bogsEjorck and Clemmense2004;de Jong et al.2006). However, for large parts
of the globe there are no windstorm proxies available.

There are only few investigations that apply lake sedimexta dor the reconstruction of pa-
leoweather events, as outlined in section 1.2. In all oféhs&sdies focusing on past storms
(Eden and Pagel998;Rodbell et al. 1999; Nesje et al. 2001;Noren et al, 2002; Besonen
et al,, 2008), the sedimentation mechanism has been related smerafter strong rainfall or
river floods. Hence, the detected storms have been charactdry extreme precipitation, but
not necessarily by strong winds. In a statistical sensefréggiency of storms with heavy rain

LA slightly modified version of this chapter has been accefiegublication afahl et al.(2009). Copyright
2009 American Geophysical Union.
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might be linked to the frequency of severe windstorms, bokilog at isolated events, one has to
distinguish between the two. Lake sediments have not beshassproxies for the identification
of single extreme windstorms so far, but there are sevardies that make inferences about the
general wind climate based on lake sediments (gajfman and Johnsqri984;Brauer et al,
2008). Itis well documented that high winds influence seditaton by inducing water currents
and wavesl(arsen and MacDonald1993). Waves mobilize sediment grains in the littoral and
sublittoral zone of the lake, where coarse grained minenoegand biogenic particles (mainly
plant remains) get in suspension and are then transpotteth& inner parts of the lake by sur-
face or bottom currents, depending on the density of theesisspn fluid. Coarse-grained sand
particles are removed gravitationally over the slope, budler silt grains have a potential to
reach a few hundred meters offshore. Wave height and cusperd are a function of wind ve-
locity, with surface currents being near to 2% of the windespgarsen and MacDonaldl993).

When a proxy for past windstorms shall be calibrated, thdityuaf meteorological data con-
stitutes an additional challenge. Almost all multi-deddttae series of wind measurements
suffer from inhomogeneities, caused for instance by chalfgéstruments or changes in the
surroundings of the site where measurements are perfoMda&A-Group1998;Barring and
von Storch 2004). Such inhomogeneities are particularly probleenfati the detection of ex-
treme storms within long time periods and prevent the dusetof the measured time series. In
addition, the high spatial variability of wind speed has ¢éotdken into account if, as it is typi-
cally the case, no measurements are available at the loa#tibe proxy data. In many studies,
indices deduced from pressure records have been appliegtoome the difficulties related to
inhomogeneity (see agalWASA-Group1998;Barring and von Storch2004), but they cannot
be used to detect single storms in an event-based manndiislahapter, we introduce a new
index of storminess calculated from a combination of regisldata and wind measurements
and compare it with sediment core data.

This study can be regarded as a pilot study, in the sense wesasgee requirements for estab-
lishing a connection between severe windstorms and sigméd&e sediment, focusing on the
last 50 years, for which detailed meteorological surfacasneements and reanalysis data are
available. The calibration approach proposed in this @ragan be subsequently applied also for
the interpretation of long records, beyond the time perioti@teorological measurements, and
it provides the basis for the application of a new windstoroxg in all regions where suitable
lakes with similar sediment records can be found.
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Figure 3.1. Topography of the Eifel region (colors, only shown withinr@any). The position
of the Schalkenmehrener Maar is labeled with a blue circled Rrosses denote
locations of DWD stations with wind measurements used & dhapter (cf. Ta-
ble 3.1); black triangles denote the positions of the twai@te with precipitation
measurements, Mehren and Oberstadtfeld.

3.2 Sediment data and analysis

3.2.1 Sediment core

The core used for this study is part of the Eifel Laminatedii@edt Archive (ELSA), a collec-
tion of sediment cores (from freeze cores to Seilkern cord$0 m length) that have been re-
trieved from 30 maar lakes in the western German Eifel re(ioike/50° N; see Fig. 3.1). These
cores constitute a continuous record of sediment data itr&éturope for the last 150.000 years
(e.g.Sirocko et al, 2005;Schaber and Sirock@005;Seelos and Sirock@007;Sirockqg 2009).
Here, we use a freeze core from the Schalkenmehrener Maaf$Mkf; see Figures 3.1, 3.2,
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3.3). The almost circular maar has a diameter of circa 550arisa®1 m deep. Its surface area
is 219,000 M and the catchment area amounts @-10°m?. The lake is dimictic, with mixing
in spring and fall and strong summer stratification; the deptthe thermocline varies between
4 and 8 m in May and between 6 and 10 m in September. Severatdezphave been obtained
from the maar (see agairockg 2009), but SMf, which was taken close to the center, is the
only freeze core. Freezing technology (see http://wwwroainz.de/FB/Geo/Geologie/sedi/)
allows to retrieve the water saturated top layers of the,aanéch represent recent times. Figure
3.3a shows a photo of the core directly after drilling. Thedo part of the core is continuously
laminated, whereas there is no visible lamination of thegap due to the eutrophication of
the lake, which began around 1860. The sediments have laesidrmed to petrographic thin
sections of 10 cm length, and a quartz grain size analysibéas performed up to micrometer
resolution with the RADIUS method®gelos and Sirock@005) at the Institute for Geosciences,
University of Mainz, in the group of F. Sirocko. Particulannportant for the detection of storm
signals is the number of grains per area in the coarse sitidrg i.e. with grain sizes between
20 and 63um. Peaks in the silt fraction curve (Fig. 3.3b) mark distiiagers (details of such a
layer are shown in Fig. 3.4), which share the following htites:

e average layer thickness of circa 1 mm (Fig 3.4a),

e sharp quartz grain size distribution with clear Gaussiapshand a mean value of ca. 18
pm, as shown in Fig. 3.4b (i.e. the distribution is clearlyft& to larger grain sizes with
respect to the distribution of the background sedimentgxarily shown in Fig. 3.5),

e no gradation (i.e. no variation of grain sizes within thedgy
¢ high amount of relatively large organic material, e.g. pgeof plant debris (not shown),

¢ high concentration of carbonate grains (slightly smalleamgrain size than quartz parti-
cles, Fig. 3.4c).

3.2.2 Age model

An age model for the SMf core has been developed f8f@s and®'°Pb activities in the sedi-
ment, measured by direct gamma assay, in the Liverpool Wsityd=nvironmental Radioactivity
Laboratory. Figure 3.6 displays tH&’Cs activity. The curve shows a distinct peak at a depth
of 9.5 cm, marking the Chernobyl fallout in 1986. A second imaxn at a depth of 16.5 cm is
also visible, probably recording the fallout maximum frotmaspheric nuclear weapon tests in
1963. However, this second peak is much less pronouncedhbdinst one, indicating that the
137Cs activity has been diluted in the respective depth. Sirgimaar dilution occurred for the
210pp activity (see appendix A), the rafid’CsPOPb, peaking at 17.5 cm, has been considered
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as a better marker for the 1963 fallout maximum.

The constant rate of supply (CRS) dating modgdgleby and Oldfield1978) has been applied
to calculate raw dates from ti&°Pb measurements (measufé®Pb activities are provided in
appendix A). These raw dates have appeared to be clearlydammpared to thé3’Cs peaks.
Likely reasons for this discrepancy are moderate variatifrthe?'%Pb supply rate during the
last decades and an incomplete recovery offEb record in deeper sections of the core. In
particular, a hiatus in the sediment record most probabtyiwed at a depth of more than 20
cm, which represents the time of World War 1l when large ant®ohweapons and ammunition
have been dumped in the maar causing sediment redeposiiontiie upper slope to depth.
This influences the CRS dating model, but does not affectrtfezances of this study, which
is based on data from the uppermost 20 cm. In order to overtcbese discrepancies and to
obtain a final chronology for the SMf core, the CRS model hanbecalculated with the 1963
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Figure 3.3. (a) Photo of the SMf core directly after drilling (from Sikax(2009)). (b) Measured
number concentration of coarse silt particles in the toptpdrthe core.

137CsP1%Ph marker as a reference, using the method describégppleby(2001). The resultant
chronology is shown in Fig. 3.7. The correspondence with1®&6 3’Cs maximum is very
good for this curve. However, the uncertainties of the ageehare rather large, especially
for greater depths (betweehl years for small and-6 years for large depths), owing to the
problems described above (e.g. dilution of the activityaig).

3.2.3 Sedimentological windstorm identification

In many cases, deposition of coarse quartz grains in lakenseds is related to fluvial erosion
processes (e.geden and Pagel998;Noren et al, 2002). However, in the case of the Schalken-
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Figure 3.4. (a): Polarized microscope image (magnification: 25x) of 8Mf core sequence
7.62-7.89 cm (corresponding to the windstorm labelled 5ign 8.10), showing the
sample area (1.0 x 3.6 mm) and the layer with white (quartz) reddish (carbon-
ate) particles. (b): Grain size distributions (diametergim) of quartz grains in the
layer (1/3 phi classification). 569 quartz particles havebaletected. (c): Grain
size distribution of carbonate particles (792 detectedtiples). (d): Combined
distribution of quartz and carbonates. (from K. Seelos)

mehrener Maar, no riverine sediments have entered the ilage around 1950, when the basin
and delta of the creek feeding the maar in earlier times wtifecelly transformed into a vege-
tation covered swamp that acts as a sediment sink. Moretbeee are no steep hills surrounding
the lake (in contrast to the lakes sampled e.gNbyen et al.(2002)), hence the inflow of rain-
water from strong precipitation events is comparably snradicordingly, it is unlikely that the
layers of enhanced silt grain fractions observed in the Sdié @are caused by fluvial erosion
processes, i.e. reflecting precipitation events. An adiera mechanism is that these layers were
formed during windstorms by wave erosion at the shore angesjuent current transport. High
wave activity leading to erosion at the shore is intrindycadlated to high wind velocityl(arsen
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Figure 3.5. Example for the quartz grain size distribution in the backgrd sediment (no storm
layer). The sample has been taken from SMf in a depth of 11 anty. 48 quartz
particles have been detected in the sample area (again 1.6 xn8). (from K.
Seelos)
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Figure 3.6. Measured*3’Csactivity from the SMf core. The vertical dashed lines give fib-
sitions of the Chernobyl fallout in 1983 and the fallout nmaxim from atmospheric
nuclear weapon tests in 1963 (note that the maximum of the t¥¥Cs/2'%Pb has
been used as indicator for the latter).

and MacDonald 1993). In order to create a distinct layer in the sedimeng,cquartz grains
eroded during strong wind events have to be transportectoahtre of the maar. This transport
can proceed in several ways: If the stratification of the iakather weak, the sediment loading
of the waters close to the shore can generate a density ttinggrtransports the grains along
the lake floor Middleton 1966;Pharo and Carmackl1979). The rather steep slope of the lake
bottom close to the shore might support such a current. Hekvgvcases of strong stratification
a density current is unlikely. In this case, grains can besparted by currents within the wa-
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Figure 3.7. Corrected CRS age models for SMf. Black circles give thesddgeived from the
137Cs activity maxima. The dotted red line shows an age model oétafrom the
storm layer allocation given in Figure 3.11.

ter body Elci et al, 2007;Marti and Imberger 2008). In laboratory experiments and with the
help of a linear modelStevens and Imbergét996) showed that in stratified waters under wind
stress, a return flow in upwind direction can establish irttieemocline, and the flow velocities
in this return current can be of the same order as the fristbocity at the lake surface. Because
of the relatively small settling velocities of the silt pakes (in the order of 1 mm/s), grains of 60
um diameter can reach the maar centre within this return flaawéver, the three-dimensional
flow in a real lake depends on many factors, and the exact fodhwelocity of the return current
in the Schalkenmehrener Maar cannot be determined here.

Two observations of storm events support the argumentafien above (F. Sirockopers.
comm, 2008). First, for an extreme thunderstorm in August 2008a$ observed that wave-
generated silt particles were dispersed in near surfacerast The particles were sampled 100
m offshore at the top of the thermocline, two hours after thenterstorm event. Waves during
this thunderstorm were 30 cm high and the entire surfacervdaten to the thermocline was
highly turbulent with visible sediment load. In Figure 328, image of a smear slide produced
from the sample and the corresponding grain size distobstare shown. These distributions
have the same shape as the distributions from the SMf stgren (Rig. 3.4), supporting the idea
that the particles originated from the same transport @acélowever, although the thunder-
storm sample was taken closer to the shore (compared to¢hédn of SMf), its mean grain
sizes are clearly smaller than those shown in Fig. 3.4. THadidist reason for this shift is that
the thunderstorm did not continue long enough to erode aanuiiesl amount of material at the
shore (it lasted about 30 minutes). This shows that, in daléorm a visible storm layer in the
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Figure 3.8. (a): Polarized microscope image (magnification: 40x) of aeamslide sample,
taken from the Schalkenmehrener Maar (ca. 100 m offshote) afthunderstorm
in August 2006, showing quartz and carbonate particles dSgare 3.4, together
with a lot of organic debris (darker regions). (b): Grain sidistributions (diameter
in um) of quartz grains in the sample (1/3 phi classification): (&rain size distri-
bution of carbonate particles. (d): Combined distributioiquartz and carbonates.
(from S. Dietrich)

core, it is necessary that high winds persist for a longeodef time, at least one or two hours.
This is usually the case for a large-scale storm (e.g. aaypad-latitude winter storm), but not
for a more local event like a thunderstorm.

Second, a windstorm in the early morning on 1 March 2008 aldaded waves on the maar
that were high enough to erode a substantial amount of ragtexading to a visible turbidity
of the near-shore waters persisting for about two hourss &ent was among the strongest
windstorms in the winter half-year 2007/08, and the only thra¢ generated visible turbidity in
the Schalkenmehrener Maar. At the DWD weather station itgrBarweiler (see Table 3.1 and
Fig. 3.1), gusts of more than 28 m/s were reported duringttirens
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From the characteristics of the layer shown in Fig. 3.4,dheradditional evidence that the
respective material has been transported from the littmyaé to the position of the sediment
core. The layers contain both large organic particles wirkd origin and carbonates, which have
been formed by sublittoral macrophytes in the shallow, wittoral water. The almost perfect
Gaussian shape of the combined histogram of quartz and re@td®shown in Fig. 3.4d gives
evidence that both particle classes have originated frenséime transport process. In addition,
the absence of large amounts of fine particles and of gradaiithin the layers indicates that
these layers have not been formed by turbidites.

3.3 Meteorological windstorm identification

3.3.1 Construction of a windstorm index from meteorologichdata

In order to validate the relationship between windstorntssetdimentation of coarse quartz par-
ticles at the location of the freeze core, which has beennaatlin the previous section, a mete-
orological storm index has been constructed combining taced winds from surface weather
stations of the DWD and ERA40 reanalysis data from the ECM%ée @lso section 2.2). The
ERA40 data setYppala et al, 2005) contains parameterized gust peaks in ten meterstterg
3-hourly time periods, calculated from twice daily shatrh forecasts. To avoid model spin up
effects, 3-15 hour forecasts have been used to computeglalypeaks at the maar during the
period 1958 to 2001. ERA40 data have a horizontal resoluti@out 100 km and linear inter-
polation has been applied to obtain gust values at the totafithe maar. ERA40 gust peaks are
biased low compared to local measurements, however theydegrgaluable information about
the relative severity of storms on a spatial scale of abo0tki (cf. chapter 2). In addition,
daily gust peaks from nine DWD weather stations with auteen&ind measurement within a
radius of 50 km from the maar have been selected from the datiescribed in chapter 2. The
geographical positions of these stations are shown in FigaBd listed in Table 3.1. Since
only between 1965 and 2001 measurements from at least ttionstéave been available, the
investigation has been restricted to these years. Forynaladtations, there are known inhomo-
geneities within this period, related to instrument changehey have been taken into account
by splitting each time series into parts without any knowmoimogeneity and analyzing every
partition separately. As mentioned before, the large tdiig of the station data prompts the
combined use of temporally homogeneous large-scale irgtom from ERA40 analyses with
local measurement data in a statistical sense. This fagsushzed in Fig. 3.9, where the 150
strongest daily gusts between 1965 and 2001 are shown exginfir the two stations with the
longest records, Trier-Pertrisberg and Biichel. As candlea $rom the Figure, the correlation
between the two time series on long time scales is rather. po@ddition, the influence of the
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inhomogeneities related to instrument changes, whichhenes as dashed vertical lines, is also
visible, in particular in Fig. 3.9b, but also for the first avhogeneity in Fig. 3.9a. In spite of the
large spatial variability of wind gusts, the sediment sigrieom SMf are thought to represent
large scale storms, because it is not only the amplitude nflwgusts, but also their temporal
duration that is recorded in the core, as outlined in se@iar8.

The construction of the storm index started with the idegdtfon of the 99 days with maximum
ERAA40 gust peaks at the maar (Fig. 3.10; ERA40 gust wind sggagiden on the vertical axis).
For each of these days, the number of DWD stations that itelma extreme storm has been
counted. For all stations and parts of the time series witkiwown inhomogeneities, a threshold
value that defines an extreme event has been determinedhdhizxeen done by calculating the
99.8%-quantile of the daily maximum wind speed for each pearaveraging this quantile over
the respective part of the time series. For the calculaticdhe quantiles, the same algorithm
as in section 2.4 has been used. The averaging processaksime influence of the different
lengths of the time series partitions and makes sure thahtieshold value is not completely
determined by single extreme events. Next the number abetatey for which the threshold
has been exceeded within a 5-day-window around the 99 ssbrifRA40-storms has been
counted. The relative frequenayy/N (whereN denotes the total number of stations measuring
at the given time) is shown with colors in Fig. 3.10. Togeth&th the ERA40 wind speed,
it provides a two-dimensional storm index that represestgel scale and local wind velocity
features. Figure 3.10 indicates that from a multitude ajéascale storms, those specifically
relevant for the local surroundings of the maar can be ifledtby our method.

Name Longitudeq] Latitude [’] Altitude [m]
NuUrburg-Barweiler 6.87 50.36 485
Roth bei Prim 6.39 50.31 593
Hahn 7.26 49.95 497
Kall-Sistig 6.53 50.50 505
NUrburg 6.95 50.34 627
Trier-Petrisberg 6.66 49.75 265
Deuselbach 7.06 49.76 480
Mendig 7.32 50.37 181
Buchel (Flugplatz) 7.07 50.17 477

Table 3.1. Geographical locations and altitudes of DWD stations withdvmeasurements (see
also Fig. 3.1).
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Figure 3.9. Time series of daily gust peaks from stations Trier-Pettigh(a) and Bichel (b)
(for station coordinates see Table 3.1). For each statiba, 150 highest daily gusts
are shown. Dashed vertical lines indicate known inhomoigesefrom instrument
changes.

3.3.2 Allocation of windstorms to peaks in the silt curves

In the following, the windstorm record shown in Fig. 3.10apared to the silt fraction curve of

SMf. The abscissa of the silt curve has been transformedeeseixis using linear interpolation

based on the age model shown in Fig. 3.7. Because of the aimteg$ of this model, it cannot

be expected that the resultant time axis matches real timetlgx The largest peaks in the silt
curve have been allocated to the largest storm events. kr todgive a quantitative estimate
of the quality of such an allocation, a root mean square éRMSE) has been calculated as
follows:

RMSE=/1/M T M, (tsrom_tsit)? (3.1)

whereM labels the number of allocated peak¥™the date of thé-th allocated windstorm and
tis"t the age model date of the respective silt fraction peak.

Figure 3.11a shows all windstorms from Fig. 3.10 with a re¢afrequency of storm detection at
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Figure 3.10. Storm index, combining gust peak wind speed from ERA40 datéical axis)
and relative frequency of storm detectiog /N at weather stations (color) for
strongest windstorm events. Note that the absolute vafueRA40 gust velocities
are biased low compared to direct measurements of wind gusts

the weather stationgx/N larger than 0.5. Only these particularly relevant stornestesed for
the allocation. The transformed silt fraction curve frora 8Mf core is shown in Fig. 3.11b. The
positions of several years from the age model are exemplgikien on the horizontal axis and
their uncertainties are shown as gray bars (a complete ievenf the age model dates can be
obtained from Fig. 3.7). The red numbers in Fig. 3.11 indicat allocation of the six strongest
windstorms (maxima in ERA40 gust speed) to the six larggsarsee peaks in the silt curve.
This allocation has been performed in chronological orflee best concurrence of the peaks is
obtained for storm number 5; for number 4, the dating mismetd¢argest. The RMSE of this
windstorm allocation is 1.7 years.

The consistency of the windstorm allocation with the uraiety estimates of the age model can
be checked by plotting the storm dates (which are known ftoemteteorological record) as a
function of the core depth of the associated silt peaks. €delptted line in Figure 3.7 shows
that almost everywhere this alternative event-based agiehties within the uncertainty range
of the CRS model; only in the middle of the 1980s, very smalia@ns occur (it just turns out
that the 19863Cs peak falls in this period of worst concurrence; a possikf#anation might
be a wrong allocation of storm number 4). Altogether, thedstorm allocation can thus be
considered as successful within the range of age model tanugr as corroborated in the next
subsection, where a statistical technique is applied ierota quantify the significance of the
allocation.
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Figure 3.11. (a): Storms from Fig. 3.10 withgy/N larger or equal 0.5. (b): Coarse silt fraction
curve (number concentration of quartz grains between 206&71dm) for the upper
part of SMf. Red numbers indicate a mapping of the peaks osttinms shown in
(a). The corrected CRS age model was used to linearly tramstbe horizontal
axis from depth to time. The positions of several selectedragdel years are
given at the horizontal axis; grey horizontal bars show timeertainty of these
ages, darker gray indicates an overlap of the uncertaintssb&ee Figure 3.7 for
a complete overview of the dates that were used for the atisfiormation.

3.3.3 Different peak allocations

While geological arguments rather support a wind-drivetireentation mechanism for the SMf
core, as described in section 3.2.3, the possibility of ati@h between extreme rain events
and the silt peaks in the core is evaluated in this sectionta fam two DWD weather sta-
tions with daily precipitation measurements, Mehren (In8distance from SM; see Fig. 3.1)
and Oberstadtfeld (6.4 km distance) have been analyzedauBecof the proximity of these
stations to the maar, their measurements are supposed ¢éptasentative for the precipitation
at Schalkenmehren. Data from Mehren has only been avaitabbe 1971, thus this station
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is used for the period 1971-2006, and Oberstadtfeld forezarmes. Figure 3.12a shows the
most intense precipitation events (daily rainfall largeasurt 40 mm) for the period 1950-2006.
In Fig. 3.12b, the transformed silt fraction curve from SMfdisplayed again. The numbers
indicate a possible mapping of the silt fraction peaks orptieeipitation events. It is apparent
that this mapping does not lead to an adequate result. Dparigds with strong precipitation
events, e.g. the late seventies and early eighties, nolsigrapresent in the core, and on the
other hand around 1970 and 1990, no extreme rain eventsredcuéxccordingly, the RMSE for
the allocation indicated by the red numbers is 7.4 yearsmiueh higher than the value of 1.7
years obtained for the windstorm allocation described atise 3.3.2. Omitting the two events
with the largest mismatch (numbers 4 and 5) only leads to aenadel improvement (RMSE
of 6.0 years). This result corroborates our hypothesisdhtasedimentation in the Schalken-
mehrener Maar is much more likely determined by wind-indugecesses than by erosion due
to precipitation and runoff.

Although the allocation of the silt peaks to windstorms shawfig. 3.11 leads to much smaller
errors than for precipitation (Fig. 3.12), the match betwte curves is not perfect. As men-
tioned above, this is thought to be mainly due to uncertegnith the age model. Nevertheless,
it is important to statistically estimate the reliability the established relationship. In order to
do this, we have performed a Monte Carlo experiment. The aggehdates of the six largest
peaks in the SMf silt fraction curve (labeled with red nunsbier Fig. 3.11b) have been com-
pared to six randomly chosen dates in the period 1965-200d earliest random date has been
allocated to peak number 1, the second earliest to peak nuhamel so on. This experiment has
been repeated 999 times, and for each iteration, the RMSIbders determined according to
equation (3.1). With this approach, we are able to deterthedikelinood that a similar match
as found between silt peaks and windstorms (RMSE7 years) occurs purely by chance and
thus estimate the significance of the windstorm allocafidre resultant distribution of RMSEs
has a median of 6.9 years; first and third quartiles are 5.&ya 9.0 years, respectively. Only
0.6% of the random samples lead to a RMSE smaller than 1.8 \tharvalue obtained from the
windstorm allocation shown in Fig. 3.11a,b. On the contra@?o of the random samples have
a smaller RMSE than the mapping of the silt peaks to pretipita&vents given in Fig. 3.12.

This statistical analysis indicates that it is very unljkedat the correspondence between wind-
storms and peaks in the SMf silt fraction curve detected im study has appeared randomly.
Using the RMSE as a quantitative measure of success, thestwina allocation is statistically
significant with respect to a 99% confidence level. In addjttbe analysis shows that the allo-
cation of silt peaks and precipitation events is statififigzot significant and confirms that the
peaks are not caused by pure precipitation events.



3.3. Meteorological windstorm identification 67

T
(a) 5 11 —— Data from station Mehren

z 0 ! - - - Data from station Oberstadtfeld
o
E : 2 3
£ 8- I I 4 5 8
o " 1
g " |
© || 1
g 9 - :: ! 6 ?
9 L} [} [}
2 " ! ! 7
o L} I I I ‘

SN 0§ N S N N (Y A N

1950 1960 1970 1980 1990 2000
Year AD
b)) o 8

< =] 3
S
= _
@
n o _|
8 © 9
1S
2 y ) 6
@ 7
2 9 1 a7
o
= ] W\JMAMM
o

I I I I I I I I
1956 1963 1969 1975 1981 1988 1994 2000

Year from SMf age model

Figure 3.12. (a) Extreme precipitation events (daily rainfall largeraimn 40 mm) from two DWD
weather stations. Before 1971, data from Oberstadtfelthasvs, after 1971 data
from Mehren. The rainfall amount of the event with label 1ds6/mm (not shown).
(b): Silt fraction curve for SMf, as in Fig. 3.11b. Numbersdlizate a statistically
non-significant mapping of the peaks on the precipitatioenév shown in (a).

3.3.4 Grain transport within the lake

As outlined in section 3.2.3, several transport mechanfemthe silt grains from the shore to
the center of the maar are conceivable. These mechanisras@ngly influenced by the lake’s
density stratification. Eifel maar lakes typically are ditig, with mixing in spring and fall
and strong summer stratification. All major storms shownign B.11a occurred between the
middle of November and the beginning of March, i.e. in a b rather weak stratification.
However, it is difficult to estimate the exact stratificatiohthe lake at a given point of time
from the available data. Because temperature is one of tieinfeuence factors, temperature
data from the DWD weather station Manderscheid (9 km digtémmen SMf) has been analyzed,
showing that average temperatures in the two weeks befersttinms varied betweeri@ and
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8°C. Particularly for the November storm (number 3 in Fig. &)1 telatively warm temperatures
have been detected, pointing to a possibly stronger statidin. Altogether, we are unable to
determine which transport mechanism within the lake has ke dominant one, though a
transport via density currents seems more plausible bedhesstorms occurred during winter
or late fall.

3.4 Conclusions

In this chapter, an attempt has been made to identify recentstorms in a lake sediment core
based upon a calibration applying a combination of metegroal data sets. It has been shown
that such an attempt is challenging since several requitesrfeve to be fulfilled in order to
enable the conservation and detection of windstorms layers

e A suitable study site has to be chosen. It is most importaattttire lake does not have a
riverine inlet, as fluvial inflow would dominate the sedirmaidn. In case of the Schalken-
mehrener Maar that has been studied here, also severahotinginological and bathymet-
ric factors have facilitated the identification of windst: a) the deep water of the lake
is seasonally anoxic, preventing bioturbation, b) the dmtof the lake is flat, prevent-
ing sediment focusing, c) the lake is exposed to the wind aitid %60 m diameter large
enough to allow wave generation, d) with a transport disgtasfanaximal 300 m grains
can be transported to the site of coring by wind generateceouactivity. In addition
to these lake characteristics, meteorological wind messents must be available in the
vicinity of the lake over several decades.

e An age model of the sediment core has to be constructed, \@lmhls a quantification of
the dating uncertainties. Here, this age model has beenl lnmsmeasurements 6#'Cs
and?1%pb activities.

e A basic physical understanding of the sedimentation pseses the lake should be ob-
tained. For windstorms, the processes connecting the noédgical event and the sedi-
ment signal are complex and less straightforward comparesid., a strong precipitation
event leading to a direct transport of sediment material anfake.

¢ Information on extreme windstorm events at the locationhef geological site during
recent years has to be inferred from meteorological datdigrstudy, a novel windstorm
index has been developed combining homogeneous largesstal data from reanalyses
with non-homogeneous time series from in-situ observation

e The likelihood of the identification of windstorm layers lmetsediment has to be assessed
using statistical means. Here, this has been done with tipecifi@ Monte Carlo method
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and based on the calculation of root mean square errors.

Comparing the meteorological windstorm record to peakkerstlt fraction curve from the SMf
core, six major storm events of the period 1965-2001 hava b#ecated to specific layers in
the sediment. These layers are characterized by a shargi@aggain size distribution with
enhanced mean grain sizes compared to the background seditmeong the allocated wind-
storms, the “Niedersachsen Orkan” in 1972 and the consecgtles “Daria”, “Vivian” and
“Wiebke” in 1990 caused the probably biggest damages in @eyrduring the whole analysis
period Klawa and Ulbrich 2003). This indicates that the most extreme storm eveatsffect
Central Europe on a larger spatial scale can be recoverbae i8NIf sediment.

However, there are of course some uncertainties in the mgmbiwindstorms on sediment sig-
nals presented above. First, these uncertainties are dbe telatively inaccurate age model
of the sediment, which is also reflected in an imperfect \isugtch between the peaks in the
meteorological and geological time series (see again Fld.)3Nevertheless, the allocation of
storm layers is statistically highly significant, as showithwhe help of a Monte Carlo method.
Another severe problem, which often occurs in calibratiolies for recent times (e.§ye and
Neal 1994), is the mostly unknown human interference in thersedtation process. Effects
of this interference can never be totally eliminated. Weaktthat in the case of the Schalken-
mehrener Maar they are reduced to a minimum, because theslafkectively shielded from
external sediment input.

It would be highly desirable to extend the present approacithter sediment cores covering the
last decades and to apply the methods introduced in thig étedel windstorm index; statistical
test of peak allocations) in order to further test the falisitof windstorm identification. It may
then be possible to use the detailed characterization ddtthven layers given in section 3.2.1
for identifying similar layers in sediment cores from othakes and extended time periods,
presumed that these lakes fulfill the morphological requeets stated above. If the layers are
preserved throughout the Holocene, they may be used as arogwfpr the reconstruction of
the paleo-windstorm record.






Chapter 4

Air Parcel Trajectory Analysis of Stable
Isotopes in Water Vapor in the Eastern
Mediterranean?

4.1 Introduction

4.1.1 Non-equilibrium fractionation and deuterium excess

As outlined in section 1.3, fractionation effects are eiakfor various applications of stable
water isotopes in climatology, meteorology and hydroldiffaereas equilibrium fractionation is
well understood theoreticallyB{geleisen1961) and in laboratory experimenddgjoube 1971,
Horita and Wesolowskil994), the situation for non-equilibrium effects is leksac. In partic-
ular, there are several models describing evaporation tdnvflam the sea(raig and Gordon
1965;Merlivat and Jouzel1979), based upon the theory of one-dimensional advediffigsive
systemslie and Smith1999), but there is only very little isotope data availaltéch can be
used to validate these models. Hence, it is not clear if soihtleeoassumptions are oversim-
plified and if all critical physical processes are propedpresented. For instance, newer lab
measurements b@appa et al(2003) showed that surface cooling due to evaporation, wisic
not included in the standard models, might play an impontalet Under realistic atmospheric
conditions, additional factors like sea spray evaporaitioiihe case of strong winds come into
play (Gat et al, 2003), and feedbacks between the isotopic compositiomeoétaporation flux
and the ambient air have to be taken into accoGat @nd Bowserl991). Difficulties in quan-
tifying these various processes arise not only from the ipaatisotope measurements on short
time scales< 1 day), which are required for establishing direct linkatpethe involved mech-

LA modified and edited version of this chapter has been putdisisPfahl and Wernli{2008). Copyright 2008
American Geophysical Union.
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anisms, but also from the complexity of the interpretatibthese measurements.

For evaporation under equilibrium conditions from oceateweith isotopic composition equal
to that of VSMOW, the rati@?H /580 is approximately 8, thus thirexcess (see again section
1.3) is a measure for non-equilibrium fractionation. In iéidd, the equilibrium ratio for the
liquid-vapor transition slightly depends on temperattiex)ce equilibrium fractionation can also
lead to small changes . The global average value dfin meteoric waters is 2 (Craig,
1961), indicating that atmosphere and ocean typically at®bthermodynamic equilibrium.

The dominating effect that determines thexcess on a global scale is non-equilibrium fraction-
ation during water evaporation from the oce@mngig and Gordon 1965;Merlivat and Jouzel
1979). Other non-equilibrium effects, as re-evaporatibram drops under the cloud base in
unsaturated airSteward 1975;Gedzelman and ArnoJd 994) and the formation of ice clouds,
when supersaturation is possiblin(zel and Merlivgt1984) are thought to be important on
local to regional scalesl@uzel et al. 2007). From theoretical evaporation models, it can be
deduced that is primarily determined by relative humidity, measuredhwitspect to saturation
at the sea surface temperature d2fj, temperature, isotopic composition of the ocean and, to a
lesser degree, the wind regime at the evaporationigieelivat and Jouzel1979;Johnsen et a.
1989) (the global closure assumption made in these stusliesticrucial for this general con-
clusion, but can affect the quantitative relationships Jolizel and Kosterl996; Armengaud

et al, 1998)). Simulations with isotope GCMs, in which paramietgion of the evaporation
flux is based on the theoretical model described®rlivat and Jouze(1979) without global
closure, show the same governing factorsdaf water vapor over the sedquzel and Koster
1996). Furthermore, simple Rayleigh-type isotope modedgcate that the information about
the evaporation conditions is at least partially consealedg the subsequent trajectory of the
vapor until rainout Johnsen et aJ.1989; Petit et al, 1991;Ciais et al, 1995), as supported
again by results from GCM simulationsrmengaud et al.1998). Based on these findings,
d-excess records from ice cores have widely been used tosguaohsource region conditions
of precipitation in past climates, thus providing inforiatthat cannot be derived frod?H or
5180 alone (e.gVimeux et al.1999, 2001, 2002Jemura et al, 2004;Masson-Delmotte et al.
2005;Jouzel et al.2007). However, these studies restrict their analysi©iemeéconstruction of
source temperature, not taking into account the dependemcelative humidity. The authors
justify this focus on temperature with the decreasing imftgeof source RH moving inland in
Antarctica as seen in simple Rayleigh-type models, the wéadial-interglacial changes of RH
in GCM simulations and, as the main argument, the lineatiogiship between sea surface tem-
perature (SST) and RH in the overlying air observed in GCMisi€ux et al.1999, 2001, 2002;
Armengaud et a].1998). This relationship is used to include the dependehderom RH in

2However, at the transition from vapor to ice, even large glearind can occur, also under equilibrium condi-
tions.
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the coefficient of the temperature relation.

4.1.2 Interpretation of atmospheric stable isotope data

There is a large number of observations of stable isotoppeeicipitation with a monthly time
resolution all over the globe. The largest data collecttbe, Global Network for Isotopes in
Precipitation, is operated by the International Atomic gygeAgency and the World Meteoro-
logical Organization (see e.graguas-Araguas et al, 2000). The climatological isotope patterns
obtained from these measurements are usually interpreteims of different isotope effects
(Dansgaard 1964), e.g. the latitude and altitude effects. These areaterted to single physical
processes, but reflect a complex sequence of fractionationgithe phase transitions of water
from evaporation to precipitation. For instance, isotojséilthtion via rainout, the temperature
dependence of equilibrium fractionation factors and theaasing fraction of solid precipita-
tion with latitude contribute to the poleward decrease ef ¢bncentration of heavy isotopes.
Since this effect is particularly important for the calitioa of the isotope-temperature rela-
tionship used for temperature reconstruction from ice £¢see section 1.3), a better physical
understanding of the individual processes is required svanme uncertainties resulting from
variations of the relation in space and timd®(jzel et al. 1997, 2000Noone and Simmonds
2002;Helsen et al.2007;Sodemann et gl2008a).

In order to improve our understanding of fractionation @s8es under atmospheric conditions,
measurements on short time scales in the order of days te hoeineeded, as mentioned above.
Only few of these measurements are available, though thdeuhas increased during the last
years (Gat et al, 2003;Lawrence et al.2004;Anker et al, 2007;Strong et al. 2007;Tian et al,
2007;Barras and Simmongd&008). Their physical interpretation is complicated,des®e a sin-
gle isotope value reflects the integrated phase transitgiark of the respective water. Several
studies tried to deduce transport histories from metegio# considerationsi{an et al, 2007)

or with the help of trajectory calculationRindsberger et al.1983;Gat et al, 2003;Lawrence

et al, 2004; Anker et al, 2007;Strong et al. 2007;Barras and Simmong2008). However,

in all these studies relationships between isotope datavatel history could only be given in
gualitative terms.

GCMs fitted with water isotope processes have been used telsiadble isotope patterns on the
global scale (e.gJoussaume et al1984;Hoffmann et al. 1998;Noone and Simmond2002).
These models are able to reproduce climatological patterdéH and 5180 in precipitation,
however their representation dfexcess is not yet satisfyingiMerner et al. 2001;Jouzel et al.
2007). Also, there are first hints that they do not captureatireual cycle of isotopes in water
vapor on local scalesAfgert et al, 2008). In spite of their high suitability to explore stable
isotopes on climatological time scales, it is more diffidaltuse them for simulating single
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meteorological events (e.g. to compare with measuremeois & specific storm), not least
because of their coarse spatial resolution (see also at@)pte

Recently, several studies have been conducted that mosiable isotope ratios in high lati-
tude precipitation using a combined approddeléen et al.2004, 2006, 2007Sodemann et al.
2008a). As a first step, backward trajectories were caledl&iom the precipitating airmass
with the help of (re-)analysis data, representing realistaiter transport paths. Parameters like
temperature, pressure and specific humidity were extrdiciedthe analysis data along the tra-
jectories and used as input for a Rayleigh-type isotope medeach calculated fractionation
along the (inSodemann et al2008a) idealized) transport paths. In these studies, patev
based comparison with measured isotope ratios has beesrrped (except foHelsen et al.
(2004)), due to the focus on climatological interpretasidtielsen et al(2004, 2006, 2007) ini-
tialized the Rayleigh-type model with three-dimensiomabnthly averaged isotope fields from
a GCM without explicitely considering moisture source ogt. Sodemann et a(2008a) ex-
tracted evaporation regions from the backward trajecdagigantitatively. In order to initialize
the isotope model, which had the diagnosed moisture soegiers as the starting points, GCM
isotope fields at the lowest model level have been applied.

In this chapter, a backward trajectory diagnostic basedhenatgorithm ofSodemann et al.
(2008b) is used to detect moisture sources for a set of isatggasurements in water vapor in
Rehovot (Israel). Unlikesodemann et a(2008a), we do not use these diagnosed regions to
initialize an isotope model, but try to establish a directagtitative link between the measured
isotope ratios and meteorological quantities in the sotgg®mns. A special focus is laid on the
d-excess as a measure for non-equilibrium fractionation.

4.2 Data and method

4.2.1 Measurements of isotopes in water vapor

Non-equilibrium fractionation in water evaporation ragsaan be best explored with the help of
isotope measurements in water vapor, because the addlisot@pic signal due to condensation
can be excluded more easily compared to measurements ipipagon. Another advantage of
measuring isotopes in vapor is that it is possible througtimiyear, independent of the synoptic
situation and not limited to rain days. On the other handgthee also potential problems related
to the measurement of isotopes in water vapor, becauseitadiignthe sampling procedure is
more difficult than for liquid water. For future applicat®mew approaches to determine isotope
ratios in vapor from remote sensing might be used in additiosurface in situ measurements
(see e.gWorden et al.2006;Payne et al.2007;Worden et al.2007).
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From 1998 till 2006, measurements of stable isotopes innateor were performed at the
Weizmann Institute of Science in Rehovot, Israel (S8W,934.8E, 76 m above sea level). The
sampling site was on a rooftop, about 6 meters above the grdsemples were taken roughly
twice a week, with some bigger gaps in between. Altogetl8& Measurements were conducted
up to July 2006. In this study we only use measurements simteb®r 2000 (265 measure-
ments), because not all ECMWEF data necessary for the asalyesiavailable previous to this
date (see section 4.2.2). The water vapor collection tinnallilswas around 8 hours, but there
are some exceptional cases with times between 3 and 24 hites collection, the water was
analyzed with the help of a Finnigan MAT 250 mass spectromé&tes precision of the analysis
was 0.% for 80 and T, for 2H. Technical details about the analysis procedure are ithestr
by Angert et al.(2008).

Stable isotopes in precipitation have been studied to & kaxtent in the entire eastern Mediter-
ranean region (cinternational Atomic Energy Agenc005;Lykoudis and Argiriou2007) and
particularly in Israel (e.gRindsberger et al.1990;Gat et al, 1994). Compared to other coastal
regions, the isotopic composition of rainwater in the Meddnean, due to the geographical
location, is particularly strongly influenced by the intetfan of continental air with the sea sur-
face, leading to rather high values of and large variatiord-éxcess Gat and Carmj 1970).
Hence, the measurement site is not representative forat@asiditions worldwide, but provides
the possibility to explore the diversity of meteorologicahditions that lead to a large spectrum
of d-excess values.

4.2.2 Moisture source diagnostic

For each day with isotope measurements in water vapor aty@ehmoisture source regions
have been identified. In order to do this, we have used a Lggmamliagnostic, introduced by
Sodemann et a[2008b), with some minor modifications. The diagnostic isdshon the cal-
culation of air parcel trajectories using analysis datajéatories have been started at Rehovot
and calculated 10 days backward in time. Several metedoalbgariables have been traced. In
order to concentrate on evaporation processes and tramsptoud-free conditions, trajectories
have been clipped to exclude clouds or rain from above. Thaghin specific humidity along
the trajectories has been used to detect moisture uptakpartitular, uptake in the oceanic
boundary layer can be directly related to evaporation frbendea. Only those measurement
days have been taken into account for which sources canrii®igdtl to a substantial fraction
of the measured vapor with our method. Finally, a weight heenbassigned to each uptake
according to its contribution to the final humidity, and difént meteorological quantities have
been averaged over the uptake regions of a specific datehisdigvith the respective contri-
butions. From this, it has been possible to explore stedistelationships between measured
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isotope ratios and average moisture source conditionsfalllogving paragraphs describe each
technical step of the analysis procedure in full detail.

Analysis data and principles of trajectory calculation

Three-dimensional, kinematic backward trajector\&inli and Davies1997) have been cal-
culated, using wind fields and other meteorological vaaatitom operational analysis data of
the European Centre for Medium-Range Weather Forecastd\{(Ht). These data are available
every six hours, with a spectral resolution of T511 and 6Qicarlevels until February 2006.
Thereafter, the model resolution corresponds to T799 ancefical levels. The data has been
interpolated on a horizontal grid with a spacing of 0.7Along the trajectories, several variables
have been recorded, including specific humidity, tempeeatiloud liquid water and ice content,
sea surface temperature (SST) at the respective horizoosétion and boundary layer height
(which is calculated by the boundary layer parameterinatitheme of the ECMWF model ac-
cording toTroen and Mahr{1986)). In time, linear interpolation between the ana$eps has
been applied. The spatial interpolation used to obtainhallMariables at a specific trajectory
position has been linear in the vertical and bilinear in tbezontal. SST is not defined over
the continents, hence there are points close to the shoreevehkilinear interpolation is not
possible. Thus, the following scheme has been applied attloeations: In the presence of
one continental point at one of the four adjacent grid poithis value has been estimated with
linear interpolation using the three oceanic points. If¢heere two continental points, linear
interpolation has been applied ignoring the variation efS8T field perpendicular to the direc-
tion given by the two remaining oceanic points. Finallyhife¢e of the adjacent grid points have
been located over land, the SST at the trajectory locatisrbean set to the value of the fourth
oceanic point. This special interpolation scheme is neggsbecause otherwise SST cannot
be determined for a lot of humidity uptake points close todbetinental shore. Furthermore,
precipitation has been estimated along the trajectoriesvieyaging the 6-hourly accumulated
prognostic ECMWEF field (sum of large-scale and convectiveipitation) over the respective
trajectory section. To this end, forecast steps betweer@&rmours have been used from fore-
casts started at 00 and 12 UTC. Because of the relativelydowporal resolution, this averaging
provides only approximate values. Also, precipitationmeates from model forecasts have to
be handled with care as they are affected by spin-up anddstecrors. Finally, because the
vertical position of the trajectories is calculated in prg® coordinates, the pressure at the top
of the boundary layer (BLP) has to be calculated. ThereftoeeECMWF boundary layer height
(in meter) has been multiplied with a factor of 1.5 and themveoted to pressure by linear inter-
polation in logarithmic pressure. The factor 1.5 has betoduced because of the uncertainties
of the boundary layer parameterization and in order to addtlee fact that a lot of moisture
uptake occurs close to the boundary layer top Gegemann et g12008b).
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Specific trajectory setup

Backward trajectories have been started every hour dunmgasurement period. As horizontal
positions of the starting points, the coordinates of Rehand four additional points, displaced
by 0.25 in longitude or latitude, have been chosen. In the vertsating coordinates have
been taken as the pressure values of the uneven model legels. 115, if they were located
within the diagnosed boundary layer at the respective bota position and point of time (lin-
ear interpolation in time has been applied). The trajeesonave been calculated ten days back-
wards, about the maximum time scale on which integrity ottheed air parcel can be assumed.
Calculations have been performed for every measuremeatattveen October 2000 and July
2006, excluding days when rain was detected at the measnoteite These days have been
excluded because re-evaporation of rain drops might briogtore into the boundary layer at
Rehovot that cannot be diagnosed by our method. (Since 2oGahpropriate precipitation data
have been available at Rehovot during the measurementigekitence, an explicit exclusion of
rain days has only been performed up to December 2003. Fertiates, rain days have been
excluded implicitly, see below.) Altogether, about 50,Q@fHjectories have been calculated for
238 measurement days with a total measurement duratiomoaf £t900 hours. As an example,
all trajectories for a specific date, the 17 May 2001, are shiowig. 4.1a. The air that reached
Rehovot at this date originated from Northern Europe. In ghasoly flow, very dry air was
transported towards the Eastern Mediterranean. Aftemdively fast descent to levels primarily
below 900 hPa, humidity was taken up over the eastern Meditean Sea during the last two
days of transport.

Precipitation and cloud formation during transport altex tsotopic composition of the mois-
ture along the trajectories. Because in this study the ficos relationships between measured
isotope values and the moisture source conditions, t@jesegments where these additional
processes occur should be excluded. This has been doneduyidgt for each trajectory, the
first point (starting from Rehovot and going backwards inefjmvhere either interpolated pre-
cipitation exceeds 1 mm (per 6 hour time step) or the sum afctliguid water and ice is larger
than 0.1 g/kg. Only the trajectory section in between thisippand Rehovot has been kept for
further analysis (see Fig. 4.1b for an example). In secti8rB4the influence of this criterion on
the results will be explored.

Moisture uptake

The key parameter used to diagnose moisture sources alosjgetary is the change of specific
humidity g within one trajectory time step:
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Figure4.1. (a) 10 day backward trajectories calculated for the isotopeasurements at Re-
hovot on 17 May 2001. Colors indicate specific humidity altrgtrajectories. (b)
Parts of the trajectories for which no clouds and no rain frabove were detected.
Only these parts are considered for the further analysig. Moisture source re-
gions for the 17 May 2001, deduced from the trajectories shmw(b). Note the
non-linear scale. Units are percent of the final humidity ahBvot, accumulated
over all backward trajectories, per square kilometer. gkther, 62 % of the final
humidity can be attributed to these moisture sources. (djstde source regions
for all measurement days witRa> 0.6. Units as in c. Altogether, 68 % off the
accumulated humidity at Rehovot can be attributed to theseces.

Aq(t) = q(X(t)) —q(X(t —6h)), (4.1)
whereX(t) denotes the position of the air parcel at titn&odemann et gl2008b). When this
parameter is positive, humidity is taken up by the air parBafferent types of uptakes can be
distinguished; especially important for this study is hdityi uptake within the oceanic bound-
ary layer (OBL). This is associated with mixing of the adeetair with moisture that has locally
evaporated from the sea at the respective position. Turbfliees, not explicitely resolved by
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the coarse model, are responsible for this mixing. In ordefetect such OBL uptake, average
values of BLP and air parcel pressure for the respectivekegtave been calculated, i.e. av-
erages of the quantities atandt — 6h. If this averaged air parcel pressure is larger than the
respective BLP, the uptake is supposed to be located in tinedaoy layer. The second criterion
for OBL uptake is that at least one of the trajectory posgiatt andt — 6h is located over the
sea. If both conditions have been fulfilled, the averaged¢tayy position during the six hour
interval has been considered as a moisture source locatibother uptakes that occur over the
continents or above the boundary layer cannot be attribigst@dspecific oceanic source. The
former is related to water recycling, i.e. evaporation fremils and transpiration from plants, the
latter can occur e.g. due to processes like convection] sealke turbulence and re-evaporation
of precipitation, which are not resolved by the model, ad aweldue to numerical errors and
inconsistencies in the analysis data set.

After detecting all moisture sources along a trajectorg, riélative contribution of each source
to the final humidity of the air parcel has been determined. &g has been assigned to
each uptake according to this relative contribution. Havethe weight of a specific moisture
source has been reduced if humidity has been lost later @hertgajectory (for details, see again
Sodemann et gl2008b). A measure for the total amount of water vapor gathat Rehovot
during a measurement periodf) has been estimated by averaging first for each hour the
specific humidities at all trajectory starting points andrttithe hourly values over the entire
measurement period (this two-step-process is necesseayse the boundary layer height and
thereby the number of starting points vary in time). Theltat@ighted humidity for a specific
date for which uptakes can be identified in the oceanic bayridger, °?!, has been obtained
following the same averaging process. The ratio of thesatgies, denoted Ra, corresponds
to the fraction of measured water vapor for which sourcesbeaattributed with our method.
Figure 4.1c shows the weighted source regions for the exatrgjectories shown in Fig. 4.1b.
Colors indicate the percentage of final humidity per squdaarieter which is taken up at the
respective position. For this example, two major uptakésspan be identified, one close to the
Turkish coast, the other just before the arrival in Israel.

4.2.3 Statistical analysis

In the following, only those measurement dates are keptuidhér analysis for which sources
have been attributed for at least sixty percent of the watpowcollected at Rehovot, i.e.

CIobl
Ra= —— > 0.6. (4.2)

qflnal
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This criterion is fulfilled for only 45 of the 238 days. The maeason for this low percentage
exceeding the Ra threshold is the strict exclusion of clamaljgctory sections. The exclusion
of the majority of measurements seems necessary, becdiaserstatements about the rela-
tionship between isotope ratios and moisture source donditare solely possible if sources
can be detected for the greater part of the measured water. ‘apsection 4.3.3 the sensitivity
of the results with respect to this exclusion criterion Wil investigated. The moisture source
regions for all measurement days with R®.6 are shown in Fig. 4.1d. Humidity uptake takes
place almost exclusively over the eastern Mediterranean Geresponding to a transport du-
ration of two days or less from the evaporation to the measeng site. A clear domination of
a north-westerly vapor transport path, associated withkgtlose to the Turkish coast, is also
visible from the Figure. It should be kept in mind that thepéake regions do not necessarily
represent the climatological average of water vapor seuiarelsrael, but are surely biased by
our approach (e.g. the trajectory clipping to avoid clouadlds #he selection of trajectory starting
times solely during measurement periods).

For the remaining 45 dates, in addition to the variables mmeatl above, the following quantities
have been determined at the moisture source regions:

e relative humidity with respect to the temperature at the parcel position,
RH(X) = q(X)/asaf T (X)), and with respect to saturation at the sea surfacesdRH) =
q(X)/0sa SST(X,Y)) (WhereT denotes temperature arke-= (X,Y,z) position in space),

e wind velocity at the air parcel position,
e evaporation flux (as parameterized by the ECMWF model)

e 2-meter temperature and dew point as obtained from the ECMuViIRdary layer param-
eterization, and derived relative humidity RH2M and refathumidity with respect to sea
surface RH2MsT (defined analogously to Réd), and

e wind velocity at 10 meter height (from the ECMWF boundarydiagarameterization).

All these variables have been interpolated linearly to th&ake position, i.e. they have been
averaged between two trajectory time steps. If only one@fridjectory positions atandt — 6h

is located over the sea, the variables have been analyzéds gidsition (for air parcels that
move from land to sea or vice versa within one time step, thakepover the ocean is assumed
to be dominating). Finally, all available variables havemaveraged over the humidity sources,
weighted with the contribution of the specific uptake to timalfihumidity at Rehovot (see sec-
tion 4.2.2). Mean values for each measurement day have li@amed by averaging over the
trajectories as described for water vapor in the previoos®e
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Correlation analysis and linear regression have been osedptore the statistical relationships
between measured isotope values and diagnosed water va@e sconditions.  Assuming
Gaussian distributions for all variables, we have used #rddn correlation coefficient (de-
noted withr) and a least square method to calculate regression lineditiéwhlly, Spearman
rank correlation coefficients, independent of the undegdydistribution, have been calculated
to ensure universality of the results (in a statistical segiisee e.gWackerly et al.2002). In
the following, only Pearson coefficients are specified, beedahe differences between the two
methods appeared to be small. As a second step, multipke liegression (with two indepen-
dent variables) has been applied to investigate connechetween different combinations of
source condition parameters and the isotope measurements.

4.3 Results and interpretation

In the following section, the results of our correlation lgses are described. In the first sub-
section, correlations al-excess measured at Rehovot with various meteorologicahpeters
determined at the moisture source regions are shown. Addity, the influence of surface
wind velocity is examined, and a definition of an adjustedteéleum excess is presented, which
describes non-equilibrium during water evaporation maeeigely. In the second subsection,
results of the correlation analysis 8H and 5180 are shown. Finally, in the third subsection
we explore the sensitivity of the results to parameterrsgitin the analysis.

4.3.1 Correlation analysis ofd-excess with meteorological parameters
Correlation with RH2MssTt

Figure 4.2a shows the measukéxcess, plotted against averaged relative humidity att2mme
height above ground, calculated with respect to saturaidhe respective sea surface temper-
ature (RH2M;s7). The two parameters show a strong negative correlatien{0.82, as indi-
cated in the plot). A linear regression leads to the follayaguationd = 48.3%0 — 0.53%0/%-
RH2Msst. The standard errors for intercept and slope &reahd 006%0/%, respectively. This
substantial correlation indicates that information frdra source region, particularly about rel-
ative humidity, is preserved along the water vapor trajgescand can be measured in termsl of

A similarly negative, but slightly less significant corrgten (r = —0.74, not shown) has been
found betweerd-excess and relative humidity with respect to sea surfacgpéeature at the
trajectory level (RHst). The height of the trajectories at humidity uptake, avedafpr all up-
takes during a measurement day, varied between circa 250Q0@m above ground. Hence
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Figure 4.2. Measured deuterium excess at Rehovot, plotted againselalive humidity at a
height of 2m with respect to saturation at the sea surf&&idZMsst) and (b) sea
surface temperature (SST), averaged over the identifiedrwapor source regions.
Pearson correlation coefficients and a linear regressio I{in a) are also given in
the plots.

it is reasonable that the correlation with B&tis lower than with RH2MsT, because the con-
ditions close to the surface are most important for the @otoomposition of the evaporation
flux. Nevertheless, the relation with RElris still highly significant, showing that the humidity
deficit, which determined, is a property of the whole air column in the boundary layet aot
just the surface layer. According to this result, it is evitiat the value ofl in the evaporation
flux is not only determined by surface quantities, but mideb @rucially depend on properties
of advected air within the boundary layer (as incorporatesimple theoretical models in terms
of a constant upper boundary condition, (de and Smith1999)). It is important to note that
the calculation of relative humidity with respect to satima at the sea surface is essential for
our results. Calculation of RH relative to the local tempera at the trajectory level does not
lead to a significant correlation & 0.05), showing that the gradient of relative humidity within
the air column at the evaporation site is indeed the critjcaintity.

Correlation with SST
In Fig. 4.2b, measured-excess is plotted against averaged sea surface temge(8BT) at

humidity uptake. The plot shows that the correlation betwiéeese variables is rather weak
(r = —0.21). With a multiple statistical model with SST and RH284as independent variables,
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70% of the variance id can be explained, that is only 2% more than with the modeldase
RH2MssTt only. Thus, SST at the humidity source is not the appropgatntity to explain
the variability in measured-excess in this data set. Implications of these resultstheslow
correlation ofd with SST and the strong negative correlation with RHjy] are discussed in
section 4.4.

Correlation with other quantities

Correlations withd have also been calculated for all other parameters listdtkiprevious sec-
tion and for some derived quantities (see Table 4.1). Thigetbguantities include the time that
an air parcel was situated within the boundary layer aftenidity uptake. The latter potentially
has an influence on the isotopic composition of the air pdrg@hixing with surrounding water
vapor without net moisture uptake. However, this potemidience does not lead to a substan-
tial correlation coefficient. A larger negative correlatis obtained for the average evaporation
flux at the uptakesr(= —0.69). This is in agreement with our previous findings, becadhee
flux, as parameterized in the ECMWF model, directly depemd$ie vertical humidity gradient
above sea surface.

Another quantity that shows a strong negative correlatidh a-excess is the difference be-
tween temperature at a height of 2 meters (T2M) and SST [jiestemperature gradient in the
surface layer) at humidity uptake, as shown in Fig. 4r3a (-0.82). The main reason for this
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Figure 4.3. Deuterium excess (a) alRH2MssT (b) as functions of the difference between tem-
perature at 2 m (T2M) and SST. Again there is one entry per uneant day.
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Source variable Correlation coefficient
RH2Msst -0.82
RH2M -0.64
RHsst -0.74
RH 0.05
SST -0.21
T2M -0.52
T -0.55
T2M — SST -0.82
T—-SST -0.77
VEL 0.29
VEL10M 0.37
Ap 0.34
Ag/q 0.14
Evaporation flux -0.69
Time in OBL after uptake -0.21

Table 4.1. Correlation coefficients of different diagnosed moistwarse parameters with mea-
sured deuterium exces¥EL denotes wind velocityy EL10M wind velocity at 10
meter height.Ap indicates the difference between surface pressure andymest
the trajectory level Ag/q is the uptake of specific humidity, divided by the total hu-
midity in the air parcel, and OBL denotes the oceanic boupdayer.

correlation is the clear functional relation between teimperature difference and RHZNF,

as indicated in Fig. 4.3b. Physically, this functional tiela indicates that humidity uptake gen-
erally occurs in relatively cool air compared to SST, e.gcantinental air moving over a warm
sea surface. This results in a negative temperature diferas shown in Fig. 4.3b on the hor-
izontal axis. (Note as an aside that positive temperatufereinces at the humidity uptakes
do not occur, since they would imply an inversion layer jusiee the surface, which hampers
mixing and humidity uptake by overlying air.) The functidmelation between T2M-SST and
RH2Msgtoccurs because RH2M is limited by the saturation vapor presat T2M, and there-
fore, a large difference between T2M and SST implies a lowealf RH2MssT, i.e. of RH2M
with respect to the warmer sea surface. In contrast, if timpégature of the overlying air is not
much lower than the SST, its water vapor capacity is largaihg on average to higher values
of RH2MssT. Besides this physical mechanism, the observed functiatation might partly
be generated by the boundary layer parameterization schethe ECMWF model (note that
both T2M and RH2M are not explicitely calculated model vialgs). However, the functional
dependence shown in Fig. 4.3b is still present if using teatpee and RH at the trajectory level
instead of the 2 meter quantities, corroborating the playsixplanation given above. Addition-
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ally, the correlation between temperature differenced(feg. 4.3a) also occurs if temperature
is considered at the trajectory leveke —0.77). Also T and T2M are both negatively correlated
with d, but the absolute values of the coefficients are distinetiglger than for the temperature
differences (T-SST and T2M-SST). These correlations ainialgndue to the same physical ef-
fect as described above and the fact that SST varies mucleisiowime than air temperature.
This implies that the high frequency part of the correlagiohthe temperature differences with
d is generated by variations in T2M and T. Nevertheless, tiselabke values of the correlation
coefficients show that the temperature gradient and by hleisitimidity gradient in the surface
layer is the most important quantity for understandingateois ind.

In addition, multiple linear statistical models have bepedfied withd as dependent and all

pairwise combinations of the source parameters as two erdmt variables. The highest val-
ues for the explained variance appear in models includingNR&tT, but none of these is sub-

stantially larger than 70%, i.e. no significant increasexpl@ned variance can be obtained
compared to the model based on RHxdalone.

Influence of surface wind velocity

In their model Merlivat and Jouze(1979) found that isotopic fractionation during evaparati
from the sea depends on the roughness regime of the seaeswrfaich is in turn related to the
mean wind speed at a height of 10m. They defined a smooth rdginveind speeds below
and a rough regime for velocities above 7 m/s. In order to @mthis finding with our data,
linear models for the dependencedbn RH2Msst have been defined separately for the two
regimes, using the diagnosed ECMWF 10-meter wind veloaitgraged over all uptake points,
as indicator for surface roughness. The slopes of the tm@ssn lines differ significantly
(—0.5%0/% for low, —0.73%q/% for high wind speeds, not shown), confirming the dependence
of the relation on surface roughness. However, this comaiuis preliminary and might be
misleading due to several reasons: Firstly, by averagiegwtimd velocity and applying the
threshold for the roughness regime afterwards, an int@tigi non-linear process is treated as
linear, what might introduce distinct errors. Secondlgréhare only 11 measurement days with
diagnosed mean wind speeds larger than 7 m/s, and for nohes# tlays RH2§kTis much
larger than 60%; hence, this regression is not based on aydfstatistic.

Adjusted d-excess

As already mentioned in section 4.1dlis not an exact measure of non-equilibrium fractiona-
tion, because the equilibrium rat&?Heq/618Oeq slightly depends on temperature. An adjusted
deuterium excess,gj, which takes this temperature dependence into accounbesaalculated
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as follows:
5%Heg(T)

 3180,¢(T)

Here, T denotes the temperature at the evaporation site and hasdd@enas the average value
of T2M derived from our moisture source diagnostic. Asswgmio further fractionation dur-
ing water vapor transportl,g; measures non-equilibrium fractionation at evaporatioacey.
Equilibrium valuesd?Heq(T2M) andd80eq(T2M) have been calculated from the fractionation
factors given byMajoube(1971), assuming Vienna standard mean ocean water. Freradhi-
librium values and the measured isotope rafitid and5120, dagj has been computed according
to (4.3). Figure 4.4 showd,q; plotted against mean RH2ddr. The correlation(= —0.88) is
even more significant than for standateéxcess i = —0.82), indicating that the adjusted ex-
cess is more directly related to non-equilibrium fractitbora and thereby to RH2KkT, than

d. Overall, almost 80% of the variance thgj can be explained with the variation of mean
RH2MssTin the moisture source regions.

Jagj = 6°H .5*80. (4.3)

4.3.2 Correlation analysis of oxygen and deuterium isotopse

Additionally to the results fod-excess shown in the previous section, correlations betwee
directly measured isotope ratid@H and 5180 and the diagnosed moisture source conditions
have been calculated. Figure 4.5 shows these isotope,raggesther with source SST (hori-
zontal axis) and RH2MksT (color). Also shown are linear regression lines for all peiand for

dagj

30 40 50 60 70

RH2Mssr [%]

Figure 4.4. Adjusted d-excess, as calculated from equation (4.3)tqu@gainsRH2MssTt. See
text for details.
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points with RH2M> 62%, as well as theoretical equilibrium lines, calculataddsd on equilib-
rium fractionation factors given biylajoube(1971). The correlation coefficients féfH versus
SST and RH2Msrtarer = 0.47 andr = 0.43, respectively. Also with respect to all other source
variables, no correlations with absolute values largen thé are obtained fa¥?H, and the mul-
tiple statistical models using two independent variablesiot lead to a substantial increase in
explained variance. These rather low correlations inditaat the imprint of source conditions
on &2H directly is lower than ford. Equilibrium fractionation during transport, not materi-
ally affectingd, can distinctly change the isotope ratio itself. Such foation, as mentioned
above, can occur e.g. during sub-grid scale cloud forma#gart from these transport effects,
the correlation between source SST &3tH, which would be one in idealized thermodynamic
equilibrium, is diminished by non-equilibrium effects thg evaporation. This becomes clear
when looking only at points with relatively high source RH2 (larger than 62%). For these
points, non-equilibrium fractionation is less pronoun¢asl indicated by the results in section
4.3.1 and discussed further in section 4.4), and the ctioelaoefficient between SST addH
increases to 0.57. Using) as a more explicit measure for non-equilibrium, the incneme
correlation is even a bit larger £ 0.60 for all points withd < 16%.). However, these increases
are statistically not very robust because of the low nhumbelata points in the reduced cases.
Despite the relatively low correlation coefficients, therespondence between both regression
lines shown in Fig. 4.5a and the theoretical equilibriure imsurprisingly good. The deviations
of points to both sides of this equilibrium line indicate thieansport effects dominate in the
generation of these deviations (contrasting the increaserrelation described above), because
non-equilibrium effects during evaporation solely cawmgér depletion than in equilibrium. It
is not clear if the balance of these deviations, determittiegcorrespondence of regression and
equilibrium lines, is just a coincidence in this data set.

The correlation coefficient between source SST &h%D is even a bit lower than fod2H

(r = 0.44), whereas the correlation to RH2Nfris very high ¢ = 0.81). All other correlations
are smaller, and the multiple models do not lead to subsiaygins, as described fdiin section
4.3.1. The similarly large correlation &0 andd with RH2Msstimplies a correspondence
between these variables, which is due to the fact that thé&welimportance of non-equilibrium
effects is much larger fad80 than for62H (seeJouzel et al.2007). This is manifested in the
negative deviation of all points in Fig. 4.5b from the eduwilim line and the decrease 820
with increasing RH2MsT, as also indicated by the positioning of the regressiorslibrie to the
bad correlation, these regressions can certainly be redarsi rough estimates only. F&°O,
omitting points with low RH2Mstdoes not lead to a better correlation with S$H(0.33 for
points with RH2MssT > 62%). Most probable, this is again caused by the strong infe®f
non-equilibrium fractionation, also for high RHZdr.
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Figure 4.5. Measuredd?H (a) and 580 (b, both given irfio) plotted against average SST at
humidity uptake. Colors indicate diagnose#i2Msstin the uptake regions. Linear
regression lines for all points (solid lines) and for poimsth RH2Mgst > 62%
(dash-dotted lines) are also shown. The gray dashed limgesent thermodynamic
equilibrium isotope ratios, calculated from equilibriumaétionation factors given
by Majoube (1971).

4.3.3 Sensitivity of the results to parameter settings in th analysis

The most important result from the previous paragraphseisttong correlation betweehand
RH2MssT. This result is based on moisture uptake regions diagnesgettfajectories that have
been cut at the first point, going backwards in time, whene fraim above or cloud water larger
than a given threshold have been detected. The reasonddrdiectory clipping is to exclude,
as strictly as possible, other fractionation processes &pan evaporation. Now, the influence
of this clipping on our correlation result is explored. Figy.6 showsl-excess plotted against
RH2MssT, identified from trajectories for which this clipping criten has been moderated (a)
or totally omitted (b). For Fig. 4.6a, clipping has been parfed only at rain points, i.e. conden-
sation and clouds have been allowed along the trajectdneBis case, there are of course more
measurement days for which Ra exceeds 60% than with thdifytiicg (59 instead of 45). The
correlation coefficient remains the same, indicating thata formation during transport from
the evaporation site to Rehovot has no substantial influenak The reason for this is most
probably that in the region and altitudes considered hémest no ice clouds occur and warm
clouds are assumed to condense in thermodynamic equitibvinich does not materially affect
d. Figure 4.6b shows that, if rain is also allowed along thgttary (116 days with Ra 0.6),
the correlation decreases only slightly. Rain from abowveiciuenced of the trajectory’s water
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vapor in two ways: Firstly, through equilibration the vaafapts to the isotopic signature of
the water that falls into the air parcel from higher leveljah in general has different uptake
regions and a differertt-excess. Secondly, the evaporation of raindrops in urettiair itself

is a non-equilibrium process, changidgf the vapor. The small reduction ofin Fig. 4.6b,
compared to Figs. 4.2a and 4.6a, shows that the influencesd fhrocesses is small, at least for
the present data set in the Eastern Mediterranean. Ind@edetluction might also be caused
by the fact that the source regions in the no clipping casearaverage, at a larger distance
from Rehovot (not shown), possibly introducing larger uteiaties of the trajectory approach,
e.g. due to sub-scale mixing. Hence, it is not possible imast¢ more quantitatively the impact
of rain re-evaporation in this study.

Another parameter, in addition to the thresholds for cloandd rain, which has been chosen
subjectively is the threshold for Ra, the fraction of caiéetwater vapor of which sources can
be attributed. In Fig. 4.7 is plotted against RH2¥kT for the original threshold value of 0.6
and for reduced values, 0.4 and 0.2. The absolute value afotielation coefficient decreases
slightly when adding measurements with lower Ra, but unebgay remains larger (= —0.77).
Even most of the points with Ra 0.4 can be found in the same range as the original points with
Ra> 0.6. Several reasons for this high correlatiordofith source RH2MgTtat days with low
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Figure 4.6. Plots of d-excess againRH2Msst for varying clipping criterions for the trajecto-
ries. In (a), trajectories have been cut at the first pointingobackwards in time,
where rain from above (larger than 1 mm in 6 hours) has beeadledl, not taking
into account cloud liquid water and ice. In (b), no clippingshbeen performed at
all.
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fractions of attributable water vapor are conceivablesthjiyour source diagnostic might under-
estimate the contribution of local moisture sources clogké Israeli coast. Since the algorithm
detects local sources also in cases with low Ra, these somnigit explain a larger fraction of
measured isotope ratios than estimated from the humiditgase along the trajectories. Sec-
ondly, the meteorological conditions in the diagnosedkgptagions are possibly representative
for larger areas at the respective time instant. Thus, thiakepconditions (e.g. the relative
humidity) might be similar at locations where uptake takkex@ in reality, but which are not
identified by our method. All together, the results showniig. B.7 indicate that the method
introduced in this study might also yield useful resultsases with low values of Ra.

In addition to the correlation coefficients, also the linesggression lines shown in Figs. 4.6a,b
and 4.7 do not differ significantly from the original resujisen in section 4.3.1. Consequently,

the relationship betweathand RH2MssTis very robust, i.e. it does not depend quantitatively on
the clipping criterion and the threshold for Ra.

Finally, the sensitivity of the correlation results withspect to the degree of sophistication of
the source region attribution has been explored. Thereégra simpler alternative to using the
relative humidity at the exact moisture uptake regionsrdateed with the Lagrangian method
described in section 4.2.2, we averaged RH2Mover the whole Eastern Mediterranean Sea
(defined as all Mediterranean ocean grid points in the ECMW&lyais data east of 2E and
south of 40N). This region has been assumed to be the main water sowgimn fer Israel.
For each measurement day, the temporal average of this demean relative humidity has
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Figure 4.7. Deuterium excess arlRH2Msgt for different thresholds foRa



4.4. Discussion 91

been calculated over 48 hours prior to 6 UTC at the resped@yeand correlated with the
measured deuterium excess. The correlation coefficieairadat from this analysis is= 0.69.
This correlation is surprisingly high, showing that thetdimition of RH2MssTin the Eastern
Mediterranean region is rather representative for thea@spe conditions at the actual evapora-
tion sites of the water transported to Rehovot. For daysided in the original analysis (i.e. days
with Ra> 0.6), the reason for this is that almost all detected sourdemegare located over the
Eastern Mediterranean Sea (cf. Fig. 4.1d). In spite of thedgesults that can be obtained
with such a simple (Eulerian) approach, which is based uperages over a large region that
is considered as representative for the actual water arigimetailed (Lagrangian) analysis of
moisture source regions is still meaningful and rewarding t the following reasons: (i) The
correlation coefficient is substantially larger with thegkangian method, showing that detected
source conditions represent actual evaporation conditioa better way. (ii) Without a detailed
knowledge of source regions, one can hardly be sure whetkebjactively chosen region of
average origin adequately represents reality. This mightekatively simple for Israel and the
Mediterranean, but for other locations an a priori assuomp less straightforward. (iii) De-
tailed source regions can be used as starting points forabggan modeling in future research,
as pointed out in section 4.5.

4.4 Discussion

In section 4.3, we have demonstrated a strong negativelatore between deuterium excess

in water vapor measured at Rehovot, Israel and the relativgidity in the water evaporation
regions, defined with respect to saturation at the sea surfatis result is physically very
plausible, because the importance of non-equilibriumcgdfduring evaporation is basically de-
termined by the humidity gradient above the ocean surfadee sStrong influence of relative
humidity on non-equilibrium fractionation and, by thikexcess is documented in several stud-
ies (e.g.Craig and Gordon 1965;Merlivat and Jouzel1979;Gat et al, 2003). Furthermore,

the preservation of source region information along watgectories in the atmosphere and
its measurability in terms ofl has also been deduced from Rayleigh type models and isotope
GCMs (see section 4.1.1).

In the following paragraphs, we discuss some aspects ofethdts presented in the previous
section in more detail. First, we compare our data with otteta sets from the literature,
addressing the quantitative commensurability of the i@iahips deduced with the help of our
method. Second, some implications of the low correlatiod @fith source SST found in this
study for the interpretation ofl as temperature proxy are discussed. Finally, possible erro
sources of our method are addressed, and an example is givanating the possibility of
modelingd-excess as an application of our results.
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4.4.1 Quantitative comparison with otherd-excess data

Unfortunately, measurements of stable isotopes in watgornaver the sea that can be used to
directly validate our results are very rar@at et al.(2003) performed such measurements for
vapor collected during a cruise in the Mediterranean Seainitew1995. In Fig. 4.8d-excess
from these measurements is plotted against locally mea&iiest(not taking into account the
advection of moisture from other sources in this case) tagewith the Rehovot data already
shown in Fig. 4.2a. Only measurements are included for whéchain occurred in the vicinity
of the ship during sampling. It should be noted that the iretdtumidity applied for the cruise
data is based on measurements at mast height, i.e. 27.9 ra tidmowaterline, in contrast to the
diagnosed values of RH at 2 m altitude used for the Rehovat delte red dotted line shown
in the plot is a linear regression line for the ship data. @Wethe agreement between the two
data sets is surprisingly high. All points lie in the samegenand the regression lines do not
differ significantly. Hence, the values of RH¥rduring evaporation, obtained from reanalysis
data with the help of our moisture source diagnostic, ar@tigaéively commensurable to mea-
sured RHstover the ocean. Furthermore, this agreement confirms tlaitoreships between
measured isotope values and diagnosed source parameta@isahe interpreted in quantitative
terms. The correlation coefficient for the ship datais —0.73, i.e. lower than for the Rehovot
data set. The reason for this is that for the latter multipbésture sources are considered which
contribute to the local signal by mixing of advected air, vdas for the ship data only the vapor
that has evaporated locally, under the measureddREonditions, is taken into account. This
local evaporate dominates water vapor at a height of ciraa 8@er the ocean, but advection of
moisture obviously cannot be neglected in this situation.

The red, dashed line in Fig. 4.8 has been taken floozel and Kostef1996). It shows results
from an isotope GCM. For all pure open ocean grid points ohtloelel, average isotope values
of water vapor and RH near the surface for the months Jungad August were derived for
two years of a last glacial maximum simulation. The line ig.H.8 is the result of a linear
regression based on these data. In spite of the differeetdicale and climate conditions, the
modeled relationship is in line with the measurement resiifcussed before. This might lead
to the conclusion that the processes which relate RH andobegic ratio of the evaporation flux
are properly represented in the GCM. In addition, it givess fiint that the results found in this
study for the Mediterranean might be generalized to globales. However, these conclusions
are very preliminary due to the different time scales usediHe analysis of the measured and
GCM data (synoptic vs. climatological scales).

Finally, the blue dashed-dotted line is the result of a tagoal evaporation model, derived from
a global closure assumption (i.e. assuming the identitigeidotopic composition of evaporation
flux and water vapor on a global scale) and for a temperatu@54af. It shows data from
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Figure 4.8. Comparison of the deduced relationship between d-excesRIldB@Msstwith other
data sets. Black crosses and solid regression line are asgn4=2a. Red circles
and the dotted regression line stem from ship measuremgn@abet al. (2003).
The green dashed line was derived from climate model dataobyel and Koster
(1996) (see text for details). The blue dash-dotted linbesrésult from a theoreti-
cal evaporation model and a global closure assumption faeragerature 025°C
(Merlivat and Jouzel, 1979).

Table 1 inMerlivat and Jouze(1979). A comparison with our data is not totally fair, besau
assumptions on temperature and surface wind speed were im#llie paper, which do not
necessarily match local conditions in the Eastern Meditezan. Furthermorélerlivat and
Jouzel(1979) defined the d-excess in a somewhat different way (sVithes in the3180-6%H
space slightly departing from 8). However, an offset of éhessults from the other data in the
plot is obvious, corroborating that the global closure agstion can lead to wrong results on
the local scale, as already pointed outdoyizel and Kostef1996).

4.4.2 Implications for the interpretation of d as temperature proxy

A positive correlation betweed-excess and SST observed in GCM simulations is the major
fundament of source temperature reconstructions fromdoeso(see again section 23How-
ever, there is little to no confirmation of such a correlafiimm measurements. In this context,

3In fact, source and site temperatures are often estimaearailel using multivariate statistical models based
ond and eithe®0 or 5%H; nevertheless] is assumed to describe the major part of source temperattigbility
in these models.



94 Chapter 4. Trajectory Analysis of Stable Isotopes

it might be important that the analysis performed in thisigtand the ship measurements by
Gat et al.(2003) disagree with the GCM simulations at this point: ¢hisra negative and weak
correlation betweed and SST in our data (cf. Fig. 4.2b) and a stronger negativelaion in
the ship datar(= —0.53, not shown). Also, T and T2M are negatively correlatedhwitn data
presented here. The positive correlation betwéand SST observed in GCMs is related to the
fact that RH is itself negatively correlated with SST in th@sodels Jouzel and Kosterl996;
Armengaud et a].1998). This correlation in turn is positive in our data{0.42 for RH2Msst
against SST), as itis in the ship data{0.31).

At this point, it is not clear if the parameterization of igpée fractionation or the simulation of
mean humidity and temperature fields in the GCMs is resptnsil the observed discrepan-
cies. This might be a starting point for future research, garmg correlations between modeled
humidity and temperature with observations. Neverthekbgsdeviations might also be due to
the different time scales and the restriction on moistutake points in the Mediterranean in
this study and in the study @at et al.(2003).

Of course, the results presented here alone are not sufftoigut the validity of source tem-
perature reconstructions with the help of thexcess into doubt. The main reason for this is
the local character of our data set and the different timéesdavolved. Ice core data are in-
terpreted on scales from decades to glacial-interglagieles, while our analysis operates on
diurnal scales. The fact that correlations are absent @epteon these short time scales does
not automatically imply the same for longer scales. Thera meed for clarification of these
issues within future research, and the present study cae ssra starting point for such an
undertaking.

4.4.3 Modelingd-excess

Relying on the linear relationship betwedrand RH2Msst deduced above and the moisture
source diagnostic, it is possible to model 3-dimensionaddief deuterium excess, also at loca-
tions where no measurements are available. This is denabedin an example for the Mediter-
ranean region on 18 November 2001, the day with the higheasunedd-excess at Rehovot
for which Ra is larger than 0.6. At 12 UTC on this day, backwaagectories have been started
from grid points of the four lowest model levels of the ECMWkalysis data set in the region
from 10°W - 40°E, 30°N - 50° N with a horizontal grid spacing of.05°. For all these hor-
izontal grid points, the moisture source diagnostic has lpsgformed as described in section
4.2.2, for each point based on the four trajectories froghdly different vertical levels. Average
RH2MssT, derived from the moisture sources of each grid point séglgrdnas then been used
to calculated via the linear relationship given in section 4.3.1. Figur@ ghows the resulting
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spatial pattern ofl on the lowest ECMWF model levels (i.e. at about 980 hPa). &&hre only
shown for points where Ra is larger than 0.6. A very strongligrat ind is visible from the very
east of the Mediterranean (with high values, as measuredlai\®t at this date) to its western
part. Such a gradient, albeit less pronounced, can alsourelfim the climatological pattern
of d in precipitation Lykoudis and Argiriou2007). At the western shore of the Mediterranean
sea, close to the Strait of Gibraltarjncreases again to relatively high values (see Fig. 4.9). It
is also apparent from the Figure that the method can be appl@e easily to locations over
or close to the sea. For these points, Ra in general is higteztucing the threshold for Ra or
omitting the trajectory clipping can improve the appliddabiover continental areas, and both
does, according to section 4.3.3, not substantially loiwericcuracy of the method.

4.4.4 Methodical error sources

Certainly, there are also some drawbacks related to ourtumeisource diagnostic that might
influence the deduced correlations between source parenagig measured isotopic values (cf.
Sodemann et g12008b). The Lagrangian scheme applied here assumes noberkan air par-
cel on time scales up to ten days, in accordance with thetsssi$tohl and SeibertL998). But
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Figure 4.9. Modeled d-excess at about 980 hPa in the Mediterranean megtol2 UTC, 18
November 2001. Only points are shown for which sources cattbibuted to more
than sixty percent of the final water vap@®d4 > 0.6).
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of course, the time scale of this coherence depends on sggamameters and varies from case to
case. Besides, there are many small scale processes, tikeation and turbulence, which are
not resolved by the model and might lead to undetected nmreitansport. The moisture content
of air parcels along a trajectory in the model world is addiélly altered by non-physical factors
like numerical diffusion. However, these effects obvigusb not affect the source diagnostic
strongly enough to prevent the detection of physicallyseable and quantitatively meaningful
correlations between source parameters and isotope neeasots.

More specifically, one can ask the question if shortcomirfgh® method are the reason that
potential correlations betwe@hexcess and SST, which might exist in nature, are not obderve
here. However, we think that this is very unlikely becau¥&fi RH2MsgsT, a strong correlation
has been detected, and (ii) the SST field shows less spatiativa than RH. In order to give a
more quantitative estimate of the difference in spatiogieral variability of these fields, for each
measurement day the range of source parameter variatioadt@unts for 90% of the humidity
uptake has been calculated. For RHdy the mean value of this daily source variability is 22%,
for SST it is 4 K. Relative to the entire range of source patameariation (i.e. the difference
between maximum and minimum of all daily ranges), this ayerdaily variability is 31% for
RH2MssT, but only 18% for SST. Hence, it should in fact be easier tectetource SST properly
with our method, and errors due to averaging in space andgaatiribution of source regions
should be smaller.

4.5 Conclusions

In order to link isotope measurements at Rehovot with thespart history and particularly the
meteorological conditions at the source regions of theaetsge water vapor, a Lagrangian mois-
ture source diagnostic has been applied. With the help sfdidignostic, it has been possible to
establish quantitative relationships between the sownditons and the measured isotope ra-
tios. The significance of these relations has been analyzealtulating correlation coefficients.
Establishing such linkages enhances our understandirigliéssotopes in the atmospheric wa-
ter cycle in several ways. Firstly, it is a first step towardpiantitative interpretation of isotope
measurements on short time scales in terms of their very lentgansport and fractionation
history. So far, this history was comprised qualitativelguch an interpretation by several stud-
ies (Rindsberger et al.1983;Gat et al, 2003;Anker et al, 2007;Strong et al. 2007). However,
an estimation of the effects of many different processesnduwvater transport requires their
guantification. In this context, our work can be seen as #irstgpoint, which can be expanded
by integrating processes like cloud formation more digeatld exploring other measurement
data sets, specifically measurements of isotopes in ptatgs. In addition, it might be very
interesting to include measurements»fO in the analysis, because recent studies showed that
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the 1’0O-excess (defined with respect®D) is also related to moisture evaporation conditions
(Barkan and Luz2007;Landais et al. 2008). Secondly, the methodology applied here can be
used in the context of Lagrangian modeling of water isotopeshapter 5, the moisture source
diagnostic, together with a parameterization of the isetopmposition of evaporation fluxes,

is used to test predictions of the Craig-Gordon mo@zhi{g and Gordon 1965). Thirdly, the
diagnosed relationships can, of course, be used for fuapglications, e.g. the interpretation
of ice core data or modeling al-excess fields in time and space, as shown in section 4.4.3.
Another interesting application of the relationship migktthe determination of water source
regions from isotope measurements in terms of footprintyaea. Yamanaka et a2002) per-
formed such an analysis for Japan, based on the theoregiasibn deduced berlivat and
Jouzel(1979) with the help of a global closure assumption.

In principle, connections between the isotopic compasitibthe evaporation flux and the local
meteorological conditions can be measured directly overottean. Our method shall not re-
place these direct measurements, but complements analextsults from such measurements
by incorporating transport effects. Furthermore, the figudf isotope measurements over the
sea requires to implement more advanced techniques taigaesthe local isotopic composi-
tion of the atmosphere there.

In section 4.3.1 it has been shown that a major part of thewwee of measured deuterium ex-
cess can be explained with varying relative humidity at glieof two meters at the moisture
uptake, calculated with respect to saturation at the sdacgur The correlation coefficient be-
tween the two parameters is -0.82 and becomes even moréicaghitaking into account the
temperature dependence of the equilibrium rafel/580. The deduced relationship is very
robust when varying different thresholds of the diagnodsiesides, a comparison with similar
relations from ship measurements and GCM data shows a vedygworespondence. Finally, it
has been demonstrated that the relationship can be useddie chim water vapor for regions
where no measurements are available with high spatial ampldral resolution.

In contrast to results from isotope GCMs, no significant elation between source SST and
d-excess could be detected in this study. A possibly spucouglation of these quantities in
GCMs might be induced by a likewise questionable anti-datien of SST and RH in the mod-
els. Due to the fact that source temperature reconstruitbamice cores is basically founded on
such correlations observed in GCMs, the work presentedrhigiet also have important conse-
guences in this context. However, in this study we have paited at an isotope data set from a
single location, and the global applicability of the resutill has to be examined. Furthermore,
the time scale of our data set differs substantially fromsitedes important for ice core interpre-
tation (see again chapter 1).
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Correlations between meteorological source conditiomsthe isotope ratio$?H and 6180
have also been explored. Whera®$0O has been shown to be mainly determined by non-
equilibrium fractionation during evaporation, as it is tese ford, 3°H depends more strongly
on equilibrium effects during vapor transport. These tpanseffects have not explicitely been
considered in this study. As mentioned above, this mightrimheer starting point for future
research.



Chapter 5

Lagrangian Modeling of Stable Isotopes in
Water Vapor+

5.1 Introduction

Our understanding of the variability of stable isotope @nirations in atmospheric waters is
to a large extent based on theoretical and numerical modéls.complexity of these models
varies from dynamically relatively simple, one-dimensibRayleigh models (e.Retit et al,
1991;Sodemann et gl2008a) to isotope equipped GCMs (eJgussaume et al1984;Hoff-
mann et al. 1998;Yoshimura et a).2008). One important and critical aspect of the models is
the parameterization of isotope ratios in the evaporatiax dver the ocean (see also section
4.1.1). The concurrence of equilibrium and non-equilibrifsactionation processes makes this
parameterization relatively complex. As outlined in cleapt, the value of the deuterium ex-
cess in atmospheric water vapor is mainly determined bytifnaation processes during water
evaporation. Hence, measurements ofdkexcess can be used to validate the models’ param-
eterization of isotope fractionation during evaporati@everal studies showed that there are
some deficiencies in the performance of GCMs in modetlrexcess on climatological time
scales (e.gWerner et al. 2001;Jouzel et al.2007). Moreover, in chapter 4 it has been shown
that also correlations betwedrand sea surface temperature might be inaccurately sindugte
the models. The observational data setl-@xcess in water vapor from Rehovot and the sophis-
ticated moisture source diagnostic presented in chaptgred aew opportunities for a direct
comparison of modeled and measutkdxcess values on short time scales, and finally for an
improvement of the fractionation parameterization in GGiMd other models.

Isotope ratios in the evaporation flux over the ocean arsiclaléy parameterized with a linear

LA slightly modified version of this chapter has been submiifte publication ad®fahl and Wernli{2009).

99
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resistance model, as introduced®saig and Gordon1965). By now, there are various formu-
lations of similar models, and most of them are principadgéd on the following equation (e.g.
Merlivat and Jouzel1979;Gat, 1996;Horita et al., 2008):

AR —NR,

Re = k- =, (5.2)

(which is often written ind-Notation, sedsat (1996) for the respective transformation). Here,
Re is the isotope ratio in the evaporate (see section R3#ndRa give the isotope ratios in the
ocean and in atmospheric vapor, respectivielyenotes the relative humidity of the atmosphere,
defined with respect to saturation at the sea surfaces, the equilibrium fractionation factor
between vapor and liquid at the surface, and finlliignotes a non-equilibrium (diffusive) frac-
tionation factor. Equation (5.1) can be derived from singrie-dimensional advection-diffusion
equations based on Fick’s laMé¢ and Smith1999) (where, in the present formulation, perfect
mixing of the liquid with respect to water isotopes is assdmehich is a good approxima-
tion for open water bodies). The non-equilibrium paramkterobably is the least well known
guantity in this formula. It depends on the molecular diffitees D of the different water iso-
topes and most certainly also on the wind regime. In GCls, usually parameterized after
Merlivat and Jouze(1979) (in the following referred to as MJ79), who calcuthtbe param-
eter as a function of 10 meter wind spe&d, based on the theoretical evaporation model of
Brutsaert(1975) and wind tunnel experiments Merlivat (1978a). Their formulation differs
fundamentally between a smooth and a rough wind regime, kngtkhibiting a discontinuity at
the transition of the two regimes atom, = 7m/s (see Figure 5.1). In other, dynamically simpler
modelsk is often assumed to be independent of the wind velocity (gae&at, 1996). For
the parameterization &, the molecular diffusivities measured Merlivat (1978b) are com-
monly used. However, these diffusivities differ from thgsedicted by the kinetic theory of
gases. In a more recent studiappa et al.(2003) suggested that this deviation results from
neglecting surface cooling effects due to evaporation énititerpretation of the measurements
by Merlivat (1978b). Such surface cooling can amount to several K uadberatory conditions.

In the ocean, cooling usually is not that large owing to magreasnic conditions compared to
the laboratory; values of up to 0.6 K have been observed/iak et al.(1996). Based on their
own measurement§appa et al(2003) suggested to use the diffusivities predicted bytikine
theory, that i5D|-|2180/DH20 = 0.969 andDHpo,/DH,0 = 0.984.

In Rayleigh-type isotope models, fractionation usuallyakulated along more or less idealized
trajectories of air parcels with a single, prescribed mwestsource (e.gPetit et al, 1991). In
order to initialize the model at the source, a so called “glabosure assumption” was widely
used in the past, as introduced by MJ79. Thereby, the isotupnposition of atmospheric
vapor and of the evaporation flux are assumed to be equal @balgcale. SettinBa = Re in
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Figure 5.1. Non-equilibrium fractionation factor foH»20 (1 —k, in %o). Solid lines show the
exact values from MJ79 (see equation (11) and the paragrabtwbin their paper,
but note that k here is defined 4s- k), dashed lines are linear approximations
applied in this study. The black curves have been obtainad)usolecular diffu-
sivities measured by Merlivat (1978b); for the red curva#usivities from Cappa
et al. (2003) have been used (cf. section 5.1). The gray okd1 — k = 7.5%)
shows the constant value used for the new parameterizatioyduced in this study.

equation (5.1) thus leads to
ak

I h(i-k & &2

Re =
However,Jouzel and Kostef1996) showed that this assumption might not be valid onlloca
scales. Hence, in recent studies, which model the isotapigoosition of precipitation along
realistic trajectories calculated from atmospheric asialgata, the global closure assumption
has not been use#iélsen et al.2007;Sodemann et gl2008a). Instead, the models have been
initialized with climatological isotope ratios of waterp@r obtained from GCM simulations, as
recommended byouzel and Kostef1996).

In this chapter, we model the isotopic composition of watgror at Rehovot by applying equa-
tion (5.1) in the evaporation regions of the vapor, whichehlbgen determined in chapter 4. The
results are compared to the measurement data set that bdealsused for the diagnostic anal-
yses in the previous chapter. In this way, a direct evalnadiothe Craig-Gordon model with
atmospheric data in an event-based manner can be perfoamediifferent parameterizations
of the non-equilibrium fractionation factor can be tested.
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5.2 Data and method

The model for calculating the isotope ratios in water vapdRehovot introduced here is based
on the Lagrangian moisture source diagnostic describetiapter 4 as well as the meteoro-
logical parameters extracted from ECMWEF analyses in thp@aion regions. Because only
isotope fractionation during evaporation from the oceamasleled, air masses that experience
precipitation and cloud formation are excluded from thegd@stic by clipping the backward
trajectories at the respective points. As in the previowptdr, modeling is only done for days
for which sources have been attributed to at least sixtygmeaf the water vapor at Rehovot. On
these 45 days, modeled isotope ratios and in particular tduehadd-excessmn g are compared
to the measurementl,easused in chapter 4 and described in detailAngert et al.(2008).

In the following paragraph, the simulation approach is dbed in detail for a single backward
trajectory started at Rehovot, and an illustrative exangppgesented. Subsequently, the calcu-
lation of average isotope ratios for each measurement daytlised.

In order to model the isotopic composition of the evapordtiax in the moisture source regions,
every backward trajectory started at Rehovot is treatedraggly. At all moisture uptake loca-
tions along the trajectory, equation (5.1) is applied. €fene, several parameters are needed:

1. The relative humidity with respect to saturation at thee s@rfacen is calculated from the
diagnosed specific humidity; on the lowest model level of the ECMWF analysis data at
the uptake location and the diagnosed SST:

. qu
N= Gea(SST) (5.3)

wheregsad T) denotes the saturation humidity for temperaftire

2. The equilibrium fractionation factam is obtained from the SST using the parametric
equations given bidorita and WesolowsKi1994):

Inaigo = 0.35041-10°- SST3—1.6664 10°- SST?+6.7123 SST*
—7.685.103,
Inaoy = 2.9992-10°-SST3-16104-10340.79484 1072 SST
—1.6201-10°°.5ST+1.1588 10 °- SST.

3. For the isotopic composition of the ocean water, constahtes 0f180, = 1.7%. and
5%H. = 8.2%. are used, reflecting the results of measurements in thereddtgiter-
ranean byGat et al.(1996). Since particularly the measur&@H, values are slightly
unusual compared to other measurements and model reSatis{dt et al.2007), sensi-
tivity experiments will be performed settirifH, = 11.6% (i.e. thed-excess is increased
from -5.4%. to a more common value of %R).



5.2. Data and method 103

4. In order to define the upper boundary condition for the made the atmospheric isotope
ratio Ry, we can take advantage of the fact that in almost all caseipteumoisture
sources are detected along a trajectory by the source diigrfoontrasting the single
source prescribed for the classical Rayleigh models). Eleftr most of the moisture
uptakesRy is set to the weighted mean of the composition of the evapdatfrom
previous uptakes along the same trajectory:

N—-1

Ran = Zl WiRe;i, N> 1, (5.4)

whereN denotes the number of the respective moisture uptake (oguiotrward in time,
beginning at the first uptake detected along the traject@mylw; is the weight of the
i-th previous uptake. This weight is calculated as the rgdatontribution of the previous
uptake to the trajectory’s humidity at the current positib(seeSodemann et a(2008b)
for details about the algorithm). Only for the first uptakeeath trajectory, i.e. fal = 1,

Ra has to be defined independertlyThis is implemented in two possible ways: First,
the global closure assumption can be applied at the firskapgiaint and equation (5.2)
can be used. Second, isotope ratios in water vapor from theslovertical level of a
GCM simulation can be employed f& 1. Because we compare with measurements in
an event-based manner, the best possible choice for this @&lis to use a historical
simulation, in which the large scale atmospheric circalais constrained to reanalysis
data with the help of a nudging technique. The only histbrszaope simulation published
to date has been performed Mpshimura et al(2008), using the Scripps ECPC GSM
model equipped with isotope physics (IsoGSM). Isotopeosatiom the lowest vertical
output level from this simulation are used to initialRg and also as a benchmark for the
evaluation of our model. The data (IsoGSM version 1), whiehesvailable with a spectral
resolution of T62 and 17 vertical levels, are linearly iptaated to the locations of the
moisture uptake (and to the location of Rehovot for comparisith the measurements).

5. Finally, the value of the non-equilibrium fractionatitactor k has to be set. This is also
done in several possible ways. First, the classical paemmation of MJ79 is used, where
k is defined as a function of diagnosed wind velocity at 10 niualg at the uptake loca-
tions. Linear approximations of the exact formula given byad are applied, as shown in
Figure 5.1 for'0O, which is also commonly done in GCMs. Secokds parameterized
independently of the wind speed. The following empirical&ipn introduced by appa

et al.(2003) is employed:
Dp )m
k= , 55
<DH20 (5.5)

2t should be noted here that the contribution of this firstilptto the final water vapor at Rehovot is small in
almost all cases.
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whereDn,0 is the diffusion coefficient of standard waté, the coefficient of one of
the heavy isotopes (either,HO or HDO) and 0< m < 1. The tuneable parametar
controls the ratio of diffusive over turbulent transportwdter molecules. I = 0, then
k =1 and the transport is solely turbulent, without any nonHédzrium fractionation. For
m =1, there is purely diffusive transport. This empirical faation can be shown to be
approximately equivalent to the parameterization give®hy(1996): From (5.5), we get
k~1—m- <Dgﬁ° — 1) . On the other hand, from equations (5a) and (63t (1996), it

follows thatk~ (14 n@ - <D;—ﬁo - 1) fe1-n0. <D;—ff’ - 1) , sincend - (Dgﬁo — 1) <

1. Thus, we can identifijn~ n8, wheren denotes the exponent of the diffusion coefficient
in the expression for the molecular resistance of the watdecnles, and is the ratio of
molecular over total resistance (see agaat (1996) orHorita et al. (2008) for details).
The molecular diffusion coefficients in equation (5.5) cachosen either froriMerlivat

(1978b) or fromCappa et al(2003) (see section 5.1).

Using equation (5.4) in order to average over previous mmstiptakes, isotope ratios in wa-
ter vapor can be calculated at every location along an aggbérajectory succeeding the first
uptake. Figure 5.3 gives an example for the simulated igot@piation along a backward tra-
jectory started from Rehovot at 07 UTC on 10. August 2005 shiowFig. 5.2. Within 10 days,

the modeled air parcel moves from the Norwegian coast oweNibrth Sea, Central Europe,
Italy and the eastern Mediterranean. The main moisturekaptare located over the North and
the Mediterranean Sea, as shown by the increase of specifidity along the trajectory in

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Figure 5.2. Example 10-day backward trajectory, started from Rehot67aJTC on 10. August
2005. Colors give the specific humidity along the trajeciarg/kg.
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Figure 5.3. Evolution of modeled isotope ratios in water vapétg0O, 62H and d-excess), com-
puted using equations (5.4) and (5.1), and diagnosed xaatumidity h (on the
lowest ECMWF model level, calculated relative to SST withaéign (5.3)) along
the example trajectory shown in Figure 5.2. The non-equilih fractionation fac-
tor has been parameterized with equation (5.5), using slffu coefficients from
Cappa et al. (2003), and the initial boundary condition haeb determined with
equation (5.2). Black crosses denote diagnosed moistuikegocations in the
oceanic boundary layer. h is only shown over the sea (whefeiS8efined). The
blue solid (dashed) lines show modified model results fochvthe isotopic com-
position of the atmosphere after the first humidity uptake decreased (increased)
by 2% for 6180 and 16%. for 62H.

Fig. 5.2 (note again that uptakes over the continent areakeintinto account by the source
diagnostic). Figure 5.3 shows that there are rather largagés in the isotope ratios along the
trajectory for this sample case, which are only due to vianatin the isotopic composition of

the evaporate from the ocean (recall that no cloud processdaken into account). It should be
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noted here that these isotope ratios just represent thiofnaaf the air parcel’s water vapor that
is captured by the previously identified humidity uptakesnglthe trajectory. This fraction is
small in the beginning, but increases with time. It becoraegdr than 60% 85 hours before the
arrival at Rehovot and finally reaches 78%. The simulateihbiity of 52H is mainly driven

by changing SSTs. Over the North Sea, SSTs are rather caldintpto a large equilibrium
fractionation factora and therefore strongly depleted valuesd8H. In contrast, the warmer
SSTs of the Mediterranean Sea result in a smaller depletiéAtd. For 5180, also variations in
the humidity conditions play an important role. The modeladability of d-excess is primarily
controlled by the relative humiditly with respect to saturation at SST, as indicated in the two
lower panels of the Figure (see also chapter 4). For the finstithity uptakes located over the
North Seah is high, leading to smalll values. When the air parcel moves from the European
continent to the Mediterranean, it is relatively dry conguhto saturation at the warm sea sur-
face. Hence, thd-excess for the subsequent moisture uptakes is largentpsalan increase of

d along the trajectory. Finally, when the air parcel appreasdRehovot, it becomes more humid
and the simulated-excess decreases. The blue lines in Fig. 5.3 show that tdelmesults, at
least in this particular case, are very stable with respeeatiations in the initial value of the
isotopic composition of atmospheric vapor.

With the help of equation (5.4), isotope ratios at Rehovatloa calculated for each trajectory.
Then, as mentioned above, for each of the 45 measuremergdatayhich more than 60% of
the moisture at Rehovot can be traced back to its evaponatipon by our method, mean isotope
ratios are calculated by averaging over all backward ttajexs started during the measurement
period (typically 8 hours). Altogether, average isotop@sat Rehovot are obtained from the
isotope ratios of the evaporation flux at the moisture upkagations as follows:

M N

R= Wi RL ;. 5.6
jzliZ\WJRE 56)

Here,M is the number of backward trajectories started within thesneement periody; de-
notes the number of moisture uptake points for trajecto@ndR’EJ is the modeled isotope ratio

in the evaporation flux of theth uptake point of this trajectory, computed from equatd:).

The modified weightsvj incorporate the relative contribution of theh uptake to the final
moisture content (as the weightsin equation (5.4)), but additionally account for the tengor
variation of the specific humidity at Rehovot and of the numiifetrajectories calculated per
hour (which depends on the boundary layer height, see abaipter 4). Finally, the weighted
mean isotope ratioR are transformed td-notation and compared to the isotope measurements.
Therefore, correlation coefficients){ root mean square errors (RMSE) and regression lines
between measured and modeled isotope composition ardataltu

It is important to note that the isotope values modeled withagion (5.6) only represent the
fraction of the vapor at Rehovot to which sources can bebated by our Lagrangian approach.
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This fraction is larger than 60% for all measurements usee. @n the other hand, this means
that up tp 40% of the moisture is unaccounted, and its isoto@inposition cannot be modeled
with our approach. Hence, it is possible that this unacamlipart of the moisture introduces a
bias to the comparison of model and measurements (see thesslign in section 5.4.1).

5.3 Results

Lagrangian simulations with different parameterizatiohson-equilibrium fractionation have
been performed for each of the 45 measurement days, as lmEbdén section 5.2. For the
most important model settings, the resultsdeexcess are displayed in Fig. 5.4, and statistical
measures of the model performance are given in Table 5.1.

In Figure 5.4, deuterium excess at Rehovot, modeled witH_agrangian approach and using
the parameterization of MJ79, is plotted against measgHextcess as black circles. The black
dashed line shows the result of a linear regression. Thishssdup leads to a correlation coef-
ficient of 053 and a RMSE of 10%.. Here, equation (5.2) has been applied to compB4tat
the first uptake location of each trajectory. If instead ISiGdata are used to initialiZga, this
does not lead to a substantial change in the statistiesQ:48, RMSE= 10.7%c). Also, using
the diffusion coefficients given b€appa et al.(2003) (instead oMerlivat (1978b)) with the
MJ79 parameterization (cf. Fig. 5.1) gives only a modeydt@her RMSE of 8.4, and almost
no change im (0.54). Since the diagnosed ERA40 10 meter wind velocitieswrgest to signif-
icant uncertainties, simulations have also been perfonm#dmodified 10 meter winds. When
these are reduced or increased by 20%, there is little chiantpe correlation coefficient and
the RMSE. Finally, if the the deuterium content of the oceatend?H, is changed from 8%,

to 11.6ke (cf. section 5.2), the correlation coefficient stays thesamd the RMSE is reduced
to 8.4%.

When, instead of the parameterization by MJ79, the winddpesdependent parameterization
of k given in equation (5.5) is usedhis a free parameter. Therefore, the model has been applied
for various values om. Using this approach, the correlation coefficient betweeasared and
modeledd-excess at Rehovot has a fairly constant value of 0.&fdretween 0.2 and 1, no
matter whether diffusion coefficients fro@appa et al.(2003) orMerlivat (1978b)) are used.
When IsoGSM data are applied at the first uptakes insteaduaitiea (5.2), the correlation co-
efficients change only marginally. The optimal valuenohas been determined by minimizing
the RMSE. This leads to values wf= 0.24 for diffusion coefficients fronCappa et al(2003)
andm = 0.28 for coefficients fromMerlivat (1978b) (with equation (5.2) as initial boundary
condition). These two settings result in almost identitablues and a RMSE of.8%. In the
following, the parameterization witln = 0.24, diffusion coefficients fronCappa et al.(2003)
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Figure 5.4. Modeled d-excess using a Lagrang

ian techniqye{dplotted against d measured

at Rehovot (gead. The solid gray diagonal corresponds to a perfect matclacBl
circles are obtained from the classical parameterizatiémon-equilibrium effects
with wind dependent fractionation by MJ79, red crosses sti@aresult of the new
parameterization without wind dependence. The black dh$ihe shows the re-

sult of a linear regression for the
parameterization results. The red

MJ79 data, the red dashee For the new
dotted line also showmeal regression for

the new parameterization data, but here the 4 points withldlhgest mismatches
(|dmod — dmeag > 8, marked by red squares) have been omitted.

and equation (5.2) as initial boundary conditio

further investigated. The results from the Lagrangian rhosieg this new parameterization are
shown as red crosses in Fig. 5.4, its statistics are agédllis Table 5.1. The red dashed line in
Fig. 5.4 is a linear regression line for the results obtaingd this new parameterization, which
are much closer to the observeédalues compared to the results using the MJ79 parameteriza-

tion.

n, refetieds “new parameterization”, will be
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Model Parameterization Correlation coef. RMSk][ Slope of regression line
Lagrangian MJ79 0.53 10.7 0.29 (0.07)
Lagrangian new (this study) 0.80 4.6 0.67 (0.08)
IsoGSM MJ79 0.49 9.0 0.24 (0.07)

Table 5.1. Comparison of deuterium excess measured at Rehovot witttsrésom different
models and parameterizations. Correlation coefficient&t imean square errors
and slopes of regression lines (along with their standanwrs) between measured
and modeled d-excess are given. The trajectory approacbdnted in this study
is termed Lagrangian model. MJ79 denotes the parameté@izaif Merlivat and
Jouzel (1979), the new parameterization is based on winddspelependent frac-
tionation (see text for details). Both Lagrangian simwas have been initialized
using equation (5.2). In the third row, results from the bigtal GCM simulation
with the IsoGSM model by Yoshimura et al. (2008) are giverdonparison.

Cappa et al(2003) suggested that surface cooling may have a non-iiteglieffect on isotope
fractionation, also under realistic oceanic conditionsc&uise there are still large uncertainties
related to the deduction of skin temperature from the bulkpterature of the ocean top layer
(which is included as SST in ECMWF analyses), we explore ffeetof surface cooling with
the help of a sensitivity experiment (instead of expligitealculating skin temperature). All
SST values used for the calculationcofindh are reduced by 0.5 K, which is in the order of the
maximum observed surface cooling Wjck et al.(1996). Applying the new parameterization
with this reduced SST, almost the sadiexcess values can be obtained when the paranreter
is slightly modified (n = 0.25 instead of @4 leads to the same statistics as given for the new
parameterization in Table 5.1). Hence, the effect of serfamling on the model results is very
small.

Modeled isotope ratios can also be compared directly to tsored values @80 andd?H.
There is a large difference in the resultant correlatiorffments: for 5120, which is strongly
influenced by non-equilibrium fractionation processes, ¢befficient obtained from the new
parameterization is of the same order as deexcess (= 0.81); for 62H, for which non-
equilibrium fractionation is much less important, it is rhuower { = 0.51). When IsoGSM
boundary data are used instead of equation (5.2), the deetficare lower (@5 for 5180,
0.34 for 6%H). The correlation o®2H is hardly influenced by the different parameterizations
described above (= 0.52 for the parameterization after MJ79), whereasdHtO it is lower
using the MJ79 parameterization=€ 0.70). A parameterization without any non-equilibrium
processes (just equilibrium fractionation during watespevration) leads to correlation coeffi-
cients of 044 and 047 for 5180 andd?H, respectively. Figure 5.5 displays the model results
obtained with the MJ79 and the new parameterization.d26t, hardly any difference between
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the two parameterizations can be observed; the slope oéginession lines is 0.31 in both cases.
For 6180, the slope of the regression line from the new parametaizé0.62) is considerably
larger than from the MJ79 parameterization (0.37).

5.4 Discussion

In this section, the performance of the Lagrangian modeliendifferent parameterizations
for non-equilibrium fractionation effects is discussedrore detail, and the limitations of our
modeling approach are outlined. Furthermore, the resuitampared to simulations from
an isotope enabled GCM, and the numerical estimate of thegyarametem obtained here
is compared to data from other studies, in particular toogetmeasurements from the South-
ern Ocean. Finally, the possibility of detecting a more kubind speed dependence of non-
equilibrium fractionation with the help of the measuremastia set used here is discussed.

5.4.1 General implications and limitations of the approach

As shown in section 5.3, a much better agreement betweerahgigin model results fal-
excess and observations at Rehovot can be obtained usinglspeed independent parameter-
ization of non-equilibrium fractionation during evapaoat, compared to the parameterization
given by MJ79 (see again Fig. 5.4 and Table 5.1). In particéda wind velocities larger than
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7 m/s, non-equilibrium fractionation is clearly underssted with the MJ79 parameterization,
leading tod-excess values that are too low. This underestimation isifsgaly relevant when
measured! values become large, as shown by the slope of the black dasgezbssion line in
Fig. 5.4. The new parameterization, in addition to imprguine correlation coefficient and the
RMSE, leads to a distinctly larger slope of the regressio@ for dmoeg VS. dmeas However, this
slope is still lower than 1. When the days with the largestmaitthes between modeled and
measured are removed from the linear regression (4 points Withog — dmead > 8), there is
further improvement of the regression line (dotted red imEig. 5.4, slope of 84), showing
that the badly modeled days introduce a bias to the reldtipnsloting that on these 4 days also
the largest deviations from the diagnostic relationshipvbend and relative humidity occurred
in chapter 4, it is possible that the respective mismatob®dtrfrom limitations of the moisture
source diagnostic and are not related to errors in the fnaation parameterization.

Based on the statistical evaluation performed above, udiifigsion coefficients fronCCappa

et al. (2003) andm = 0.24 in equation (5.5) leads to the best model performance frawam-
eterization). In this casé, 185 = 0.9925 andkypo = 0.9961. Similar results can be obtained
with diffusion coefficients fronMerlivat (1978b) andn= 0.28. Thenky, 1s5 is almost identical
(0.9922) andkypo = 0.9931 is a bit lower. However, this difference has very ligfeect on the
model performance, because the simulaiéd values are almost insensitive to changes in the
parameterization of non-equilibrium effects (see agagn &i5b). The difference in the correla-
tion coefficients of modeled and measu®dH between any type of Craig-Gordon model and a
simple equilibrium fractionation model is small.

Surface cooling has almost no effect on the results of thetifnaation model. This might be
due to the fact that possible impacts are masked by thevelatiarge variability of relative
humidity and thereby-excess in the eastern Mediterranean or by additionalbitisinduced
by drawbacks of the moisture source diagnostic. Howevendhult that surface cooling effects
can be neglected is in agreement with a GCM sensitivity ewpart bySchmidt et al(2005).

A limitation of our model approach is the fact that isotopacfionation during cloud forma-
tion is not taken into account. As the focus lies on the amalyksthe Craig-Gordon model for
water evaporation from the ocean, only those measuremgstiagave been used for which the
major moisture sources could be attributed without sigaificcloud and precipitation occur-
rence during humidity transport from the evaporation sesito Rehovot (see again chapter 4).
Furthermore, our main conclusions have been based on thesasnaf d-excess, which is less
influenced by equilibrium fractionation in clouds th&fH and 6180. Nevertheless, when the
model results of these isotope ratios are directly evatljéite effects of cloud processes become
obvious. Almost all of the measurédH values are more depleted than the modeled ratios, and
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the slope of the regression line in Fig. 5.5b is much smatlantl. The same is true fét20,

but the deviations are less pronounced. This greater deplatay result from fractionation
within small scale, convective clouds that are not resolwethe rather coarse ECMWF anal-
yses and thus not detected along the trajectories that wéousee moisture source analysis.
Another effect that is not properly accounted for is the tleht small scale mixing of (usually
more depleted) air from aloft into the air parcel. Finaltyisiwell possible that the part of the
water vapor at Rehovot that is not traced back to its evajporatgion by our source diagnostic
(recall that this unaccounted part amounts up to 40%) is rdepdeted ind2H owing to the
removal of heavy isotopes by cloud formation and preciitatOn the contrary, it is unlikely
that the unaccounted moisture introduces a bias taltbecess values that could be respon-
sible for the underestimation aof by the MJ79 parameterization, because also the correlation
coefficient, which should not be influenced by such a biaspmsiclerably improved with the
new parameterization. Moreovekexcess values in the unaccounted moisture would have to be
unrealistically high in order to compensate this undenegtion ofd. One possible way to mit-
igate these difficulties owing to cloud processes (whichnateresolved or not incorporated in
the Lagrangian simulations) would be to test the fractimmgparameterizations within a more
complex model, e.g. a global or regional climate model tloatains parameterizations for all
these processes. This approach, though associated wihamimplexities, will be pursued in
future research. It should, however, be noted that the lrggma method applied in this study,
although limited with respect to the considered procegsesjdes a very direct way for evalu-
ating the Craig-Gordon model with measurement data.

Another process that is not accounted for in the current ineetep is the evaporation of sea
spray, which constitutes an additional moisture flux from dlcean into the atmosphere that is
not considered in the Craig-Gordon parameterization @agj.et al, 2003). An assessment of
the isotopic composition of this flux might be difficult, aak if the sea spray droplets do not
completely evaporate. The contribution of sea spray todta dceanic evaporation flux strongly
depends on wind speed. Hence, we have calculated the 95%npkrof the distribution of wind
speed at the moisture sources for each measurement dagiesldvave again been weighted
with the contribution of the corresponding moisture uptéikkeéhe humidity at Rehovot). All
these percentiles are smaller than 15 m/s. Thus, the bulkagfoeation occurs at relatively
low wind speeds, for which the contribution of sea spray iy wenall (see e.g. Fig. 1 iRerrie

et al,, 2005). This estimation indicates that sea spray evaporatiost probably does not have
an impact on the general conclusions obtained in this study.
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5.4.2 Comparison with GCM data and results from other studies

The d-excess from the IsoGSM model, interpolated to the locatibRehovot, can serve as a
benchmark for the evaluation of the Lagrangian model. Tableshows that the performance
of the GCM is comparable to the trajectory model with the Mp@8ameterization, but much
worse than with the new parameterization. The problemsass &M are also similar to those
of the Lagrangian model with the MJ79 parameterizationhligexcess values are underesti-
mated, leading to a slope of the regression line that is moehowv. Of course, it is not totally
fair to compare GCM data, which have a relatively low spataiolution, with measurements
at a single location. However, the fact that both IsoGSM dedMJ79 trajectory model have
similar problems with higli-excess values might indicate that this issue is in bothscadated

to deficiencies in the parameterization of non-equilibrilsactionation, which is the same in
both models. Another reason for the low correlation and RMSE of the IsoGSM data may
be its low spatial resolution that, for instance, hampersoggr representation of the large spa-
tial humidity gradients occurring in the eastern Meditegan coastal regions. The correlation
coefficient between IsoGSM isotope ratios and measurernéd$O is lower than for the tra-
jectory model with the new parameterizatian=£ 0.71, compared to = 0.81), for 52H it is
higher ¢ = 0.67, compared to = 0.51). This shows once more that equilibrium fractionation
during transport, which is parameterized by IsoGSM, butlyothe trajectory model, is more
important fordH than ford*80.

The values ofn obtained in this study are in the same order as those giv&abyl1996) for the
eastern Mediterranean region: Withr n0 (see section 5.1) as well as= 0.5 andf8 = 0.5, we
getm= 0.25. The value oh = 0.5 given byGat (1996) is based on theoretical considerations;
6 was estimated bgat et al.(1996) from the comparison of relative humidity from shipbwd
measurements with the humidity in advected continentaiaisses on seasonal time scéles
Considering the totally different data, method and timdescsed in the study ofat et al.
(1996) and in this work, the agreement between the numerstahates is surprisingly good.

In a recent field campaigrjemura et al.(2008) measured isotope ratios in water vapor over
the Southern Ocean. The authors showed that a large pant ehtiance ofl-excess in their
data ¢ = 0.85) can be explained with the help of a simple Craig-Gordodehsimilar to equa-
tion (5.2), applying a global closure assumption and usieglltemperature and humidity data
from the measurement location (note that they calculatiedive humidity with respect to lo-
cal air temperature and not to SST, as done here). For thequifibrium fractionation factor

k, Uemura et al.(2008) used values fromAraguas-Araguas et al.(2000), independent of the

3In fact, these estimates fro@at (1996) are even somewhat lower than 0.5, being more consisith the
value ofm = 0.24 obtained here with th€appa et al(2003) diffusion coefficients.
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wind velocity. The high correlation obtained with this silmmodel shows that ocean surface
conditions at the measurement locations did not differ muaim the conditions in the actual
evaporation regions of the sampled water, i.e. these donditvere relatively homogeneous over
a larger area in the Southern Ocean (at least compared tatlabdiity in the Mediterranean).
Therefore, we do not think that an explicit calculation gbgasource regions with our diagnos-
tic would lead to substantially larger correlation coe#fitis. Nevertheless, the measurements
of Uemura et al.(2008) can be used to explore the parameter tuning of the reanpeter-
ization of the non-equilibrium fractionation factor witim andependent data set (note that no
wind velocities are reported Byemura et al(2008), so that the MJ79 parameterization cannot
be tested with their data). Applying equations (5.2) (Withelative to SST, taken from local
measurements reported in the paper, Bpé= Rysmow) and (5.5) (with diffusion coefficients
from Cappa et al. 2003), we have calculated the optimal valuerofor this independent mea-
surements by minimizing the RMSE, as done for the Mediteaandata. The resultant value
of m= 0.22 leads to a slightly improved correlation coefficient(0.87), and a slope of the
regression line of @1, that is much closer to 1 compared to the modéJemura et al(2008)
(slope of 070; the relatively high value of this original slope compmghte the MJ79 parame-
terization for the Mediterranean data results from the tflaatUemura et al.(2008) also use a
wind speed independent formulationlkpfas mentioned before). It should be noted here that this
value ofm might be biased by the global closure assumption, whicheatglthe advection of
moisture from remote sources, as already pointed oubbigel and Kostef1996) andJemura

et al. (2008). Nevertheless, the proximity of the optimal valuéshis tuning parameter for
the two data sets from very remote regions=£ 0.24 for the Mediterraneam = 0.22 for the
Southern Ocean) may indicate that the variability of thexpseter on global scales is relatively
small. However, this conclusion has to be validated withtamlthl measurements and different
models in the future.

5.4.3 Influence of wind velocity

We do not think that the non-equilibrium fractionation farck in principle is independent of
wind velocity. On the contrary, it depends on the ratio ofudiive over turbulent transport
of water molecules from the ocean to the atmosphere, ané thezlear physical reasoning
that this ratio may depend on the turbulence regime and thuwiod speed. In order to
find out if our method and the measurement data set from Refadhoov to make an infer-
ence about the character of this wind dependence, the foldpvelightly more sophisticated
experiment has been performed. The non-equilibrium foaetion factork has been param-
eterized with equation (5.5), but the exponemhas been varied as a function of 10 meter
wind speed. Four wind velocity bins have been defingd{ < 4m/s, 4nys < uiom < 7m/s,
7m/s < uiom < 10my/s, 10ny's < uipm), and for each of these bins, various valuesrofiave
been usednf € {0.12,0.16,0.18,0.2,0.22,0.24,0.26,0.28}, corresponding tq1 — ky 1s5) €
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{3.8,5.0,5.7,6.3,6.9,7.5,8.2,8.8} %0, cf. Fig. 5.1). For every possible combination of these
values, a Lagrangian model simulation has been performedtiie model has been run with
4096 different configurations) and for each configuratiandbrrelation coefficient and RMSE
between modeled and measurkdxcess have been calculated. The optimal configuration ob-
tained with this experiment only leads to a very small imgment of the performance statis-
tics compared to the new parameterization with constart 0.24. Settingm = (0.24, 0.22,
0.26,0.24) (for the four wind speed bins defined above), the correlatioefficient is 0.81
(compared to 0.80 for constami) and the RMSE equals 4.55 (compared to 4.61). When as-
sessing this small enhancement, it also has to be kept in thatdhere is a larger number of
degrees of freedom in the extended experiment. Figure B%shn example of the RMSEs
obtained from several model runs as a function of the nonlibgum fractionation factor for
5180 in the third wind velocity bin (i.e. for 7nfs < uiom < 10m/s). For each value 150,
results are shown from the 5 simulations with lowest RMSEYwa the value ofm in the
three remaining bins). The Figure indicates that the bestesgent between modeled and mea-
suredd-excess is obtained whég, 15 is a bit larger than the “new parameterization” value of
1 —ky,180 = 7.5%0, although the difference in the RMSEs is very small (as dlyeaentioned
before). This is the most significant and systematic effeat tan be observed in the extended
experiment (compared to the influencekdh other wind velocity bins). On the contrary, RM-
SEs are substantially larger for lower values efl, 1s5. Hence, values of the non-equilibrium
fractionation factor + ki, 185 lower than St for wind velocity between 7 and 10 m/s, as used in
the MJ79 parameterization (see again Fig. 5.1), lead to eadaton of the model performance,
no matter how the values &fare chosen for smaller or larger velocities.
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Figure 5.6. Root mean square errors of several Lagrangian model sinmuiatwith varying
settings of m (in 4 different wind bins), shown as a functibthe non-equilibrium
fractionation factor k;,.s5 in the third velocity bin (see text for details). For each
value of k150, results are shown from the 5 model runs with lowest RMSE.
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Altogether, this series of numerical experiments showsttimagreement between Lagrangian
model results and measurementslagixcess cannot be significantly improved by incorporating
a possible wind speed dependence of the non-equilibriuctidraation factor in the parameteri-
zation. Thus, this wind dependence either is relativelylsgatleast in the wind velocity range
considered here, i.e. forom primarily smaller than 15 m/s), or it cannot be detected withdi-
agnostic owing to some more fundamental complexity. Fdaimse, the number of observations
might be too small, there might be too many constraints dalegoequirements of the moisture
source analysis, the uncertainty related to this analysiginie too large or the influence of
wind velocity might be masked by the accumulation of moistsom multiple sources on each
measurement day.

In future research, two main issues will have to be addreissedler to establish an appropriate
description of the dependence of the non-equilibrium foaettion factoik on wind velocity (or,
alternatively, to show in a more definite way that this deere is negligible). First, more
measurements of isotope ratios in atmospheric water vdpmrid be made available that al-
low to test newly developed parameterizationgkofAs isotope ratios in the evaporation flux
cannot be measured directly, complex models, which includeesses like the advection of
water vapor (e.g. GCMs or the Lagrangian approach used have)to be applied to compare
theoretical predictions from a Craig-Gordon model with mw@aments. Second, more recent
parameterizations of water evaporation from the oceanggg€airall et al., 2003) might pro-
vide the theoretical basis for the descriptiorkofThese parameterizations have the advantage
that they are grounded on measurement data in a much strwagehan the mostly theoretical
Brutsaert model applied by MJ79. However, they usually docoatain an explicit formulation
of molecular diffusion, but subsume the properties of thuslive surface layer in a parameter
called moisture roughness length, which is then paramervith an empirical equation. Ba-
sically, the moisture roughness length can also be exptesgerms of a diffusion coefficient
or Schmidt number (and thus calculated for the differentewegotopes) (cfLiu et al., 1979;
Brutsaert 1982). But, owing to its empirical formulation, it is noraightforward to employ
these more recent parameterizations of evaporation fatdtaction of the isotope fractionation
factor. In our opinion, this issue will have to be addressét the help of a comprehensive ex-
perimental (e.g. wind tunnel) study analyzing the depeoder the moisture roughness length
on the Schmidt number, extending the workMdrlivat (1978a).

5.5 Conclusions

In this chapter, isotope ratios in water vapor at Rehovoaélg have been modeled with the help
of a trajectory approach and different types of Craig-Gartike parameterizations of isotope
fractionation during water evaporation from the ocean. pédormance of the model depends
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critically on the form of the non-equilibrium fractionatidactor. With the classical parameter-
ization of MJ79, which is commonly used in GCMs, the agreemeti observations has been
substantially worse than with a wind speed independentidtation. The latter has led to a
correlation coefficient of 0.8 between modeled and meastatrks of deuterium excess. Opti-
mal results have been obtained using the following valueth®non-equilibrium fractionation
factors:

k180 = 0.9923
kipo = 0.9961

Here, the uncertainty fokupo is larger than fork 1s5. However, this larger uncertainty is
not really serious, because non-equilibrium effects plaly @ minor role in the determination
of 62H. Altogether, the success of the Lagrangian model coratberthat the physics of iso-
tope fractionation during evaporation are properly désdiby a linear resistance model, as
introduced byCraig and Gordon(1965). Limitations of our approach are, in addition to un-
certainties in the fractionation parameterization, esdatio the neglect of cloud processes and
sea spray evaporation, the precision of the trajectoryuéaion and the spatial resolution of the
analysis data, as also described in chapter 4.

The methodology introduced in this chapter may be used taimlhe initial conditions for
Rayleigh-type isotope fractionation models, calculatiesh@ air parcel trajectories, in a more
explicit way than in previous studies (tfelsen et al.2007;Sodemann et gl2008a). Moreover,
the new parameterization of the non-equilibrium fractioorafactork may also be applied in
other models, in particular GCMs, instead of the formulatod MJ79. In future research, it
should be tested with the help of sensitivity experimentig new parameterization leads to
an improvement of GCM modeled isotope fields, particulagutdrium excess, for which the
performance of current GCMs is not optimal (see adys@rner et al. 2001;Jouzel et al.2007;
Uemura et al. 2008).






Chapter 6

Water Isotopes in the COSMO Model

6.1 Introduction

6.1.1 Motivation

The isotopic composition of atmospheric waters is deteechiny a variety of dynamical and
microphysical processes like moisture transport, evdjpor&rom ocean and land, cloud forma-
tion and many more. In order to comprehensively describgetipeocesses and the non-linear
interactions between them, complex numerical models labe &applied. To this end, a popu-
lar choice has been to use global circulation models eqdippth the physics of stable water
isotopes (e.gJoussaume et al1984;Hoffmann et al. 1998;Noone and Simmongd2002;Lee

et al, 2007). Many different studies have been performed wite¢l@CMs up to date, primarily
focusing on climatological and paleoclimatological apations. In principle, GCMs can also
be used on shorter, synoptic time scales, and the potentagdplying these models for more
process-oriented studies has recently been recogrieaduir(idt et a].2005). However, such ap-
proaches are constrained by the limited spatial resolatitime global models and the simplicity
of some of their physical parameterizations (e.g. consigerloud microphysics) and numerics
(e.g. with respect to tracer advection). These difficultas be moderated by using regional
climate or weather forecast models, which can be run withdrigpatial resolutions. Currently,
there is one regional climate model capable of simulatiotpige physics, the REMg (Sturm

et al, 2005), which so far has been utilized for long-term, cliohagical simulations $turm
et al, 2007a,b).

In this work, the first steps of an implementation of stabléavesotope physics in the COSMO
model are performed. The COSMO modstéppeler et al2003) is the operational limited-area
weather prediction model of, e.g., the German Weather &DWD and can also be used for
regional climate simulationsl@cob et al. 2007). Compared to the REMO, which is based on
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an older weather prediction model of the DWD, the COSMO hasrsé advantages: First, it
is non-hydrostatic and thus allows simulations with veryhhiesolutions down to 1 km (com-
pared to the maximum resolution of REMO that is limited to rapgmately 15 km due to the
hydrostatic approximation). Simulations with a resolntod 1-3 km are able to explicitly repre-
sent the dynamics of high cumulus convection. Second, theNDO model contains a positive
definite, mass conserving and more accurate advection sctem® section 6.2.2) and more so-
phisticated parameterizations of land surface processegspheric turbulence (section 6.2.3)
and cloud microphysics (section 6.2.5). Technical detdithe COSMO model and its utiliza-
tion are given byDoms and Sdhttler (2002), Doms et al.(2005), Sctittler et al. (2008) and
references therein.

The main goal of the development of a new limited-area dynahwater isotope model, named
COSMQq, is to provide a tool that allows the simulation and interatien of the variability
of isotopes in atmospheric waters on short, synoptic tinadesc With the help of this model,
it should be possible to quantify the various processescdbfribute to this variability and to
improve our physical understanding of these processesngtance with the help of sensitiv-
ity experiments and by directly comparing model results easurements on short time scales.
The Rehovot data set of isotopes in water vapor that is useddpters 4 and 5 illustrates this
variability, which is not well captured in isotope GCMs (sd®pter 5 and\ngert et al, 2008).
Once COSM@, will be completed, it will also be possible to simulate thettpe signal in pre-
cipitation produced by particular weather systems, e.fyagwpical cyclones (e.drindsberger
et al, 1990;Gedzelman and Lawrenc&990;Coplen et al. 2008) and mesoscale convective
systemsRRao et al, 2008), and to explore the relationship between the isot@pability and
the dynamics of these systems. Such studies to date haveébeaity done with dynamically
relatively simple Rayleigh-type (e.&mith 1992) or two-dimensional bulk cloud microphysi-
cal models Gedzelman and ArnoJd 994). They can hardly be performed with a GCM, which
represents the structure and dynamics of weather systetméimited accuracy because of the
coarse spatial resolution.

6.1.2 Implementation approach

In general, REM@, and all isotope GCMs to date have been used for climate sironta
Therefore, their results can be compared with measuredpsatata only on a statistical basis,
but not with respect to distinct synoptic events and histedriability (the historical isotope
simulation byYoshimura et al(2008), which has also been used in chapter 5, is an exception
However, in order to improve our process understandingabfge physics, it is essential to
directly compare modeled and measured isotope ratios onanhytor daily basis and to eval-
uate the simulation of the isotope signal from specific welaglystems with measurement data.



6.1. Introduction 121

Therefore, the new COSMEJ (at least in its development phase) shall not be used in &tk
but in “weather forecast” mode. That is, only a few conseeutiays are simulated within one
model run, and meteorological analyses are used for the Inmatialization and as boundary
data. In this way, the simulated meteorology is never fanfreality. On the other hand, simu-
lating stable water isotopes in forecast mode leads to saffirutties regarding the initial and
boundary data for these isotopes: There is no isotope asalyailable to date, and the only
historical isotope simulatior¥pshimura et a).2008) for several reasons cannot be used to drive
the COSMO model directly. First, it is only available on awepbarse grid, and an indirect
application of the isotope ratios from this simulation ttigge with other meteorological vari-
ables from ECMWF analyses would lead to large inconsisean(hecause water vapor fields
from both data sets are not consistent, for example). Setbadccuracy of the isotope fields
from the historical simulation is limited, in particularg&ding water vapor, the most important
initial and boundary field for the isotopes (see chapter Sleahura et al. 2008, for example).

If these fields were used, it would be very hard to distingtfisleficiencies in the performance
of COSMQq, Were related to shortcomings in its own model physics orénritial and bound-
ary data. The last point illustrates that, if one wants tduata the performance of a regional
isotope model, one has to make sure that the crucial phywicaésses are simulated within the
model domain and that the simulated isotope signal is notadilby boundary data from global
models, whose quality cannot easily be controlled.

In order to address these difficulties, a novel approacttiedanced in this study: the implemen-
tation of isotope physics in the COSMO model is combined aitlexplicit water tagging. Such
tagging methods have been used in GCMs to quantify the bomitbh of different predefined
moisture source regions to the precipitation in a givenelagea (e.gJoussaume et al1986;
Koster et al, 1986;Delaygue et a].2000;Werner et al,2001). Recently, the same approach has
been applied in the regional climate model CHR&b{emann2006;Sodemann et gl2009).

In the COSMO model, we tag water that evaporates from themog@ancurrently, the isotopic
composition of the evaporate can be determined using a @argon parameterization (see
chapter 5 anCraig and Gordon 1965). Afterwards, the respective water (tagge®tas well

as 180 and HDO) is traced through the model water cycle. In this,\itdg possible to de-
termine the fraction of tagged water (i.e. water that haperated from the ocean during the
simulation) and the isotopic composition of this water arg\grid point and model time step.
At the beginning of the model run, this fraction of taggedevas zero; during the simulation
it grows to a hopefully substantial magnitude, at least atltitation where isotope ratios are
supposed to be interpreted or compared with measuremesiag this method, the problem
of defining initial and boundary data for the water isotopas be avoided (these are set to
zero), and it is assured that all physics that determine theeted isotope ratios are simulated
by COSMQs,. The fraction of tagged water allows to quantify the rela@mount of water for
which the regional isotope model results are meaningful.



122 Chapter 6. Water Isotopes in the COSMO Model

In this study, isotope fractionation is parameterized @blyne ocean surface. For all other phase
transitions, the heavy water isotopes are treated in the seay as normal water (i.e. without
fractionation). This can be seen as a starting point, odwope effects will be incorporated in
the model in future work. Nevertheless, on days with littiucls and rain in the Mediterranean
region, isotope ratios modeled by this preliminary vergi6@0OSMQs, can be compared to the
Rehovot data set of isotopes in water vapor (see chaptertd$. pfocedure has the advantage
that there is an optimal comparability between COSM@nd the trajectory model introduced
in chapter 5. Furthermore, the first step in the model watelegcgvaporation from the sea, can
be best explored, without being masked by further fractionzeffects.

In the next section, some technical details of the impleatent of water tagging in the COSMO
model are given. There is no specific focus on stable isotiogbss section, because the tagging
approach is independent of isotope physics; all isotopesaced through the model water cycle
in the same way (at least in this first implementation stepp fbllowing section describes the
parameterization of isotope fractionation during evaporafrom the ocean. Subsequently, in
section 6.4 results are presented from several case stwitleshe new model. Finally, the
last section of this chapter contains some concluding camsrend an outlook on the further
development of COSMg),

6.2 Water tagging

6.2.1 General aspects of the COSMO model and the tagging inghenta-
tion

The basis for the water tagging implementation is versi@ofithe COSMO model. There are
many different configurations of this model, and the useraterse between these configurations
with the help of namelist parameters that have to be provatediodel input. The tagging
implementation and the development of COSM®as been based on and only tested for one
specific configuration. Technically, this means that sdueaenelist switches controlling the
model numerics are fixed when COSMgs used. Only this specific configuration is described
in the following.

The COSMO model is a limited-area numerical weather fotead climate model, based on
the primitive thermo-hydrodynamical equations descgtime flow of moist air in the earth’s
atmosphereloms and Sditler, 2002). These equations are formulated on a regular loshgritu
latitude grid, which is rotated in order to place the modebatlose to the equator and to avoid
the convergence of coordinate lines at the poles. In thécegra general terrain following co-
ordinate is applied. For the time integration of the equetiof motion, a two time level, second
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order, time-splitting Runge-Kutta schem#&i¢ker and Skamaro¢ck 998) is used in the present
model setup; second order finite differences and staggenran Arakawa C-grid are used for
the spatial discretization. In the COSMO setup applied ,hive following prognostic model
variables are employed: horizontal and vertical wind conguas, pressure perturbation (from a
predefined base state, representing a dry, stratified atraosyp temperature, specific humidity
of water vapor, cloud liquid content, cloud ice content,cfewater content of rain and snow
(see also section 6.2.5). Many physical processes aresesyszl in the model by different pa-
rameterization schemes, e.g. sub-grid scale turbulendacs layer fluxes, cloud microphysics,
moist convection, radiation and soil procesd@srfis et al. 2005). One important assumption
that is generally applied during the numerical solutionhef COSMO model equations is that
these equations can be split into different terms, whiclsaceessively solved within one model
time step. For instance, for the different water speciesathection equation is solved before
the tendencies due to cloud microphysical processes arelaad (the latter based on the new
model variables, updated due to advection). This procedatled Marchuk splitting method,
is also reflected in this document, where all processestaffpwater tagging are described sep-
arately in the following subsections (and not in terms ofraglE equation of motion). Some
details of the numerics and parameterizations of theseepsas that are important for the tag-
ging implementation are outlined there.

In many aspects, the implementation of water tagging in t&&KO model performed in this
study follows the work oSodemanif2006). A parallel tagged water cycle has been introduced
in the model, without any feedback on or change to the nornogaletbehavior, that is as a purely
diagnostic tool. For this parallel water cycle, all proessghat modify the atmospheric water
content have to be taken into account. For example, if clewdgormed during a simulation,
this process has to be mimicked for the tagged water in thalpbcycle. On the other hand,
no changes are required in the radiation scheme, which iseméed by atmospheric moisture
(e.g. acting as greenhouse gas or through cloud cover) destrabt directly feed back on water
content. In contrast to the work 8odemani2006), who has focused on different tracer initial-
ization (i.e. tagging of water in different regions), helne bnly source for the secondary water
cycle is evaporation from the ocean, as mentioned abovee$ie land surface parameteriza-
tion scheme has not yet been included in the tagging appindbls study, tagged water is lost
when it is removed from the atmosphere by rain or snow regdhia surface; thus, precipitation
is the only sink for the secondary water cycle.

Several additional variables have been added to the COSM{&ImBor each prognostic water
field (vapor, cloud water, cloud ice, rain and snow; alsoechftotal” water in the following),

'Reasons for this are, among other things, that the paraizeten of isotope fractionation, e.g. during evap-
otranspiration, and the rather long renewal time scale ibhsoisture pose additional problems, which need to be
addressed later.
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a new prognostic tagged field has been introduced with the samt as the original variable,
i.e. as specific water content. Moreover, some new diagnestiables have been added (cf. sec-
tion 6.2.7). For in- and output of these variables in GRIBrfat, a new GRIB table (with GRIB
table number 206) has been defined. A complete descriptitmsofable and the new variables
is given in appendix B. In order to control the simulation afjged (and isotope) water fields,
a main control switch (called liso) and an additional naste used, details are also given in
appendix B.

For the simulations presented in this study, the COSMO mioaebeen run with a spatial reso-
lution of 7 km in the horizontal and 40 vertical layers. Opienaal analyses from the ECMWF
have been used as initial and boundary data. Because the resdlks are compared with mea-
surements from Rehovot, a model area that comprises thereddediterranean sea and the
surrounding countries has been chosen, as shown in Figure 6.

6.2.2 Tracer advection

For any water quantity, represented by its specific humiditywherex € {v,c,i,r,s}, andv
stands for water vapoc,for cloud water] for cloud ice,r for rain andsfor snow), the advective
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Figure 6.1. COSMOmodel area and topography (colors) used in this study.
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transport equation in a flow field defined by the wind velodityan be written in flux forrfx

(0 (POx)

ot )adv: —0- (Upax) (6.1)

wheret denotes timep is the total density of the air mixture anddenotes the three-dimensional
gradient operator (which has to be expressed in the speotidmate system of the model). In
the present setup of the COSMO model, the solution of equéBid) is based on the numerical
scheme introduced bgott (1989). Within this scheme, water fluxes (i.e. the right haiale of
equation (6.1)) are estimated by fitting polynomials to te&lfpgy. Here, we use polynomials
of fourth order, thus the algorithm is called “4th order Bstheme”. Afterwards, the fluxes
are normalized and limited by upper and lower bounds. Theltreg advection equation is
solved using a simple forward Euler step in time. This Boltesoe, due to its flux limitation,
is positive definite and conserves water mass. Moreoveerniemtes less numerical diffusion
compared e.g. to a simple upstream scheme, and using 4thpoly@omials makes it rather
accurate. Note, however, that the scheme is not monotoatistthere might occur over- and
undershoots of the transported field. A monotone versioningipally available Bott, 1992),
but has not yet been implemented in the COSMO model.

The transport equation of a tagged water field is obtaine@phlacinggx in equation (6.1) with
the tagged specific humidity,. Hence, exactly the same numerical routine as for total tityni
can be applied for the advective transport of tagged watas fbutine requires a three dimen-
sional moisture field as input and provides the transformedd &fter advection over one time
step as output.

In the CHRM model, which has been used for water tagging sitraris bySodemani2006),
humidity fields are advected with a simple Leapfrog algonittihat is not positive definite and
does not conserve mass. These deficiencies have led to largleps with the transport of
tagged water, which often exhibits large spatial gradiantsfor which mass conservation is an
essential feature. Therefor®pdemanti2006) decided not to use this Leapfrog algorithm, but
the more appropriate MPDATA schem8nolarkiewicz and GrabowsKi990; Smolarkiewicz
and Margolin 1998) for the advection of tagged humidity fields. This aggh, on the other
hand, leads to inconsistencies between the transportadtod tagged humidiy The COSMO
model has the advantage that the Bott scheme has similaathestics as MPDATA with regard
to positivity and mass conservation. Hence, total and tagegger can be transported with the

2Recall that, due to Marchuk splitting, in the model this eéprais solved independently from other source
and sink terms.

3Such inconsistencies also occur if the same scheme is us¢otdband tagged water and if the numerical
characteristics of the scheme are scale-dependent (agsiti@ly the case), since typically the spectra of the two
fields differ.
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same numerical scheme, reducing inconsistencies compathd CHRM. The benefit of this
fact in terms of the total mass conservation of the taggedisfill be further explored in section
6.2.8.

6.2.3 Turbulent transport and evaporation from the ocean

The tendency of any non-sedimenting humidity figidlue to sub-grid scale turbulent transport
is given by the divergence of its turbulent flig (for rain and snow, turbulent transport is
neglected in the COSMO model):

00x B R
(), Ok

When Reynolds decomposition is used (that is the decomposif g in a temporal average
valued, and a rapidly varying party,, ox = T + d), each spatial component & can be
expressed as covariancemf;, and the turbulent wind velocity in the corresponding diiatt
e.g.

FX,S = W,
wherew denotes vertical wind velocity. However, since the rapidlyying components of
the model variables cannot be easily determirtedheory is used in the COSMO model to
parameteriz&, in terms of the prognostic humidity fields (which are in faut slowly varying
componentsj,, but the over-bar is usually omitted). In addition, horitadriurbulent transport
is neglected in the current model setup (in principle, impiemented in the COSMO model for
total moisture and might be enabled for tagged/isotopedielduture studies). Altogether, this
leads to the following tendency equation:

oo\ _ 10 (  vI%
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Here, for simplicity this equation is formulated with theogeetrical height as vertical coordi-
nate, instead of the generalized terrain-following comate used in the model. Equation (6.2)
has the form of a diffusion equation for the humidity figld The mixing coefficienkY, which
corresponds to a classical diffusion coefficient, is caltad in the turbulence parameterization
routine of the COSMO model (see agddoms et al. 2005), in the current setup applying a
prognostic scheme based on turbulent kinetic energy (TKE)the same for moisture and heat
transport. In order to retain some numerical smoothing enviértical also in cases with very
little atmospheric turbulence, a lower limit f&§ is introduced. In the horizontal, no numerical
smoothing of humidity fields is explicitely performed, bbetBott advection scheme introduces
some implicit numerical diffusion.

The lower boundary condition of equation (6.2) is given by siirface moisture flux. This sur-
face flux is set to zero for liquid water and ice. For water vapoour setup it is determined
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based on the principles of Monin-Obukhov similarity theand applying an algorithm accord-
ing to Louis (1979). This algorithm uses the following parametric egpratwhich is formally
very similar to a discretized form of the parameterizatibthe atmospheric fluxes with the help
of K-theory (cf. equation (6.2)):

REl = —pCAI (o — 5°). (6.3)

Here, vagc denotes the vertical water vapor flux at the earth’s surfédcethe horizontal wind
velocity on the lowest model leval, denotes the specific humidity of vapor on the same level
and g3 the humidity at the surface. This surface humidity is deteen by the soil model
over land, over the ocean it is calculated as the saturagiecific humidity at the pre-described
sea surface temperature. The bulk transfer coeffi@nthich is again the same as for heat
transfer, is calculated within the surface layer paranon scheme of the COSMO model
with the help of a diagnostic TKE-based algorithm.

Second-order accurate finite differences are applied ferspatial discretization of equation

(6.2) in the vertical. The time integration of the equatiaitlf equation. (6.3) as lower bound-

ary condition) is performed with the help of an implicit CkaNicolson scheme, because this
guarantees numerical stability. This scheme requiresaiutien of a linear tridiagonal equation

system for each vertical column of the model domain, for Wwilaio algorithm based on Gaussian
elimination (also called Thomas algorithm) is used. Witthis numerical integration step, also
the tendencies due to sub-grid scale clouds and cumulugcton (which have been calculated
in other subroutines of the model, following the Marchukitsiply method; see also further be-

low and section 6.2.6) are added to the water vapor and clateifields.

For the tagged humidity fields, turbulent transport is patamzed by replacingy in equation
(6.2) with of, (again, this equation is only applied to tagged vapor, chater and cloud ice).
Hence, the same mixing coefficients as for total water ard,usnéd the net flux is proportional
to the gradient of the tagged field. In this way, the turbufientes of total and tagged water are
decoupled with respect to their direction. That is, if thetieal gradients of total and tagged
water have opposite signs, total and tagged moisture agetitly transported in opposite di-
rections. This decoupling contrasts the situation for ative transport, for which the wind
velocity prescribes the direction of the flux. As lower boandcondition, the surface fluxes of
tagged liquid water and ice are set to zero (as for totaldiguater and ice). For water vapor, land
and ocean points are distinguished: Over land, the surfageofiq!, also equals zero, because
the land surface scheme has not yet been implemented inggintpapproach, as mentioned
above. Over the ocean, equation (6.3) is applied to parainetbe tagged surface flux, with
replaced byg, and settingq\s,fc’t = ¢ In this way the ocean is treated as a reservoir of tagged
water, and evaporation from the ocean becomes the only edorc¢he parallel tagged water

cycle. Numerically, equation (6.2) can be solved analotydios tagged as for total water, with
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lower boundary conditions adjusted as described above.

Since the numerical scheme used to parameterize turbuésrgport in the COSMO model is
not positive definite, occasionally negative humidity \esdwccur after its application. These
negative values are not just set to zero, because this wocldase the total water mass in the
model. Rather, they are filled with moisture from neighbgrmmid points below. The artificial,
unphysical water transport introduced by this proceduraiclvis called mass flux correction
in the following) is supposed to be more tolerable than aatioh of mass conservation. For
tagged water, the mass flux correction has also been impteshand can be selected with the
help of a namelist switch. Its influence on the tagged masgddud explored in section 6.2.8.
It should be noted here that this mass flux correction in faxttieates the mass budget changes
induced by the non-positivity of the turbulence scheme that this scheme might still violate
mass conservation due to other numerical drawbacks.

In the turbulence parameterization scheme of the COSMO miodeddition to the determina-
tion of the turbulent mixing coefficientsy, the influence of sub-grid scale clouds on turbulent
transport is evaluated. The modificationgipfandqg. owing to these clouds are used to calculate
adjusted vertical gradients of the moisture fields. Thegesadents are translated into resid-
ual transport terms, and the corresponding humidity tecidsrare calculated. The adjustment
procedure has also been mimicked for tagged vapor and claber\and can be selected via
a namelist switch (two alternative schemes have been ingiead). However, since its effect
on the overall evolution of the tagged humidity fields is dmdétails of the rather technical
description of this procedure are postponed to appendixtGhduld just be noted here that
the influence on turbulent transport is the only way in whiab-grid scale clouds influence
the model’s water cycle (besides, they affect the radiasidmeme and are used for diagnostic
purposes).

6.2.4 Boundary relaxation and Rayleigh damping

At the lateral boundaries of the model domain, the COSMO Hitynvariables (in the current
setup except for rain and snow) are specified by an exterteakga In order to avoid numerical
problems at the boundaries, which occur e.g. due to thediffeesolutions of the data and to the
reflection of waves at the boundaries, the information fromexternal data is not just applied
at the outmost grid points, but in a relaxation zone covesiegeral grid points. Therefore, a
boundary relaxation scheme is used, similar to that inttedubyDavies(1976). Within the
relaxation zone, the following additional forcing is indiuced:

d0x . bound
< at)bound_ ub(qx Ol ) (6.4)
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Here,g2°"dis the boundary field from the external data set, ppdlenotes a relaxation coef-
ficient, which declines exponentially from the boundaryitite model domain. In our model
setup, the width of the relaxation zone where equation {8.dpplied can explicitely be chosen
and is set to 50 km. That is, with a spatial resolution of 7 ke bloundary relaxation zone
covers 8 grid points at each lateral boundary. Equatior) (6 Aumerically solved with the help
of a forward time step at every grid point within this zoneWtoich the external data have been
interpolated with the help of a preprocessing tool Stftattler (2008)).

For the tagged moisture fields, no boundary data are avai{eblsection 6.1.2), i.@,ﬁgbour‘d: 0.

Thus, equation (6.4) can be simplified to

dq&) t
— = —UpQx, (6.5)
( ot bound )

where the same relaxation factor as for total water is usedrder to consistently treat precip-
itation (for which also no boundary information can be oh¢af), equation (6.5) is applied to
all tagged humidity fields. Numerically, the equation issgal in the same way as equation (6.4).

In order to prevent wave reflection at the upper boundaryetittmain, a damping of the model
variables similar to equation (6.4) (called Rayleigh damypiis performed at the uppermost
COSMO model layers. In the current setup, all layers abowatande of 11,000 km are affected
by this damping. Since the damping is applied to all non4pr&ting moisture fields, it has
consistently been introduced for the corresponding tadigéds. An equation similar to (6.5)
with L, replaced by the Rayleigh coefficiepk (cf. Doms and Sdhttler, 2002) is used on the
uppermost model layers and solved numerically with the loélan implicit time integration
scheme, as for the total humidity fields.

6.2.5 Cloud microphysics

The formation of grid scale clouds and precipitation is elegerized by transfer of water mass
between the different moisture categories (vapocloud waterc and icei, rainr and snow
s) of the COSMO model. Therefore, several transfer r8gsetween the categoriesandy
are parameterized in the model, as shown for the currenp ¢etw-category ice scheme with
prognostic precipitation) in Figure 6.2 and summarizedahblé& 6.1.

Since cloud water and water vapor in warm clouds can be agbtonioe in thermodynamic equi-
librium, the transfer rat&. is determined using a saturation adjustment techniquereTdre,

each model grid box is checked for supersaturation witheesio liquid water and subsatura-
tion in the presence of cloud water. If the former occursudlwater is formed until saturation
is reached. In the case of the latter, cloud water is evapdnattil either saturation is attained
or no liquid water is left. In both cases, the latent coolindneating of evaporation or conden-
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Figure 6.2. Humidity categories and transfer rates parameterized i@ tfoud microphysics
scheme of th€ OSMOmodel (adapted from Doms et al., 2005). dAd R denote
the precipitation rates of rain and snow at the surfacéf,C fhe evapotranspiration
rate. All other transfer rates are explained in Table 6.1.

sation, respectively, is taken into account (this requinesnumerical solution of a transcendent
equation with the Newton iteration method). This saturatjustment is performed several
times within one model time step, angdandq. are directly updated in order to make sure that
thermodynamic equilibrium with respect to liquid cloudssisstained during the simulation of
all atmospheric processes.

For all other transfer rates, no equilibrium assumptiontbamade. Their parameterization is
based on a one-moment bulk water-continuity model, usiaggecific humiditiesx as depen-

dent variables at each grid point (see adaims et al, 2005, for details). This parameterization
scheme is called once at the end of each model time step. Whiearafer rates have been
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S. condensation and evaporation of cloud water

S autoconversion of cloud water to rain

S accretion of cloud water by rain drops

SV evaporation of rain
' heterogeneous nucleation of cloud ice

%ﬂz homogeneous freezing of cloud water

P deposition growth and sublimation of ice

Srett melting of cloud ice

S autoconversion of cloud ice to snow (aggregation)
s“d autoconversion of cloud ice to snow (deposition)

S collection of cloud ice by snow (aggregation)

§m  collection of cloud water by snow (riming)

Shed  collection of cloud water by wet snow to form rain (shedding)

S¥ collection of cloud ice by rain to form snow
Tl freezing of rain due to collection of cloud ice

§Z  freezing of rain due to heterogeneous nucleation
sP  deposition growth and sublimation of snow

et melting of snow

Table 6.1. Transfer rates between humidity categories parameteiiizeide cloud microphysics
scheme of th€ OSMOmodel (adapted from Doms et al., 2005).

specified, the moisture fields are updated according to tleiog equation:

(%) _ SyvSy , xXe{vec,i} (6.6)
9t J cioud SySy+ %aiz (Paxvi®?), xe{r.s}. '
Here, a distinction is made between non-precipitating aadipitating humidity categories. For
the lattery$®ddenotes the sedimentation velocity. The time integratf@gaation (6.6) is based
on a simple forward step for vapor, cloud water and ice. Haraad snow, a quasi-implicit, mass
conserving Crank-Nicolson scheme is used. Thereby, thatequcan be integrated from the
top to the bottom of each vertical column of the model domdihe transfer rateS,y are in-
cluded with the help of a predictor-corrector method. Frbie integration, also the grid scale
precipitation fluxes of rain and snow at the surface are nbthi

The parameterization of tagged mass transfer due to claamkpses mimics the mass transfer
of the total humidity fields. For each transfer r&g, the donator categoryis determined, and
the tagged transfer rate is calculated from

qt
Sy = q—i Sy (6.7)
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For example, for cloud water condensation the tagged tamnafe is given by%$c, for cloud

evaporation it isg—tg$c (here, the sign o determines if condensation or evaporation occurs).
Afterwards, the tendencies of the tagged moisture fieldshtained by replacingy with of
andS,y with Sxy in equation (6.6). The numerical solution of the equatioagain performed
analogously as for total water.

For warm cloud processes, the tagged humidity fields aresfvemed accordingly each time
the saturation adjustment routine is called in the modeler&tore, the rat&,., which is not
explicitely calculated in the adjustment routine, has toabsigned comparing, before and
after the saturation adjustment. The tagged moisturefeadse to all other cloud processes is
calculated within the cloud microphysics parameterizaicheme at the end of the model time
step. In this final step, also the tagged precipitation flatebe surface are obtained from the
integration of the tagged version of equation (6.6).

6.2.6 Convection parameterization

In the COSMO model, a mass flux convection scheme followiiegltke(1989) is used to pa-
rameterize cumulus convection, which is not explicitelyaleed by the model grid (at least not
with a horizontal resolution of 7 km as employed in this sfudyhis scheme parameterizes
cumulus up- and downdrafts within each vertical column efitodel domain applying a sim-
ple bulk cloud model. It allows the calculation of conveetinain and snow rates at the surface
and of three dimensional tendencies for atmospheric waigof. For the latter, the following
equation is used:

00y __l(? el dfd ' ccond .
()~ 22 (r@-arew (@) s eo

Here,M" andM¢? denote the up- and downdraft mass fluxgsandgg give the specific humidi-
ties of water vapor in updraft and downdraft, respectivet§"d denotes the cloud condensation
rate in the updraft an&Va°the evaporation rate of cloud water and precipitation. #iddal
equations are used to parameterize the vertical mass andibyfiuxes based on microphysical
transfer rates as well as entrainment and detrainmentiratee up- and downdraft (details are
given by Tiedtke(1989) andDoms et al.(2005)). In order to solve this set of equations, the
updraft flux equations are vertically integrated from cldaae to top; the vertical integration
of the downdraft equations is performed from the level oéfsenking to the surface. Finally,
equation (6.8) is applied to determine the convective teags of water vapor. For cumulus

“4In addition, tendencies of temperature and horizontal wigldcity are computed, but these are not considered
here, because they do not directly influence the simulateaidity. Tendencies of cloud water are not calculated
by the convection scheme; all detrained liquid water is m&glito instantaneously evaporate in the surrounding air.
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precipitation, column equilibrium is assumed (rain andveace not treated as prognostic vari-
ables here, contrary to the microphysics scheme). Thahésptecipitation tendencies at the
surface are calculated from vertically integrating all®euand sink terms.

Several closure conditions are necessary for the integrafi the up- and downdraft equations
described above. With the help of multiple adiabatic ascahtulations of air parcels, it is
checked if free convection may occur at a grid point. Fronsé¢healculations, also the cloud
base height and its temperature and humidity are determiiié& mass influx at the cloud
base, which is the driving mechanism for the convectionpecgied in terms of the grid scale
variables depending on the type of convection (penetrasingllow or mid-level). Finally, the
downdraft mass flux at the level of free sinking is defined, teddifferent de- and entrainment
rates are expressed in terms of the up- and downdraft magsfand the grid scale variables.
The microphysical processes that are taken into accourteblgulk cloud model of the convec-
tion parameterization are:

e cloud condensation (or deposition on ice for temperatuedawbthe freezing point), for
which the same saturation adjustment technique is usedsasloled in section 6.2.5,

e evaporation of detrained cloud water in the environmenhefdumulus plume,
e formation of precipitation within the updraft,

e evaporation of precipitation within the downdraft, for whiagain saturation adjustment
is applied (the downdraft is supposed to be at saturation),

e evaporation of precipitation below the cloud base.

Again, the implementation of the secondary water cycle@gdéal humidity in the convection pa-
rameterization mimics the total moisture water cycle. Equa describing tendencies of tagged
vapor, tagged convective precipitation rates and taggedtare fluxes in up- and downdrafts
are obtained by replacing all specific humidities with tadygpecific humidities and all micro-
physical transfer rates with tagged rates in the respeetiumtions for total humidity. These
new equations are solved in parallel with those for totalewate. tagged humidity has been
implemented in all vertical up- and downdraft integrati@ishe convection parameterization.
Therefore, several closure conditions have also been fatedifor tagged moisture:

e Tagged humidities at the cloud base are obtained from gdagged water in the adiabatic
ascent calculations that are used to determine the ocoaradrconvection. These ascent
calculations are initialized using grid scale (tagged)stwe fields.

e Microphysical transfer rates for tagged moisture are dated in the same way as de-
scribed in section 6.2.5, i.e. applying equation (6.7)s important to note that rain and
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snow are not treated as prognostic variables here. Thugac¢har ot /g that is required
for the assignment of the evaporation rate of tagged rainaidme determined at a single
grid point. Instead, it is calculated from the tagged watertent of the integral precipi-
tation rate (which is obtained by vertically integratingsaurce and sink terms above the
respective location).

e A critical point for the coupling of the grid scale model fislth the convection scheme is
the vertical interpolation of grid scale humidity on haléds of the model grid (see again
Tiedtke 1989). Linear interpolation leads to very noisy profilesnte in the COSMO
model half level values are determined by downward exteatpmoi from the upper full
level following a moist adiabat. For tagged water vaporis thimimicked using the fol-
lowing equation:

t
o = i1/ %
vk+1/2 v,k+1/2 Chuk

Here,k denotes the vertical level index, counting from the top efittrodel domain to the

bottom.

For all other closure conditions, e.g. the de- and entrairimages, the same values as for total
humidity are applied. Following this approach, convectamdencies off, and convective rates
of tagged rain and snow can be calculated.

6.2.7 Tracer synchronization and diagnostics

An important issue with respect to the implementation ofewégging in a numerical model is
the consistency between the water tracers, which are sieathin an additional water cycle,
and the corresponding total moisture fields. Due to numiegicars, the specific humidity of
tagged water might become larger than the total water hiynidiparticular at locations where
large spatial moisture gradients occur, e.g. close to ckmges. Moreover, the non-positivity
of numerical schemes might lead to negative tracer valuesrder to avoid these consistency
problems, a tracer synchronization is performed for alj&ywater categories several times
within one COSMO model time step, applying the following atjon:

0< <ok (6.9)

That is, if at a grid point the tagged specific humidity becerager than the total humidity,
the additional tagged moisture is clipped. Negative traedues are clipped accordingly. The
same synchronization is performed for tagged convectidegaiad scale precipitation rates at the
surface. This synchronization destroys or generates thggéesture and thus does not conserve
mass. However, since the numerical schemes that are us@dder transport in the COSMO
model are relatively accurate (cf. sections 6.2.2 and B.th8se mass changes are supposed to
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be small. The total mass balance of tagged water in the modeiprising possible effects of
the clipping described here, is explored in section 6.2.8.

Minor inconsistencies between tagged and total humidiyadso generated by the output rou-
tine that writes the humidity fields on binary files in GRIBroat. Such inconsistencies, where
q}, exceedsyk by a very small amount, occur at a few grid points, again ctodarge spatial
humidity gradients, and are most probably related to imtiatipn problem& They are elimi-
nated by applying the same synchronization as given in aquég.9) to the model output fields
during post processing.

In addition to the prognostic tagged humidity fields, seMdi@gnostic quantities related to wa-

ter tagging have been introduced to the COSMO model and calded to the model output

with the help of namelist parameters (see appendix B). Antloege diagnostic variables are the
accumulated tagged evaporation flux and accumulated taggesicale and convective precipi-

tation at the surface. The former is calculated as tempotadral of the tagged evaporation rate
(which is obtained from the adapted version of equation) (@&s3lescribed in section 6.2.3), the
latter are computed from the fluxes of tagged rain and snoweasurface (obtained in the mi-

crophysics and convection parameterization scheme®atfoss 6.2.5 and 6.2.6). Furthermore,
vertical integrals of the tagged moisture fields are catedl$or diagnostic output.

6.2.8 Mass conservation

The studies bySodemanr{2006) andSodemann et a(2009) have shown that in the CHRM
model numerical problems can lead to violations of masse@wasion of tagged humidity in
the order of 10-20% after a few days of simulation. Since dnth@® major error sources of
the CHRM tagging implementation, the inconsistency beiwtbe advection schemes of total
(Leapfrog) and tagged (MPDATA) humidity, is not present ur water tagging implementation
in the COSMO model, there is hope that here tagged water masasonably well conserved.
In order to verify this and also to check the general intggoit the tagging realization, the
tagged mass budget has been determined for a two-day siomuldherefore, a special model
setup has been necessary, because unlike the stuBlgdamanr{2006), not every source of
atmospheric humidity is included in our tagging approacd. (eoisture inflow from the bound-
aries and evapotranspiration from land surfaces are nehteo account). An option has been
implemented that allows to tag only water evaporating frbm @acean surface in a predefined
rectangular box (and not from the entire ocean in the modalaiie). This box can be specified
in the namelist in terms of its boundary longitudes andudgs.

5This issue has not yet been completely clarified; howevertdihe smallness and scarcity of the deviations,
it is regarded as being of minor importance.
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Figure 6.3. Left: Region of water tagging for mass balance test (bluép dntire model domain
is shown in red. Right: Vertically integrated tagged wataper in kg/m? at 00
UTC, 2001-11-17. All of this vapor has evaporated from thgaie shown on the
left during a two-day simulation started at 00 UTC, 200148L-

Figure 6.3 shows the tagging region that is used for the massecvation test. A rather small
area in the center of the model domain has been chosen, lecfoaitbe determination of the

mass budget, it is necessary that no tagged moisture ldsvesadel domain through its bound-
aries during the simulation. The vertically integratedgted) water vapor, shown in Figure 6.3
at 00 UTC, 2001-11-17, indicates that this condition is Hieldi for a two-day model run started
at 00 UTC, 2001-11-15. For this simulation, the temporal apdtial integral of the tagged

evaporation flux has been calculated:

Rl [t [ daR(g),
to dom

wheretg andt; denote start and end time of the model rﬁﬁf?’t is the evaporation flux of tagged

moisture (which is different from zero only in the box showrFigure 6.3),/,,,dAdenotes the

horizontal integral over the model domain apdives the horizontal position. This integrated

evaporation flux is compared to the sum of all tagged moistuaé is present in the model

domain at the end of the simulation and that has fallen asgtation during its progress:

t Ziop t1
da= 3 fd2fdndmzt w5 [Ta ] daRe
xe{vGirst”0 dom xelrs) /o dom

P} denotes the tagged surface flux of (grid scale and convgctireor snow, andiop is the ge-
ometrical height of the top of the model domain. The relaginr@r in tagged mass conservation
that is generated by numerical inconsistencies duringithelation can now be obtained as

t _Ft
Eo = Otot tot (6.10)
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Figure 6.4. Relative error in tagged mass balanceEcalculated with equation (6.10) for a
COSMOsimulation started at 00 UTC, 2001-11-15 (cf. Fig. 6.3).

Figure 6.4 showg,¢ for the two-day model run started at 00 UTC, 2001-11-15 ad éime. This
error never becomes substantially larger than 1%, and rtersgsic increase is visible after a
forecast time of about 25 hours. Except for the first two hobgs is always positive, indicating
that slightly more tagged moisture is present in the systean has actually evaporated. The
black dashed line shows the relative error for a model rumfloich the mass flux correction
of tagged humidity after the vertical moisture transpont \thich negative tracer values are
compensated with moisture from neighboring grid boxessettion 6.2.3) has been switched
off. In this case, there is a steep increasg,ipduring the first hours of the simulation, peeking
at 4.6% after 9 hours. Also at later times, the error is moas th factor of two larger than
with mass flux correction. This larger error results from fet that negative tagged humidity
values are clipped, whereby tagged moisture is generatkdgether, this shows that the non-
positivity of the vertical transport scheme causes sulisiamumerical inconsistencies, which
are significantly mitigated by the mass flux correction, astavith respect to mass conservation.

The rather small error in the mass budget shown in Fig. 6 idatels that the improved numerical
schemes and the reduction of discrepancies between thericahteeatment of transport of
tagged and total humidity significantly increase the nuoaconsistency of the water tagging
implementation in the COSMO model compared to the CHRM. tusth however be noted
that the setup that has been used to study the tagged massvatits here is not completely
commensurable to the setup applied3ndemanii2006), since we have not compared the mass
of total and tagged humidity, but calculated the budget gb¢al moisture and its integrated
evaporation flux. Nevertheless, if there were large inciascies between between total and
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tagged fields, this would also influence the tagged mass btltgegh the clipping of excessive
tagged humidity (cf. section 6.2.7) and would thus lead tonarease irk,).

Finally, it is important to state that very little clouds aran occurred in the Mediterranean
region during the simulation that has been used to expleréaiiged mass balance. The finding
of a relatively small error in the tagged mass budget shoeldahid also in other cases, as nu-
merical problems with mass conservation are mostly rel@t@doisture transport, i.e. primarily
to the advection and turbulent transport routines and nibtegarameterization of phase transi-
tions in the cloud microphysics scheme. Only the differgeictra of cloud water and ice, which
are shifted to smaller scales compared to water vapor, riagttto larger errors in the transport
routines. Anyway, the total humidity budget in general isnitwated by water vapor.

6.3 Isotope fractionation

In this section, the first steps of the implementation of waetope physics in the COSMO
model are described. In particular, some technical detaihe prognostic isotope model fields
and on the parameterization of fractionation during evapon from the ocean are given. Except
for this fractionation, the heavy water isotopes are tgkat¢he same way as the tagged standard
moisture, i.e. their transport and phase transitions ar@eted using the same equations as for
i, which have been outlined in the previous sections.

In addition to the five prognostic tagged humidity fietgwhere againx stands for vapor, cloud
water, cloud ice, rain or snow) representing the standghd Water isotope D, ten prognostic
isotope moisture fields have been introduced to the COSMCQCeirtbdt refer to the different
categories of the two heavy water isotopesd® and HDO. These heavy isotope moisture
fields (just denoted isotopes in the following) are représgivy their specific humiditie¥q,
and?qy, which are scaled with the isotope composition of Viennad#ad mean ocean water
Rvsmow times the ratio of the molecular weights of the heavy isotape standard watey;

186, = 185 / (*BRyswow - 18])
2qy = 20/ (*Rvsmow - 2j) -

Here, 1¥2¢; are the unscaled specific humidities measured in kg/kg, la@datios of molar
weights are'®j = 1.11 and?j = 1.06. Because of this scaling, the isotope specific humidities
are in the same order of magnitude as the standard humjdatesnumerical inconsistencies
between the fields are minimized. The isotope compositiotagfied moisture in usual-
notation can be calculated from the specific humidity fielids v

(5'%0), = (*Bax/dk — 1) -10%,

(3H), = (ae/c — 1)-10° (6.11)
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In the same way as for tagged humidity, isotope precipiatioxes at the surface are calcu-
lated in the model. The isotope composition of accumulatedipitation is obtained from the
integrated tagged and isotope fluxes analogously to equggitl).

As for the tagged moisture fields, a tracer synchronizasgrerformed for the isotopes. How-
ever, owing to the scaling with the VSMOW ratios it is not asgthtforward as for tagged
humidity to define an upper bound oy, N € {2,18}. The following synchronization steps
are thus performed:

¢ Negative isotope ratios are clipped.

o If g} > gy, the isotope specific humidities are reduced in parallei gfjtaccording to

N o N _
( CIx) new Ox
old

ok
in order to keep the isotope ratios constant.

e Isotope ratios are limited by a subjectively chosen uppendoVNay/df, < 1.5.

The first two steps have analogously been implemented fastiiepe precipitation fluxes. The
synchronization procedure and especially the last stepamtecularly important in regions of

very small tagged humidities, where numerical inconsiggsmay lead to unrealistic isotope
ratios, which might then introduce an unintended feedba&khe evaporation parameterization
(see the next paragraph).

In the COSMO model, the parameterization of isotope fraetimn during evaporation of water
from the ocean is performed in the same way as in the Lagramgadel described in chapter
5. The isotope ratioBe of the evaporate are obtained from equation (5.1), andpsosarface
fluxes are calculated by multiplying these ratios with tlaedtard tagged evaporation flux (which
is computed from the tagged version of equation (6.3)). kR®@application of (5.1), again several
parameters have to be specified. The relative humid#ycalculated from equation (5.3), where
the specific humidity on the lowermost COSMO model level sdiforg. Parametric equations
for the equilibrium fractionation factoor from Horita and Wesolowski1994) are used, and
the isotope ratios of ocean water are set to the same valugiveasin chapter 5 (the latter
can be changed with the help of nhamelist parameters). Fondheequilibrium fractionation
factor k, again two options have been implemented: Either the calsparameterization of
Merlivat and Jouze(1979) (with diffusivities fromMerlivat (1978b), see Figure 5.1) or a wind
speed independent parameterization applying equatibpc¢an be chosen via a namelist switch.
For the latter, diffusivities fromCappa et al.(2003) are used, and the paramateis set to
0.24 (changeable in the namelist), the value that led to éisé dgreement between Lagrangian
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model results and measurement data in chapter 5. Finadiatthospheric isotope rati®a are
specified as follows:

¢ If the tagged humidity on the lowest COSMO model level at Weperation site is larger
than zero, the atmospheric ratio is calculated from its oot composition:

NRa/NRvsmow = Nav/dl,.

e If ¢, = 0 on the lowest level, there are two options for the definitibiRa that can be
chosen in the namelist: Either a global closure assumptomtyang equation (5.2) or
isotope ratios from the historical IsoGSM simulation Ygshimura et al(2008) can be
used (for details see again chapter 5 and further below).

Upper and lower bounds for the isotope ratios in the evajpordiux have been introduced (in
the current setting.8 < Re/Rsmow < 1.2) in order to prevent unrealistic isotope values for
relative humidities close to 1, for which there is a discontinuity in equatiori}5.

Boundary fields for the COSMO model are obtained from ECMW&ysis data with the help
of a preprocessing toobglattler, 2008), as mentioned above. This tool primarily interpedat
the coarser analysis fields to the fine COSMO model grid. Heegtool can also be used for the
preparation of the isotope fields that are required forati#ing the atmospheric boundary val-
ues for the evaporation parameterizati®a (n equation (5.1)) if the global closure assumption
shall not be applied. Therefore, the isotope ratios fromlaest output pressure level of the
historical isotope simulation byoshimura et al{2008) with the IsoGSM model (version 1) are
used. These data are available with a spectral resolutib62and are, in a first step, bilinearly
interpolated to the horizontal grid of the ECMWF analyses (fhich currently a resolution of
0.5 is used). Then, the isotope fields can be read by the premioge®ol together with all
other analysis fields, and they are accordingly interpdlédethe COSMO model grid by this
tool (again using bilinear interpolation).

Initial tests with the first version of the new COSM@®model have shown that some prob-
lems with the simulated isotope fields may occur that ardedlto inconsistencies in the pre-
processing of the ECMWF boundary data. In particular, agleigrid points over the ocean
close to the coast the ECMWEF skin temperature, which is epeplas SST boundary condition
for the COSMO model, sometimes adopts unrealistically biglow values compared to neigh-
boring ocean grid points. This unrealistic SST has a strofigence on the isotope fractionation
during evaporation from the ocean and can lead to largeadgatidients in the isotope ratios of
water vapor close to the surface in a localized area suringnte affected grid point. Figure
6.5 shows an example of an ECMWEF skin temperature field witt sunrealistic variability
close to the North African coast. Comparably large incdesisies occur only at 2 or 3 grid
points in the Mediterranean region at a given time (and taegenany dates without any incon-
sistencies). They are most probably related to problemis thé interpolation of the analysis
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Figure 6.5. Left: Skin temperature from ECMWF analyses for 2001-11a8TC in K. The
data has been interpolated on a 0.®ongitude-latitude grid, as used for the
COSMOmodel initialization and boundary data. Here, a region begn the Libyan
coast and Cyprus is exemplarily shown. Right: Filtered skimperature field for
the same date.

data, which are originally produced as spherical harmoaldgi onto a longitude-latitude grid.
Such problems most likely occur in regions of large spatiatigents of the temperature field,
e.g. where mountains reach close to the ¢odst order to get rid of the unrealistic effects on
isotope ratios induced by the SST inconsistencies a smapthier is applied to the ECMWF
skin temperature before it is used as COSMO boundary condifi he following smoothing
algorithm is employed:

e All oceanic ECMWEF grid points with exactly one neighborirantl point are searched
(i.e. the other 3 neighboring points are located over thg sea

e The difference in skin temperatufigj# between this coastal point and the oceanic point
opposite to the neighboring land point (i.e. in the directperpendicular to the coast) is
calculated.

o If this differenceTy is larger than a subjectively chosen maximum (currently 8tKg
skin temperature at the coastal point is adjusted. The n@wtsknperaturel,e is cal-

6Similar inconsistencies emerge at the affected grid péitits ECMWF surface geopotential is interpolated
to a longitude-latitude grid (not shown). This indicateattthe respective problem is not related to the skin tem-
perature alone, but seems to be a general interpolatioe.is$sareasing the grid resolution does not eliminate the
inconsistency.
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culated as weighted mean between the skin temperature ddridepointT3ng and the
average skin temperature of the three adjacent ocean gritbgQes

Tnew =0.1- Tland +0.9- Tsea

Here, the weighting factors have also been chosen sulgéctiv

With the help of this filtering, most of the largest inconeisties in the simulated isotope fields
for the cases explored in this study (see section 6.4) cafirbmated, as shown exemplarily in
Fig. 6.5. The temperature threshold §z and the whole algorithm have been chosen rather
conservatively, that is the changes introduced by the filterreduced to a minimum. With a
more restrictive setting (which could maybe also have chdrige temperature at the grid point
to the west of the adjusted point in Fig. 6.5), the risk insessathat realistically analyzed coastal
SST gradients are smoothed out by the algorithm. Howevefutare case studies it might be
necessary to adjust the filter algorithm (and e.g. also dengrid points with more than one
neighboring land point) in order to produce satisfying Hssu

6.4 Case studies

This section describes the first case studies with the neexgldped COSM§, model. In its
initial version, isotope fractionation is only parameted for water evaporation from the sea, as
mentioned above. The following subsection outlines thectln of cases, the general patterns
of moisture transport and cloud occurrence in the Mediteaa region during these cases and
the setup of the COSME simulations. Subsequently the simulated meteorology ieflipr
evaluated by comparing it to ECMWF analyses, and results fiee water tagging approach are
shown. Thereafter, some results for the water isotopesrasepted and compared to other data
where possible. Finally, two sensitivity experiments dreven that explore the setting of the
fractionation parameterization for one particular case\st

6.4.1 Characterization of the example cases and setup of tkemulations

Case studies have been performed with COSMIfOr four days with isotope measurements in
Rehovot. These four days have been selected based on theifg)ltwo criteria.

e For each of these days, evaporation regions could have ledntd to a large fraction
Ra of the sampled water vapor at Rehovot with the Lagrang@istore source diagnostic
described in chapter 4. Such a large value of Ra indicatéstbigture sources can princi-
pally be detected within a few days before the measuremedthet little clouds and rain
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occurred during humidity transport from the evaporatiagiogs to Rehovot (otherwise,
the trajectories used in chapter 4 would have been clipped).

e The measured deuterium excess values from the four days adeege range. In this
way, it can be tested if COSMgJ is able to reproduce the measured variabilitd insing
a comparably small number of simulations. Due to limited patational resources, the
number of case studies is limited. The focus again is on tieepretation of thel-excess
because the influence of cloud fractionation processesfwdrie not simulated with the
current version of COSM@,) is much smaller ol than on the isotope ratias20 and
5%H.

In Table 6.2 the selected days together with the correspgndilues of Ra from the Lagrangian
diagnostic and the measurdebxcess are listed. All values of Ra are greater than or etfit4l
andd varies between 9% and 41.%.. Figure 6.6 shows the variation of specific humidity
along the 10 day backward trajectories that have been eaéxlifor the source diagnostic in
chapter 4. All these trajectories have been clipped at teedoint (starting from Rehovot and
going backwards in time) where the sum of diagnosed cloudveatd ice exceeded 0.1 g/kg or
precipitation was larger than 1 mm per 6 hours (see againtehdp As can be seen from the
Figure, there is some variation in the atmospheric flow pastéy which moisture was trans-
ported to Rehovot between these four cases. On the daysiprgdke 2001-11-18, there was a
northerly flow, in which rather strong winds transportedyvery air from eastern Europe over
the Black Sea to the eastern Mediterranean, where the &ufpsome moisture before reaching
Rehovot. The strong humidity gradient between the dry oemtial air and the Mediterranean
sea surface led to the very large deuterium excess measnrdthioday. On 2005-04-14, air
was transported over the Mediterranean Sea towards Israelvesterly flow. During the long
passage over the ocean, a lot of humidity was taken up by eadlmoist air mass (in particular
the more northern trajectories), leading to a invexcess. The two other days can be considered
as intermediate between these two extremes. Initiallyively dry air masses were transported
over the eastern Mediterranean Sea in a north-westerly fldwe. period during which the air

Date Ra from Lagrangian diagnostic [%] Measudedxcess ]
2001-11-18 72 41.1
2003-03-27 84 18.8
2005-04-14 74 9.3
2006-01-29 70 28.1

Table 6.2. Fraction of water vapor at to which sources have been attdtuusing the La-
grangian diagnostic described in chapter Rd) and measured d-excess in Rehovot
on the days that have been selected for@@SMQ,, case studies.
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2001-11-18 2003-03-27

2005-04-14 2006-01-29
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Figure 6.6. Ten day backward trajectories calculated for the four selddsotope measurement
periods at Rehovot. Only parts of the trajectories are shdovrwhich no clouds
and no rain from above have been detected. Colors indicageifsp humidity in
o/kg.

was in contact with the ocean was a bit longer than for 20018,1resulting in moderately

highd values. Another difference between the four flow pattermsvshin Fig. 6.6 is indicated

by the trajectory clipping: On the one hand, on 2006-01-280sk all trajectories have been
clipped close to the margins of the European continentcataig that some clouds occurred in
that region. Also for the case of 2001-11-18, several ttajezs have been clipped over Ana-
tolia. On the other hand, for 2003-03-27 and 2005-04-14 thpaacels could be traced for a
long distance without experiencing many clouds or preatfmn. This difference also shows up
in the satellite pictures displayed in Fig. 6.7, where irdthimages from the Meteosat VISSR
satellite are shown at 12 UTC on the four measurement dayser&epatchy low level clouds

can be perceived over the Mediterranean and Turkey for 20018; on 2003-03-27, the whole
region was relatively cloud free, with a few exceptions ogastern Anatolia and the Middle
East. Some clouds are visible over Greece and Turkey for-B@deb4; the Mediterranean Sea
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was cloud free on that day. Finally, on 2006-01-29 many highds occurred all over the re-
gion, in particular over Northern Africa (possibly relateda tropical plume) and the western
Mediterranean (where clouds might have been triggered lyglamic system). Altogether, the
correspondence between the satellite pictures and tleetoaies is rather good with respect to
the cloud occurrence and trajectory clipping (e.g. on 200&9, moisture uptake occurred in
a relatively cloud free area in the eastern Mediterraneaitlaa trajectories did not cross the
cloudy regions over the continent). However, the images st®w that, although the moisture
at Rehovot can be traced back to its evaporation region®utithxperiencing much cloud for-
mation in between, there is a large variability in the oMerlalud occurrence over the Mediter-
ranean region between the four selected days. Hence, esatogel results from COSME
that do not incorporate fractionation during cloud forraathave to be handled with care. In
this study, we thus concentrate on the interpretatiod-ekcess in water vapor, which is less
influenced by cloud processes th&f0O andd?H, as mentioned above. Furthermore, we only
analyze vapor isotope fields on the lowest COSMO model |eNodt 20 meters above ground).

2001-11-18, 12 UTC

a- \\\"

< $ B A 5 o
u < afl* 5 E R
1"3»".';"343“ < AN S :%‘M

Figure 6.7. Infrared satellite images of the Mediterranean region frdeteosat VISSR. For
each case, a picture is shown at 12 UTC on the measuremeritel®84 hours after
the start of the model simulation.
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For the four measurement days listed in Table 6.2, COg)smulations have been performed
using a model domain that comprises the eastern Meditemnamegion (see Fig. 6.1) and a hori-
zontal resolution of 7 km. The (rotated) model grid congi$800 grid points in the longitudinal
times 360 in the latitudinal direction. All simulations lealeen started at 00 UTC three days
before the measurement day (i.e. on 2001-11-15, 2003-026®%-04-11 and 2006-01-26), and
the model has been run for four consecutive days. Hourlyutuwtpall relevant meteorological
fields has been produced. The main evaluation time, for wimoht of the maps are shown in
the following, is 12 UTC on the measurement day. For compangith the measurements, the
modeled (isotope) specific humidities at the four grid poadjacent to the location of Rehovot
have been averaged over the sampling periods (weightedthgtBimulated specific humidity
of total water vapor). In the standard setup that has beeleddpr all case studies the wind
speed independent parameterization of isotope fractmmdtring evaporation from the ocean
has been used (cf. equation 5.5), and the global closurengs$igun (equation 5.2) has been em-
ployed for the initialization of the atmospheric isotopé&aa (cf. chapter 5). Two sensitivity
experiments exploring these parameterization settings haen performed for one case study
(2001-11-18) and will be presented in section 6.4.5.

6.4.2 Simulated meteorology

In order to evaluate the general performance of the COSMOemadsimulating the meteo-
rological conditions during the selected cases, severtdangogical model output fields have
been compared to ECMWF analysis data. Root mean squars éRBISE) between simulated
and analyzed geopotential height of the 500 hPa iso-sufi#s@0) and vertically integrated
water vapor content (TWV) have been calculated at everygi@analysis time step within a
model run. Therefore, the ECMWF analyses have been biljhaderpolated to the COSMO
model grid, and the following equation has been used to kethe RMSE:

NionMNiat

1 Nion Niat o L
RMSE= J Zl Z (Z500c0smali, j) — Z500cmwe(i, )2,
= j:l

wheren,g, andng; denote the number of model grid points in longitudinal andueinal direc-
tion, respectively (the RMSE for TWV has been computed atiogty). In addition, maps of
equivalent potential temperature on 850 hPa (THES850) aadesel pressure (SLP) at 12 UTC
on the measurement days have been evaluated qualitatively.

Figure 6.8a shows the temporal evolution of the RMSE of Z50ffall model simulations. This
field has been chosen for the model evaluation because @ses the large scale circulation
in the middle troposphere. Already at the first time step ahemodel run, there is some
difference between the analyses and the COSMO model fiadslting in a non-zero RMSE.
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Figure 6.8. Root mean square errors GOSMOsimulations (with respect to ECMWF analyses)
of 500 hPa geopotential height (a) and vertically integchteater vapor content (b)
for the four case studies. The ECMWF analyses have beemdnilininterpolated
to theCOSMOmodel grid in order to perform this comparison.

This difference is due to the differing methods used to pu&te the data to the fine COSMO
grid: the ECMWEF field is a simple bilinear horizontal intelgiion of the corresponding coarser
analysis, whereas the COSMO model field has been producdtkb@®SMO pre-processing
tool from the same original data (recall that ECMWF analysesused to initialize the model).
This pre-processing tool, in addition to just interpolgtithe coarse data, takes into account
the influence of the varying vertical resolution and the fimexdel orography. Thereby, some
spurious small scale variability is introduced to Z500 tlsatot present in the original analysis.
Hence, the RMSE at the first time step measures the deviaitweln model and analysis
fields that is not related to differing meteorological cdimfis, but just to the different spatial
resolutions of the two data sets. For all four model runs showrig. 6.8a, there is only a
moderate increase in the RMSE during the 96 hours of sinauatior the 2003-03-27 case,
the RMSE peaks after about 50 hours and decreases againdatéhe highest RMSE (about
three times the initial value) can be observed at the endea2@®5-04-14 simulation. In the two
additional cases, the RMSE does not grow to more than twosttheeinitial value. Keeping in
mind that Z500 is in the order of 5000 to 6000 meters, the RM8m fall simulations is around
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1-2 per mil. Thus, the large scale tropospheric circulaigorery well captured by the COSMO
model simulations. This is relatively typical for hindcastulations, for which analysis data
are used to constrain the meteorological fields at the baoiewdaf the model domain. For the
case studies shown here, the result is particularly saigtyecause the model domain is rather
small and there is no explosive atmospheric developmeirigithie simulations.

TWV has been included in the COSMO model evaluation sinceaniintegral measure of the
atmospheric hydrological cycle, whose accurate repratientis essential for the water isotope
simulation. The RMSE of this field is shown in Fig. 6.8b. Comguhto Z500, TWV in general
exhibits much more variability on small spatial scales. sThact is reflected in higher relative
RMSE values already at the beginning of the simulation (0Bkg/m?, that is in the order
of 5-10% of the absolute magnitude of the field), which mamgults from deviations in the
continental boundary layer owing to the differing modelgraphies. Nevertheless, the relative
increase of the error is comparable to Z500, i.e. the RMSEmiescomes larger than a factor
of about four times the initial value. Again, for 2003-0342¢& error peaks in the middle of the
simulation. For all other cases, there is a gradual increaiee RMSE; the lowest values are
obtained for the 2006-01-29 simulation. Altogether, tiiewss that the relative contributions of
the diverging meteorological conditions between modelgition and analysis to the errors of
TWYV and Z500 are of comparable magnitude. Thus, the larde $eatures of the hydrological
cycle, just like the large scale tropospheric circulatieme well captured by the COSMO model.
This fact is exemplarily illustrated in Fig. 6.9, where mappd' WV from the model simulation
and from the interpolated ECMWF analysis are shown at 12 W01-11-18. The RMSE
for this date is 2.3 kgm?. This relatively large RMSE mainly results from deviatiamrssmall
spatial scales, e.g. over east Anatolia and the Sinai Réainshereas the large scale moisture

Figure 6.9. Vertically integrated water vapor content (colors, giverkg/m?) at 12 UTC, 2001-
11-18 fromCOSMOmodel simulation (left) and ECMWF analysis data, bilingarl
interpolated on th&€OSMOmodel grid (right).
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distribution (very dry continental air over Turkey and the&lslle east; moist air over the central
Mediterranean) is properly represented in the model sitiaula

2001-11-18,
12 UTC

2003-03-27,
12UTC

2005-04-14,
12UTC

2006-01-29,
12 UTC

Figure 6.10. Equivalent potential temperature on 850 hPa in K (colorsyl @ea level pressure
in hPa (thick black contours). For each case study, resuttsmtheCOSMOmodel
simulation (left column) and ECMWF analysis data (rightwsah) are shown at 12
UTC on the measurement day. THE is masked in areas where theFébsurface
lies below the orography.
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Figure 6.10 shows maps of THE850 and SLP from COSMO simulatamd ECMWF anal-
yses at 12 UTC on the measurement days. THE850 represertemperature and humidity
structure in the lower troposphere, which is an importantrigary condition for the isotope
fractionation parameterization. The SLP is another irstlegreasure for the tropospheric flow
structure and temperature. For THE850, in three of the fases relatively low values can be
found in the north and moderate to high values in the southiratite west of the model do-
main. An exception is the 2005-04-14 case, for which THE&5@ry high in the eastern part
and relatively uniform in the rest of the domain. These galneatterns are well captured by
the COSMO simulations, with some minor deviations on regiatales (e.g., for 2001-11-18
THEB850 is a bit too low in the southwesterly part of the domdar 2003-03-27 somewhat
too high values are simulated over the eastern MediterraBea; and on 2006-01-29 THE850
over the Middle East, also over Israel, is too low in the COSMG@del). Relatively high SLP
values and no large spatial variations in this field occuhatdvaluation dates of the four case
studies (not taking into account the masked regions of hig¥aéons, where the reduction of
surface pressure to sea level introduces some errors). égpean is the SLP gradient over
the western Mediterranean Sea on 2006-01-29. Again, tredserps are fairly well simulated
by the COSMO model. Small deviations occur e.g. on 20018 $elith of Greece, where the
simulated high pressure system is too broad compared totigsss, and on 2006-01-29 in the
eastern part of the domain, where modeled SLP values ararge lip to about 3 hPa.

Altogether, the comparison performed in this section shihasthe COSMO model is well ca-
pable of simulating the meteorological conditions in thetean Mediterranean region during
the four selected case studies. Both the general tropdaspiierulation and the humidity and
temperature structure in the model match the respectivédittons in the ECMWEF analysis data
set, with some minor deviations occurring on regional scaMevertheless, it is important to
note that the simulated surface conditions over the ocehitivare most important for the pa-
rameterization of isotope fractionation during evapamatf water, cannot easily be evaluated,
because there are hardly any appropriate observationalaleaio constrain the ECMWF anal-
ysis fields in these areas. Thus, we cannot rule out that eedi@s in simulating these surface
conditions affect the modeling of isotope ratios in watggaran COSMGQGy,.

6.4.3 Water tagging

As already outlined in section 6.1.2, it is essential forigwope simulation approach pursued
in this study that the fraction of tagged humidity = d/qx reaches a substantial magnitude
at the location and time instant at which modeled isotopédiake to be interpreted, because
only the isotope ratios in this fraction of the total moist@are determined in the model. Here,
we focus on isotopes in water vapor close to the surface ampace these simulated ratios to
measurements at Rehovot. In the following, results arecpted for the temporal evolution of
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the fraction of tagged water vapdy at Rehovot (using average values from the four adjacent
grid points forg!, and gy, as mentioned above) and the spatial pattern of this fraaiothe
lowest COSMO model level at 12 UTC on each measurement daghdfmore, the vertical
distribution of f, is exemplarily illustrated. The latter is not important the isotope ratios
presented below, but will become interesting for futurelis, in particular when investigating
stable water isotopes in precipitation.
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Figure 6.11. Time series of the fraction of tagged water vapgof the lowesCOSMOmodel
level at the location of Rehovot (black lines, axes on the &decific humidi-
ties have been averaged over the four adjacent grid poirfisrdealculating §).
The red dashed curves give the corresponding total specifitdity (axes on the
right). The green lines at the top indicate the measuremernogs.
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Figure 6.11 shows time series &f and of the corresponding total specific humidityat Re-
hovot from the four case study simulations. The tagged vlrpotion grows from zero to values
around 50% already during the first day of each simulatiagicating that water that has evap-
orated from the ocean is transported to Rehovot. Afterwdagiger deviations in the evolution
of fy occur between the four model runs. In the 2005-04-14 caseg ik a large variability in
fy, correlated with variations in the specific humidity. Drgntinental air masses containing
almost no tagged water alternate with more humid oceanimaivhich f, is greater than 50%.
On the third day, the tagged vapor fraction grows larger 8@ and stays high during the rest
of the model run (with a small depression around 12 UTC, 20084, that is again related to
a drop ingy). In the other three cases, the variabilityfinis smaller, and no substantial corre-
lation toq, can be observed. During the last one and a half days of the-204B simulation,

gv considerably decreases, indicating the approach of a drynamtal air mass, which is also
visible in Fig. 6.9. Nevertheless, also in this dry air sonmsture is present that has evaporated
from the sea during the model run, leading to a fairly corstalue of f,. On the contrary, there
is a drop infy during 2003-03-27 that does not coincide with a major changg. Table 6.3
gives the weighted mean valuesfyfat Rehovot for the measurement periods (these periods are
shown as green horizontal lines in Fig. 6.11). The tempoedms have been calculated bases
upon hourly model output, using the simulated total spebifimidity as weighting factor. As
can be seen from the Table, there are some differences in fdratween the cases: A high
value is obtained for 2005-04-14; values for 2001-11-1820@3-03-27 are moderate, but still
fulfill the condition of f, > 60%'; for 2006-01-29, a relatively low, smaller than 60% is ob-
tained. Hence, isotope ratios at Rehovot simulated fordisisdate have to be interpreted more
cautiously than for the other days. Note that on 2006-01428 more clouds occurred in the
Mediterranean region compared to the other three casese(tion 6.4.1), making the simula-
tion of isotope ratios (with the current model version) s reliable.

The spatial pattern off, in water vapor close to the earth surface (on the lowest CO&M@el
level, that is about 20 m above ground) is shown in Figure &t122 UTC on each of the four
measurement days. As expected, the highest valuég af certain locations more than 90%,
occur over the ocean. The pattern over land is very varideleending on the atmospheric flow
conditions. On 2001-11-18, 2003-03-27 and 2006-019alues in the order of 60% can
be observed over north-eastern Africa and the northerngdatte Arabian Peninsula, owing
to the mainly north-westerly or northerly flow in the eastdtaditerranean region during the
preceding hours (see also Fig. 6.6). On 2005-04-14, the flaw mvore westerly, leading to
lower values over Africa and larger values over Turkey andaSyin these regions, there is a

A value of 60% is applied as a benchmark for the fraction ofjeabwater, paralleling the threshold of Ra in
chapters 4 and 5.
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Date fy [%] dfrom COSMQso[%0] dfrom Lag. modelfo] Measuredd [%o]
2001-11-18 70 37.6 37.4 41.1
2003-03-27 65 21.5 22.5 18.8
2005-04-14 85 7.7 9.4 9.3
2006-01-29 57 28.0 25.4 28.1

Table 6.3. Simulated tagged water vapor fraction and d-excess at Relimm COSMQg, case
studies. Numbers give mean values for the correspondingureraent periods (spe-
cific humidities have been averaged over the four adjacentmpints before calcu-
lating f, and d for each time step; the temporal averages have beertedigvith the
simulated specific humidity of total water vapor). The lagi tolumns comprise sim-
ulated d-excess using the Lagrangian approach describetiapter 5 and measured
d for comparison.

stronger decrease @f further inland (compared e.g. to Egypt on the other days}abécking

of the low level flow by the more pronounced orography (inipatar, the western ridge of the
Anatolian mountains is clearly visible in tHg field, compare with Fig. 6.1). It should be noted
here that the wave-like patterns &f that emerge over the ocean at 12 UTC, 2003-03-27, can
also be observed in theg field at this time instance (not shown), indicating that fieisture is

not an artefact of the tagging implementation.

In order to exemplarily illustrate the vertical distribomi of tagged water vapor, Figure 6.13a
shows the integral fraction of tagged vapor in the vertichlimn, calculated as

int __ OZtop q{,dz

v ozmp qu_27
at12 UTC, 2001-11-18. Compared to the patterfi,@mn the lowest model level, the influence of
the atmospheric flow orfﬂ,’“ is even larger, since above the boundary layer, surfaceoestpn
and turbulent mixing are no longer important and the diatidn of ¢f, is mainly determined
by quasi-horizontal advection along (moist) isentropes, amder certain conditions, by deep
convection. In general, the values fj,f“ are smaller tharfy, on the lowest level, because the
source of tagged water is located at the surface. In the éeashpwn in Fig. 6.13, only over
the south-eastern Mediterranean Sea, the Red Sea and Byt reas with{™ > 60% can
be found. Figure 6.13b shows a vertical cross sectiofy along a transect from Tunisia over
the eastern Mediterranean Sea, Cyprus and Syria to Iraqdittdates that over the ocean the
tagged water vapor is well mixed within the boundary layetaip height of ca. 1500-2000 m.
This layer is topped by a region of increased vertical sitgbds shown by the black isentropes
in Fig. 6.13b. Above the boundary layer, almost no taggedw~apn be found, except for one
extended structure close to the Greek coast that reacheas alpost 8000 m. This structure
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Figure 6.12. Fraction of tagged water vapor, in % on the lowesCOSMOmodel level at 12
UTC on each measurement day.

might result from convective vertical transport of taggesisture from the boundary layer into
the free troposphere. Another mechanism that might lealdetdarmation of such structures is
a strong vertical sloping of isentropes associated wittaroéd baroclinity (which is, however,
not observable in Fig. 6.13b). Over the Asian continépts substantially smaller than over the
ocean. This fact again is partially related to blocking @ tlow from the ocean by the Lebanese
coastal mountains, which have about the same height as ¢la@icdoundary layer. Particularly
over the eastern part of the continental domain tagged oreistas been transported to greater
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Figure 6.13. (a) Integral fraction of tagged water vapor in the verticallemn " at 12 UTC,
2001-11-18, given in %. (b) Vertical cross section of thegehwater vapor frac-
tion f, (color) and potential temperature (black contours) alomg twhite line
shown in (a). White masked regions indicate the model opigralong the cross
section.

altitudes (in comparison to the oceanic atmosphere), jptgloaving to the reduced vertical sta-
bility in this region.

In summary, the results presented in this section showlleapproach introduced in this study
(combination of water isotope simulation with explicit ¢aigg of moisture that evaporates from
the ocean) can principally be applied for the simulationsotope ratios in water vapor close
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to the surface, since a substantial amount of vapor can lgedagithin a few days of model
simulation. In three of the four selected case studies, thetibn of tagged humidityfy at
Rehovot in the measurement periods is larger than 60%. Hawthe analyses of the spatial
and temporal variability off, have shown that the success of the method in a particular case
depends on the location where simulated isotope ratio®dre interpreted and on the specific
meteorological situation. In general, with the current elogkrsion the approach is best suited
for the simulation of isotope ratios over the ocean or clogbée coast, preferably in downwind
direction from the sea. Still, it is important to keep in miticht, also if more than 60% of the
moisture has been tagged and its isotope ratios have beatasioh a certain bias might be
introduced by the unknown isotopic composition of the remmg humidity (that amounts to
40% or less).

6.4.4 Simulated isotope fields

In this section, isotope ratios in near-surface water vapgpresented that have been simulated
with COSMQg,. In order to minimize the influence of cloud formation on teetope results
(cf. section 6.4.1) and to avoid biases introduced by thestum@ fraction that could not be tagged
within the simulation (see section 6.4.3 and chapter 5),foleas is again laid on deuterium
excess.

Figure 6.14 shows time series of simulatedxcess at Rehovot for the four case studies. These
values have been obtained by averaging all specific huresd{tf tagged and isotope vapor)
from the four adjacent model grid points and applying equme(6.11) for the calculation of
isotope ratios. For 1% fy < 60%,d is displayed as a gray, fdx, > 60% as a black line (no
values ofd are shown forfy, < 1%). As for the tagged water vapor fraction (cf. Fig. 6.1hgre

are certain differences in the variability dfbetween the four cases: On the one hand, in the
2006-01-29 rurd is fairly constant over more than two days (the fluctuationghie beginning
are not very important due to the low valuej. On the other hand, for the 2001-11-18 case
there is a large increasedof more than 2@, within roughly the same time span. This increase
correlates with a decrease in specific humidity (see aggiroFL1) and is related to the transport
of very dry air from the north to Rehovot (cf. Fig. 6.6). Théet two cases are intermediate
with respect to the variability ofi. In the 2003-03-27 simulatiod exhibits some short term
fluctuations with moderate magnitude; in the 2005-04-14 tlasre are larger variations during
the last one and a half days. The strong fluctuations in thebig of this model run are related
to the alternating oceanic and continental air masses twa &lso caused the variability i)
andqy in this case. However, again the absolute valud,o$ too low to justify confidence in
the simulation ofl during this initial period, in particular regarding the ntaa around 00 UTC,
2005-04-13.

In order to compare these simulationsdoto the measurements, the modeled values have been
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Figure 6.14. Time series of simulated d-excess%i) at Rehovot from the folEOSMQq, case
study simulations. Periods for which the fraction of taggegor f, is larger than
60% are highlighted in black. If,f< 1%, no values are shown for d. The green
lines indicate the observed values during the measurenesitgs.

averaged over the measurement periods, as above weightethevhumidity of total vapor. Ta-
ble 6.3 shows the resulting values together with the resgaesults from the Lagrangian model
introduced in chapter 5. As can be seen from the Table, thebvariability of the four mea-
surements is pretty well captured by COSMO The absolute differences between simulated
and measured values dmod — dmead are always smaller thar¥id, the mean value of these abso-
lute differences is 2%.. Moreover, the performance of COSM@compares well with that of
the Lagrangian model (for which the mean absolute devidtmmn the measurements is5%).
The largest difference between measurement and CQgMithulation occurs on 2001-11-18,
the day with the highest measurdexcess in the whole data set. The underestimatiahiof
the model might be related to an insufficiency of the fracditon parameterization to represent
such an extremd-excess valude A similar underestimation is obtained from the Lagrangian
model, which uses the same parameterization. Anothermeagght be an improper timing in
COSMQsqo: The measurement on 2001-11-18 falls in a period of incngesimulated-excess
(see Fig. 6.14); if in the simulation this increase occutoedate compared to reality, this would

8Recall that the parameter settings in this parameterizatave been tuned in chapter 5 in order to obtain
an optimal consistency between Lagrangian model resuttsreeasurements for the whole data set; this does not
necessarily imply a proper representation of the extremes.



158 Chapter 6. Water Isotopes in the COSMO Model

also explain part of the underestimatiordofPresumably, this timing issue is relevant for the un-
derassessment dfon 2005-04-14 too. Also on this day, the simulatieelxcess variation before
and during the measurement is very large. A small shift af tariation to earlier times would
have a huge impact on the simulatgdalue during the measurement period. In contrast, the
small modeled variability ofi on 2006-01-28 is associated with a very good agreement batwe
measurement and COSN@result. Interestingly, this agreement is neither affedtedhe low
value of fy nor by the high amount of clouds that occurred on this dayHig. 6.7). Finally,
the overestimation ofl on 2003-03-27, which is even stronger in the Lagrangian sitioun,
can hardly be explained with a simple temporal shift and abpbly related to some principal
problem in the isotope simulation approach used here. Theagidecrease of, during the
measurement period (cf. Fig. 6.11) indicates an increasigence of humidity whose isotope
ratios cannot be determined within our model run.

Unfortunately, no measurements are available that alloasaessment of the spatial patterns of
d-excess in the Mediterranean region for the four case stuéience, we compare COSME
simulations of these patterns with results from the diatindgajectory model approach pre-
sented in section 4.4.3 (referred to as DTM in the followinghis approach uses the purely
diagnostic relationship derived in chapter 4 to translagerelative humidity, which is obtained
from the moisture sources of each grid box, idtexcess values. Methodologically, it differs
more from the COSME, simulations than the Lagrangian isotope model introdunechiap-
ter 5 (which uses the same parameterization of isotopeidration as COSME,) and thus

is more suitable for an independent comparison. Figure pr&Sents the simulatetiexcess

in near-surface vapor from COSM@and the DTM at 12 UTC, 2001-11-18. Values are only
shown at points where the fraction of tagged or attributatdéer (f, or Ra, respectively) is
larger than 60%. The-excess fields from both models exhibit a strong spatialigradvith
very high values over the eastern part of the Mediterranadraver values in the west. Apart
from this general pattern, also the quantitative agreerbetween the two simulations is sur-
prisingly good. Only at the western boundary of the COSMO ehddmain, close to Sardinia
and Tunisia, thal values from COSMG, are a little lower than those from the DTM. Also
at 12 UTC on the measurement days of the other three casesttlded-excess fields from
COSMQs, and DTM, displayed in Figure 6.16, are fairly consistente@Rrception is again the
westernmost part of the COSMO domain, where COSM@lues are systematically lower. On
2003-03-27 and 2005-04-14, also over the eastern Mediesrasomewhat lowel-values are
obtained from COSMg,. The agreement in the eastern part is good for the 2006-@h29 In
the COSMO simulation of this last case, some unrealisti@isdity occurs close to the northern
coast of the Adriatic Sea. A closer examination of this aes@als that this variability is related
to inconsistencies in the pre-processing of the ECMWF siinperature data, as described in
section 6.3. In this situation, the relatively simple SStefiintroduced in section 6.3 has not
been sufficient to overcome these inconsistencies.
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Figure 6.15. Simulated deuterium excess in water vapor close to theartgven irfo, at 12

UTC, 2001-11-18. (a) Results fro®OSMQsg, (0n the lowest model level); d is
only shown at locations where the tagged vapor fractignsflarger than 60%.
(b) Results from the diagnostic trajectory modeling (DTMJfprmed in section
4.4.3 (cf. Figure 4.9). Again, only points are shown for vwhgources could be
attributed to more than 60% of the water vap&a(> 0.6). Note that theCOSMO
model domain extends farther to the south than the domaimeathe DTM has
been applied.

The systematic difference betwedrvalues from COSM, and DTM in the western part of
the Mediterranean area most probably results from the pribxiof this region to the boundary
of the COSMO model domain. Owing to this proximity and thef@rably westerly winds, the
tagged moisture present in this region (in a COSM®@odel simulation using the current setup)
has mainly been evaporated from local sources. In contsdkat, the DTM has no boundaries
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2003-03-27,12 UTC

Figure 6.16. Simulated d-excess in water vapor close to the surface @@BMQ, (left col-
umn) and the diagnostic trajectory model DTM (see sectigh34.right col-
umn) given in%., as in Figure 6.15. Points are masked if the fraction of
tagged/attributable water (for Ra respectively) is lower than 60%.

and can thus also take more remote moisture sources intagc@ince the relative humidity in
the Sardinian region is often higher than close to the Sparaast in the west, these systematic
differences in the considered moisture sources are algxted in a difference id-excess be-
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tween the two models (a lower relative humidity during evagion leads to a highet-excess,
cf. chapter 4). It should however be noted that the sensitanalysis in section 4.3.3 has shown
that local moisture sources might be underestimated by agrdngian source analysis (this un-
derestimation might also cause some of the discrepancaslos eastern domain). Therefore,
it is not clear which of the two models produces more realgtralues in the western Mediter-
ranean. Anyway, it has to be kept in mind that, in order to iobaabiased isotope ratios from
COSMQs, model simulations, the main target area should not be Idadtese to the (inflow)
boundary of the model domain.

An apparent feature of the COSN@d-excess field at 12 UTC, 2005-04-14 shown in Fig. 6.16
is the extended region with negative values over the Blaek Sech negative values are rarely
observed and sometimes regarded as erroneous in meastgetmethe model, basically two
processes may generate a negativexcess in water vapor: First, if the ocean is cold and the
atmospheric humidity close to, but below the saturatioueat the sea surface, the Craig-
Gordon parameterization predicts a slightly negativia the evaporation fluk Second, if the
atmospheric specific humidity (on the lowest model leveBhsve the saturation humidity at
the ocean surface, a moisture flux from the atmosphere ietod¢ban occurs. Non-equilibrium
fractionation in this flux leads to a relative enrichmen®dfOp,o4 in atmospheric vapor (com-
pared tod%H,0¢) and thus a decrease of atmospherexcess. In the case of 2005-04-14, most
probably both of these processes contributed to the negatralues over the Black Sea. The
ocean was very cold in the hours before 12 UTC, and the atneoispiumidity varied around
the saturation value. Figure 6.17 exemplarily shows theanaion flux between 03 and 04
UTC on this day. Over the Black Sea, a region of positive flykesfluxes from the atmosphere
into the ocean) has been simulated by the model. In realitpidiity fluxes in this direction have
infrequently been observed in the warm sector of extratadyclones that moved over a cold
ocean Neiman et al.1990). The model results presented here suggest that sxek fhay also
occur without being enforced by large synoptic disturbanead that stable water isotopes, in
particular the deuterium excess, might be convenient atdis for their occurrence and useful
for studying the phenomenon in more detail.

Finally, in addition to the evaluation of simulated deutemi excess, the modeled isotope ra-
tios 8180moq and 3%Hmog are briefly compared to the measurements at Rehovot. Thesresu
from COSMQs,, Which have been averaged over the measurement period @sedsabove

for d-excess, are presented in Table 6.4. Asdipthe general variability of the measurements
is reproduced by COSM; for both 3180 andd?H the rankings of simulated and measured
isotope ratios are in perfect agreement (i.e. the highesietad values correspond to the high-
est measurements and so on). However, all simulated iso&tips are positively biased with

%In this case, the rati6?Heq/ 580eq is smaller than 8 (cf. section 4.3.1) and the influence of equiibrium
fractionation is only minor.
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Figure 6.17. Accumulated evaporation flux from ocean and lakes betweeand304 UTC,
2005-04-14, given itkkg/m?. Negative values denote fluxes from the surface into
the atmosphere, positive fluxes are directed towards thacer

Date 5'80mod [V00] 518Omeas[%0] 5%Hmod [V00] 52Hmeas[%0]
2001-11-18 -13.7 -14.6 -72.3 -75.4
2003-03-27 -12.2 -12.5 -76.1 -80.1
2005-04-14 -10.1 -10.9 -72.9 -77.5
2006-01-29 -13.1 -13.8 -77.0 -82.1

Table 6.4. Simulated §80m0q, °Hmod) and measuredd®Omeas 0°Hmead iSOtope ratios at
Rehovot. COSMQg, model results are mean values for the corresponding measure
ment periods (specific humidities have been averaged oeefollr adjacent grid
points before calculatingd-values for each time step; the temporal averages have
been weighted with the simulated specific humidity of totdevwapor).

respect to the measurements (biases betweéh ard 0.%. for 6180 and between 3%, and
5.1%, for 8°H, compared to measurement precisions of®@.4nd T, respectively). Reasons
for these biases are, as mentioned before, the effects wdslon the isotope ratios (which are
not parameterized in the current version of COSMand the presumably more prolonged
fractionation history of the untagged water vapor (whichas simulated in the model either).
Unfortunately, the number of four data points is too smallitow for a more elaborated statis-
tical analysis of the biases. It is, however, noteable th@biggest deviation between simulated
and measured?H, for which equilibrium fractionation processes in clowae thought to play
a dominant role (cf. section 4.3.2), has occurred on 206@9)the day with the largest cloud
cover in the Mediterranean region (see Fig. 6.7).
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6.4.5 Sensitivity experiments

For the 2001-11-18 case study, two sensitivity experimbatse been performed in order to
investigate the settings of the isotope fractionation ipatarization during evaporation from
the ocean. In the first of these experiments, isotope rat@ma the historical simulation by
Yoshimura et al(2008) with the IsoGSM model have been applied for the ile@dion of the
atmospheric vapor in the parameterization routine instéaicle global closure assumption (see
section 6.3 and chapter 5). The results obtained with thigigeare almost entirely identical
to those described for the standard setting in section .6Modchanges occur in the simulated
isotope ratios at Rehovot and in the spatial pattern ofite&cess at 12 UTC, 2001-11-18 (not
shown). This indicates that the COSM@model results are insensitive to changes in the initial-
ization of atmospheric isotope ratios, which is relevarly @t the very first evaporation event
in each grid cell (for all subsequent evaporation, the igetwomposition of the tagged vapor is
applied as boundary condition, see again section 6.3). Aairbut somewhat less pronounced
insensitivity has been noted for the Lagrangian model iptdreb. Consequently, it is not essen-
tial to employ external isotope data as boundary conditorife evaporation parameterization
in COSMQq,. Instead, the global closure assumption can be used. Tttisdasiderably re-
duces the complexity of data pre-processing necessary@&MOs, Simulations.

In the second sensitivity experiment the parameterizagfathe non-equilibrium fractionation
factork has been altered. Instead of the wind speed independenilftiion developed in chap-
ter 5, the classical parameterization Merlivat and Jouze(1979) has been used. The spatial
pattern of thed-excess at 12 UTC, 2001-11-18 from this sensitivity run isvahin Fig. 6.18.
Comparing this field to the result from the control run showkig. 6.15a, large differences can
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Figure 6.18. Simulated deuterium excess {in) at 12 UTC, 2001-11-18, as in the upper panel
of Figure 6.15, but using the parameterization by Merlivatialouzel (1979) for
the non-equilibrium fractionation factor k.
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be noticedd is greatly reduced in the sensitivity run, in particular Buger values, leading to a
less pronounced spatial gradient over the Mediterranehe.agreement with the DTM model,
which does not explicitely calculate non-equilibrium fiiaoation, is worse for the sensitivity
simulation. Also, thel-excess value at Rehovot, averaged over the measuremend,pehich
amounts to 18.%o, is much less consistent with the measured value of%1tHan the result
from the control run (37.%0). Altogether, this indicates that the parameterizatioMeflivat

and Jouze[(1979) leads to similar problems in COSMg@as in the Lagrangian isotope model
(see again chapter 5). In particular, higlalues are tremendously underestimated. Of course,
this conclusion will again have to be confirmed with the hel@dditional case studies, also
from different regions.

6.5 Conclusions

In this chapter, the first steps of the development of a newdoinarea water isotope model
named COSM@, have been described. A new approach has been introducedotindines
the simulation of isotope physics with the implementatibmater tracers, which quantify the
amount of water that has been evaporated from the oceangdimenmodel run. This new ap-
proach allows to simulate all relevant isotope physics withe regional model, without having
to rely on external isotope fields (e.g. from a GCM) as boundandition. Moreover, with the
help of the new approach the model can be run in forecast oichst mode (making sure that
the modeled meteorology is never far from reality, in costtta default climate simulations)
and simulated isotope ratios can directly be compared tsuarements on daily to hourly time
scales.

With the help of four case studies, it has been demonstragg@tur new model approach is prin-
cipally applicable for the simulation of isotope ratios iater vapor close to the earth’s surface.
Within three of the four 4-day model runs, it has been posdiblsimulate the isotope ratios
in at least 60% of the water vapor at Rehovot, where isotopgsarements have been avail-
able, and also over larger areas in the Mediterranean régronarily over the ocean and near
the coast). However, it has also been shown that the actatibkpattern of tagged moisture
strongly depends on the specific meteorological situatidence, the success of our approach
cannot be a priori guaranteed. Furthermore, it is not yetrdafehe method can be applied with
comparable success to simulate isotope ratios in cloudrwaie or vapor at higher altitudes
(for near-surface vapor, this is relatively easy since guge close to the evaporation source).
The vertical distribution of tagged vapor that has exenilglaeen shown in section 6.4.4 indi-
cates that humidity above the boundary layer may have a namgériresidence time than below
(at greater heights, the fraction of tagged vapor still ibegasmall after a 4-day simulation). Of
course, this might not be the case in situations charaetéfiy more active weather systems
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leading to enhanced vertical moisture transport and pitatign. Altogether, it is well possible

that the tagging approach has to be refined to account for duificailt conditions and demands
in future applications. One obvious way to do this is the ienpéntation of evapotranspiration
from land areas as an additional source for the tagged wstée.cOther possibilities may be
to use the COSMO model in nudging mode (that allows to perimone prolonged simulations
by nudging the meteorological model fields with observatmrto create an “isotope analysis”
with the help of subsequent short term COSh@orecasts.

The d-excess at Rehovot simulated by COSpMQs in very good agreement with the mea-
surements performed there. The variability in the selestedsurement data has been properly
captured by the model. The performance of COSM@ comparable to that of the Lagrangian
isotope model introduced in chapter 5. Keeping in mind thatlatter is based on the meteoro-
logical analyses from the ECMWEF, whereas in COSM@lso the meteorological conditions in
the Mediterranean region are independently simulatesi félat is particularly noteworthy. Also
for the isotope ratio$80 andd?H, there is a fair agreement between COSM¢®imulations
and measurements, except for a positive bias of the moddltseabat can be explained with
the omission of in-cloud fractionation processes in the ehoth order to perform a statistical
evaluation of the simulated isotope results with respettidaneasurements, the number of four
case studies that have been performed so far is not suffichatditional simulations will be
conducted in the future.

The spatial distribution of COSMg) d-excess compares well with the corresponding patterns
from the diagnostic trajectory model described in chaptelHdere is a lot of spatial variabil-

ity in the simulatedd-excess fields that cannot yet be validated with measuremEeiapefully,

this will be possible in the future using additional obs¢itvas, in particular from satellites. To
date, satellite measurements of water isotopes have ogly performed for middle and upper
tropospheric vapor (e.§Vorden et al.2007). Also the temporal variability af at Rehovot on
sub-daily time scales simulated by COSM(Js often rather large. These short term variations
cannot yet be directly verified with measureméhtdNevertheless, they give support to the hy-
pothesis that stable isotopes may be used as valuable proiibe atmospheric hydrological
cycle also on very short time scales.

As mentioned before, the implementation of water taggirgjiaatope physics in the COSMO
model performed here primarily serves as a starting poime. miodel will be completed in future
work, and parameterizations for all fractionation proesss the atmospheric water cycle will
be included, in particular during the formation of cloudsl gmecipitation and the interaction

19Measurements of stable isotopes on hourly basis perfortribe &Veizmann Institute during the second half
of 2008 reveal similar short term variability (Leon Petgrsrs. comn). These measurements will be used to
evaluate the COSMg) simulations in future work.
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of atmospheric moisture with the land surface. With the @atbn performed in this chapter, it
has been validated that the first step of the water cycle cgaipn from the ocean, is properly
represented in the model.



Chapter 7

Outlook

The main objective of this thesis has been to improve our tataieding of physical processes
that link climate parameters and proxy data and are thus ritapofor the reconstruction of
past climate and weather events. Technically, severaladsthave been applied in order to ad-
dress this objective, encompassing statistical data sesly agrangian trajectory calculations
and atmospheric simulations using a mesoscale limiteg+ael. The focus has been on the
investigation of two specific types of climate proxies, daten lake sediments and stable water
isotopes.

In the first part of this thesis, a comprehensive meteorofdglata set has been presented and
statistically analyzed. In future research, this data sst be applied for exploring correlations
between climate parameters and lake sediment data. In #yisnew climate proxies, particu-
larly for the reconstruction of extreme weather events,imastablished and investigated using
statistical calibration methods. A first pilot study, foogson the calibration of a proxy for ex-
treme windstorms (see chapter 3) demonstrates the fegsénid usefulness of this approach.
In this study, a geological hypothesis on the correlatiomvben windstorms and peaks of the
guartz grain concentration in a sediment core has beenegwiith the help of the meteoro-
logical data. This correlation may become the basis for ¢leemstruction of paleo-windstorm
records from lake sediments. However, the rather small mummbwindstorms recovered in the
core has not been sufficient to establish a quantitativefeafunction, for example in terms of

a threshold value of wind velocity whose exceedance leattsetéormation of a storm layer in
the sediment. This may be achieved in future studies by uig from other suitable lakes.
Altogether, in this first part of the thesis the physical gsses determining proxy signals have
not been studied directly (e.g. by probing the sedimentspart in a lake), but a rather general
framework has been established for evaluating physidaled hypotheses on these processes
through the application of statistical methods to hightifqyalimatological data sets.

The data and methods introduced in chapters 2 and 3 may alssdbal for other investiga-
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tions that are not directly related to paleoclimate proxksr instance, they can be applied for
validating climate model simulations with respect to thealoclimate in the Eifel region. In
addition, certain climatological features discoveredehmight become starting points for fur-
ther research, like the variability of drought occurrennaedecadal time scales (and its potential
relation to atmospheric circulation modes) or the conterapeity of flood events on relatively
large spatial scales. Two additional aspects of the meitagioal data base that have not been
fully addressed in this thesis, but might be important faufe research are the temporal homo-
geneity of the data (which has to be checked in a more thoraaghf e.g. temporal trends are
investigated) and the issue of interpolating a meteorobdgiarameter to an arbitrary location
(for which the simple, linear method applied here might resbfficient if the interpolated val-
ues shall be interpreted more quantitatively).

The second part of this thesis has been concerned with tigsenaf stable isotopes in atmo-
spheric water vapor. By focusing on short, synoptic timéesgahe physical processes determin-
ing these isotope ratios could be directly explored. Inipaldr, quantitative transfer functions
have been obtained for the correlation between deuteriw@ssxand environmental conditions
during water evaporation from the ocean, and physical peramzations of the relevant pro-
cesses have been tested and complemented. Owing to thécsfoecis of this approach (short
time scales, water vapor, evaporation from the ocean),gbdts are not immediately applica-
ble for the interpretation of proxy ddtaNevertheless, the methods developed here may also
be used as a basis for the calibration of ice core data induesearch. The Lagrangian diag-
nostic introduced in chapter 4 can be expanded to accourtdiditional processes associated
with precipitation formation, and it should be relativetyasghtforward to use this approach also
on longer time scales (c6odemann et gl2008b). Furthermore, better constraints on specific
fractionation processes obtained with the help of the nigalemodels introduced in chapters
5 and 6 (e.g. the new parameter settings for the Craig-Gomaatel) could be important for
a more realistic simulation of water isotopes in GCMs. Asrémults from isotope GCMs are
essential for many paleoclimatological applications.(eugh respect to the non-stationarity of
the isotope-temperature relationship in time during déife climate regimes), this would have
important indirect consequences for the interpretatioproky records.

Again, several methodological advancements describeaeirs¢cond part of this work are di-
rectly helpful for other research areas not immediatelgtesl to climate proxies. The setting of
the Craig-Gordon parameterization of isotope fractiaratiuring evaporation from the ocean
can be adopted for various applications, for instance irrdigdy. In addition, this parame-
terization can be combined with recent trajectory modetsfrfactionation in cloudsHelsen

et al, 2007;Sodemann et gl2008a) in order to obtain an extensive Lagrangian isotopeet)

1However, the weak correlation betwes@xcess and SST at least challenges the physical foundsionrce
temperature reconstructions from ice cores.
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which would be suitable for incorporating more realistizthdary conditions than the “classi-
cal” Rayleigh models. A progressive development of COSMGpens many opportunities for
process-oriented investigations on the short term isot@pi@bility in atmospheric waters. In
particular, it will be possible to explore isotope signatsn specific weather systems, also by
directly comparing the simulated isotope ratios to measergs. On the one hand, this will
hopefully improve our understanding of different fraction processes. On the other hand, it
might open the way for applying water isotopes as a diagntsti also on synoptic time scales.
For instance, the isotopes in surface precipitation mightycinformation on cloud formation
temperatures, rain evaporation rates and water origin.

In conclusion, this discussion shows that the presentghéysi focusing on the development
of novel methodological approaches, serves as an impastarting point for future studies
on different aspects of paleoclimate research. Moreoterptocess understanding obtained
from analyzing present-day climate conditions can alsodafullin other areas of atmospheric
sciences.






Appendix A

210pph Measurements from the SMf Core

Table A.1 and Figure A.1 show tifé%b data that have been used to construct the age model
of the SMf sediment core. These data were measured by daeuing assay in the Liverpool
University Environmental Radioactivity Laboratory. Seped?1%Pb activity was assumed to

be equal to the measured activity’3fRa.

The overall trend of1%b activity closely approximates that of an exponentiadtieh down to

a depth of around 20 cm, where equilibrium with supporéfRa is reached. However, this
trend is punctuated by three layers with greatly reducadigcat 12.5 cm, 15.5cmand 17.5 cm.
These layers are also characterized by redéé#h concentrations and, in two cases, a reduced
water content. They most probably have been formed by megeraent of older material from
the periphery of the maar. In the case of the layer at 15.5 big,réarrangement may have
coincided with the formation of the windstorm layer at 15 dime other two layers are not
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Figure A.1. Measured totaf'%Pbactivity from the SMf core.
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Depth 2% total 21%b total 219Pb supported 21%b supported

[cm| Ba/kg + Ba/kg +

0.5 490.9 111.4 79.8 57
2.5 397.3 39.2 79.8 57
45 3994 41.4 79.7 8.1
6.5 464.6 37.0 88.0 10.3
8.5 329.8 17.7 80.4 5.0
9.5 298.3 31.7 77.5 8.3
10.5 224.9 20.4 61.3 54
11.5 264.4 25.7 63.8 6.7
12.5 61.0 16.0 41.3 3.6
13.5 230.3 18.8 62.6 4.4
14.5 182.5 14.0 79.3 4.1
15.5 52.8 25.4 53.2 6.1
16.5 194.4 21.1 82.0 6.6
17.5 58.0 10.5 23.9 2.6
18.5 151.6 19.0 57.2 4.5
19.5 100.5 9.6 58.3 2.3
215 42.8 25.1 61.9 52
23.5 63.7 16.7 59.0 3.2
25.5 47.0 12.6 59.9 3.9

Table A.1. Total and supported!®Pbactivity from the SMf core.

related to increased silt concentrations. All three layeth reduced?1%Pb activity have been
excluded from the calculation of the age model. Since thedtie unsupportedPb activity
suggests that this activity should be above limits of deseaiown to a depth of around 30 cm,
there might be a hiatus in the sediment in a depth of 20 cm @vtier measurements indicate
equilibrium betweert1%Pb and??®Ra). This hiatus does not influence the windstorm allocation
performed in this study, because we only use data from dejiittage 20 cm. In order to avoid
impacts on the chronology, the final CRS age model has beeulatd using thé3’Cs/?1%Pb
marker of the 1963 fallout maximum as a reference point.



Appendix B

Technical Remarks onCOSMQ, Variables
and Namelists

This appendix contains two tables that can be helpful forstep of COSM@, model runs.
Table B.1 describes all variables that have been added t6@®MO model as GRIB output
fields. These variables are contained in a new GRIB table taltke number 206. Table B.2
shows the namelist parameters of the new nam&88CTL and describes their possible and
default settings.
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Variable Code Level Unit Note
QVTAG 1 110  kg/kg qd,
QU180 2 110  kg/(kg-VSMOW-j)  18g,
QV2H 3 110  kg/(kg-VSMOW:.j) 20y
QCTAG 4 110  kg/kg .
QC180 5 110  kg/(kg-VSMOW-j)  18q.
QC2H 6 110 kg (kg-VSMOW:.j) 20c
QITAG 7 110  kg/kg o
QI180 8 110 kg (kg-VSMOW:.j) By,
QI2H 9 110 kg (kg-VSMOW:.j) 2qi
QRTAG 10 110  kg/kg o}
QR180 11 110  kg'(kg-VSMOW:j) 18
QR2H 12 110  kg'(kg-VSMOW:j)  2q
QSTAG 13 110  kg/kg o
QS180 14 110  kg(kg-VSMOW:j) gs
QS2H 15 110  kg'(kg-VSMOW:j)  2qs
PRR_TAGG 16 1 kg/(m?-s) pasht
PRR_180.G 17 1 kg/(m?-s-VSMOW.j) 18p%°P
PRR2HG 18 1 kg/(m?-s-VSMOW-j) 2p%P
PRS_TAGG 19 1 kg/(m?-9) Pyt
PRS_180.G 20 1 kg/(m?-s-VSMOW.j) 18pJsP
PRS2HG 21 1 kg/(m?-s-VSMOW-j) 2P$P
PRR.TAG.C 22 1 kg/(m?-5) peont
PRR 180 C 23 1 kg/(m?-s- VSMOW:.j) 18pcon
PRR2HC 24 1 kg/(m?-s-VSMOW-j) 2pcon

Table B.1. GRIB table that has been introduced for the GRIB output ofrtee COSMQqq
model variables, describing tagged (index t) and isotopdi¢es 18 foiH,80 and
2 for HDO) moisture fields. The corresponding GRIB table number is 206e
Level code 110 denotes three-dimensional atmosphericfikddel code 1 denotes
2-d surface fields. VSMOW is the isotopic composition ofndeBtandard Mean
Ocean Water (for the respective isotope), j is the ratio efitolecular weights of
the heavy isotope and standard water. g denotes specificdityni#¥sP and P°" give
the rates of grid scale and convective precipitation at thdace, and RSP and R°"
denote the corresponding accumulated precipitation fluxg® gives the vertical
integral of a moisture field, E denotes the accumulated enaionm flux. Finally, v
stands for water vapor, ¢ for cloud water, i for cloud ice, r fain and s for snow.
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Variable Code Level Unit Note
PRS.TAGC 25 1 kg/(m?-s) pso
PRS_180.C 26 1 kg/(m?-s-VSMOW-j) 18pgon
PRS2HC 27 1 kg/(m?-s-VSMOW-j) 2pgon
RAIN.TAGG 28 1 kgy/m? RYSP!
RAIN_.180.G 29 1 kg/(m?-VSMOW.j)  18RJP
RAIN2HG 30 1 kg/(m?-VSMOW.j)  2RP*P
SNOW.TAGG 31 1 kgy/m? RSP
SNOW_180.G 32 1 kg/(m?-VSMOW-j)  18RZP
SNOW2HG 33 1 kg/(m?-VSMOW-.j) 2R3
RAIN.TAG.C 34 1 kgy m? Reo
RAIN.180C 35 1 kg/(m?-VSMOW-j)  18Rreon
RAIN2HC 36 1 kg/(m?-VSMOW-j)  2Reon
SNOW.TAG.C 37 1 kgy/m? RSO
SNOW_180C 38 1 kg/(m?-VSMOW-j)  18Rgon
SNOW.2HC 39 1 kg/(m?-VSMOW-j)  2REon
TQUTAG 40 1 kg/m? gt

TQCTAG 41 1 kg/m? gt

TQITAG 42 1 kg/m? gt

TQRTAG 43 1 kg/m? gt

TQSTAG 44 1 kg/m? gt

EVAPTAG 45 1 kg/m? E!

EVAP180 46 1 kg/(m?-VSMOW-j) 18,
EVAP2H 47 1 kg/(m?-VSMOW-j)  2E,

Table B.1. (continued)
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Appendix B. Technical Remarks onCOSMQs, Variables and Namelists

Name

Type

Description Default

liso

imodturcor_iso

ltagreg

regbound

Imassfcor_iso

roce_iso

levapext_iso

imodevap_iso

expk_iso

LOG

INT

LOG

REAL

LOG

REAL

LOG

INT

REAL

Main switch for isotope simulation (from TRUE
namelistRUNCTL).

Type of turbulent transport correction with 1
respect to sub-grid scale clouds (see ap-

pendix C);

0: no correction,

1: parameterization with revised liquid water

content,

2. parameterization using the fluxes @f

andé,,.

Water tagging only in a pre-defined region, FALSE
specified by parameteegbound.

Region for water tagging. Four values have(0. ,0.,0.,0.)
to be given, specifying minimum longitude,

maximum longitude, minimum latitude and

maximum latitude in rotated coordinates.

Mass flux correction of isotope fields after = TRUE
vertical diffusion.

Isotope ratios of the ocean water, relf1.0017,1.0082)
ative to VSMOW £8R_/®Rysmow,

%R /%Rvsmow)-

Boundary isotope values of the atmospheric FALSE
vapor for the evaporation parameterization

are provided as external dat&®a( at first

evaporation event).

Type of parameterization for isotope frac- 2
tionation during water evaporation from the

ocean;

1: classical parameterization aftterlivat

and Jouze(1979),

2: new, wind speed independent parameteri-

zation from chapter 5.

Exponent for non-equilibrium fractionation 0.24
factor if imodevap_iso=2.

Table B.2. Namelist parameters from the new nameliS0CTL (except forliso, which belongs
to the namelisRUNCTL).
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Sub-grid Scale Clouds INCOSMQq,

As outlined in section 6.2.3, in the turbulence paramedtion routine of the COSMO model
two steps are performed that directly or indirectly influetize transport of water species in the
model: First, the turbulent transport coefficients aredaked, which are used to parameterize
vertical turbulent fluxes and surface layer fluxes. Thesespart coefficients can be applied
for the tagged water species in the same way as for total wthies no adaptations for water
tagging have to be made in this first step. Second, an adjaswhéhe vertical fluxes of water
vapor and cloud water is performed within the turbulencapeaterization (by updating the ten-
dencies ofy, andqc). This adjustment integrates the effects of subgrid-sclalediness, using

a variant of the statistical cloud condensation schem&dymeria and Deardorff1976). In
order to develop a fully consistent tagging model, thesecéffalso have to be considered for the
tagged water quantities, denotgd andqc; in this chapter. Therefore, in the following the flux
adjustment is described in some detail (referring to an bhglved document by M. Raschendor-
fer, DWD, and the COSMO Fortran code) and its adaption fotalyged water fields is outlined.

In the warm cloud condensation schemeSpymmeria and Deardorif1976), cloud condensa-
tion is assumed to occur at certain, statistically distelddocations within grid boxes that are
not entirely saturated. A bivariate Gaussian distributeoassumed for the cloud conservative
variablesy,, (total water content) anél,, (liquid water potential temperature) in such a grid box.
These variables are defined as follows:

Qv = QvtQc, (C.1)
By = 6—9¢-qc, (C.2)

wheref denotes potential temperature ahdis given by

e = Lo , (C.3)
Cpdlp
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178 Appendix C. Sub-grid Scale Clouds inCOSMQg,

with L. being the specific heat of condensatiapy the specific heat capacity of dry air for
constant pressure amgthe Exner factor. This factor is given by

%
rp= (Fpr) i (C.4)

with p denoting pressuréy the gas constant for dry air and finally = 1000 hPa the standard
reference pressure. In the following, it is assumed thaEtreer factorr , (and thereby alsé)
can be treated like a constant in a given grid cell. With thHp béthe scheme ocfommeria and
Deardorff (1976) and given the assumptions for the statistical tstion of g,, and 6,, men-
tioned above (bivariate normal, with the variances andetation of these variables estimated
from the previous model time step), a revised liquid watertentdc, including the effects of
subgrid-scale clouds, and a fractional cloud cayaran be calculated for each grid box.

In order to parameterize the additional vertical turbutesmsport of the prognostic model vari-
ablesqy, andg; emerging from this revision dji, the fluxes of these prognostic variables are
expressed in terms of the fluxesapf and 6,,. Using Reynolds decomposition, e.g. the vertical
turbulent flux ofqc is given bypw/q,, wherep is the total density of the aiw the vertical wind
velocity, and the over-bar denotes a temporal average. elsdturated part of a grid cell, the
following approximation can be applied denotes saturation humidity):

aqVST/ ~ O00vs
oT oT

o ~ Ovs(T) — aus(T) = rpd’, (C.5)
i.e. the temporal fluctuations of water vapor are relateductdlations of potential temperature
by assuming the temperature dependence of the saturatiowlityito be the dominant factor.
In the following, the derivative of saturation humidity Witespect to temperature, .= %qus'
is also treated as a constant within a grid volume. Applyiggations (C.1), (C.2) and the
approximation given in (C.5), the vertical flux gf in the saturated part of a grid cell can be

written as follows:

pWQe = PWa,—PpWa,
X PWOY —rpapw o’
= pwWdq),—rpa (W8}, + Sc.pwWay) . (C.6)

Solving this equation for the flux ajf; yields

WL = (oW, —rpapw6y) . (C.7)

1+rpade

In an unsaturated part of the grid volunwg, and thuspwq;, is zero. In the general case of
arbitrary partial cloud cover (& rc < 1), assuming that the average valuesgptind6,, do not
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differ between cloudy and cloud-free subdivisions of thie gell, linear interpolation between
the saturated and the unsaturated solution can be applied:

- r - -
W = r;aﬁc (PW iy, —rpapWey,) . (C.8)

From equations (C.1) and (C.8), the vertical turbulent flig,as calculated as follows:

pwW, = (L+rpade—rc) pWdy + rprcapwey) . (C.9)

1+rpade
As mentioned aboveK-theory is applied in the COSMO model, i.e. all vertical flaxae pa-
rameterized to be proportional to the vertical gradientthefcorresponding parameters. In the
current setup of COSMgQ, the gradients of the original model variables (i.e. withcensider-
ing subgrid-scale clouds), which are used to calculateutartt transport in the dynamical part
of the model (see section 6.2.3), are subtracted from thdiegres calculated from equations
(C.8) and (C.9) in the turbulence parameterization. Thieisihn equations using these residual
gradients are then solved numerically with an explicit sesbgleading to an additional vertical
transport ofg, anddc.

In order to parameterize an additional transport for thgédgvater fields, two alternatives are
considered. First, the vertical turbulent fluxes of the &fyfjelds are also expressed in terms
of total water content and liquid water potential tempeamtuherefore, the tagged total water
content is defined analogously to equation (C.1):

Owt = Ovt +0ct - (C.10)

This tagged water content, g, does not change during cloud condensation. In the saturate
part of a grid volume, temporal fluctuationsapfin first order are related to fluctuations of satu-
ration humidity and, by this, temperature (see equatiof)jCue to instantaneous condensation
and evaporation processes. Analogously to the saturafjostanent routine (see section 6.2.5),
the fluctuations in tagged specific humidity are thus propoal toq|:

Qe = f- (C.11)

where f; = . /7. for ¢, > 0 and f; = G/, for g, < 0. In the case of arbitrary short term
fluctuations the sign ad;, is neither known nor necessary constant within one mode stap.
Hence, f; cannot be exactly determined. However, due to the stochasture of the fluctua-
tions, f; may be approximated by the fraction of tagged total watehendrid cell (which is
conserved during cloud formation):

fo e WL (C.12)
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Using equations (C.10) and (C.11), the vertical flux of tabgleud water in the saturated case
is given by

sat

PW et = pPW iy — fr-pwia ™, (C.13)

where the water vapor flux under saturated conditions caralmelated by settingc = 1 in
equation (C.9):

. roQ
W Hrpipaﬁc (SecpW i, +pWEy) . (C.14)

In the general case of arbitrary cloud covgrlinear interpolation is applied to obtain
PW L = o (PWely — - P, ™) (C.15)
and (with equation (C.10))
PW G = (1—c) Wy +cfr - pwif, ™ (C.16)

Equations (C.15) and (C.16) (with the help of (C.12) and 4Q).3ive the turbulent fluxes of
Oct anday in terms ofqw, awt and6,. These equations can now be treated in the same way
as equations (C.8) and (C.9) for numerically calculatirgddditional vertical transport of the
tagged water species.

A second, alternative way for applying a vertical transportrection to the tagged water fields
is to use the revised liquid water contegtfrom the subgrid-scale cloud scheme to calculate the
changes in tagged water content due to subgrid-scale clesslvia

chyt = f[ . (qc — qc) (Cl?)
Agqyt = —AQct, (C.18)

wheref; is given by

o (C.19)

Qe (qC - qC) <0
(and thus can be calculated from the prognostic model Vasab The vertical gradients of
the changes in tagged water content given in equations Y@rid (C.18) can then be used to
parameterize the residual vertical turbulent transparsed by subgrid-scale cloudiness, again
applyingK-theory (and using an explicit numerical scheme, as for thdehvariables), andqc

in the turbulence parameterization). This second approad¢he one hand can be implemented
in a more straightforward way than the first one, and it hasatiheantage that no additional
approximations have to be applied (in contrast to equafiGrs) and (C.12), for example). On
the other hand, it differs to a greater extent from the patanmation scheme for the total wa-
ter fieldsq, and gc implemented in the COSMO model, possibly leading to incstesicies.
Moreover, it is an intermediate solution with respect to phgsical complexity, because it in-
corporates only the grid cell average effect of subgridescbudiness on vertical transport and

Qvt ~
ft:{m , (Gc—0qc)>0
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Figure C.1. Vertically integrated tagged water vapor and liquid watentent in% at 9 UTC,
2001-11-18 (control simulation without correction of tutent transport, started at
6 UTC on the same day).

does not take into account the subgrid variability of theggeort terms.

From this argumentation, it is not obvious which of the twprgaches outlined above is more
favorable. Hence, both alternatives have been implement€eOSMQs,, selectable by a
namelist switch. Their effect has been explored in two satiohs (labeledSl andS2). A
third control simulation $0) without additional vertical turbulent transport @f; andqct has
also been performed. The simulations have been run in a snoalel domain covering the
Eastern Mediterranean and for an integration time of thoagd) starting at 06 UTC, 2001-11-
18 (already after such a short integration, the differetet®/een the approaches have become
obvious).

Figure C.1 shows the vertical integrals of tagged water vgpoand liquid water conterg ¢ for

the control simulatiors0. The tagged vapor field is maximal over the ocean, whereogatipn
occurs, and close to zero almost everywhere over land, be¢ha integration time has not been
sufficiently long to allow larger amounts of tagged vaporéablvected over the continents. The
amount of tagged liquid water is very small, because fewdddwave formed in this simulation
and the fraction of tagged vapor in higher altitudes alsamalk In Fig. C.2, differences are
shown between vertically integrated tagged water vapat ljgaid water content) from the first
simulation with correction of turbulent transpo&l( parameterization using the fluxes &y
andé,) and from the control simulatio®). These differences are supposed to disappear in first
order, because the transport correction redistributegethgvater only in the vertical (and such
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Figure C.2. Difference between vertically integrated tagged waterorgfeft) and liquid water
content (right) from simulation with correction of turbulee S (parameterization

with help of the fluxes of,gand 8,,) and control simulation @(as shown in Fig. C.1)
in 5.
m

a redistribution is averaged out by the vertical integrgtidlowever, non-vanishing differences
may appear through second order effects, caused e.g. byiealeind shear. If these second
order effects are only due to transport (and cloud transéition processes can be neglected),
equal amounts of positive and negative differences arectageFig. C.2 shows that the differ-
ences between simulatié®i andS0 are positive almost everywhere in the model domain. In
particular, the differences ak; are up to one order of magnitude larger than the tagged cloud
water fromS0. This points to an unphysical production of tagged wateihleyparameterization
scheme. Such a production might be due to numerical indensies, e.g. the difference be-
tween the implicit scheme used for the vertical transpotthédynamical part of the model and
the explicit scheme in the turbulence parameterizationes€hnconsistencies are particularly
important for the transport of tagged water, because thegponding transport terms (e.g. in
the parameterization of equation (C.15)) are extremelyllsespecially at the beginning of the
simulation. In contrast, the differences between the nattegl tagged water fields & (pa-
rameterization with revised liquid water content) é&dshown in Fig. C.3 are of much smaller
magnitude, pointing to less numerical errors related te plarameterization, although the sign
of the differences also is positive at the majority of thelgroints.

Based on this analysis, the parameterization used in siionl&2, applying equations (C.17)
and (C.18), is thought to be physically more consistent tharone fromS1l. Hence, this pa-
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Figure C.3. Difference between vertically integrated tagged waterorgfeft) and liquid water
content (right) from simulation with correction of turbulee & (parameterization
with revised liquid water content) and control simulatiod (&8s shown in Fig. C.1)
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n .

rameterization is used for the COSM@simulations described in this thesis. However, one
should keep in mind that numerical errors produced by therelization, though small in this
experiment, might grow larger when the integration timenigéased.
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