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Abstract

The standard model (SM) of particle physics is a theory, describing three out of four fundamen-
tal forces. In this model the Cabibbo-Kobayashi-Maskawa (CKM) matrix describes the transforma-
tion between the mass and weak eigenstates of quarks. The matrix properties can be visualized as
triangles in the complex plane. A precise measurement of all triangle parameters can be used to
verify the validity of the SM. The least precisely measured parameter of the triangle is related to
the CKM element |Vtd |, accessible through the mixing frequency (oscillation) of neutral B mesons,
where mixing is the transition of a neutral meson into its anti-particle and vice versa. It is possible
to calculate the CKM element |Vtd | and a related element |Vt s | by measuring the mass differences
∆md (∆ms) between neutral Bd and B̄d (Bs and B̄s) meson mass eigenstates. This measurement is
accomplished by tagging the initial and final state of decaying B mesons and determining their life-
time. Currently the Fermilab Tevatron Collider (providing pp̄ collisions at

p
s=1.96 TeV) is the only

place, where Bs oscillations can be studied.

The first selection of the “golden”, fully hadronic decay mode Bs →πDs(φπ)X at DØ is presented in
this thesis. All data, taken between April 2002 and August 2007 with the DØ detector, corresponding
to an integrated luminosity of

∫
L dt = 2.8fb−1 is used. The oscillation frequency ∆ms and the ratio

|Vtd |/|Vt s | are determined as

∆ms = (16.6+0.5
−0.4(stat)+0.4

−0.3(sys))ps−1,

|Vtd |/|Vt s | = 0.213+0.004
−0.003(exp)±0.008(theor).

These results are consistent with the standard model expectations and no evidence for new physics
is observable.





Kurzzusammenfassung

Das Standard-Modell der Teilchenphysik formuliert das Zusammenspiel von drei der vier funda-
mentalen Kräfte. In diesem Modell beschreibt die Cabibbo-Kobayashi-Maskawa-Matrix (CKM-Ma-
trix) die Transformation von Masseneigenzuständen und schwachen Eigenzuständen der Quarks.
Diese Matrix kann durch Dreiecke in der komplexen Ebene visualisiert werden. Eine Validierung des
Standard-Modells kann durch präzise Messungen aller Dreiecksparameter stattfinden. Der am we-
nigsten genau gemessene Parameter in diesem Zusammenhang ist das CKM-Matrixelement |Vtd |.
Es ist zugänglich über die Mischungsfrequenz von neutralen B-Mesonen, wobei der Begriff Mi-
schung den Übergang von Mesonen in ihre Anti-Teilchen bzw. die umgekehrte Richtung bezeich-
net. Die Bestimmung der Massendifferenzen ∆md und ∆ms zwischen den Masseneigenzuständen
von neutralen Bd - und Bs-Mesonen ermöglicht die Berechnung der CKM-Matrixelemente |Vtd | und
|Vt s |. Für diese Messung müssen der Anfangs- und der Endzustand markiert und die Lebensdauer
des zerfallenden B-Mesons bestimmt werden. Momentan ist der Tevatron-Speicherring am Fermi-
lab der einzige Ort, an dem das Studium von Bs-Oszillationen möglich ist. Dort werden Protonen
und Anti-Protonen bei einer Schwerpunktsenergie von

p
s=1,96 TeV zur Kollision gebracht.

Diese Analyse präsentiert die erste Selektion des hadronischen Zerfallskanals Bs → πDs(φπ)X des
DØ-Experiments. Verwendet wird der komplette Datensatz mit einer integrierten Luminosität von∫

L dt = 2.8fb−1, der zwischen April 2002 und August 2007 aufgezeichnet wurde. Die Oszillations-
frequenz ∆ms und das Verhältnis |Vtd |/|Vt s | wurden zu

∆ms = (16.6+0.5
−0.4(stat)+0.4

−0.3(sys))ps−1,

|Vtd |/|Vt s | = 0.213+0.004
−0.003(exp)±0.008(theor)

bestimmt. Diese Resultate sind im Einklang mit den Vorhersagen des Standard-Modells und zeigen
keine Hinweise auf neue Physik.
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Introduction

“Nearly everything has already been discovered and all that remains is to fill a few holes like the
radiation of blackbodies [1]”. Luckily Max Planck was not discouraged by this proposition of his
professor Philipp von Jolly at university in the late 19th century. He made revolutionary discoveries
and the knowledge, gained in the last 100 years, was very important for the understanding of the
universe as it is known today. For example the concept of particle accelerators was developed in the
last century. It offered a big field for discoveries and concluded in the standard model (SM) of par-
ticle physics, which describes the interaction of fundamental particles quite well and has resisted
rigorous testing for the last couple of decades. However, not all phenomena, for example dark mat-
ter and the matter-anti-matter asymmetry observed in the universe, can be explained by this model.
It is one of the biggest challenges of particle physics to understand the nature of dark matter, which
has a much bigger contribution to the universe than the normal matter [2]. Symmetries and conser-
vation laws, which have always been among the main principles of physics, predict the creation of
particles and anti-particles in pairs only. Therefore, until about 50 years ago, physics was assumed
to be invariant under charge (C) and parity (P) conjugation and did not provide an explanation of
how our universe evolved, as obviously today more matter than anti-matter exists. In 1964, however,
physicists discovered that the CP symmetry is violated in weak force interactions [3].

The Cabibbo-Kobayashi-Maskawa (CKM) matrix [4], [5] describes the relation between weak and
flavor eigenstates of the quarks. The matrix element |Vtd | [6] is the least known element. It is acces-
sible by studying the transition of neutral B mesons to their anti-particles and vice versa, a behav-
ior which is also known as mixing [7]. It is caused by the mass difference between the heavy and
light eigenstates. Since the observation of flavor mixing in the Bd system by the ARGUS collabora-
tion [8] this topic has been studied intensively and was well measured at the B-factories BaBar [9]
and Belle [10]. However, the relationship between ∆md and |Vtd | allows a determination of |Vtd |
with an accuracy of only 12% [11], as it contains nonpertubative QCD effects. By measuring the
mass differences ∆md and ∆ms and calculating their ratio most of these uncertainties cancel out,
allowing a determination of |Vtd |/|Vt s | with an accuracy of 4% [11]. The Tevatron Collider [12] at the
Fermi National Accelerator Laboratory is currently the only place worldwide where mixing in the
Bs system can be observed, allowing to measure the CKM matrix element |Vtd | precisely. A devia-
tion of this measurement from the SM prediction would be an evidence of new physics and could
help in understanding problems like the existence of dark matter.
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Introduction

Chapter 1 gives a brief introduction to the standard model of particle physics and explains the im-
portance of Bs mixing. It is followed by the main principles (Chapter 2) of how to measure the
oscillation frequency ∆ms at hadron colliders, such as the Fermilab Tevatron, which is described in
detail in Chapter 3. The DØ detector, which was used to collect the data the analysis in this thesis is
based on is also described in Chapter 3. Afterwards the principles on the identification and record-
ing of interesting B physics events are discussed in Chapter 4. The reconstruction of the events
is presented in Chapter 5, where the used Monte Carlo simulation and the software packages pro-
vided by the DØ B physics group are also introduced. For further measurements the signal has to
be selected (Chapter 6) out of the recorded dataset. In order to determine the oscillation frequency
a lifetime measurement has to be performed (Chapter 7) and the initial and final states have to be
tagged (Chapter 8). The extraction of the oscillation frequency ∆ms and the measurement of the
CKM element ratio |Vtd |/|Vt s | is presented in Chapter 9, where consistency checks and systematic
uncertainties are shown. Finally, a summary and an outlook for future experiments are given in
chapter 10.
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1
Beauty in the Standard Model

The standard model (SM) of particle physics describes the state-of-the-art knowledge of the fun-
damental forces and elementary particles of matter. An overview of symmetries, as they appear in
nature is briefly given (Section 1.1). It is followed by an explanation of the elementary particles:
quarks and leptons (Section 1.2.1). Afterwards, the fundamental forces and their force carriers – the
bosons – are described in detail. The interaction of quarks is introduced in Section 1.2.4, which
leads to a theoretical description of the CKM1 matrix. The main principles of neutral meson mixing
are explained in Section 1.3, while the specialties and the measurement at hadron colliders will be
described afterwards in Section 1.4.

1.1. Symmetries in Physics

Conservation laws like the conservation of energy or momentum have always been very impor-
tant in physics and are directly related to symmetries appearing in nature. Even the most simple
creatures, like the single-celled radiolarian (left-hand side of Figure 1.1) have a symmetric shape.
Another example is the baryon octet (right-hand side of Figure 1.1), where the baryons are ordered
by the quantum numbers isospin I3 and strangeness S and build a simple symmetric shape. In
1915 Emmy Noether postulated a theorem [13], which stated that “every symmetry gives a con-
served quantity”. This means, that every physical experiment that has the same outcome regardless
of place or time has a Lagrangian, which is symmetric under continuous translations in space and
time. This leads to the conservation laws of linear momentum and energy within this system

∂

∂q
L (q, q̇ , t ) = 0 and

∂

∂t
L (q, q̇ , t ) = 0. (1.1)

Similarly, a system that behaves the same regardless of its orientation in space exhibits conservation
of angular momentum. The most important discrete symmetries2 are the parity transformation (P),
the time inversion (T) and the charge conjugation (C). They deal with the questions, respectively, of

1Cabibbo-Kobayashi-Maskawa
2A discrete symmetry is a symmetry under the transformations of a group, with a discrete topology.

3



1. Beauty in the Standard Model

Figure 1.1: Symmetries in nature. On the left side a radiolarian is shown, a single-celled organism living on the
bottom of the sea and occurring in amazing variety. The baryon octet as an example of symmetries in particle
physics is shown on the right.

whether a particle behaves in a different way if its spatial configuration is reversed (P), if the direc-
tion of time is made to run backwards instead of forward (T), or if matter particles are changed to
antimatter (C).

By expanding the invariant from n-dimensional Lie groups to infinite dimensional groups, this the-
ory evolves to a gauge theory3 for the standard model. Therefore, the invariance of particle fields
under local gauge transformations and the underlying symmetry groups are very important. The
symmetry group in the standard model is SU (3)C × SU (2)L ×U (1)Y . The group SU (3)C describes
the strong interaction (Section 1.2.2) and its interaction particles – the gluons – which couple to the
color charge C 4. The electroweak unification is accomplished under an SU (2)L×U (1)Y gauge group.

1.2. The Standard Model

The standard model is a theory, describing three out of four fundamental forces. It was excessively
tested during the last few decades and nearly all these impressively precise measurements were
correctly predicted by the model. Today, there is only one jigsaw piece still undiscovered, the Higgs
boson, which is predicted by the standard model and explains the difference between the massless
photon, which mediates electromagnetism, and the relatively massive W and Z bosons, which me-
diate the weak force. However, there are still missing parts. The standard model does not attempt
to explain gravity, and it is unknown how to combine quantum field theory which is used for the
standard model with general relativity which is the best physical model of gravity. Phenomena like
the matter-anti-matter asymmetry or the existence of dark matter are also not explainable by the
standard model.

3Gauge theory is a quantum field theory where the Lagrangian is invariant under certain transformations.
4The color charge explains how quarks could coexist inside some hadrons in otherwise identical states and still satisfy the Pauli exclu-

sion principle.
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1.2. The Standard Model

Family Charge 1st generation 2nd generation 3rd generation

u c t

up charm top
+ 2

3

m = (1.5 to 3.0) MeV/c2 m = (1.25±0.09) MeV/c2 m = (174.2±3.3) GeV/c2

d s b

down strange beauty

Quarks

+ 2
3

m = (3 to 7) MeV/c2 m = (95±25) MeV/c2 m = (4.20±0.07) GeV/c2

νe νµ ντ

electron-neutrino muon-neutrino tau-neutrino
0

m < 225eV /c2 m < 0.19 MeV/c2 m < 18.2 MeV/c2

e µ τ

electron muon tau

Leptons

-1

m = (0.511±4e−8) MeV/c2 m = (105.7±9e−6) MeV/c2 m = (1776.99+0.29
−0.26) MeV/c2

Table 1.1: Overview of all fermions, which are classified into two families. Each family has three generations.
All masses are world-averages [6].

1.2.1. Quarks and Leptons

For much of the 20th century it was believed, that matter is built of electrons, protons and neutrons
as elementary particles. As it turned out, this is true for electrons, but protons and neutrons showed
a sub-structure in deep inelastic scattering experiments [14]. In 1969 Richard Feynman postulated
the parton model to explain this behavior [15]. Later on these particles were called quarks by Gell-
Mann and Ne’eman [16]. Nowadays six different quarks are known. Their characteristics lead to a
classification into three generations (Table 1.1), where all generations consist of two quarks, having
either an electrical charge of +2

3 for up-type quarks or −1
3 for down-type quarks. The last quark –

the top-quark – was found in 1995 at the Fermilab Tevatron Collider [17], [18].

It turned out that this classification is also true for the electron, having two similar particles – the
muon and the tau – which are all combined into the leptons, all having charge −1. All three charged
leptons have partners with neutral charge – the neutrinos. Table 1.1 shows an overview of all quarks
and leptons, which are also known as fermions. All fermions are spin- 1

2 particles. There is an anti-
particle for every fermion, which has the same mass, but negative additive quantum numbers, like
charge, lepton and baryon number.

1.2.2. Bosons and Interactions

In the standard model the three fundamental forces – electromagnetic, weak and strong – are used
to describe the interactions between particles. The weak interaction is responsible for some phe-
nomena at the scales of the atomic nucleus, such as beta decay. It is the only known interaction in
which parity is not conserved. While it also violates C P 5, it does conserve C PT 6. Electromagnetism
and weak interactions are unified in the electroweak interaction. The strong interaction keeps the
positive protons in the nucleus in place.

5C P : Application of the charge and parity operator one after another.
6C PT : In addition to C P , the time operator is also taken into account.

5



1. Beauty in the Standard Model

The Strong Interaction

The strong interaction, which is described by QCD7 relies on the symmetry group SU (3)C , where
the C characterizes the color charge. This quantum number was introduced by Oscar W. Greenberg
[19] to explain how quarks could coexist inside some hadrons in otherwise identical states and still
satisfy the Pauli exclusion principle. The Lagrange density LQC D of the strong interaction can be
written as

LQC D = q̄γµDµq −Ga
µνGµν

a , (1.2)

with the covariant derivative
Dµ = i∂µ− gsT a ·Ga

µ (1.3)

and the field intensity
Ga
µν = ∂µGa

ν −∂νGa
µ− gs fabcGb

µGc
ν, (1.4)

where Ga
µ are the gluon fields. The coupling strength is characterized as gs and fabc (a,b,c = 1,2, ...,8)

are the structural constants of the strong interaction. The color charge appears in triplets and the
quarks as well as the gluons carry color charge. The gluons are represented in a color octet and can
interact with themselves. Based on this self interaction, the coupling constant increases with small
quantum scales. Therefore quarks and gluons are not observed as free particles. They only appear
color neutral in mesons, which are structures build of a quark and an anti-quark, or in baryons,
made up of three differently colored quarks. Because of the strength of the coupling only effective
theories or phenomenological methods can be used for small momentum transfers. On the other
hand, at small distances the coupling strength nearly disappears, therefore a perturbative ansatz
can be used.

The Electroweak Interaction

Although the electromagnetic and weak force appear very different at everyday low energies, the
theory describes them as two different aspects of the same force. They merge into a single elec-
troweak force above the unification energy (O (100GeV)). The relevant symmetry group for the elec-
troweak interaction is a combination of the special unitary group SU (2)L and the unitary group
U (1)Y . As only left-handed8 fermions take part in weak interactions, the index L is used. Left-
handed fermions can be illustrated as isospin-doublets with the weak isospin |~T | = 1

2 and there-
fore can appear in the states T3 = ±1

2 . In contrast the right-handed fermions are singlet states
with the weak isospin |~T | = T3 = 0. The hyper-charge Y is the generator of the group U (1)Y . The
hyper-charge combines the electric charge with the third isospin component and can be calculated
through the Gell-Mann-Nishijima relation Q/e = T3 +Y /2 [20], [21]. Within a multiplet, the hyper-
charge for all particles is identical.

As the Lagrange density LEW needs to be invariant under transformations of the group SU (2)L ×
U (1)Y , three vector-fields are obtained, which form an iso-triplet and couple to the weak isospin
with the coupling strength g . Additionally there is a single vector-field Bµ, which couples with g ′ to
the hyper-charge. Therefore, the Lagrange density is

LEW = 6ψγµDµψ− 1

4

[
WµνW µν+BµνBµν

]
, (1.5)

7Quantum Chromo Dynamics
8Left-handed refers to the chirality. A system is left-handed, if the directions of spin and momentum are opposite and right-handed, if

both vectors have the same direction.
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1.2. The Standard Model

with the covariant derivative
Dµ = i∂µ− g T ·Wµ+ g ′Y Bµ (1.6)

and the field intensity tensors

Wµν = ∂µWν−∂νWµ− gWµ×Wν, (1.7)

Bµν = ∂µBν−∂νBµ. (1.8)

The third component W 3
µ of the gauge field SU (2)L mixes with the U (1)Y gauge field Bµ, whereby

the physical fields (
Aµ

Zµ

)
=

(
cosθW sinθW

−sinθW cosθW

)
·
(

Bµ

W 3
µ

)
(1.9)

are built, which can be identified with the photon and the Z 0 boson [22], [23]. The angle θW was
introduced by Glashow and Weinberg in 1961 and is called weak mixing angle. The world average
of this angle is sin2θW = 0.2228±0.0004 [6]. To express the superposition of states by a rotational
matrix is a very elegant mathematical concept, which will reoccur a couple of times later on. The
remaining fields W 1

µ and W 2
µ are the charged gauge bosons

W ±
µ = 1p

2

(
W 1
µ ∓W 2

µ

)
. (1.10)

The neutral eigenstates Aµ and Zµ couple to left-handed as well as right-handed fermions, whereas
the charged gauge bosons W ±

µ couple only to particles having a non-disappearing isospin |~T | 6= 0.
Therefore a coupling to right-handed fermions is not possible. The coupling strengths g and g ′ obey
the equation

g sinθW = g ′ cosθW = e, (1.11)

with the elementary charge e. This is directly derived from the claim, that the photon field Aµ has
to couple to charged leptons with the strength e of the electromagnetic interaction. The coupling of
the Z 0 boson is

−i
g

cosθW
γµ

1

2

(
c f

V − c f
Aγ

5
)

, (1.12)

where the vector coupling c f
V and the axial coupling c f

A are given by the third component of the

isospin T f
3 and through the charge q f of a fermion f

c f
V = T f

3 −2sinθW q f , (1.13)

c f
A = T f

3 . (1.14)

Spontaneous Symmetry Breaking

The electroweak and the strong gauge theory are exact for massless particles only. But the gauge
bosons Z 0, W + and W − and leptons and quarks do have masses. To solve this difficulty, Peter Higgs
introduced the Higgs mechanism [24] in 1964. The Lagrange density from Equation 1.5 remains
gauge invariant, if an additional term

LHi g g s = (DµΦ)†(DµΦ)−V (Φ) (1.15)

is added, where Φ is a complex scalar field with two components

Φ(x) =
(
Φ+

Φ0

)
= 1p

2

(
Φ1 + iΦ2

Φ3 + iΦ4

)
(1.16)

7



1. Beauty in the Standard Model

V(Φ)

Im(Φ0)

Re(Φ0)ν/√2

Figure 1.2: The Higgs potential. Due to its shape it is also called Mexican hat potential.

and the potential V (Φ) is given by

V (Φ) =µ2Φ†Φ+λ(Φ†Φ)2. (1.17)

By choosing the parameters µ2 < 0 and λ > 0, a potential with a set of degenerate ground states is
obtained as shown in Figure 1.2. A possible vacuum expectation value is

〈Φ〉 = 1p
2

(
0

v

)
. (1.18)

By expanding this vacuum expectation value around the minimum, the equation

Φ(x) = 1p
2

(
0

v +H(x)

)
(1.19)

is obtained. Using Equation 1.18 and the covariant derivation leads to

Dµ〈Φ〉 =
[

i g

2

(
W 3
µ W 1

µ − iW 2
µ

W 1
µ + iW 2

µ −W 3
µ

)
+ i g ′

2
Bµ

]
1p
2

(
0

v

)
. (1.20)

Inserting this Equation into the Lagrange density (Dµ〈Φ〉)†(Dµ〈Φ〉) provides further quadratic terms,
which are equivalent to gauge boson masses

M 2
W = 1

4
v2g 2, (1.21)

M 2
Z = 1

4
v2(g 2 − g ′2) and (1.22)

M 2
γ = 0. (1.23)

In combination with Equation 1.11 this leads to a relationship between the Z 0 and W ± masses

MW

MZ
= cosθW . (1.24)
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1.2. The Standard Model

With the exception of mass, all Higgs parameters are given by theory. The Higgs boson has not
been observed yet. Via direct searches, the LEP experiments set a lower limit for the Higgs mass of
mH ≥ 114.4GeV/c2 (95% CL) [25]. Searches for the Higgs boson are also performed at the Fermi-
lab Tevatron Collider [26], where sensitivity to SM cross-sections are just being reached. The Large
Hadron Collider (LHC) [27], which will begin operation soon, was built to find the Higgs boson no
matter what its mass (it is expected to be found within the TeV-scale).

The masses of the fermions originate from the Higgs field Φ in the same way as the masses of the
weak gauge bosons. The interaction of the Higgs field with the fermions is described through a
Yukawa term in the Lagrange density

LY ukaw a = Ψ̄′
LΦi CiΨ

′
R +h.c., (1.25)

where Ψ′
R,L = 1

2 (1±γ5)Ψ′ are right-handed and left-handed fermion-fields and Ci is an arbitrary
complex matrix with the weak isospin components i = 1,2. Therefore, the fermion mass terms are

Lmass =−(ū′, c̄ ′, t̄ ′)R Mu


u′

c ′

t ′


L

− (d̄ ′, s̄′, b̄′)R Md


d ′

s′

b′


L

− (ē ′, µ̄′, τ̄′)R Ml


e ′

µ′

τ′


L

+h.c. (1.26)

with non-diagonal mass matrices Mu , Md and Ml , proportional to the vacuum expectation value
〈Φ〉 of the Higgs field and the Yukawa couplings. Neutrinos don’t have a corresponding mass term
in Lmass as no right-handed fields exist in the standard model. Thus, Ml is a diagonal matrix and
thus the mass eigenstates lL,R correspond to the weak eigenstates l ′L,R where l is either an electron,
a muon or a tau.

1.2.3. Mesons and Baryons

As mentioned in Section 1.2.2, quarks can not exist as free particles [19]. The elementary parti-
cles, which let quarks interact, are called gluons. Gluons are vector bosons with a spin of 1. While
massive spin-1 particles have three polarization states, massless gauge bosons like the gluon have
only two polarization states because gauge invariance requires the polarization to be transverse. In
quantum field theory, unbroken gauge invariance requires that gauge bosons have zero mass (ex-
periment limits the gluon’s mass to less than a few MeV/c2 [28]). The gluon has negative intrinsic
parity and zero isospin. It is its own antiparticle. A confined state of quarks has to be neutral in
color, leading to either bound states of a quark and an anti-quark, the so-called mesons, or states
with three quarks with each having a different color – the baryons.

The proton (made up of two up and one down quark) and the neutron (made up of one up and
two down quarks), representatives of the baryons were known for a long time, although they were
expected to be elementary particles. As there are not only bound states of the first quark generation,
five of the six quarks lead to a variety of mesons and baryons9. The first observed meson was the
pion consisting of the two lightest quarks (|π+〉 = |u, d̄〉, |π−〉 = |d , ū〉). Table 1.2 shows an overview
of some mesons, playing a role in the analysis discussed later.

9No bound state of the top quark is known so far, as it has a very short lifetime.
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1. Beauty in the Standard Model

Meson Quark content Mass ( MeV/c2) Lifetime (s)

π0 (uū −dd̄)/
p

2) 134.9766±0.0006 (8.4±0.6)×10−17

π+, π− (u, d̄), (ū,d) 139.57018±0.00035 (2.6033±0.0005)×10−8

K+, K− (u, s̄), (ū, s) 493.677±0.016 (1.2385±0.0024)×10−8

KS (d , s̄) 497.648±0.022 (0.8953±0.0005)×10−10

KL (d , s̄) 497.648±0.022 (5.114±0.021)×10−8

D+, D− (c, d̄), (c̄,d) 1869.3±0.4 (1040±7)×10−15

D0 (c, ū) 1864.5±0.4 (410.1±1.5)×10−15

D+
s , D−

s (c, s̄), (c̄, s) 1968.2±0.5 (500±7)×10−15

B+, B− (u, b̄), (ū,b) 5279.0±0.5 (1.638±0.011)×10−12

Bd (d , b̄) 5279.5±0.5 (1.530±0.009)×10−12

Bs (s, b̄) 5367.5±1.8 (1.466±0.059)×10−12

B+
c , B−

c (c, b̄), (c̄,b) 6286±5 (0.46+0.18
−0.16)×10−12

Table 1.2: Overview of mesons with their quark content, mass and lifetime. All values are world-averages [6].

1.2.4. Weak Interactions of Quarks

The interactions between different quarks arise from the Yukawa coupling of the quarks to the Higgs
field. The following subsections are devoted to a theoretical description of this topic, which was
introduced by Nicola Cabibbo and its historical development.

Light Quark Coupling

In 1963 Cabibbo introduced a model [29], which describes the coupling between quarks of different
generations. However, experiments showed a discrepancy. This dilemma was solved in 1970 by
Glashow, Iliopoulos and Maiani. They introduced the c-quark10, which built a doublet with the s-
quark and solved the problem. This solution is called GIM-mechanism [30] and was confirmed in
1974, when the J/Ψ resonance [31], [32] was found. The J/Ψ is a bound cc̄ state. Even before this
particle was found, Kobayashi and Maskawa introduced a third generation of quarks made up of the
beauty (b) and top (t ) quark, extending Cabibbo’s two-family description of quark weak and mass
eigenstates. The b-quark was discovered in 1977 [33] (a more sophisticated historical overview can
be found in [34]), while the top-quark was found in 1995 at Fermilab [17], [18].

The CKM Matrix

By using Equation 1.26, the physical mass eigenstates Ψ can be used instead of the gauge eigen-
states Ψ′. Therefore, the mass matrix Mi is diagonalized by a bi-unitary transformation

Ψ̄′
i L MiΨ

′
i R = Ψ̄′

i LU∗
i L M di ag

i Ui RΨ
′
i R = Ψ̄i L M di ag

i Ψi R , (i = u,d), (1.27)

10charm-quark: as it solved the problem in a charming way.
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1.2. The Standard Model

with the unitary matrices Ui L , Ui R and the mass eigenstates Ψi L,R =Ui R,LΨ
′
i R,L . By introducing the

CKM-matrix

VC K M = U∗
uLUdL (1.28)

=


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vt s Vtb

 (1.29)

=


c12c13 s12c13 s13e iδ13

−s12c23 − c12s23s13e iδ13 c12c23 − s12s23s13e iδ13 s23c13

s12s23 − c12c23s13e iδ13 −c12s23 − s12c23s13e iδ13 c23c13â

 (1.30)

(with si j ≡ sinθi j and ci j ≡ cosθi j ) the weak charged current can be written as a function of the
physical quark fields. If the CKM matrix has complex entries, then the CP symmetry is broken. The
strength of this violation is proportional to the Jarlskog invariant

J = c12c23c2
13s12s23s13 sinδ13, (1.31)

where the parameters must fulfill the requirement

δ13 6= 0,π and θi j 6= 0,
π

2
. (1.32)

Otherwise J vanishes. A commonly used parametrization of the CKM matrix is the Wolfenstein
parametrization. It is based on the observation, that the diagonal elements are close to 1 with pro-
gressively smaller elements away from the diagonal. By defining the variable set

λ≡ s12, A ≡ s23/λ2 and ρ+ iη≡ s13e iδ13 /Aλ3, (1.33)

which are experimentally found to be λ≈ 0.22, A ≈ 0.8 and
√
ρ2 +η2 ≈ 0.4, the CKM-matrix becomes

VC K M =


1− λ2

2 λ λ3 A(ρ− iη)

−λ 1− λ2

2 λ2 A

λ3 A(1−ρ− iη) −λ2 A 1

 (1.34)

and the Jarlskog invariant can be expressed as J = A2λ6η≈ (7×10−5)η. A convenient way to illustrate
the CKM matrix are the unitarity triangles.

The Unitarity Triangles

Due to the unitarity of the CKM matrix VC K M (V †
C K M VC K M = 1) the following six Equations

Vud V ∗
us +Vcd V ∗

cs +Vtd V ∗
t s = 0, (1.35)

VusV ∗
ub +VcsV ∗

cb +Vt sV ∗
tb = 0, (1.36)

Vud V ∗
ub +Vcd V ∗

cb +Vtd V ∗
tb = 0, (1.37)

Vud V ∗
cd +VusV ∗

cs +VubV ∗
cb = 0, (1.38)

Vcd V ∗
td +VcsV ∗

t s +VcbV ∗
tb = 0, (1.39)

Vud V ∗
td +VusV ∗

t s +VubV ∗
tb = 0 (1.40)
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(ρ,η)

V V
td tb

cd cb

*

*

ud ub

cb

V V

cdV V

*

*

(0,0) (1,0)

βγ

α

η

ρ

V V

ρ

Vts Vts

*

V Vcs cs

*
us usVV

V Vcs cs

*

*

β
s

(0,0) (1,0)

(ρ,η)

η

Figure 1.3: Left: Unitarity triangle from Equation 1.37, Right: Squashed unitarity triangle (Equation 1.36). The
approximation ρ̄ = ρ(1−λ2/2+ ...) is commonly used for illustration purposes (the same applies for η̄) [6].

are valid. By using the Wolfenstein parametrization they can be visualized as triangles in the com-
plex plane (ρ,η) as illustrated in Figure 1.3 for Equation 1.37. The three angles of this triangle are

α = arg

[
− Vtd V ∗

tb

Vud V ∗
ub

]
= tan−1

(
η̄

η̄2 + ρ̄(ρ̄−1)

)
, (1.41)

β = arg

[
−Vcd V ∗

cb

Vtd V ∗
tb

]
= tan−1

(
η̄

1− ρ̄
)

, (1.42)

γ = arg

[
−Vcd V ∗

cb

Vcd V ∗
cb

]
= tan−1

(
η̄

ρ̄

)
, (1.43)

using the approximation ρ̄ = ρ(1−λ2/2+ ...) and η̄ = η(1−λ2/2+ ...). A detailed explanation of this
approximation can be found in Chapter 11.1 of [6]. This unitarity triangle is unique, as its three
sides are all of the same order O (λ3). All the unitarity triangles, however, have the same area, which
is proportional to the magnitude of C P-violation. Conventionally, the real side of the triangle from
Equation 1.37, is normalized to one using

ρ̄+ i η̄≡−Vud V ∗
ub

Vcd V ∗
cb

(1.44)

and results in side lengths

Rb ≡
√
ρ̄2 + η̄2 = 1−λ2/2

λ

∣∣∣∣Vub

Vcb

∣∣∣∣ , (1.45)

Rt ≡
√

(1− ρ̄2)+ η̄2 = 1

λ

∣∣∣∣Vtd

Vcb

∣∣∣∣ (1.46)

At the Tevatron Bs mesons are produced and Equation 1.36 becomes relevant. It is often referred as
the squashed triangle (Figure 1.3), as one side is much shorter than the other two. The angle

βs = arg

[
−Vt sV ∗

tb

VcsV ∗
cb

]
(1.47)

is of the order of one degree. As it is dominated by penguin topologies11 [35], it is much more
sensitive to physics beyond the standard model (new physics) [36] in Bs-B̄s mixing, which will be

11Penguin topologies are a certain class of Feynman diagrams. John Ellis was the first to refer this name, due to their shape.
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Figure 1.4: Experimental constraints on the unitarity triangle [37] in the ρ̄, η̄ plane. The experimental un-
certainties are shown as colored bands. An outlook about the expectation of the experimental uncertainties is
given in Chapter 10.

described in the next section. Figure 1.4 shows the experimental constraints on the unitarity tri-
angle. As can be seen, Rt is the least well-measured of the sides. How to measure all CKM matrix
elements and which physical processes are used is described in detail in Chapter 11.2 of [6].

1.3. Mixing of Neutral Mesons

The transition of a neutral meson into its anti-particle and vice versa is called mixing or oscillation.
This behavior was first proposed by Gell-Mann and Pais [38] in 1955 for the K -K̄ 0 system. Shortly
after the two weak eigenstates KS and KL were found by Ledermann and his coworkers [39], [40].

First evidence of the mixing of neutral B mesons was found by the UA1 collaboration [41] at CERN
and in 1987 mixing of Bd mesons was observed by the ARGUS [8] collaboration at DESY, where the
production e+e− → Υ(4S) → Bd B̄d ended up in the final state of two Bd mesons (Figure 1.5). In
principle this process should be possible for all neutral meson systems. In fact, it was observed for
neutral D mesons at BaBar in March 2007 [42]. Figure 1.6 shows the corresponding Feynman box
diagrams for the mixing of B 0

d ,s systems. These diagrams also reveal the fact, that the CKM-matrix
element |Vtd | and thus the least known length Rt of the unitarity triangle is accessible through mix-
ing. In the following, the main principle of mixing will be described for both Bs and Bd mesons,
therefore B 0 will be used for the following theoretical description.

A B 0 or B̄ 0 meson, initially produced in a flavor (gauge) eigenstate, evolves into a superimposition
of B 0 and B̄ 0. The evolution in time is given by a Schrödinger-like Equation

i
d

d t

(
|B 0〉
|B̄ 0〉

)
=

(
M − i

Γ

2

)(
|B 0〉
|B̄ 0〉

)
, (1.48)
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1. Beauty in the Standard Model

Figure 1.5: ARGUS event display of the first observed Bd B̄d mixing event [8]. The event is shown as a pro-
jection to a plane perpendicular to the cylindrical shaped detector. As bb̄ quarks are always created in pairs,
it was expected to observe a Bd in combination with a B̄d meson. But the event display shows the decays
Bd → D∗−(π−D̄0)µ+νµ,D̄0 → K +π− and Bd → D∗−(π0D−),D− → K +π−π−. Hence, the B̄d meson must have
mixed.

ū, c̄, t̄u, c, t

b

d̄, s̄ b̄

d, s

W−

W+

b

d̄, s̄ b̄

d, s

W+ W−

ū, c̄, t̄

u, c, t

Figure 1.6: Feynman graphs for B 0
d ,s B̄ 0

d ,s mixing. Quarks are shown as straight lines, while bosons are illus-
trated by wave-lines.

where M and Γ are time-independent Hermetian 2× 2 matrices. Because of C PT invariance the
following applies:

M = M11 = M22 and Γ= Γ11 = Γ22, (1.49)

which implies that the B 0 meson and its anti-particle have the same mass and decay width. But as
the non-diagonal elements are non-zero the weak (flavor) eigenstates and the mass eigenstates are
different. The mass eigenstates are superpositions of the weak eigenstates

|BL〉 = p|B 0〉+q |B̄ 0〉, (1.50)

|BH 〉 = p|B 0〉−q |B̄ 0〉, (1.51)

where BL is the light eigenstate. BH is the heavy eigenstate and |p|2 +|q|2 = 1. The mass eigenstates
evolve independently in time

|BL(t )〉 = e−(i ML+ΓL /2)t |BL〉, (1.52)

|BH (t )〉 = e−(i MH+ΓH /2)t |BH 〉. (1.53)
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1.3. Mixing of Neutral Mesons

Using the relation 1.50 this can be converted to

|B 0(t )〉 = 1

2p

[
e−(i ML−ΓL /2)t |BL〉+e−(i MH−ΓH /2)t |BH 〉

]
, (1.54)

|B̄ 0(t )〉 = 1

2p

[
e−(i ML−ΓL /2)t |BL〉−e−(i MH−ΓH /2)t |BH 〉

]
. (1.55)

By applying the Equations

g±(t ) ≡ 1

2

(
e−i ML t e−ΓL t/2 ±e−i MH t e−ΓH t/2

)
(1.56)

with the average mass and width

m = MH +ML

2
= M11 and Γ= ΓL +ΓH

2
= Γ11 (1.57)

and the mass and width difference

∆m = MH −ML and ∆Γ= ΓL −ΓH (1.58)

the mass eigenstates can be eliminated in favor of the flavor eigenstates

|B 0(t )〉 = g+(t )|B 0〉+ q

p
g−(t )|B̄ 0〉, (1.59)

|B̄ 0(t )〉 = p

q
g−(t )|B 0〉+ g+(t )|B̄ 0〉. (1.60)

Solving the eigenvalue problem leads to∣∣∣∣ q

p

∣∣∣∣2

=
∣∣∣∣2M∗

12 − iΓ∗12

2M12 − iΓ12

∣∣∣∣ . (1.61)

If C P were conserved, the relative phases between M12 and Γ12 would vanish and |q/p| = 1. In the
case of C P violation it would become |q/p| 6= 1. The fraction |q/p| is measurable directly through
the asymmetry.

The oscillation frequency can be found from measurements of the time evolution of oscillated and
non-oscillated events

A(t ) = Nosc.(t )−Nnon−osc.(t )

Nosc.(t )+Nnon−osc.(t )
= cos(∆ms t ), (1.62)

where Nosc.(t ) is the number of oscillated events B 0 → B̄ 0, B̄ 0 → B 0 and Nnon−osc.(t ) is the number
of non-oscillated events B 0 → B 0, B̄ 0 → B̄ 0. Figure 1.7 shows the challenge in measuring ∆ms , which
is about 40 times larger than ∆md . Measuring this much more rapid oscillation puts stringent re-
quirements on an experiment’s proper time resolution.

The least known length of the unitarity triangle is Rt . As it is proportional to the CKM matrix ele-
ment |Vtd | ((Equation 1.46), the length can be measured through Bd mixing [11]

∆md = const × f 2
Bd

BBd |V ∗
tbVtd |2, (1.63)

where const is a known constant factor, f 2
Bd

is the Bd decay constant and BBd is the bag parameter12

〈B̄q |
[
Ψ̄i

b(V − A)Ψi
q

][
Ψ̄i

b(V − A)Ψi
q

]
|Bq〉 ≡ 8

3
mBq f 2

Bq
with q = d , s. (1.64)

12The bag model provides a useful phenomenological description of quarks being confined inside hadrons. The bag parameter is equiv-
alent to a volume term in this model.

15



1. Beauty in the Standard Model
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Figure 1.7: Comparing the mixing frequency of Bd and Bs mesons. Shown is the asymmetry as a function of
the proper time. ∆ms is about 40 times larger than ∆md .

In this equation (b̄q)V −A is the V − A current involving b and q = d , s quarks. The frequency ∆md

was precisely measured at the B-factories BaBar and Belle to be ∆md = (0.507±0.005)ps−1 [6]. Thus,
the CKM matrix element |Vtd | should be known precisely as well. But there are large uncertainties
in the order of 20% from lattice calculations [11] of f 2

Bd
BBd and thus, the extraction of |Vtd | has also

large uncertainties. By measuring the mass differences ∆md and ∆ms and calculating their ratio
most of the uncertainties cancel out

∆ms

∆md
= mBs

mBd

ξ2 |Vt s |2
|Vtd |2

. (1.65)

The constant ξ= 1.210+0.047
−0.035 has approximately 4% uncertainties left from lattice calculations [11].

1.4. Production of B Mesons at Hadron Colliders

Two criteria have to be fulfilled to observe and measure the mixing frequency: the collision energy
must be high enough to create Bs mesons and the Lorentz-boost of the Bs mesons has to be large
enough to allow reconstruction of Bs flight lengths. As the collisions of the B-factories BaBar and
Belle happen at the Υ(4S) resonance (

p
s = 10.5 GeV) the first of these criteria is not met – although

the Belle collaboration tuned the accelerator complex to do some measurements at the Υ(5S) reso-
nance (

p
s = 10.8 GeV), which has a mass high enough to decay into Bs mesons. Nevertheless, only

a small sample of Bs mesons was produced. Therefore, the hadron collider Tevatron (
p

s = 1.96 TeV)
is currently the only place to study Bs oscillations worldwide.

Hadron colliders produce a rich spectrum of B physics as all B hadrons are produced; not only
charged and neutral B mesons as at the B factories, but also Bs mesons and b-baryons. The second
advantage is the b quark production cross section, which is about 1 nb at the Υ(4S) resonance while
it is about 50µb [6] for pp̄ collisions at the center of mass energy of the Fermilab Tevatron Collider.
This is an enormous cross section which is about 50,000 times larger at the Tevatron than at the B
factories (Table 1.3). Contrary to e+e− colliders like LEP, where the initial state is completely known
because of the pointlike electrons, at hadron colliders the substructure of the colliding particles has
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1.4. Production of B Mesons at Hadron Colliders

Experiment Process
p

s σ

LEP, SLC e+e− → Z → bb̄ Z 7 nb

PEP-II, KEK-B e+e− →Υ(4s) → BB̄ Υ(4s) 1 nb

Tevatron pp̄ → bb̄ 1.96 TeV 150µb

LHC pp̄ → bb̄ 14 TeV 400-500µb (expected)

Table 1.3: Overview of the production cross section of bb̄ pairs of past, current and future experiments. As it
can be seen only the Tevatron and the upcoming LHC provide a center-of-mass energy, which is high enough to
produce Bs mesons.

to be taken into account. In the case of the Fermilab Tevatron Collider protons and anti-protons
are collided. To understand the kinematics of hadron collider collisions is a challenging task, as
the total momentum is not split equally between all partons. Hence, a parton distribution function
(PDF) [43] f a

i (x) has to be used to express the probability that a parton i carries the x-th part of the
total momentum. Most of the momentum is carried by the gluons, while valence and sea quarks
carry only a small fraction of it.

At leading order, heavy quarks are produced only through quark-anti-quark annihilation (Figure 1.8
a) and gluon-gluon fusion (Figure 1.8 b-d). While t quarks are primarily created through quark-anti-
quark annihilation, the gluon-gluon fusion is the dominating process to produce b quarks. The bb̄
quark pairs are produced back-to-back in leading order and carry the same transverse momentum
in the observer’s frame. A non-negligible fraction of b quark production arises from next-to-leading-
order processes, where virtual gluons or quarks are emitted. This includes matrix elements of the
real emission process (Figure 1.9 a), as well as interferences of virtual matrix elements in leading
order (Figure 1.9 b), gluon splitting (Figure 1.9 c) or flavor excitation (Figure 1.9 d).

The process of building b hadrons out of the b and b̄ quarks is called hadronization (Figure 1.10
I-III). The b quarks are produced through inelastic scattering of the partons in the proton and anti-
proton (Figure 1.10 I). In the resulting process of hadronization or fragmentation the b hadrons are
created (Figure 1.10 II). As this process can not be described by perturbative models, a set of free
parameters has to be used, where the parameters are fitted to match the experimental data. One
of these models is the Lund string model [44] (Figure 1.10). If two quarks depart one another they
expand a string between them. Eventually the string breaks and another quark anti-quark pair with
different color materializes. This process repeats and color neutral states are produced either as
mesons or baryons. As there is hardly any transfer of momentum the hadrons carry only a small
transverse momentum compared to the primary parton. Hence the direction of the particle jets
and the total momentum reflects that of the fragmented parton. The fragmentation function f (z)
describes the distribution of the longitudinal momentum pL of the produced hadron relative to the
original parton. The fragmentation of heavy quarks is well described by the Peterson fragmentation
function [45]

fPeterson(z) = N

[
z

(
1− 1

z
− ε

1− z

)2]
, (1.66)

where the parameter z is defined as normalized momentum fraction

z = (E +PL)hadron

(E +pL)parton
, (1.67)

and N is a normalization constant. The Peterson fragmentation constant εq (q = b,c) was deter-
mined experimentally as εb ≈ 0.006 [46] and εc ≈ 0.06 [47]. Average b hadrons carry about 70% of
the original b quark momentum, while this fraction is about 50% for c hadrons.
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q̄ b̄

bq

(a)
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(b)
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Figure 1.8: bb̄ quark production in leading order: (a) quark anti-quark annihilation, (b-d) gluon-gluon fusion.
Quarks are shown as straight lines, while gluons are illustrated by curly-lines.

(a)

(b)

(c)

(d)

Figure 1.9: bb̄ quark production at next-to-leading order level. (a) emission of gluons, (b) virtual gluon ex-
change, (c) gluon splitting, (d) flavor excitation. Quarks are shown as straight lines, while gluons are illustrated
by curly-lines.
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Abbildung 1.10: Schema der Erzeugung von b-Hadronen über Gluon-Gluon-Fusion.

Die Fragmentation schwerer Quarks wird sehr gut durch die so genannte Peterson-
Fragmentationsfunktion [38] beschrieben

fPeterson(z) = N

[
z

(
1 −

1

z
−

ε

1 − z

)2
]−1

, (1.69)

mit der Normierungskonstanten N und den so genannten Peterson-Fragmentations-
parameter εq (q = b, c), die experimentell zu εb ≈ 0,006 und εc ≈ 0,06 [34] bestimmt
wurden. b-Hadronen tragen im Mittel etwa 70% des Impulses des ursprünglichen b-
Quarks. Bei c-Hadronen liegt dieser Anteil bei etwa 50%.
Die dritte Phase der Hadronisierung ist der Zerfall kurzlebiger Hadronen (Abbil-

dung 1.10 III). Je nachdem, welche Wechselwirkung involviert ist, sind zwei Arten von
Zerfällen zu unterscheiden. Zum einen gibt es Zerfälle angeregter Hadronenzustände
(z.B. Mesonen mit L=1) in Zustände niedrigerer Energie. Diese Zerfälle finden über
die starke (oder auch die elektromagnetische) Wechselwirkung statt, weshalb die ange-
regten Zustände eine sehr kleine Lebensdauer (O(10−22 s)) besitzen und deshalb auch
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Figure 1.10: Schematic view of the production of b hadrons through gluon-gluon fusion. The b quarks are
produced through inelastic scattering of the partons in the proton and anti-proton (I). In the resulting process
of hadronization or fragmentation the b hadrons are created (II). Finally the decay of short-living hadrons
begins (III).

At this stage the decay of short-lived hadrons begins (Figure 1.10 III). Depending on which inter-
action is involved there are two kinds of decays. For the strong and electromagnetic interaction
excited hadron states decay into states with lower energy. The excited states have a short lifetime
(O (10−22 s)) and thus have a non-detectable decay length. The lowest mass carrying a specific flavor
mesons and baryons only decay through the weak interaction and therefore have a longer lifetime
(O (10−12 s) for mesons or baryons containing heavy quarks. Other hadrons like kaons and pions live
even longer and are considered as stable particles as they usually do not decay within the detector.

If the original b̄-quark generates uū, dd̄ , ss̄ or cc̄ pairs during the fragmentation process B+, Bd ,
Bs , B+

c -mesons or b baryons are created. The lighter the quarks the more probable is their creation.
Hence the production of Bs mesons is suppressed due to their mass (B(b̄ → B+) = B(b̄ → Bd ) =
(39.8±1.2)%, B(b̄ → Bs) = (10.4±1.4)% [48]).

1.5. Bs Mixing in the Standard Model

Symmetries and conservation laws are important in physics. The standard model is a theoretical
framework, providing an explanation of elementary particles and their force carriers. It was suc-
cessful over many years and no inconsistencies are known so far. The hunt for the last missing
particle – the Higgs boson – is still ongoing. However, it does not include all forces like gravity and
does not provide an explanation for phenomena, like matter-anti-matter asymmetry13.

An explanation for matter-anti-matter asymmetry involves C P violation. The CKM matrix connects
the weak eigenstates with the flavor eigenstates and can be visualized through unitarity triangles.

13At least not in the order of magnitude the effect occurs.
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1. Beauty in the Standard Model

The area of the triangles are proportional to C P violation. By over-constraining the unitarity trian-
gle parameters it is possible to check the consistency of the standard model or find evidence of new
physics. The least known matrix element is |Vtd |, which is accessible through the oscillation of B
mesons. While this oscillation frequency is well-known for Bd mesons, it is not possible to calcu-
late |Vtd | precisely, due to large uncertainties. A solution is to measure the oscillation frequency of
Bs mesons. It is a very challenging task, as ∆ms is about 40 times higher than ∆md . The Fermilab
Tevatron Collider is currently the only place world wide to study Bs oscillations.
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2
Principle of the Measurement

A precise measurement of the oscillation frequency of Bs mesons is essential to determine the ma-
trix element |Vtd | of the CKM matrix. Oscillation, in this context, is the transition of a Bs meson into
its anti-particle – the B̄s meson – and vice versa. Bs mesons are produced with a branching ratio
of B(b̄ → Bs) = (10.3±1.4)% [48]. They have a mass of mBs = (5367.5±1.8)MeV/c2 [6] and a mean
lifetime of τ = (1.466± 0.059) s [6]. Hence, the decay length is cτ = 439± 18µm [6]. A decay into
D−

s +X can be observed with a branching ratio of (94±30)% [6].

The principle of the measurement of ∆ms is described in the following sections. At first a signal
sample has to be selected from the data (Section 2.1) by a cut based analysis. In order to determine,
whether the Bs has oscillated or not, the identity of the Bs meson (Bs or B̄s) at its production and de-
cay (the “initial” and “final” states) have to be known. The final state can be identified through the
observed decay channel. To determine the initial state of the Bs meson, flavor tagging is used (Sec-
tion 2.2). In combination with the measurement of the visible proper decay length (Section 2.3) the
oscillation frequency is determined through an unbinned Log-likelihood fit (Section 2.4). Combin-
ing this measurement with other experimental and theoretical input, |Vtd |/|Vt s | can be determined
(Section 2.5).

2.1. Signal Selection

Considering the production cross section σ(pp̄ → bX : |y | < 0.1) = (29.4±0.6(stat)±6.2(sys))µb [49],
about 1011 b quark events were produced in the dataset of 2.8fb−1. The measurement of the cross
section includes a cut on the rapidity, which is defined as

y = 1

2
ln

E +pL

E −pL
, (2.1)

where pL is the component of the momentum along the beam direction. However, only a small frac-
tion of these events passed the fast, online selection referred to as the “trigger” and were recorded
for further analysis. Additionally, it is not possible at DØ to trigger directly on the signal topology,
Bs → πDs(φπ)X , shown in Figure 2.1. Data for this sample were collected by requiring a high pT
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2. Principle of the Measurement

Figure 2.1: Decay of a Bs meson into π+D−
s (φπ−) on the signal side and a b hadron, which decays into

µ+anything on the opposite side.

muon identified at the trigger level from the other B meson in the event (B ≈ 11%). As mentioned
above, the signal consists of a Bs decaying1 into a D−

s and at least an additional pion (B < 13% [6]).
The D+

s decays into a pion and a φ (B(D+
s → π+φ) = (4.4±0.6)% [6]), while the φ instantaneously

decays into two kaons (B(φ→ K +K −) = (49.2±0.6)% [6]). Taking into account the branching ratios
of the decay Bs → πDs(φπ)X and the muon on the opposite side, about 5700 hadronic decays are
expected in the whole dataset2 – without any detector, trigger or selection efficiencies.

Many decay modes contribute to the Bs → πDs(φπ)X final state. As it is not possible to distinguish
between a D+

s and a D∗
s
+ meson within the detector or trigger system (D∗

s
+ decays into a D+

s and a
photon with a branching fraction of B = (94.2±0.7)% [6]), both decays are considered. Sometimes
not all particles of a decay are reconstructed. Hence, decays with additional particles will also be
selected, like Bs → D−

s π
+π−π+. The same applies for decays, with a ρ meson, as this particle decays

with a probability of nearly 100% into two pions [6] or with an a1, which decays into π+ X . Ad-
ditionally an electron may be misidentified as a pion and can appear as signal candidate. A more
detailed view on the signal selection and a list with the exact cuts, used to select the decay from
data is described in Chapter 6.

As already stated in Section 1.3, the base distributions for the probability of oscillated P osc and
non-oscillated P nos events as a function of the true proper time, are given by

P nos/osc (t ) = 1

2
e−

ctBs
cτ [1±cos(∆ms t )] . (2.2)

1In the following only one charge correlation is taken into account. Nevertheless, also the charge conjugated states are selected in this
analysis.

2For this calculation a more recent measurement of the branching ratio of (B(Bs → D−
s π

+) = 3.2±0.9) ·10−3 [50]) is used, as only an
upper limit is given in [6].
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2.2. Initial State Flavor Tagging

2.2. Initial State Flavor Tagging

Ideally one would simply determine the initial and the final state of the Bs mesons to conclude,
whether the event has mixed or not. However, in the real world some events are misidentified.
While the final state of the Bs mesons is fixed by the charges of the decay products, the determina-
tion of the initial state requires more sophisticated methods. The quality of the tagging method is
quantified by the dilution, D, which is the asymmetry between the number of correct Ncorrect and
wrong Nwrong tagged events

D ≡ Ncorrect −Nwrong

Ncorrect +Nwrong
. (2.3)

The dilution is related to the tagging purity, η

η= Ncorrect

Ntagged
. (2.4)

via D = 2η−1.

In principle there are two different techniques to determine the initial flavor state of the Bs meson.
If the quark flavor is evaluated through secondary processes on the signal side itself, the method is
called same side tagging (SST). For same side tagging the charge correlation of the beauty quark and
its fragmentation products is used. It is very likely to have a highly energetic K + in close proximity
to the Bs meson (or a K − in the case of a B̄s). The same applies for pions, which are produced in
B± and Bd decays (π+for B− and Bd and π−for B+and B̄d ).

Another option is to take advantage of the fact that beauty quarks are produced as bb̄ pairs in pp̄
collisions, and to identify the charge of the b hadron on the non-signal side (opposite side). The
b quark of the Bs meson on the signal side has to be the anti-particle of the b quark from the b
hadron on the opposite side and therefore tags the initial state. This technique is called opposite
side tagging (OST). As the hadronic decay requires a muon on the opposite side to trigger on, every
event has an OST. Therefore, the SST technique is not used in this analysis and is not discussed in
the following.

The dilution in case of an OST muon is close to one, as the muon charge is easily determinable.
Nevertheless, the hadronic decay modes have low statistics, as they require an opposite side B →µX
decay (B ≈ 11%). A more detailed view of all OST methods and their combination is discussed in
Chapter 8.

Including effects of dilution, the probability to observe events with opposite sign (OS) and same
sign (SS) initial and final state tags becomes

POS/SS(t ) = 1

2
e−

ctBs
cτ [1±D cos(∆ms t )] . (2.5)

If D ≈ 1 OS events contain unmixed, while SS events contain mixed, Bs mesons. Figure 2.2(a) shows
the oscillation probability versus the visible proper decay length for D = 0.57. These probabilities
still assume the accurate determination of the proper decay time tBs and an infinite detector reso-
lution. Figure 2.2(a) shows the oscillation probability versus the visible proper decay length.
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2. Principle of the Measurement

(a) (b)

(c) (d)

Figure 2.2: Effect of the k-Factor, the resolution and selection efficiency on the probability to observe an oscil-
lation. The probability is plotted versus the visible proper decay length. (a) Probability of an oscillation taking
into account the dilution only. (b) Same as (a) plus the k-Factor uncertainty. (c) Same as before plus smearing
due to the resolution. (d) Same as (c) plus effects of the selection efficiency.

2.3. Measurement of the Proper Decay Time

By measuring the decay length LB , which is the distance between the production vertex and the
decay vertex, it is possible to determine the proper decay time tBs

xM ≡ ctBs =
LB

βγ
= LB m(Bs)c

p(Bs)
, with β= vBs

c
, (2.6)

where xM is the visible proper decay length and γ is the Lorentz boost factor. The mass of the Bs

meson is given by m(Bs) and p(Bs) is its momentum. It is easier to measure the momentum of the
Bs meson in the transverse plane, the projection

xM = LB
x y

m(Bs)c

pT (Bs)
(2.7)

is used. Partly reconstructed events are also considered in the signal selection, so a correction for
the missing momentum of non-reconstructed particles is necessary. Obviously only the measured
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momentum pT (Bmeas) can be used for the determination of the decay time

xM
meas = LB

x y
m(Bs)c

pT (Bmeas)
. (2.8)

The correction factor to the real momentum is called the k-Factor and is defined as

k = pT (Bmeas)

pT (Bs)
. (2.9)

It is used to compensate for the missing momentum of particles, which are not reconstructed. It is
determined through Monte Carlo studies. A more detailed explanation on the determination of the
k-Factor is described in section 7.3.1. The visible proper decay length is given by

xM = xM
meas ·k. (2.10)

As the momentum of the not detected particles and therefore, the k-Factor is not known exactly, a
probability density function (PDF), ρ(k), is applied. This width of this PDF introduces an effective
uncertainty on the measurement of the proper decay time of the event. This uncertainty is much
smaller for the hadronic decay modes considered here, where few particles are missed, than for
the semimuonic decay modes considered in other DØ analyses which all have, at least, a missing
neutrino. These predicted distributions of measured visible proper decay lengths (Equation 2.5)
then become

POS/SS
k (xM

meas) =
∫ ∞

0
POS/SS (

xM
meas ·k,∆ms

)
ρ(k) dk. (2.11)

The effect of the k-Factor on the oscillation probability is illustrated in Figure 2.2(b). In that figure,
xM is assumed to be measured with infinite precision. However, in the real world, this is not the
case; the DØ detector has a finite resolution and there is a non-zero uncertainty involved in the
measurement of xM

meas for each event. The deviation of a measured value of xM from its true value
is modeled by a Gaussian distribution with standard deviation, σM

x . The oscillation probabilities, as
a function of xM

meas then become

POS/SS
k,σ (xM

meas) =
∫ +∞

−∞
G(xM

meas −xM ;σxM
meas

)
∫ +∞

0
ρ(k)POS/SS(xM

meas ·k)dkd xM
meas . (2.12)

The influence of the resolution on the probability of a pure Bs state is shown in Figure 2.2(c) assum-
ing σxM = 30.7µm. Finally, the signal selection includes lifetime biasing cuts, which are dependent
on the proper decay length xM

meas. To take this effect into account Monte Carlo samples are used
and an efficiency, ε(xM

meas), is determined by comparing the distributions with the lifetime biasing
cuts with the distributions without lifetime biasing cuts. This variable is mostly referred as selection
efficiency at DØ and is marked as ε(xM ) in this analysis

POS/SS
k,σxM

meas
,ε(xM

meas) = ε(xM
meas)

∫ +∞

−∞
G(xM

meas −xM ;σxM
meas

)
∫ +∞

0
ρ(k)POS/SS(xM

meas ·k)dkd xM
meas . (2.13)

Using an ε(xM
meas) similar to that found in MC, the oscillation probability distribution changes as

illustrated in Figure 2.2(d).

2.4. Measurement of ∆mq

As stated in Equation 1.62 the oscillation frequency ∆mq is accessible by measuring the asymmetry
of oscillated and not-oscillated particles. The direct relation between ∆mq and the asymmetry A(t )
is given by

A(t ) = (2η−1)cos
(
∆mq t

)=D cos
(
∆mq t

)
. (2.14)
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2. Principle of the Measurement

Figure 2.3: Black curve: likelihood as a function of ∆ms , blue line: sensitivity. Left: single event. Right: sum
over multiple events.

The oscillation frequency is proportional to the dilution D and it is not possible to tag the initial
state perfectly. Hence, the oscillation in Figure 1.7 diminishes for higher proper decay lengths. Be-
cause of the limited vertex resolution and the higher oscillation frequency of Bs mesons compared
to Bd mesons, this method is only applicable for the measurement of ∆md .

Another method to obtain the oscillation frequency is the unbinned Log-likelihood fit [51]. For each
event the probability that an event has oscillated or not is calculated for a fixed oscillation frequency
∆mq by taking into account the tag, the decay length, the decay length uncertainty, transverse mo-
mentum and other event variables. This allows the probability density function for a single event i
to be defined for the assumed ∆mq

Li =−2log
P osc

i

P osc
i +P nos

i

. (2.15)

This definition has to be used, as there are about 50% statistical uncertainties on the background
shape. It utilizes a projection of the oscillation. This reduces all other effects like background and
lifetime to a second order problem, but reduces the sensitivity. However, calculating an event-by-
event estimate of the non-oscillating-oscillating asymmetry is the only feasible way to deal with
the low statistics in this channel. A more detailed view on this topic can be found in [52]. The
probability of the data being consistent with a true oscillation frequency at the assumed ∆mq is
found by summing over the probabilities of all single events

logL =∑
i

logLi . (2.16)

If logL is calculated at a variety of different values for assumed ∆mq , a distribution, where the
maxima and minima of the single-event distributions cancel out at improbable ∆mq -values and
sum up at more probable values. This behavior is illustrated in Figure 2.3 in the case of Bs oscilla-
tions. Another quantity, which is useful in this context is the sensitivity. It describes the ability to
distinguish between oscillation and non-oscillation and is the difference between null hypothesis
and oscillation probability. The confidence level for a measurement can be determined by check-
ing the crossing of the sensitivity with the −2logL = 1 value for 68% C.L. (confidence level) and at
−2logL = 2.71(3.84) for a C.L. of 90% (95%).

A third method to determine the most probable value of the oscillation frequency is the amplitude
scan [53]. The fit to the reconstructed proper time distribution of oscillated and non-oscillated is
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2.5. Extraction of |Vtd |/|Vt s |

Figure 2.4: Amplitude scan for the semileptonic mode Bs → µνµDs (φπ) [54]. The blue points represent data
with an uncertainty bar of 1σ. The yellow band shows the statistical uncertainties, while the green band shows
the statistical plus the systematical uncertainties.

performed for a fixed frequency ∆mq of the oscillated term, while its amplitude A is left as free
parameter. A certain region of ∆mq is scanned and for each value the amplitude is calculated. An
amplitude A = 1 indicates the most probable value for the oscillation frequency. An amplitude scan
for the semileptonic mode Bs → µνµDs(φπ) [54] is shown in Figure 2.4. However, this method can
make no claims about frequency values above the determined sensitivity, but can set lower limits on
∆mq . This ability and the ease with which results from many analyses can be combined for world
averages are the two main advantages of using the amplitude method. There is a direct relation
between the amplitude scan and the already described likelihood fit

−∆ logL = 1−2A

2σA
, (2.17)

where A is the amplitude value and σA its uncertainty.

2.5. Extraction of |Vtd |/|Vt s|

The relation between the oscillation frequency ∆md for the Bd B̄d system, ∆ms for the Bs B̄s system
and the unitarity triangle side length |Vtd |/|Vt s | is given by:

|Vtd |
|Vt s |

= ξ
√
∆md

∆ms

MBs

MBd

, (2.18)

where MBs = (5367.5±1.8)MeV/c2 [6] is the mass of the Bs meson and MBd = (5279.5±0.5)MeV/c2 [6]
is the mass of the Bd meson. The oscillation frequency ∆md = (0.507±0.005)ps−1 is well measured,
while ξ= 1.210+0.047

−0.035 [11] is a ratio of Bs and Bd non-perturbative decay parameters, which are calcu-
lated on the lattice with hadronic uncertainties of ≈ 4%. As the measured variables are uncorrelated,
the uncertainty on the measurement of the side length |Vtd |/|Vt s | is obtained by error propagation
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2. Principle of the Measurement

of Equation 2.18:
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The LEP experiments at CERN obtained a lower limit of ∆ms > 14.4ps−1(95%C.L.) [55] only. Thus,
the measurement of ∆ms is essential to gain further knowledge about |Vtd |/|Vt s |. The selection of
the hadronic mode Bs → πDs(φπ)X is needed for an accurate measurement of ∆ms , as it is fully
reconstructable and therefore provides a good measurement of the visible proper decay length,
leading to a lower uncertainty, due to the lower k-Factor. Another advantage at DØ is the efficient
muon-trigger, which can be used to select muons on the opposite side, providing an initial state fla-
vor tag at the same time. Therefore the dilution for those events is close to one. The big challenge
for these decays is given by the low statistics after reconstruction and event selection. As already
mentioned, the Tevatron is currently the only place to study Bs meson mixing. In the next chapter,
the accelerator and the DØ detector are described.
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3
The Fermilab Tevatron Collider and the DØ Detector

The Fermilab Tevatron collider is currently the only place to study Bs oscillations worldwide. The
two experiments DØ1 and CDF2 are located at the Tevatron. DØ operation started in 1992 with the
first data taking period ending in 1995 (RunI) having accumulated a dataset of

∫
L dt = 125pb−1.

In 2002, after a major upgrade of the collider and the detectors of the experiments, the current
data taking period started (RunII). It was interrupted by a shutdown of four months in 2006 for
an upgrade to the accelerator and the detectors. The period before the shutdown (RunIIa) ended
with

∫
L dt = 1.3fb−1 collected. The post-shutdown data taking (RunIIb) is still ongoing. By January

2009 an integrated luminosity of
∫

L dt = 5.69fb−1 has been delivered and the DØ detector recorded∫
L dt = 4.99fb−1. The following chapter will describe the Tevatron collider and the DØ experiment.

However, the trigger and data acquisition system is not described on the following pages, but in
Chapter 4, which deals with strategies to trigger on events containing hadronic Bs candidates.

3.1. The Fermilab Tevatron Collider

The Tevatron collider [57] is located at the Fermi National Accelerator Laboratory (Fermilab) in
Batavia, Illinois, which is about 40 miles west of the city of Chicago, Illinois. Figure 3.1 shows an
aerial view of the Fermilab and a schematic view of the accelerator complex. The Tevatron’s main
collider has a circumference of 6.28 km and provides proton-anti-proton collisions at a center of
mass energy of

p
s = 1.96 TeV at two interaction points, where the two detectors DØ and CDF are

located. The acceleration is achieved through several stages. The first stage is a 750 keV Cockcroft-
Walton pre-accelerator [58], which ionizes hydrogen gas and accelerates the negative ions. After-
wards the ions are passed into a 150 m long linear accelerator which uses oscillating electrical fields
to accelerate the ions to 400 MeV. By passing the ions through a carbon foil, electrons are removed
and the charged protons move into the Booster. The Booster is a synchrotron with a circumference
of 475 m, accelerating the protons to an energy of 8 GeV, which are than passed into the Main In-
jector. There are two operational modes. Either the protons are further accelerated to 150 GeV and
filled into the collider, or the protons are accelerated to 120 GeV and extracted onto a nickel target

1The DØ experiment is named after the intersection D0 of the collider ring
2Collider Detector at Fermilab
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3. The Fermilab Tevatron Collider and the DØ Detector

Figure 3.1: Top: aerial view of the Tevatron [56] with the two experiments DØ and CDF, Bottom: schematic
view of the accelerator chain [56].

over a period of 2.5 s, producing a range of particles including anti-protons which can be collected
and stored in the accumulator ring. After the injection to the main ring these anti-protons and the
protons are accelerated to their nominal energies of 980 GeV in opposite directions. Each beam has
a structure of three so-called super-bunches. The super-bunches themselves show another sub-
structure of 12 bunches, consisting of 27 · 1010 protons and 3.4 · 1010 anti protons per bunch. The
spacing between the bunches is 396 ns. Table 3.1 shows an overview of typical Tevatron RunII ma-
chine parameters. At the interaction points the beams are collimated to an area of σa ≈ 5 ·10−5 cm2

leading to an instantaneous luminosity of

L = Np Np̄ nB f

4πσa
, (3.1)
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3.2. The DØ Detector

Parameter Value

circumference Tevatron (main ring) 6.28 km

beam energy after injection 150 GeV

beam energy Tevatron (main ring) 980 GeV

maximum instantaneous luminosity 312 ·1030 cm−2s−1

maximum instantaneous luminosity (design) 200 ·1030 cm−2s−1

bunches per beam 36

bunch spacing 396 ns

protons per bunch 27 ·1010

anti-protons per bunch 3.4 ·1010

transverse emmittance of proton beam 20πmm mrad

transverse emmittance of anti-proton beam 20πmm mrad

longitudinal size of proton beam 0.63 m

longitudinal size of anti-proton beam 0.54 m

half-life of beam 9-10 h

Table 3.1: Typical parameters for the Tevatron in RunII.

where Np (Np̄ ) are the number of protons (anti-protons) within one bunch, nB is the number of
bunches and f is the collision frequency. Figure 3.2 shows the integrated luminosity accumulated
since the start of RunII in April 2002 until today. As indicated by the plateaus, there were four ma-
jor shutdowns, during the summer months of each year. These are scheduled maintenance and
upgrade shutdowns. Throughout operation the accelerator complex was better understood and up-
graded, allowing to deliver higher luminosities and thus, the gradient of the integrated luminosity
rises. As the number of events is given by the production cross section times the luminosity, a large
data set is important for precise measurements or discoveries and searches, like the search for the
Higgs boson.

During a shutdown between February and June 2006 the accelerator as well as the detector got a
major upgrade. The purpose of the accelerator upgrade was to achieve higher luminosities, while
the upgrades to the detector included major changes to the tracking system and the trigger, which
will be discussed in the next sections. Since the upgrade of the collider, the luminosities achieved
exceed the design luminosity by a factor of 1.5.

3.2. The DØ Detector

The DØ detector is one of the two detectors at the Tevatron. It offers the possibility to detect and
measure a wide spectrum of physics, like performing searches for the Higgs boson or studying B
physics. Figure 3.3 shows a schematic view of the detector and its sub components. The main
purpose of the detector is to detect all kinds of particles in pp̄ collisions. This includes very short-
lived particles, which are reconstructed through their decay products as well as long-lived particles,
which are directly detected.

The detector is typical of symmetric high-energy experiments. The tracking system, which is de-
scribed in detail in Section 3.2.1, is located directly around the beam pipe. It consists of a silicon
microstrip tracker (SMT) and a central fiber tracker (CFT). Around the tracking system is a super-
conducting solenoid magnet, which provides a magnetic field of 2 T. The purpose of the inner detec-
tors and the magnet is to detect charged particle tracks and measure their momenta. The tracking
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3. The Fermilab Tevatron Collider and the DØ Detector

Figure 3.2: The integrated luminosity since the start of RunII in April 2002 is shown [59]. The two curves
represent the luminosity delivered by the accelerator as well as the luminosity recorded by the DØ detector. The
difference between the curves is due to data taking efficiencies, e.g. when a new trigger pre-scale file has to be
loaded and the run is paused or when problems with the detector occur. Both curves are comparable to the
integrated luminosity delivered to and recorded by the CDF experiment [60].

Figure 3.3: Schematic view of the DØ detector [61]. In the center of the detector is the tracking system, consist-
ing of SMT, CFT and a solenoid magnet. It is surrounded by a calorimeter, which uses liquid argon as active
material and uranium as absorber material. The muon system encloses the calorimeter. It is made up of three
layers of muon chambers, where in between the first and the second layer a toroid magnet is positioned.
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3.2. The DØ Detector

Figure 3.4: Magnified view of the DØ tracking system [61]. The beam pipe is located in the center and sur-
rounded by the SMT and CFT. These detectors are embedded in a solenoidal magnet. In the forward region are
the forward preshower detector and the luminosity monitors.

system is enclosed by a pre-shower detector and the electromagnetic and hadronic calorimeters
(Section 3.2.2). A first layer of muon chambers (Section 3.2.3) surrounds the calorimeter. A second
magnet (Section 3.2.3), which creates a toroidal field, is placed around this muon layer. The muon
tracking system is completed by two more layers of muon chambers. All the data from the detectors
is passed to a three level trigger system and finally to data acquisition (Chapter 4).

The coordinate system used at DØ is centered at the nominal interaction point of both beams. In a
cartesian coordinate system the z-axis is in the direction of the protons in the beam pipe. The y-axis
points upward and the x-axis is defined to result in a right-handed coordinate system. But usually
the coordinate tuple r ,φ, η is used, where φ is the azimuth angle and η is the pseudo rapidity, which
is given by the polar angle θ through the equation:

η=− ln

(
tan

θ

2

)
. (3.2)

The origin of η = 0 is in the center of the detector, where the positive direction is defined in the
direction of the proton beam. For the azimuth angle φ = 0 is pointing upwards. Only the parts
relevant for this analysis are described in detail in the following sections. The complete detector is
described in detail elsewhere [62].

3.2.1. Tracking System

The main purpose of the tracking system is a good measurement of tracks and vertices. A detailed
schematic view of the tracking system is shown in Figure 3.4. It consists of the silicon microstrip
tracker and central fiber tracker, which reside inside a solenoid magnet. It provides a resolution
on the position of the primary interaction vertex of 35µm and of 10µm on the impact parameter
measured for high pT tracks in the transverse plane.
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3. The Fermilab Tevatron Collider and the DØ Detector

Figure 3.5: Schematic three-dimensional view of the silicon microstrip tracker [61]. Shown is the barrel struc-
ture in the center of the detector with the surrounding F-Discs. In the forward and backward directions are the
larger H-Discs.

Central Barrels (4) Outer Barrels (2) F-Discs H-Discs

Number of modules 216 216 144 96

50/153.5 (1,3) 50 (1,3) 40 (inner)
Pitch (µm)

50/62.5 (2,4) 50/62.5 (2,4)
50/62.5

80 (outer)

12 (1,3) 7.6 (inner)
Length (cm)

6 (2,4)
6 7.9

6.3 (outer)

2.7 (1,3) 2.7 (1,3)
Inner radius (cm)

4.6 (2,4) 4.6 (2,4)
2.6 9.5

7.6 (1,3) 7.6 (1,3)
Outer radius (cm)

10.5 (2,4) 10.5 (2,4)
10 26

Table 3.2: Overview of the components of the silicon microstrip tracker. The barrel is divided into six parts,
where four parts build the central barrel and two parts the outer barrel. If silicon chips are mounted on both
sides the pitch is given for both sides. For the barrels (1,3) is related to layers one and three, while (2,4) means
layers two and four. The inner H-discs have lightly different dimensions. They are marked as inner and outer,
related from the center of the detector.

Silicon Microstrip Tracker

The high-resolution SMT (Figure 3.5) is located directly around the beam pipe in the center of the
detector. It provides three-dimensional tracking with a good acceptance for high pT tracks. Within
the barrel it consists of four double-sided layers of silicon. The innermost layer has an inner radius
of 2.7 cm, while the outer radius is 10.5 cm. The barrel region is divided into six modules, each hav-
ing a length of 12 cm.

Between each module and at the end of the barrel are 12 so-called F-discs, built from double-sided
silicon and having a radial dimension of 2.6–10.5 cm (see table 3.2 for details). To also obtain in-
formation in the forward direction up to |η| < 3 two H-discs are centered on each side around the
beam pipe with a distance of 110 cm and 120 cm in between the discs. The H-discs are made of
single-sided silicon. A spatial resolution of 16µm is achieved in the r −φ plane, by combining the
information of two layers. About 800000 channels have to be read-out to obtain the whole data of
the SMT.

For RunIIb another layer was put directly next to the beam pipe. It is called Layer0 [63], [64] and
it is made of two silicon layers. The dimensions during construction were limited by the beam
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3.2. The DØ Detector

Figure 3.6: The three lines show simulations of the impact parameter resolution as a function of the transverse
momentum of the tracks. The black line with the squared markers shows the performance of the RunIIa detec-
tor. The other two lines correspond to simulations with total loss of the innermost layer-1 of the RunIIa detector,
due to radiation damage: one with the addition of Layer-0 (triangles) and one without (circles). [63].

pipe diameter of d=30.48 mm and an aperture with a diameter of d=44.04 mm. Its purpose is to
significantly increase the impact parameter resolution, as shown in Figure 3.6, where the tracking
performance of the RunIIa tracking system is compared with the resolution, as it is obtained with
the additional tracking layer. Furthermore, it counteracts the degradation of the tracking system,
due to dead channels caused by radiation.

Central Fiber Tracker

The SMT is surrounded by the CFT and covers a region of |η| < 2. It is built of scintillating polystyrene
fibers with a diameter of 835µm. The scintillating fibers are assembled into ribbons consisting of
256 fibers in two layers (Figure 3.7), each layer shifted by half a fiber width to avoid gaps. The rib-
bons build a barrel around the SMT, where always two cylindrical structures build a layer. One of
these layers is in parallel to the beam axis, the other layer has an angle of ±3◦ with respect to the
beam axis. There are eight layers, labelled from A-H. The sign of the twist is alternating. An overview
of all layers is given in Table 3.3. A more detailed explanation on the functional principle of fiber
trackers can be found in [65].

Solenoid Magnet

To obtain a measurement of the particle momentum the tracks must be bent in a magnetic field.
This is achieved by a solenoid magnet with a 2 T magnetic field, surrounding the tracking system.
The magnet has a length of 2.8 m and consists of two layers of coils having a radius of 0.6 m. During
its operation it is cooled down to 2.8 K to achieve a superconducting state and it is energized with
4.7 kA. The relative fluctuations of the magnetic field inside the tracking volume are smaller than
0.5%. This uniformity is achieved without an iron core by using two different kinds of conductors at
the end of the coils with high current density. The material of the solenoid magnet in combination
with the cryostat wall comprises 1.1 interaction lengths.
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3. The Fermilab Tevatron Collider and the DØ Detector

Layer Radius (cm) Number of fibers Fiber separation (µm) Active length (m)

A 20.04 2560 982.4 1.66

Au 20.22 2560 990.3 1.66

B 24.93 3200 978.3 1.66

Bv 25.13 3200 985.1 1.66

C 29.87 3840 976.1 2.52

Cu 30.05 3840 980.9 2.52

D 34.77 4480 974.4 2.52

Dv 34.95 4480 979.3 2.52

E 39.66 5120 971.7 2.52

Eu 39.86 5120 976.3 2.52

F 44.56 5760 970.0 2.52

Fv 44.74 5760 974.3 2.52

G 49.49 6400 969.8 2.52

Gu 49.67 6400 973.3 2.52

H 51.97 7040 926.1 2.52

Hv 52.15 7040 927.8 2.52

Table 3.3: Number of fibers and location of all eight layers of the CFT. Each layer consists of two sub-layers with
a twist of ±3◦. The sign is given by u =+3◦ and v =−3◦.

Figure 3.7: Schematic view of the CFT. The left-hand side figure shows the side view on the CFT, while the
right-hand side figure shows the front view to illustrate the mounting of the fibers [61].

3.2.2. Calorimeter

The DØ calorimeter is made up of three parts: the central calorimeter (CC) and two end caps (ECS
and ECN). Each of these by itself is divided into three parts, namely an electromagnetic, a fine and a
coarse hadronic calorimeter. An inter-cryostat detector is located between CC and ECS and between
CC and ECN. Liquid Argon is used as active material and uranium is used as absorber material to
generate particle showers. The CC has a thickness of 7.2 interaction lengths λ0.

The calorimeter of the DØ detector is not used in this analysis and thus is not described here. Re-
fer to [62] for a detailed description. For the hadronic mode the only purpose is to act as block of
matter and shield all kind of particles to ensure that only muons and neutrinos penetrate the muon
system located around the calorimeter.
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3.2. The DØ Detector

Figure 3.8: Illustration of the DØ muon system. Left plot: scintillators, Right plot: proportional drift tubes [61].

3.2.3. Muon System

The DØ muon system (Figure 3.8) is composed of a central region (CF), covering |η| < 1.5, and a for-
ward region (EF), extending the coverage up to |η| < 2.0. Both regions consist of three layers labeled
A, B and C. While the A-layer follows directly the calorimeter and is inside the toroidal magnetic
field, the outer two layers are outside of this magnet. This allows a momentum measurement of the
muons, which is independent of the tracking system.

Muon System Layers

The central muon chambers consist of proportional drift tubes (PDT), which are filled with a gas-
mixture of 84 % argon, 8 % freon (CF4) and 8 % methane (CH4). Each tube consists of an aluminum
casing with an anode wire made out of tungsten and coated with gold. Voltages of 5 kV and 2.5 kV
are connected to the anode and the cathode. Depending on the position 14 or 24 tubes build a
muon chamber having a length between 191 cm and 579 cm. The A-layer consists of four layers of
drift tubes per chamber, while the B-layer and the C-layer have three layers each. Additionally, there
is another layer of muon scintillators in the central region in front of the A-layer and behind the C-
layer. Scintillators are often used in muon systems due to their fast signal response.

As support structures are necessary to keep the calorimeter in place, it is not possible to cover
the whole central detector region. As a result there are some chambers missing in the φ-region
4◦ <φ< 5◦.

The forward region of the muon system is built of mini drift tubes (MDT). Their walls are made
of plastic, have a cross section of 10×10mm2 and are filled with the same gas mixture as the PDTs.
The layer structure is the same as in the central region. Each layer in the forward region has an-
other layer of scintillators with a segmentation of 0.1×0.08 in η×φ. The drift chambers in forward
direction achieve a resolution of ≈350µm. An efficiency plot for the differently sized muon trigger
scintillation counters is shown in Figure 3.9.
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3. The Fermilab Tevatron Collider and the DØ Detector

Figure 3.9: Time resolution and detection efficiency of muon trigger scintillation counters. Large counters are
60×60 cm2; typical counters are 24×34 cm2; small counters are 17×24 cm2 [61].

Toroid Magnet

The toroid magnet [66] consists of three parts, which are located between the A-layer and the B-
layer of the muon system. The toroid magnet is divided into a central magnet and one magnet
in each forward direction. The central magnet is centered around the beam pipe at a distance of
317.5 cm. Both forward toroid magnets are in a distance of 447 cm < |z| < 600 cm from the center
of the detector. All three parts are energized by a current of 1.5 kA. The magnetic field generated by
the iron in the central toroid has an average of 1.8 T and the average magnetic field of the forward
magnets is 1.75 T.
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4
The DØ Trigger System

The collision energy of
p

s = 1.96TeV allows to produce all kind of b hadrons (e,g, Bs , Bc and Λb) at
the Fermilab Tevatron Collider and thus provides the possibility to measure various B physics pro-
cesses, in particular the discovery of new physics and Bs mixing. However, at a hadron collider, the
inelastic cross section is 3 orders of magnitude larger than the bb̄ cross section, with a pT spectrum
which is approximately the same. Figure 4.1 compares the pT spectrum of Bd decay products and
minimum bias events in Monte Carlo. The challenge of developing highly efficient triggers is obvi-
ous – the pT distribution is shifted just a little bit to higher pT values, compared to the minimum
bias events. Figure 4.2 shows an event display of a signal candidate and demonstrates the difficulty
of separating interesting from non-interesting events, due to the high amount of particle tracks.

Another limitation is the maximum tape storage rate. During RunIIa the detector collision rate of
2.5 MHz had to be reduced to a data acquisition rate to tape of 50 events per second. This limit has
been raised to 100 Hz during an upgrade for RunIIb. Of course, all physics groups share the output
rate to tape. Certain physics phenomena have different signatures and therefore different trigger re-
quirements. They are in competition each time the trigger list changes. In the beginning of RunIIa,
when the data acquisition rate was limited to 50 Hz about 2-3 Hz were reserved for B physics events.
However, with RunIIb the rate to tape was increased by a factor of two and the situation is more re-
laxed and there is no explicit bandwidth allocation anymore.

4.1. Functional Principle of the Three Level Trigger System

The DØ trigger system uses three levels1. A schematic view of the trigger system is shown in Fig-
ure 4.3. The data of the detector is stored in a buffer and passed to the Level 1 trigger in parallel.
The buffers are required, as the trigger decision takes some time. If the trigger decision is positive,
a Level 1 accept is called by the trigger framework and the content of the buffer is passed to Level 2.
The Level 1 accept rate is limited to approximately 1.5 kHz. If the trigger decision is negative, the
contents of the corresponding Level 1 buffer are discarded. The same mechanism is used at Level 2:

1Actually, there is also a Level 0, which consists of the luminosity monitors mounted symmetrically around the beam pipe, on the inside
of the end calorimeters. Its purpose is to trigger on inelastic pp̄ collisions.
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Figure 4.1: A comparison of the pT spectrum of Bd decay products and minimum bias events in Monte
Carlo [67]. The challenge of developing highly efficient triggers is obvious – the pT distribution is shifted just a
little bit to higher pT values, compared to the minimum bias events.
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Figure 4.2: DØ event display [68]. Left: Projection end view (along the direction of motion of the proton beam)
of the collision, with charged particle tracks in the silicon detector, the energy deposited in the calorimeters, and
possibly hits in the muon detectors. The inner part, with the concentric circles, shows the locations, to scale,
of the tracking detectors. Hits are shown as small circles. The outer concentric ring is a histogram of deposited
energies, summed over the eta range shown. Right: View of the muon system in the x-y plane. The large
grey areas are the outlines of the various outer muon detectors. Red marks represent the positions of detectors
activated by particles.

if any Level 2 trigger condition is matched, the corresponding buffer contents are passed to Level 3
with an average rate of 800 Hz. Candidates fulfilling the requirements of Level 1 and Level 2 are sent
to a farm of Level 3 PCs, which run sophisticated algorithms to reduce the rate to 50 Hz (this limi-
tation was raised to 100 Hz during the RunIIb upgrade). The overall coordination and control of the
DØ triggering is handled by the COOR package [69]. COOR interacts directly with the trigger frame-
work (Level 1 and Level 2) and with the data acquisition (DAQ) supervising system for the Level 3
triggers.
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Figure 4.3: The DØ three level trigger system (slightly adapted from [61]). The input rate from the detector of
2.5 MHz had to be reduced to a data acquisition rate of 50 Hz during RunIIa and is now at 100 Hz. The first
two trigger levels are implemented in hardware, while the last stage runs on a PC-Farm. On each level trigger
decisions are made and only if an event is accepted, it is passed to the next trigger level.

As it is not possible to trigger on tracks coming from displaced vertices at DØ, the task of trig-
gering hadronic Bs decays is very challenging. The only way to trigger these decays is through a
muon. However, the wide muon chamber coverage up to |η| < 2 allows for very efficient triggering
on semimuonic decays. Since no muons are present for hadronic Bs decays, the muon can only
stem from the Bs decay on the other side, as illustrated in Figure 2.1. Because this muon also tags
the initial state of the Bs meson, the success of these channels depends on the optimization of the
muon triggers [70] at all three stages.

4.1.1. The First Trigger Level

The first level is a pure hardware trigger, where the logic is programmed into FPGAs2. The deci-
sion is based on four sub-components: the Level 1 muon trigger (L1MUO), central track trigger
(L1CTT), calorimeter trigger (L1CAL) and forward proton trigger (L1FPD). These components are
illustrated in the middle column of Figure 4.4. The muon trigger receives the information from the
muon chambers. The Level 1 central track trigger reads out the data from the CFT, while the Level 1
calorimeter trigger obtains its information from the calorimeter and the forward proton trigger gets
the information from the forward proton detector.

The Level 1 muon trigger was designed to identify muon candidates and to report them to the trig-
ger framework. For this purpose segments of the muon chambers (Section 3.2.3) are combined into
a grid. The A-layer has a segmentation of 9 segments in the z direction and of 4.5◦ in φ for the
proportional drift tubes (which is the same segmentation as for the central track trigger in φ). The
scintillation trigger counters also have a segmentation of 4.5◦ in φ, but of ≈ 0.11 in η. If a muon
candidate is accepted at Level 1, this event will be processed by the next trigger level. To build
the muon candidate and/or logical modules are used, which combine information of the 3-layer
muon chambers and the central fiber tracker (CFT). This information is processed and combined
into regional triggers. Finally, global muon trigger decisions are formed and passed to the trigger

2FPGA = Field Programmable Gate Array
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Figure 4.4: This flowchart [61] shows the signal paths of the detector sub-components to the corresponding
Level 1 and Level 2 components. Each component of the Level 1 trigger matches one component of the Level 2
trigger. Additionally, Level 2 has the information of the SMT available (L2STT). The information of the lu-
minosity monitors, which is also known as Level 0, the information of all Level 1 components plus the global
trigger decision of Level 2 is passed to the trigger framework.

Figure 4.5: The central track trigger is divided into 80 sectors, each covering a region of 4.5◦ [61].

framework. Level 1 can perform selections by multiplicities, pT thresholds, regions, scintillator tim-
ing, wire hits or additional options like opposite/same sign of tracks, mass ranges or layer (A, B
or C) hits. For the central track trigger a region of |η| < 2 of the CFT is used and divided into 80
sectors (Figure 4.5), which match the φ segmentation of the muon chambers. To operate the trig-
ger in RunIIa four thresholds for the transverse momentum pT were programmed into the FPGAs
(pT > 1.5,> 3,> 7,> 11GeV/c). This has changed for RunIIb. Two more thresholds were added and
the stepping has changed to pT > 3,> 3.75,> 5,> 5.7,> 8,> 13GeV/c. A more detailed view of all
changes for RunIIb is given in [71].

At this stage trigger decisions are based on simple kinematic attributes, like transverse momentum.
The output rate of Level 1 is 1500 Hz. Due to the short time limit it is not possible to use any infor-
mation of the SMT, which data is passed directly to the second trigger level.
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4.1.2. The Second Trigger Level

All data from Level 1 is re-defined at Level 2. This is illustrated in Figure 4.4. Each component of
the Level 1 trigger matches one component of the Level 2 trigger. Additionally, Level 2 has the in-
formation of the SMT (L2STT) available. This trigger stage has a finer granularity and the complete
time information available – including calibrations. Therefore, it improves the Level 1 correlation
between muon scintillators and wire hits. The information of all sub-components is combined in
the Level 2 global trigger. At this stage a quick reconstruction of physical objects is possible and
a trigger decision is based on these objects. It has to happen within 100µs (due to the reduced
input rate at Level 2 the time-frame for the trigger decision is longer) and the rate is reduced to
800 Hz. This stage is implemented in FPGAs, DSPs and micro processors. The processing of muons
at Level 2 happens in three stages, where each stage has a time budget of 30µs:

1. The second level input computer (SLIC) cards receive fast calibrated data from the front end
and Level 1 output. Level 1 objects are transformed into Level 2 format and the front end data
is processed into A-layer and BC-layer individual track segments.

2. All segments found are passed to the Alpha pre-processor. It searches for A+BC-layer matches,
calculates momenta, assigns a track quality (see section A.2 for definitions of loose and tight
muons at Level 2) and adds a time stamp (prompt, slow, out of time). This time stamp classi-
fies the coincidence of the hits in the muon chamber layers.

3. The Level 2 global system collects data from all Level 2 subsystems. It is the first DAQ instance
which has access to the whole event and can base trigger decisions on correlations of different
Level 2 objects.

The Level 2 muon trigger is not just a rejection tool, but is also an essential pre-processing stage for
Level 3, as the third trigger level will not unpack and scan the full muon detector readout, but will
only unpack those modules in the neighborhood of tracks reported by Level 2.

4.1.3. The Third Trigger Level

If the Level 2 global trigger accepts an event it is passed to the third and last stage of the DØ trigger
system. This trigger level consists of C++ programs running on a PC-farm. It allows easy scaling
of the trigger power by adding further machines to the cluster. In principle the C++ programs use
filters to apply simple kinematic cuts and afterwards use subroutines, called “physics tools” to iden-
tify electrons, jets, tracks etc. These objects are combined in the “data tools” and physical objects
like invariant masses are built, upon which trigger decisions can be based.

Figure 4.6 illustrates the hierarchy of the Level 3 framework. Each Level 2 trigger bit relies on at
least one Level 3 filter script3 and the total amount of scripts is only limited by computing power.
Each filter script can run several filters4, which are most likely physics tools5: cuts are applied on
properties assigned to particles. But also relational filters are possible, which compare the output
of other filters and set a Level 3 trigger bit depending on their result. Physics tools run in general
at least one data tool. They provide the tracking, vertexing and clustering computations. Data tools
can call other tools and their results are cached to optimize the performance, if a data tool is called
multiple times. The only way to access raw detector data is to call an unpack tool, as these are the
only instances which can unpack the data and provide the information.

3Filter script is the DØ trigger group terminology for Level 3 trigger.
4This is a collection of tools which are run when a particular trigger bit is set and decide whether or not to pass the event.
5These are the objects responsible for creating the physics objects which are then used to pass or fail the event. The functionality of the

tools differs slightly from Level 2 to 3 but in essence, these tools use input data in conjunction with the tool’s parameters, to create
physics objects.
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4. The DØ Trigger System

Figure 4.6: Level 3 flowchart (adapted from [72]). Each Level 2 trigger bit relies on at least one filter script,
which can call several subroutines to identify particles, jets and tracks to apply trigger conditions or build
physical objects like invariant masses. If a result is needed for other filters, it can be cached into a data tool.
Unpack tools are the only instances which can directly unpack and access the raw data.

The Level 3 muon trigger has the full detector information available and analyzes interesting re-
gions defined by Level 2. It utilizes the aspects of the offline muon reconstruction and assigns tracks
from the central fiber tracker and silicon microstrip tracker to tracks from the muon chambers. In
principle the definition of a muon follows the following constraints:

• one muon with two wire hits or one scintillator hit in the A-layers,
• two wire hits and one scintillator hit in BC-layers,
• a central track match with pT cut.

But also physical objects6 like invariant masses or trigger constraints like impact parameter cuts can
be implemented as trigger decisions. The script runner takes a trigger list as input and initializes all

6An object is a collection of parameters. Each object type has a structure which lists all its parameters and, possibly, their default,
minimum and maximum values. To use C/C++ terminology: an object can be considered as an instance of a class or struct.
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Run Duration (h) inst. Lumi (1030cm−2s−1) Tape Rate (Hz) Presages File

1 244016 2.00 283.8 111.8 260-300E30

2 244017 0.49 198.6 103.5 150-200E30

3 244025 1.99 173.1 88.0 150-200E30

4 244026 3.97 140.1 88.9 100-150E30

5 244027 3.64 101.0 101.1 80-100E30

6 244028 4.08 79.5 0 60-80E30

Figure 4.7: Trigger rates for all three trigger levels. During a store the luminosity drops from the highest instan-
taneous luminosity value directly after beam injection to the lowest value, before the beam is dumped (magenta
line). The trigger rates for Level 1 (black line), Level 2 (blue line) and Level 3 (orange line) are monitored. The
rates are continuously monitored. If they have dropped below a certain value, a new run is started and the ap-
propriate trigger menu is loaded (indicated as steps 1-6 in the figure and the table). This results in an increase
of the trigger rate and ensures the maximum allowed rate is stored to tape. The table shows typical numbers for
a span of time for a run, the instantaneous luminosity at the beginning of a run, the averaged tape rate during
a run and the used prescale file, which are named after their operational luminosity region.

required tools. If a Level 2 bit is set, it executes the dependent filter scripts. In the case all filters are
passed, the event passes that trigger. Any event passing at least one Level 3 trigger is written out.

4.1.4. Trigger Menu and Trigger Rates

For the event selection 128 trigger conditions are defined on Level 1. These triggers are combined
with different Level 2 triggers and filters on Level 3. The configuration including all triggers used
for data acquisition is called trigger list or trigger menu. In principle the number of triggers is only
limited by the CPU power on Level 3. All data accepted by Level 3 are passed to the so-called Col-
lector/Router and than distributed to the relevant subsystems. The data used for data analysis e.g.
are passed to the data-logger. All of this raw data is copied to hard-drives and stored to magnetic
tapes later. The data are partially passed to the data-distributor in parallel, which allows the online
monitoring of the detector.
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4. The DØ Trigger System

It is a challenging task to get a newly developed trigger into the trigger menu. In addition to a certi-
fication process for each trigger including the code stability verification, the trigger rates at all three
trigger levels have to be taken into account. As some Level 3 triggers have the same requirements at
Level 1 and Level 2 this is not a trivial task. Additionally the trigger rates have a luminosity depen-
dency. Therefore a trigger menu can include different prescales7, pT thresholds or even triggers for
certain luminosity ranges. Each time a new run starts during a store8, the trigger rates are checked.
If they have dropped below a certain value (the trigger rates drops during a store, due to the de-
creasing luminosity), a new trigger menu is loaded. This results in an increase of the trigger rate
and ensures the maximum allowed rate is stored to tape. Figure 4.7 shows the trigger rates for all
trigger levels as a function of time.

4.2. Trigger Strategies for B Physics and Trigger Studies

Compared to the CDF RunII detector, which allows a trigger rate of 40 kHz at Level 1 [73], the DØ
trigger system has to discard more events at this stage and hence many possible candidates are not
passed to more sophisticated methods at higher trigger levels. There are two properties which can
be used to distinguish B physics signal events from the continuum. Due to the B lifetime the tracks
from the decay products are displaced from the primary vertex. Assuming the background is from
QCD processes the background tracks should all be compatible with the primary vertex. Another
possibility to reject uninteresting events and thus, to reduce the trigger rate is the usage of invariant
mass requirements of the decay products.

As already mentioned, at DØ the only reasonable triggers for hadronic B decays at Level 1 and
Level 2 are single muon triggers to trigger on the muon on the opposite side. The big advantage
of the CDF RunII trigger system is the possibility to trigger on displaced vertices at the second trig-
ger level (seeded by a two-track trigger on Level 1), which allows to collect large samples of hadronic
events. Not until the third trigger level it is possible to use this type of trigger at DØ.

4.2.1. Level 1 Trigger Studies

In the course of upgrading the detector for RunIIb the Level 1 muon trigger underwent minor up-
grades, e.g. the number of programmable pT thresholds was raised from four to six. This is very
important as it allows to define triggers with low pT thresholds for runs with low luminosity, while
higher pT thresholds provide enough reduction at higher luminosities and keeping enough flexi-
bility in between the high instantaneous luminosity at the beginning of a store and the low lumi-
nosities shortly before the beam is dumped at the end of a store. Two options were considered for
RunIIb to keep the trigger rates low:

• Raising the muon quality requirement: Depending on the number of hits in the three muon
layers, a muon candidate is categorized as loose, medium or tight muon. An exact definition
about the requirements is given in Appendix A.1. In RunIIa mostly loose muons were required
on Level 1. Hence, raising the quality requirement from loose to medium would reject many
events for RunIIb, which were accepted for RunIIa.

7This technique randomly selects each n-th event, depending on the prescale factor n.
8The span of time between injecting the beams into the collider and dumping the beam, when the instantaneous luminosity has de-

creased under a certain level is called store.
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Muon Quality Muon Cut

loose→tight pT : (5 → 5.7)GeV/cData Sample #events

Efficiency Rejection Efficiency Rejection

Ds (φπ)µ 22k 98.6% 12.8% 81.6% 32.6%

Ds e 1.8k 97.1% 12.8% 84.3% 32.6%

J/Ψ→µµ 3k 96.3% 12.8% 69.9% 32.6%

Table 4.1: Overview of the signal efficiency for different gold-plated event samples for changing the muon qual-
ity assignment from loose to tight and for raising the muon pT threshold at Level 1. The J/Ψ sample was used
as a control sample, as these decays are triggered by di-muon triggers.

• Raising the transverse momentum requirement: One of the most important single muon trig-
gers in RunIIa had a pT threshold of 5 GeV/c. Raising this threshold would also reduce the
number of fake events.

A third option, which can be used at Level 1 but is avoided as much as possible, is prescaling. This
method is non-selective, as it does not rely on any physics input, but it randomly discards events
and decreases the rate to a wanted limit. Of course a higher rejection of muon candidates influ-
ences the signal efficiencies also. In the context of this thesis trigger studies for the RunIIb up-
grade were performed and both options were considered and compared. The results are shown in
Table 4.1. Three different gold-plated data samples were taken into account: a signal sample of
semimuonic Bs decays, Bs decays with an electron (which are triggered by the opposite side muon)
and J/Ψ→ µµ decays as a cross-check, as these decays should usually be selected by a di-muon
trigger. For all three samples the efficiency was determined by comparing the number of events
which pass the RunIIa trigger requirement with the requirements considered for RunIIb. The num-
ber obtained has to be compared to the rejection rate. It turned out that raising the muon quality
keeps a signal efficiency between 96% and 99%, by reducing the background by 12.8%. Although
raising the transverse momentum threshold results in a higher rejection of fake muons (≈ 33%), this
option was dropped, as it also cuts away a significant amount of signal events (18%-30%).

4.2.2. Level 2 Trigger Studies

For the RunIIb upgrade trigger studies were also performed for the second trigger level. On this trig-
ger level more sophisticated methods are possible as trigger requirement. The following solutions
were considered:

• Raising the transverse momentum requirement: This option is similar to the one described
above in the Level 1 trigger studies section. However, Level 2 has the information of the CTT
and the STT available. Contrary to RunIIa, where the STT information was used only, it was
considered to use the CTT information, if the determination fails for the STT.

• Raising the track fit requirement: The Level 2 muon trigger allows to trigger on track parame-
ters, as the fit quality χ2. For this solution the same option of utilizing the CTT information is
possible, like just described.

• Raising the muon quality: This is the same principle as described above for Level 1. However,
the exact requirements on hits in the muon layers are different, as shown in Appendix A.2.

Figure 4.8 shows the results for the first two solution approaches. The left-hand side shows the num-
ber of events passing the trigger requirement as a function of the transverse momentum threshold.
The red line indicates the number of events in the gold-plated sample. The blue curve represents
the status for RunIIa, where the information of the STT was considered only. The green distribu-
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4. The DØ Trigger System

Figure 4.8: Comparison between gold-plated event sample (red), the solution with CTT fallback (green) and
without CTT fallback (blue). The latter case corresponds to the setup as used in RunIIa. CTT fallback in this
context means, that the tracking information of the CTT is used, if the SMT fails to fit the track. Left: Shown
is the number of events passing the trigger requirement as a function of the transverse momentum threshold.
Right: The number of events passing the trigger requirements as a function of χ2 is shown at a fixed value of
pT = 1.2GeV/c.

Muon Quality

loose→tightData Sample #events

Efficiency Rejection

Ds (φπ)µ 22k 92.7% 6.6%

Ds e 1.8k 97.1% 6.6%

J/Ψ→µµ 3k 94.9% 6.6%

Table 4.2: Overview of the signal efficiency for different gold-plated event samples for changing the muon qual-
ity assignment from loose to tight at Level 2.

tion is obtained using the CTT fit, if the STT fails. As it can be seen, the green curve is closer to
the original number of events, which means the efficiency is higher. The rejection rate and thus,
the background reduction rate at a value of pT = 5.5GeV/c were determined as 64%, while the effi-
ciency loss is about 30%. The right-hand side plot shows the same studies for a χ2 at a fixed value of
pT = 1.2GeV/c. In this case both curves have a high efficiency and the CTT fallback solution shows
hardly any impact on the efficiency. As it is shown in Table 4.2 the background rejection rate for
raising the muon quality turned out to be the same as the loss in efficiency (≈ 7%). This behavior
is similar to prescaling on Level 1, but prescaling on Level 1 is easier to implement and much more
flexible. Hence, this option was dropped.

4.2.3. Level 3 Trigger Studies

The same sample with semimuonic Bs decays as for the Level 1 trigger studies was analyzed to
determine, which trigger was called and which trigger decision was fulfilled in the end. Mostly Bs

decays are triggered by single muon triggers. This can be seen in Table 4.3. The most important
triggers in this context are:

• ML1_TMM3_VX: Requires a primary vertex with |z| < 35 cm, and at least one track matched
muon with pT > 3 GeV/c.

• ML1_TMM4_VX: Requires a primary vertex with |z| < 35 cm, and at least one track matched
muon with pT > 4 GeV/c.
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Trigger name called fired

ML1_TMM5_VX 16850 10203

ML1_TMM4_VX 8132 6195

MM1_TMM_IMP_2IPV 20686 5200

MUJ2_JT20_TK10 14031 5106

MM1_IPTMM5_IMPV 20686 4688

MUJ1_JT25_LM3 13995 4492

ML1_TMM_2IP_IMPV 19539 4223

ML1_IPTMM_IMP_V 19539 4150

MM1_JT25 20158 4110

ML1_TMM3_VX 4380 3894

MUJ1_2JT12_LMB_V 13995 3817

MM1_TMM_IMP_3IPV 20686 3808

Table 4.3: A gold-plated Bs → D−
s µ sample was studied. This is a list of the trigger names, which were called

the most by the Level 2 framework and which trigger requirements were actually fulfilled (fired).

• ML1_TMM5_VX: Requires a primary vertex with |z| < 35 cm, and at least one track matched
muon with pT > 5 GeV/c.

• ML1_IPTMM_IMP_V: Requires 2 tracks with pT > 0.5 GeV/c, of opposite sign, that give an in-
variant mass commensurate with the φ particle, and a primary vertex with |z| < 35 cm, and at
least one track matched medium muon with pT >4 GeV/c and with an IP significance > 3.0.

• ML1_TMM_2IP_IMPV: Requires 2 with tracks pT > 0.5 GeV/c, of opposite sign, that give an
invariant mass commensurate with the φ particle, and a primary vertex with |z| < 35cm, and
two tracks with pT > 1.5GeV/c) with IP Sig. > 3, and at least one track matched muon with
pT >4 GeV/c.

However, one would assume, that the trigger with the least transverse momentum requirement
records the most events. This is not the case, as single muon triggers with low transverse momen-
tum cuts must have higher prescales. Level 3 allows more sophisticated methods to trigger events,
as the complete detector information is available and physical objects like invariant masses could be
determined. An impact parameter significance tool had been developed and used during the RunIIa
period. The impact parameter significance will have a Gaussian distribution centered around zero
and with a standard deviation of one, if a track is associated to the primary vertex. By requiring sev-
eral tracks with an impact parameter significance above a certain threshold, background events can
be rejected at trigger level. In combination with another tool, providing the invariant mass of two
objects and having a mass window around the φ mass, it is possible to record hadronic Bs decays
very efficiently. This is indicated by the the triggers ML1_IPTMM_IMP_V and ML1_TMM_2IP_IMPV,
which require a certain invariant mass and impact parameter significance of the tracks. To deter-
mine the efficiencies of the impact parameter triggers, the information of a comparable single muon
trigger was used and the additional requirements were added offline. By dividing one distribution
by the other, the efficiency of the Level 3 online code can be checked.

Figure 4.9 shows the turn-on curves for the impact parameter trigger. Comparing RunIIa (left) and
RunIIb (right) data, the lower efficiency is clearly visible. This behavior is easy explainable: The
RunIIb data in this plot shows an integrated luminosity of

∫
L dt = 0.4fb−1 only. As these data were

taken directly after the upgrade, the machine and detector were not fully optimized. Additionally,
the whole tracking code had to be re-written for RunIIb for the inclusion of Layer0. The overall
efficiency of the impact parameter triggers is shown in Table 4.4. As it can be seen, the first two
triggers, which require two tracks, have the best efficiency for semimuonic decays. Contrary to the
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Figure 4.9: The results of the Level 3 impact parameter trigger studies are show (Left: RunIIa with
∫

L dt =
1.3fb−1, Right: RunIIb with

∫
L dt = 0.4fb−1). The lower efficiency for RunIIb is clearly observable. However,

this is an early subset of the RunIIb data, where the machine and detector was not fully optimized. Additionally,
the whole tracking code had to be re-written for RunIIb for the inclusion of Layer0.

Trigger name efficiency short description

ML1_IPTMM_IMP_V/1 0.67 see text

ML1_TMM_2IP_IMPV/1 0.68 see text

ML1_TMM_3IP_IMPV/1 0.50 3 tracks pT > 0.75 GeV/c

ML1_TMM_4IP_IMPV/1 0.25 4 tracks pT > 0.5 GeV/c

Table 4.4: Efficiencies of relevant impact parameter triggers for a gold-plated event sample. The exact require-
ments of the first two triggers are explained in the text. The difference of the third and the last trigger in this
table, compared to the second trigger, is the number of required tracks with a certain minimum transverse
momentum.

single muon triggers their rate allows an unprescaled operation for all luminosity ranges. However,
it turned out that the requirement of this trigger became obsolete, as the muon quality on Level 1
was raised anyway and therefore the trigger rate was low enough to even reduce the pre-scale factor
on the low pT single muon triggers.
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5
Reconstruction and Monte Carlo Simulation

All data delivered by the DØ data acquisition is stored in a raw data file format on tapes. A software
is required to run algorithms on the raw data to identify particles and their tracks by combining the
output of all sub-components of the detector and store it as DST1 [74] or TMB2. To study physics
processes it is required to compare this information with Monte Carlo simulations, which include
all current knowledge about the physics and detector response. This chapter deals with the software
used to preprocess the raw data in order to use it for analyses (Section 5.1) and with physics simula-
tions (Section 5.4) to better understand the signal composition. It will conclude with a description
of the dataset used for this analysis in Section 5.6.

5.1. Reconstruction Software

In order to run physics analysis on raw data from the DØ detector, physics objects, such as tracks,
muons, and jets, have to be reconstructed. The standard DØ software for this task is provided by
the DØ algorithms group and is called d0reco [75]. Further steps include vertex and cluster finding,
which is done using a software package called BANA [76].

5.1.1. d0reco

The offline reconstruction of raw data at DØ is performed with the program d0reco. It reconstructs
the objects needed for physics analysis and requires a large amount of CPU power. It is capable
of running on both – data and Monte Carlo. The executable is supposed to run on the offline pro-
duction farms and the results are stored in a common place, accessible by all DØ physicists. As the
B-physics group uses their own data format called AADST, an extra step is necessary to benefit from
the centrally stored reprocessed data.

1Data Summary Tape
2Thumbnail: In contrast to the DST only a compressed subsample of variables per event is stored in order to keep the filesize per event

low.
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The data is organized in the form of chunks. The primary input for d0reco is the raw data chunk,
which is created either by the Level 3 trigger system or Monte Carlo simulations. The reconstruc-
tion program adds another chunk for each type of reconstructed object. The data processing is
done in several steps. At first detector specific information is unpacked and electronic channels are
assigned to physical detector components and calibration constants are applied. Geometry con-
stants are used to associate detector elements with physical positions in space and clusters or hit
objects are reconstructed. Afterwards the hit information of the silicon microstrip tracker and cen-
tral fiber tracker is analyzed to reconstruct global tracks. The results of these algorithms are used as
input for the vertexing (see also Section 5.2). The primary vertex, which indicates the location of the
pp̄ collision is searched for and different kinematical quantities are calculated. Secondary vertices
are identified and assigned to long-lived particles like B mesons. This information is stored in the
vertex chunk and than used for particle identification. Using a wide variety of sophisticated algo-
rithms, information from each of the preceding reconstruction steps are combined and standard
physics object candidates are created. At first objects like electrons, photons, muons, neutrinos
(through missing ET

3) and jet candidates are identified. Afterwards candidates for heavy-quark and
tau decays are built, by using all previous results. A more detailed description can be found in [75].

5.1.2. BANA and AATrack

The standard software package used by the B-physics group for post-processing of d0reco output is
called BANA and was inspired by the software used for many years by the DELPHI detector at LEP for
B-physics analyses. Primary vertex finding is done, as well as track jet clustering using the Durham
algorithm and secondary vertex finding. The package provides an interface to access Monte Carlo
truth information, flavor tagging and silicon dE/dx information, which makes it very efficient. Its
code is based on the DØ AATrack package used for track reconstruction in d0reco.

5.2. Track and Vertex Reconstruction

The mode of operation of the AA tracking algorithm is to build all kind of track hypotheses from
each possible combination of the first three hits in the silicon microstrip tracker and central fiber
tracker. For each hypothesis the radius of curvature R, the impact parameter b and the angle ϕ be-
tween the intersection point of the first three hits are calculated. These parameters are illustrated in
Figure 5.1. Only tracks, with b < bmax = 5cm, R > Rmin = 30cm and ϕ<ϕmax = 0.2rad are accepted.

Afterwards all hits along a helix within a fixed ∆φ window of the outer layer of the tracking system
are assigned to the hypothetical track. If no hit is found a miss pattern is returned. After all hypothe-
sis are generated, they are arranged by number of individual hits, multiple assigned hits and misses.
The most probable track hypothesis is selected and all hits, assigned to this track are not taken into
account for the other hypothesis. This procedure is repeated for all remaining track hypothesis.

In the final stage the track object is reconstructed with a Kalman filter [77] by taking the magnetic
field, multiple scattering and energy loss of a particle within the detector into account. The obtained
track can be approximated by a helix. Figure 5.2 shows a particle trajectory and its projections to
the x-y and r -z plane with the five parameters:

3Missing ET : Neutrinos can not be detected directly. The energy balance of an event is determined. The difference between the total
energy in the detector and the energy of the identified particles is called missing energy and assigned to the neutrinos.
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{

ϕ

R

b

Figure 5.1: Functional principle of the track hypothesis of the AA tracking algorithm. Shown are three hits with
the corresponding three track parameters radius of curvature R, the impact parameter b and the angle ϕ.
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Figure 5.2: Particle track projection into x-y and r -z plane with the five helix parameters distance of closest
approach dca, distance z0, azimuth angle ϕ0, polar angle θ0 and charge and track curvature qκ.

• Distance of closest approach (dca): shortest distance of trajectory to point of origin in the x-y
plane.

• Distance z0: longitudinal component of impact parameter vector (distance of A to r -axis.
• Azimuth angle ϕ0: angle between tangent of track and x-axis.
• Polar angle θ0: angle between z-axis and particle trajectory.
• Charge and track curvature qκ.

These five helix parameters are saved for each track object and the primary vertex is determined
from reconstructed tracks and the beamspot position. The exact position of the primary vertex is
calculated by minimizing the χ2 of the function

χ2(~V ) =∑
a

∑
α,β=1,2

ba
α(S−1

a )α,βba
β+

∑
i

(V sp
i −Vi )2

(σsp
i )2

, (5.1)
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where ba
1,2 are the components of the two-dimensional impact parameter determined relative to the

coordinate origin, and Sa is the covariance matrix of the 2D impact parameter measurement. The
beamspot position is given by V sp

i with uncertainty σsp
i .

The χ2 function is minimized with the tear down method. One of the tracks is removed and the
difference

∆χ2 =χ2(Ntr )−χ2(Ntr −1) (5.2)

is calculated. The track is removed, if the difference ∆χ2 is above a certain threshold. All secondary
vertices are calculated through the same method without taking the beamspot position into ac-
count.

Recently a procedure to assign more correctly the impact parameter uncertainties has been de-
veloped and applied to all data [78]. In general the tracking resolution for data, especially for the
impact parameter is underestimated. For this purpose a track wise calibration has been performed
and applied afterwards without refitting the tracks. To obtain this scale factor the tracks are divided
into categories based on the number of silicon hits, the layers of silicon in which the first and sec-
ond hit occurred and the cluster width of the first hit. For these classes of tracks detailed studies for
the impact parameter resolution were done and the tracking errors are scaled accordingly.

5.3. Muon Reconstruction

The large muon system of the DØ detector allows to reconstruct and measure muon tracks without
information from the tracking system. A straight particle track is assigned to hits in the BC -layer of
the muon system (Section 3.2.3), allowing a measurement of the direction of flight and the position
perpendicular to the wires of the drift chambers. This is possible, as both layers reside outside the
magnetic field of the toroid magnet and therefore no force affects the trajectory. To measure the
position parallel to the drift chamber wires precisely, the tracks are assigned to hits in the A-layer,
which provides a finer granularity through matching the wire hits with hits in the scintillators. Of
course the bending through the magnetic field between A-layer and BC -layer has to be taken into
account. All this information is used to built local muon tracks and the results are stored for each
event.

If it is possible to assign information from the tracking system to a local muon track, these tracks
are stored as global muon tracks. The accuracy of global tracks exceed the measurement of local
muon tracks, as the limited lever arm of each system separately is extended by combining their
measurements. Depending on the hit matching of the sub-detectors different muon qualities are
assigned. The variable corresponding to this criterion is called nseg. Table 5.1 shows these quality
assignments. It is also possible to identify muons in the calorimeter by tracking energy deposits
consistent with the passage of a minimum ionizing particle. Due to limited accuracy, these tracks
are not used in this analysis.

5.4. Monte Carlo Simulation

One of the keys for a reliable analysis is to study the expectations using Monte Carlo simulations.
For the hadronic modes these simulations were used to determine selection efficiencies and k-
factor distributions. At DØ the software package d0runjob [79] is used to produce the Monte Carlo

54



5.4. Monte Carlo Simulation

Muon Type nseg

local muon track -3

hit in BC -layer only -2

hit in A-layer only -1

central track + calorimeter track 0

central track + hit in A-layer only 1

central track + hit in BC -layer only 2

central track + local muon track 3

Table 5.1: Overview of muon qualities. Depending on certain hit patterns, a quality between -3 and 3 is as-
signed.

samples. It requires an input file specifying parameters like decay channel, number of events to
produce etc. An example of an input file to produce the decay Bs → πDs(φπ)X can be found in
Section B.1. It has up to five different sections, which are called in sequential order:

• The Global section contains book keeping information for the storage manager to gain easy
access to the generated events once they are produced.

• Afterwards the Generated section is called. The generators ALPGEN [80] and PYHTIA [81]
are available. All the events for this analysis are generated with PYTHIA, a common tool for
simulating e+e−, pp and pp̄ collisions. Depending on the requirements, the main production
process, decay-trees. collision energy etc. need to be specified. For every event it starts simu-
lating the interactions during a pp̄ collision. The following steps are simulated in sequential
order during the generator step

– a hard scattering process,
– initial state radiation,
– final state radiation,
– hadronization,
– particle decays.

All of these steps are configured through the so-called card-file. The decay itself is controlled
through the user-decay-file, which controls EvtGen [82]. Some of the following steps are very
CPU intensive, hence the d0mess file (an example can be found in Appendix B.2) tells the
generator, which events should be saved for further processing and which can be discarded
immediately, by applying kinematic cuts. The configuration is done by the so-called d0mess
file.

• A virtual copy of the DØ detector has been built with the software package DØgstar [83]. It
uses the libraries of GEANT3 [84], which have been developed at CERN to simulate the inter-
action of particles with the detector material. This includes dead material like the calorime-
ter cryostat as well as the active material of the calorimeter or the scintillating fibers of the
tracking system. Also the interaction with the magnetic field is taken into account. This step
requires the most computing time. As there are different geometry files for the RunIIa and
RunIIb detector, the Simulated section includes, which configuration should be used.

• Afterwards the generated events are overlayed with a zero-bias4 sample, a calorimeter pile-
up5 and noise from the calorimeter and the tracking system is added. The configuration is
done in the Digitized section and calls the d0sim [85] program.

4Zero-bias events are recorded without any triggers adding a bias to the recorded sample. They are used to simulate detector noise and
overlayed events.

5In the calorimeter system the pile-up, which means the overlap of additional background events on the signal events, originates from
two different sources. At high luminosity more than one collision can happen at one crossing (physics pileup) and additionally the
readout electronics may contain signals originating from the previous and subsequent crossings (electronics pile-up).
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5. Reconstruction and Monte Carlo Simulation

B p17 p20
channel

(10−3) MC request ID gen. evts. sel. evts. MC request ID gen. evts. sel. evts.

32987
Bd → D∗π 2.7

32986
26918087 214750 89542 25067987 200250

Bd → D∗πππ 7.7 32983 166210795 104000 89551 160521728 100250

Bd → D∗a1 13.0 32982 18674524 101000 9552 18508469 100500

Bd → D∗e 56.0 33877 19377885 102750 89547 19845201 105000

Bd → D∗K 0.61 32985 24654940 104750 89548 23561611 100250

Bd → D∗ππ0 7.0 32981 20881042 102250 89549 21332743 104250

Bd → D∗ρ 6.8 32980 16212846 103250 89546 15766653 100250

Bd → D∗τ 16.0 33878 134456712 103750 89545 136016502 104500

Bd → D∗∗π 0.9 32984 59376006 100500 89550 61441060 103250

B+ → D∗ππ 4.2 33879 12112095 99750 89543 12580554 103750

B+ → D∗πππ0 30.0 33880 13585537 101750 89544 13451892 100250

Table 5.2: Overview on the generated Monte Carlo samples to study Bd decays. For each decay channel the
branching ratio, the number of events, generated by PYTHIA and the number of events passing the d0mess cuts
is given for p17 (to simulate RunIIa data) and p20 (to simulate RunIIb data) Monte Carlo.

B p17 p20
channel

(10−3) MCrequest ID gen. evts. sel. evts. MC request ID gen. evts. sel. evts.

32600
Bs → Dsπ 2.7

32602
3355725544 228887 89532 70394624 205000

Bs → Dsπππ 17.1 33119 39097805 100000 89540 40316784 102750

Bs → Ds a1 8.5 33117 38455116 103250 89533 38705294 104500

Bs → Ds e 7.0 34195 62906938 104250 89534 63238229 104500

Bs → Ds K 0.9 33118 156337998 102500 89539 156302476 102250

Bs → Dsρ 7.3 33121 35883223 83077 89541 43405476 100500

Bs → D∗
s a1 12.2 33122 40336715 103250 89535 41160952 105000

Bs → D∗
s e 84.0 34247 58813433 101000 89536 58571854 100500

Bs → D∗
s πππ 17.1 34106 38365742 100000 89537 40412927 105000

Bs → D∗
s π 2.6 33120 37052347 102750 89538 38117826 104500

Table 5.3: Overview on the generated Monte Carlo samples to study Bs decays. For each decay channel the
branching ratio, the number of events, generated by PYTHIA and the number of events passing the d0mess cuts
is given for p17 (to simulate RunIIa data) and p20 (to simulate RunIIb data) Monte Carlo.

• Finally d0reco is called in the Reconstructed section, just like it is done for real data. This
way the same data structure is achieved and it is possible to handle the Monte Carlo files the
same way like data.

5.5. Monte Carlo Samples

To study the selection of hadronic Bd and Bs decays it is essential to produce a large amount of
Monte Carlo samples. Furthermore, the Monte Carlo samples are used for background studies and
to determine parameters for the mixing frequency studies. Table 5.2 shows the produced decay
channels for hadronic Bd decays (including two B+ decays to study the background), while the same
information for hadronic Bs decays is given in Table 5.3. The decay channel, its branching ratio, the
number of events, generated by PYTHIA and the number of events passing the d0mess cuts is given.
In these tables p17 refers to Monte Carlo samples for RunIIa, while p20 are the appropriate Monte
Carlo samples for RunIIb. This differentiation is necessary, as for the generation of the p20 Monte
Carlo samples the upgrade of the DØ detector for RunIIb has been taken into account.
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5.6. Dataset

RunIIa - p14 RunIIa - p17 RunIIb

# events Efficiency # events Efficiency # events Efficiency

total 115374534 100% 1195580564 100% 1265459598 100%

single-µ 23673711 20.5% 573746529 48.0% 632653338 50.0%

Table 5.4: Collected events and number of events passing the single muon skim requirements. This includes a
short period in the beginning of RunIIa, which is referred as p14, the rest of RunIIa, which is known as p17 and
RunIIb data.

5.6. Dataset

The data sample used for this analysis is the single µ skim, also used for the semileptonic Bs selec-
tion [54] (and for mostly all single muon analysis in the B-physics group). It is described in detail
in [86]. All muons in this skim have to fulfill the following requirements:

• At least one hit in either A-layer, BC-layer (i.e. one hit in either of the two layers) or all three
layers of the muon system plus match with with a track from the central tracking system.

• A transverse momentum higher than 1.5 GeV/c(pT ≥ 1.5 GeV/c).
• Best matched muon (centralrank = 1).
• Fit of local muon track was successful (χ2 ≥ 0).
• At least two hits in the SMT (nSMT ≥ 2).
• At least two hits in the CFT (nCFT ≥ 2).

The data used here was collected between April 2002 and Spring 2006 (RunIIa) – corresponding
to about 1.3 fb−1– and from July 2006 until August 2007 (RunIIb), which equals to approximately
1.5 fb−1 (see Figure 3.2 for a plot, showing the accumulated data). Table 5.4 shows an overview on
the total number of collected events and how many events pass the single muon skim requirements.
While a lot of the muons in RunIIa were triggered with the criteria explained above, the RunIIb
trigger condition was changed from loose to tight. That means, hits are required in A-layer and BC-
layer and not in either of the layers, as described above. Hence, the total number of collected events
is lower for RunIIb than for RunIIa, comparing the same integrated luminosity. But as the trigger
requirements already select particles, which are more likely a muon, the yield of the single muon
skim is higher for RunIIb than for RunIIa.
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6
Signal Selection

Bd and Bs mesons have similar hadronic decay modes. However, more Bd than Bs mesons are pro-
duced in pp̄ collisions and thus, it is easier to develop tools and techniques with the Bd channel.
The main goal of both selections is to identify signal candidates with high efficiency and low back-
ground. This chapter is divided into two parts. At first the selection of the hadronic decay mode1

Bs → πDs(φπ)X in a dataset of
∫

L dt = 2.8fb−1 is presented (Section 6.1). The second part of this
Chapter (Section 6.2) is about the selection of the hadronic Bd decay mode1 Bd → D∗−π+ in the
same amount of data. As this channel is discussed in detail in [87] and [88], only a brief overview is
given on this channel.

6.1. Selection of Hadronic Bs Decays

Due to the low number of expected events in the dataset (Section 2.1), the selection of the decay
mode Bs →πDs(φπ)X (Figure 2.1) is very challenging. To avoid processing the whole dataset several
times during the optimization of the selection, which takes about three weeks each time, a prese-
lection with loose cuts (Section 6.1.1) is applied to the single muon skim at first (the requirements
of this skim are described in detail in Section 5.6). It requires the BANA package for the signal re-
construction (Section 5.1.2) and uses the special data format AADST of this package. The output of
this step are ROOT-trees [89], allowing to do all further processing on any computer with the ROOT
software installed, instead of relying on the complete DØ framework. To enrich the sample with
signal candidates, these cuts are tightened in the final selection (Section 6.1.2). This step requires
only several hours of computing time. Thus, it allows to quickly adapt cuts.

6.1.1. Selection Principle and Preselection

The selection is made candidate wise. A candidate is defined by a muon and a Bs meson. Gen-
erally one event can have several signal candidates. First, all tracks in a single event are clustered
into jets using the DURHAM [90] clustering algorithm. In this analysis, a maximum distance dinit =

1For the signal selection also the charge conjugated states are taken into account. This applies for all further occurrences of this decay.
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6. Signal Selection

0.25 GeV/c(the distances are converted into dimensions corresponding approximately to the trans-
verse momentum) was allowed in PYCLUS when forming starting clusters, to speed up reconstruc-
tion. The maximum distance djoin, below which it is allowed to join two clusters was set set to djoin

= 15.0 GeV/c. Additionally, when the value changed by less than 0.0001 between two iterations the
process was stopped. A more detailed view on these parameters is given in [91]. Muons with a
track-match are selected. Four additional tracks associated with the K +, K − and the two pions have
to come from the same vertex. To enrich the data sample with signal candidates, cuts are applied
to the tracks. Not all available distributions of relevant cut variables, indicating the proper cut value
are shown in the following, but only some representatives. A mechanism to access the preselection
at four different stage is implemented and the selection steps are called TAG, LOOSE, STANDARD
and TIGHT. This procedure gives an amount of events with at least one Bs meson candidate after
preselection. The following paragraphs include some words on the selection principle and a sum-
mary of the cuts, made for each particle candidate. To each of these cuts an identifier (A.1–H.3)
is assigned. The exact cut values for each identifier for the TAG, LOOSE, STANDARD and TIGHT
selections are shown in Table 6.1.

Muon Selection

In addition to the selection criteria used in the single muon selection (see Section 5.6) tighter cuts
have been applied to the muon transverse momentum and to the total muon momentum. There
is no special trigger requirement. However, almost all events were recorded through single muon
triggers. Only 7 (2) events of RunIIa (RunIIb) data were not selected by single muon triggers, which
amounts to 4.3% (1.7%) of the total number of events passing the final selection. The name of
the trigger, which selected most of the events in RunIIa, is ML1_TMM5_VX2. In the final selection,
20 events were selected by this trigger. In RunIIb most of the events were selected by the trigger
ML3_TMM4_VX3. In the sample of the final selection, 52 events were selected by this trigger. By re-
quiring a certain number of hits in the CFT and SMT it is ensured to use well reconstructed muons
for the further analysis only. This is supported by a cut on the muon quality variable nseg (Sec-
tion 5.3) and a cut on the transverse and total momentum.

• A.1: At least two hits in the SMT.
• A.2: At least two hits in the CFT.
• A.3: The muon quality nseg is required to be greater than 2 (nseg ≥ 2
• A.4: A transverse momentum greater than 2 GeV/c (pT ≥ 2 GeV/c).
• A.5: A total momentum greater than 3 GeV/c (ptot ≥ 3 GeV/c).
• A.6: Consistent with the z-position of the primary vertex.

φ Selection

Two tracks are assumed to be kaons coming from a φ meson decay. Each track combination is taken
into account, as long as both tracks are charged oppositely. For each track the transverse compo-

2The exact description of this trigger, as found in the trigger database [92]: L1: A region=w (wide muon region) single muon trigger with
tight scintillator and loose wire requirements plus a track with pT > 3GeV/c and NOT Calorimeter unsuppressed readout. L2: pass
events with at least one muon found meeting STANDARD quality(=2) and tight scintillator timing requirements but no pT or region
requirement. L3: Requires a primary vertex with |z| < 35 cm, and at least one track matched muon with pT > 5GeV/c.

3The exact description of this trigger, as found in the trigger database [92]: L1: Select events with one muon passing medium quality
requirements and tight scintillation timing cuts, matched to a track found by the CTT with pT > 3GeV/c. L2: Select events with
one muon passing tight quality requirements and tight scintillation timing cuts and one track found by the CTT or the STT with
pT > 3.3GeV/c (but no χ2 cut). L3: Requires a primary vertex with |z| < 35 cm, and at least one track matched muon (M) with
pT > 4GeV/c.

60



6.1. Selection of Hadronic Bs Decays

nent bT , the longitudinal component bL and their uncertainties σT and σL of the impact parameter
vector are determined. The significance of the impact parameter b/σb =

√
(bT /σT )2 + (bL/σL)2 is

calculated. Tracks with a small significance are associated to the primary vertex and thus, the back-
ground from tracks produced in the fragmentation process can be minimized by requiring a certain
significance of the impact parameter. Afterwards the kaon mass is assigned to the two tracks and
the invariant mass m(K K ) of the two tracks is reconstructed. Figure 6.1 shows the transverse mo-
mentum distributions of both kaons and the invariant K K mass for both run periods.

• B.1: At least two hits in the SMT for each kaon.
• B.2: At least two hits in the CFT for each kaon.
• B.3: Each Kaon must have a transverse momentum greater than 0.5 GeV/c (pT ≥ 0.5).
• B.4: Both Kaons must belong to the same jet.
• B.5: A certain impact parameter significance b/σb of at least one kaon track.
• B.6: Both Kaons are required to be associated to the primary vertex.
• C.1: Kaons charged oppositely
• C.2: Consistent with a certain invariant K K mass range.

D−
s Selection

To reconstruct a D−
s meson an additional track assumed to be a pion is added to the two kaon sys-

tem. Each event contains a high number of tracks, resulting in a high combinatorial background.
Contrary to real D−

s candidates, these randomly selected track combinations have a small transverse
momentum. Hence, a loose cut on the transverse momentum keeps the signal candidate yield high,
while suppressing much combinatorial background. A certain impact parameter significance is re-
quired for the π meson, as already described for the kaons. A χ2-fit using the tracking parameters
is done to reconstruct the four momentum and the decay vertex of the D−

s meson. The fitted mass
m(K Kπ) of the D−

s meson candidate has to be consistent within a certain mass range around the
world-average. To reduce combinatorial background and D−

s mesons coming from prompt charm
production, a cut on the flight length significance lx y /σ(lx y ) is applied. The angle, in the x-y plane,
between the D−

s meson momentum vector and the vector of the primary vertex to the decay vertex is
required to be small. The φ meson is a spin one particle. Thus, the kaons are produced mostly along
the direction of the φ meson. To reduce the background there is a helicity4 cut. Figure 6.2 shows
the transverse momentum distribution of the selected pion candidate, as well as the transverse mo-
mentum of the D−

s meson. The invariant K Kπ mass is shown without any likelihood selection cut
applied. Additionally the helicity variable cx y is shown.

• D.1: π meson has at least two hits in the SMT.
• D.2: π meson has at least two hits in the CFT.
• D.3: A certain minimum transverse momentum.
• D.4: Must belong to the same jet like the first selected kaon.
• D.5: Oppositely charged than the first selected kaon.
• D.6: A certain impact parameter significance b/σb .
• D.7: Consistent with the z-position of the primary vertex.
• E.1: Consistent with a certain invariant K Kπ mass range.
• E.2: χ2 of the secondary vertex fit to be smaller than a certain value.
• E.3: A cut on the flight length significance lx y /σ(lx y ) is applied.

4The helicity is defined as the angle between the D−
s meson and the K+ meson in the (K+, K−) rest frame
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6. Signal Selection

(a) (b)

(c) (d)

(e) (f)

Figure 6.1: Distributions for the φ candidate selection. All plots show a comparison between data, combinato-
rial background and an arbitrary scaled signal Monte Carlo (this includes the fully reconstructable mode only).
(a) RunIIa transverse momentum distribution of the first selected kaon candidate. (b) Same as (a), but for
RunIIb data. (c) RunIIa transverse momentum distribution of the second selected kaon candidate. (d) Same as
(c), but for RunIIb data. (e) RunIIa invariant K K mass distribution. (f) Same as (e), but for RunIIb data.
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6.1. Selection of Hadronic Bs Decays

(a) (b)

(c) (d)

(e) (f)

Figure 6.2: Distributions of the D−
s candidate selection. All plots show a comparison between data, combinato-

rial background and an arbitrary scaled signal signal Monte Carlo (this includes the fully reconstructable mode
only). (a) RunIIa distribution of the Ds transverse momentum. (b) Same as (a), but for RunIIb data. (c) RunIIa
invariant K Kπ mass distribution without likelihood selection cut applied. (d) Same as (c), but for RunIIb data.
(e) RunIIa helicity angle cx y distribution. (f) Same as (e), but for RunIIb data.
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(a) (b)
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Figure 6.3: Distributions for the Bs candidate selection. All plots show a comparison between data, combinato-
rial background and signal an arbitrary scaled signal Monte Carlo (this includes the fully reconstructable mode
only). (a) RunIIa transverse momentum distribution of the Bs candidate, (b) RunIIb transverse momentum dis-
tribution of the Bs candidate, (c) RunIIa distribution of the Bs vertex fit variable, (d) RunIIb distribution of the
Bs vertex fit variable.

• E.4: A certain value of the combined likelihood selection variable ctag. The determination of
this multivariate discriminating variable is described in Section 6.1.2.

• E.5: There is a cut on the helicity angle, which is defined as the angle between the D−
s and the

K + meson in the (K +,K −) rest frame. The cosine of this angle is required to be greater than
0.15 (cosαhel > 0.15).

• E.6: The direction of the D−
s momentum vector and the line from the primary vertex to the

decay vertex has to be consistent in the x y-plane (cosx y (D−
s ) > 0.9).

Bs Selection

Finally, to reconstruct a Bs meson an additional track is searched for and assumed as a pion. A cut
on the transverse momentum is applied in order to to reduce the combinatorial background which
mostly consists of low momentum pions. Additionally this cut makes the final state kinematically
similar to those in the semileptonic channels [54], [93]. A certain impact parameter significance is
required for the π meson, as already described for the kaons. To form the Bs meson, the fitted D−

s

meson candidate is combined with the additional pion. A kinematic fit is applied to reconstruct the
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6.1. Selection of Hadronic Bs Decays

four momentum and the decay vertex of the Bs meson. Furthermore, the isolation

Isolation = ptot(πDs)

ptot(πDs)+∑
i ptot,i

(6.1)

is determined, where
∑

i ptot,i is the sum of the total momentum of all not selected tracks within the
cone

√
(∆φ)2 + (∆η)2. This variable is large for b hadrons. The fitted mass x(K Kππ) is required to

be in a mass window consistent with the world-average, which is wide enough to take also partially
reconstructed events into account. To remove pathological track combinations, the candidate is
removed if the decay length of the Bs meson is larger than the decay length of the D−

s meson.

• F.1: π meson has at least two hits in the SMT.
• F.2: π meson has at least two hits in the CFT.
• F.3: A certain minimum transverse momentum requirement of the π meson.
• F.4: Must belong to the same jet as the first selected kaon.
• F.5: A certain impact parameter significance b/σb .
• F.6: Consistent with the z-position of the primary vertex.
• G.1: Consistent with a certain Invariant K Kππ mass range.
• G.2: χ2 of the primary vertex fit to be smaller than certain value.
• G.3: A positive flight length of the Bs meson (lx y (Bs) > 0)
• G.4: A cut on the flight length significance lx y /σ(lx y ) is applied.
• G.5: The cosine of the angle between the direction of the Bs and the line between the primary

vertex and the Bs decay vertex is required to be smaller smaller than 0.95.
• G.6: Not in a muon jet.
• G.7: Isolation > 0.6.
• G.8: No muon in a certain cone around the Bs candidate.

General Selection

These cuts are not related to a certain track of the signal selection, but are used to suppress the
background further. All of these selections are part of the BANA package.

• H.1: No additional muons in the same jet.
• H.2: No J/Ψ in the same jet (a detailed view on this selection can be found in [94]).
• H.3: No D∗ background (this selection is described in detail in [95] and [96]).

6.1.2. Final Selection

Based on the list of candidates from the preselection further cuts are made in the final selection.
This includes tightening already existing preselection cuts as well as new kinematic cuts. Addition-
ally a likelihood selection is applied. All candidates are divided into two samples, depending on
the sign of the product of the charge of the D−

s meson and the additional pion5: the pion coming
from the D−

s meson decay has to be of opposite charge than the pion from the Bs meson decay.
This defines signal candidates. It is not possible to generate Monte Carlo sample for all occurring
background sources with the appropriate statistic. Thus, another way had to be found to study the
background shape. As most of the occurs from wrong-sign combinations of the pions, the combi-
natorial background was estimated using a sample with pions of the same charge.

5Opposite charges result in a negative product as expected for the signal, same charges result in a positive product and are used for the
combinatorial background
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6. Signal Selection

particle cut value ID TAG LOOSE STD TIGHT

nSMT ≥ 2 A.1
p p p p

nCFT ≥ 2 A.2
p p p p

nseg=2 A.3
p p p p

pT > 2 ( GeV/c) A.4
p p p p

ptot > 3 ( GeV/c) A.5
p p p p

Muon

PV A.6
p p p p

nSMT ≥ 2 B.1
p p p p

nCFT ≥ 2 B.2
p p p p

pT > 0.5 ( GeV/c) B.3
p p p p

jet(K+) = jet(K−) B.4
p p p p

|b/σb | B.5 ≥ 4 ≥ 4

K+, K−

PV B.6
p p p p

q(K+) ·q(K−) < 0 C.1
p p p p

φ
m(K+K−) ( GeV/c2) C.2 < 1.07 < 1.07 [1.014;1.026] [1.014;1.026]

nSMT ≥ 2 D.1
p p p p

nCFT ≥ 2 D.2
p p p p

pT ( GeV/c) D.3 ≥ 0.3 ≥ 0.5 ≥ 0.5 ≥ 0.5

jet(π) = jet(K+) D.4
p p p p

q(π) ·q(K−) < 0 D.5
p p p p

|b/σb | D.6 ≤ 4 ≤ 4

π(D−
s )

PV D.7
p p p p

m(K+K−π) ( GeV/c2) E.1 [1.7;2.3] [1.7;2.3] [1.7;2.3] [1.925;2.005]

χ2 E.2 ≤ 25 ≤ 25 ≤ 16 ≤ 16

|lx y /σ(lx y )| E.3 ≥ 3 ≥ 3 ≥ 3

ctag E.4 ≥ -0.8 ≥ -0.8

cos(hel ) E.5 ≥ 0.15 ≥ 0.15 ≥ 0.15

D−
s

cosx y (D−
s ) E.6 ≥ 0.9 ≥ 0.9 ≥ 0.9 ≥ 0.9

nSMT ≥ 2 F.1
p p p p

nCFT ≥ 2 F.2
p p p p

pT ( GeV/c) F.3 ≥ 1.5 ≥ 1.5 ≥ 1.5 ≥ 2.5

jet(π) 6= jet(K+) F.4
p p p p

|b/σb | F.5 ≥ 4

π(Bs )

PV F.6
p p p p

m(K+K−ππ) ( GeV/c2) G.1 [4.0;6.5] [4.0;6.5] [4.0;6.5] [4.7;5.6]

χ2 G.2 ≤ 16 ≤ 16 ≤ 16 ≤ 9

lx y G.3 ≥ 0

|lx y /σ(lx y )| G.4 ≥ 4 ≥ 4 ≥ 4

cosx y (Bs ) G.5 ≤ 0.95 ≤ 0.95 ≤ 0.95 ≤ 0.95

Bs no in µ-jet G.6
p p

Isolation G.7 ≥ 0.6 ≥ 0.6

Bs

No µ in cone around Bs G.8 ≥ 0.7 ≥ 0.7

Not in a muon jet H.1
p p

Not in a J/Ψ jet H.2
p p

General

No D∗
s background H.3

p p p

Table 6.1: Preselection cuts Bs . The cuts are made from TAG to TIGHT, i.e. all cuts applied during the TAG
selection are also applied for the LOOSE selection.

66



6.1. Selection of Hadronic Bs Decays

/
/

Figure 6.4: Definition of the signal and background regions for the likelihood selection optimization. A signal
band (SB) in the region 1.925GeV/c2 < m(K +K −π−) < 2.005GeV/c2 and two background bands (BB) in the
regions 1.7GeV/c2 < m(K +K −π−) < 1.74GeV/c2 and 2.15GeV/c2 < m(K +K −π−) < 2.19GeV/c2 are assigned.

Vetoed Events

To pass the final selection, further conditions must be fulfilled. Events already accepted for the
semileptonic decay channel Bs →µνµDs(φπ) are rejected. The selection of this channel is described
in [54]. Furthermore there is a veto on events with a muon in the same kT jet as the decay itself and
no candidate may occur within a cone around the Bs meson of R=0.7.

Likelihood

Because of the low S/(S +B) ratio a likelihood selection [97] is used to optimize the yield of D−
s

meson candidates. For a selection of input variables xi the probability density function of the signal
f s(xi ) and the background f b(xi ) is assigned. A combined variable y is built for each event

ctag =
N∏

i=1
ctagi with ctagi =

f s(xi )

f b(xi )
. (6.2)

If a variable xi is not defined for one event, ctagi is set to one. The likelihood selection used for
this analysis is optimized with RunIIb data. To obtain the likelihood function at first all cuts, ex-
cept the Bs meson related cuts, are applied plus an additional cut on the transverse momentum
of the φ meson is applied to enrich the sample (pT (K +K −) > 2GeV/c). Afterwards the invariant
K +K −π− mass is plotted (Figure 6.4) and a signal band in the region 1.925GeV/c2 < m(K +K −π− <
2.005GeV/c2 and two background bands in the regions 1.7GeV/c2 < m(K +K −π−) < 1.74GeV/c2 and
2.15GeV/c2 < m(K +K −π−) < 2.19GeV/c2 are defined. The background is fitted with a linear func-
tion, while the D+

s meson signal peak is parametrized with a Gaussian. Both functions are integrated
over the whole plot range to obtain numbers of background and signal candidates.

The set of variables, included into the likelihood selection and assumed to be independent of each
other is defined by:

• absolute value of cos(φ): the helicity angle as described above (Figure 6.5),
• the isolation variable as described above (Figure 6.6),
• pT (K K ): the sum of the transverse momentum of the two kaons forming the φ (Figure 6.7),
• χ2(Ds): the χ2 of the fit for the D−

s (Figure 6.8),
• m(K K ): the invariant mass of the φ (Figure 6.9).
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Figure 6.5: Distribution of the helicity angle variable. Left: Signal + background (SB) an background bands
(BB) normalized to one. Right: The distribution of the ratio BB/(SB-BB).
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Figure 6.6: Distribution of the isolation variable. Left: Signal+background and background bands normalized
to one. Right: The distribution of the ratio BB/(SB-BB).
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Figure 6.7: Distribution of the transverse momentum of the φ candidate. Left: Signal+background and back-
ground bands normalized to one. Right: The distribution of the ratio BB/(SB-BB).

68



6.1. Selection of Hadronic Bs Decays

1 
 d

n 
  1

N
 d
χ  

  1( ) 2

χ

Figure 6.8: Distribution of the χ2 of the fit for the D−
s . Left: Signal+background and background bands nor-

malized to one. Right: The distribution of the ratio BB/(SB-BB).
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Figure 6.9: The invariant mass of the φ meson. Left: Signal+background and background bands normalized to
one. Right: The distribution of the ratio BB/(SB-BB).

Reference distributions for each variable are plotted, scaling the events from the background bands
with the number of background candidates and scaling the signal band with the number of sig-
nal candidates. As seen in the example signal distribution matches the background distribution in
the sidebands and hence, provides a good modeling. The background is subtracted from the signal
plus background shape and the background itself divided by this sum. The obtained distribution is
parametrized with a polynomial of fourth order (right-hand side plots of Figures 6.5 - 6.9).

The combination of all input variables is computed and shown in Figure 6.10. Figure 6.11 and Fig-
ure 6.12 show the invariant φπ mass distributions for RunIIa and RunIIb. In this plot, the black
line is the total signal, consisting of background (red) and signal candidates (blue). The higher peak
shows the distribution of a reconstructed D−

s candidate with another pion with the correct charge
to build a Bs meson. The other peak is a D∗

s reflection and derives from candidates with a wrong
pion charge. The number of signal candidates is reduced in the further final selection by a hard cut
(pT ≥ 3.0GeV/c) on the transverse momentum on the pion from the Bs meson and a flight length
cut on the Bs meson.
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Figure 6.10: Likelihood distribution for RunIIa and RunIIb data as well as the corresponding p17 (RunIIa) and
p20 (RunIIb) signal MC.
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Figure 6.11: RunIIa, Left: No cut on the likelihood selection, Background: 17638 Candidates: 4209, Right: Com-
bined likelihood selection variable has to be greater than -0.6, Background: 7597, Candidates: 3482, efficiency:
82.7%, background reduction: 70.2%.
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Figure 6.12: RunIIb, Left: No cut on the likelihood selection, Background: 20515 Candidates: 3681, Right: Com-
bined likelihood selection variable has to be greater than -0.4, Background: 5250, Candidates: 2746, efficiency:
74.6%, background reduction: 74.6%.
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Figure 6.13: Plots of the invariant K +K −π+π− mass. Left: RunIIa data, Right: RunIIb data. Due to the lim-
ited pT resolution of the DØ detector, the fully reconstructable decays are not seperatable from the partially
reconstructed decays. Hence, no clearly visible Bs mass peak can be seen.

Summary of Final Selection Cuts

Most of the cuts in the final selection tighten the cuts from the preselection:

• B.5: |b/σb | ≥ 6 for at least one kaon track.
• D.6: Impact parameter significance of the pion from the decaying D−

s |b/σb | ≥ 8.
• E.5: As the likelihood selection is optimized for RunIIb data, there is a slightly tighter cut on

RunIIa data: RunIIa: ctag > -0.4, RunIIb: ctag> -0.6.
• F.4: The cut on the transverse momentum of the π from the decaying Bs meson is tightened

to pT ≥ 3.0GeV/c.
• F.5: Impact parameter significance of the pion from the decaying Bs meson |b/σb | ≥ 6.
• G.1: The cut on the invariant K Kππ mass is tightened to 4.75GeV/c2 ≤ m(K Kππ) ≤ 5.5GeV/c2.
• Exclude events with a non-reliable muon tag (D <−1.5).

Additionally two charge combinations are considered:

• Both pions charged oppositely (q(π(D−
s )) ·q(π(Bs)) < 0). This combination is used for the sig-

nal sample.
• Same charge combinations (q(π(D−

s )) · q(π(Bs)) > 0). This combination is used for combina-
torial background studies.

Figure 6.13 shows the reconstructed Bs meson mass. Due to the limited pT resolution of the DØ de-
tector, the fully reconstructable decays are not seperatable from the partially reconstructed decays.
Hence, no clearly visible Bs mass peak can be seen. Extensive Monte Carlo studies were necessary
to understand the signal composition. The samples, described in Section 5.5 were used to study the
underlying partially reconstructed decays of the signal. Figure 6.14 shows the same Bs mass distri-
bution, as shown in the previous figure, but with the signal composition. As it can be seen, the data
matches the expected distribution of the Monte Carlo samples and the combinatorial background
well for RunIIa. For RunIIb the data background deviates from the distribution of the combinato-
rial background. This is caused by a very limited statistic in the background fit, resulting in high
uncertainties of the distribution obtained. This will improve by utilizing more data.
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Figure 6.14: Plots of the invariant K +K −π+π− mass. Left: RunIIa data, Right: RunIIb data. Extensive Monte
Carlo studies were necessary to understand the signal composition. The samples, described in Section 5.5 were
used to study the underlying partially reconstructed decays of the signal.

RunIIa RunIIb

p14 data p17 data p17 MC p20 data p20 MC

# events Yield # events Yield # events Yield # events Yield # events Yield

total 115374534 100% 1195580564 100% 227787 100% 1265459598 100% 205000 100%

single-µ 23673711 20.5% 573746529 48.0% 68165 29.9% 632653338 50.0% 52647 25.7%

TAG 1160075 4.9% 24206358 4.2% 12460 18.3% 28928533 4.6% 13199 25.1%

LOOSE 653935 56.4% 13374115 55.3% 10512 84.7% 18148921 62.7% 11501 87.1%

STANDARD 10979 1.7% 200275 1.5% 4054 38.6% 242587 1.3% 4716 41.0%

TIGHT 307 2.8% 4242 2.1% 1735 42.8% 4753 0.2% 2002 42.5%

final 2 0.7% 160 3.8% 1597 92.0% 107 2.2% 1834 91.6%

Table 6.2: The number of candidates for data and the corresponding Monte Carlo is summarized. This includes
a short period in the very beginning of RunIIa, referred as p14, the rest of RunIIa, which is named p17 and
RunIIb (p20). The yields are given as relative values to the previous selection stage. Due to the multiplicity of
tracks the combinatorial background is higher for RunIIb, leading to a slightly lower candidate yield. It starts
with the total number of events collected on tape. Afterwards selection cuts are applied to select events with one
muon. The further steps include the cuts as described in this chapter for the different preselection steps TAG,
LOOSE, STANDARD and TIGHT and the final selection.

6.1.3. Performance of Selection

The selection is divided into different qualities of the signal sample. Beginning with a single-µ skim
(Section 5.6) loose cuts are applied for a so-called TAG selection. By tightening the cuts and adding
further constraints, the purity of the signal sample gets enhanced within the chain: TAG→LOOSE→
STANDARD→TIGHT, as it can be seen from the number of events in Table 6.2. All events of the
TIGHT selection are equal to the events from the final selection and used for this analysis and go
into the Log-likelihood fit. The efficiencies are determined relative to the previous selection.

signal sample wrong charge combination

RunIIa 162 34

RunIIb 107 31

Total 269 65

Table 6.3: Events passing the final selection.
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Table 6.3 shows an overview of the events passing the final selection for RunIIa and RunIIb data.
The yield in RunIIb is lower than for RunIIa: it is dropping with increasing luminosity, because of
multiple interactions present at high luminosities [98]. For the background events: the more pp̄
interactions in an event, the more confusion is expected.

6.2. Selection of Hadronic Bd Decays

As this channel is discussed in detail in [87] and [88], only a brief overview is given here on this
channel. The intention for this selection was, to stick as closely as possible to the selection of the
hadronic Bs mode in order to verify the selection methods. The Bd mesons are reconstructed via
the D∗−π+ decay mode, where the π+ is denoted as π(Bd ). To reconstruct D∗− mesons, the decay
mode D̄0π− is used. (π− are denoted as π(D∗−)), with the D̄0 decaying into a π− and K +. In the
following only one charge sign will be considered, but the processes are also valid for the charge
conjugated decays. Two tracks, which kinematically fit best to a pion and a kaon, are combined to
a D̄0. A further track (pion candidate track) is used for the selection of D∗− candidates. Finally – in
combination with another track – the Bd candidates are built. The single muon skim as described
in the previous section is used for this decay mode. The following section describes the exact cuts
which were applied to the dataset. The selection is divided into a preselection with loose cuts and
a final selection, where the cuts are tightened.

6.2.1. Preselection

In the preselection only loose cuts are applied. A mechanism to access the preselection at four
different stages is implemented and the selection steps are called TAG, LOOSE, STANDARD and
TIGHT. Table 6.4 shows all relevant cut values for these stages. The selection identifiers A.1-G.4 are
already explained in the hadronic Bs selection section. Cuts, which are not explained so far, are
labelled with small letters and are explained in the following.

• b.1–b.6: These cuts are equivalent to B.1–B.6, but refer to a kaon instead of a pion.
• e.1: The mass difference ∆m(D∗−−D0) has to be consistent with a certain value.

6.2.2. Final Selection

For the final selection, the preselection cuts are tightened. The following list summarizes the exact
cuts:

• The muon is required to have a reconstructed charge.
• Opposite charges of slow pion (from theD∗ decay) and the pion, associated directly to the Bd .
• b.3: A transverse momentum of the slow pion higher than 0.18 GeV/c (pT (π−

D∗−) > 0.18GeV/c2).

The result of the selection, including the selection applied to the Monte Carlo samples is shown in
Figure 6.15, while the number of signal candidates are given in Table 6.5. The yield for RunIIb can-
didates is significantly lower. The explanation for this behaviour is a track cut of pT = 0.5 MeV/c in
order to save processing time. The introduction of this cut was necessary, as the the track multiplic-
ity is higher in RunIIb, due to the increased luminosity.

73



6. Signal Selection

particle cut value ID TAG LOOSE STD TIGHT

nSMT ≥ 2 A.1
p p p p

nCFT ≥ 2 A.2
p p p p

nseg=2 A.3
p p p p

pT > 2 ( GeV/c) A.4
p p p p

ptot > 3 ( GeV/c) A.5
p p p p

Muon

PV A.6
p p p p

nSMT ≥ 2 B.1
p p p p

nCFT ≥ 2 B.2
p p p p

pT > 0.7 ( GeV/c) B.3
p p p p

|b/σb | ≥ 3 B.5
p p p pK−

PV B.6
p p p p

nSMT ≥ 2 b.1
p p p p

nCFT ≥ 2 b.2
p p p p

pT > 0.7 ( GeV/c) b.3
p p p p

|b/σb | ≥ 3 b.5
p p p pπ+

PV b.6
p p p p

q(K−) ·q(π+) < 0 C.1
p p p p

D0
m(K−π+) ( GeV/c2) C.2 [1.3;2.0] [1.4;2.0] [1.75;1.95] [1.78;1.92]

nSMT ≥ 2 D.1
p p p p

nCFT ≥ 2 D.2
p p p p

jet(π) = jet(K−) D.4
p p p p

q(π) ·q(K−) > 0 D.5
p p p p

π(D∗−)

PV D.7
p p p p

∆m(D∗−−D0) ( GeV/c2) e.1 ≤ 0.17 ≤ 0.17 ≤ 0.17 [0.142;0.149]

χ2 E.2 ≤ 16 ≤ 9 ≤ 9 ≤ 9

|lx y /σ(lx y )| ≥ 4 E.3
p p pD∗−

cosx y (D∗−) ≥ 0.9 E.6
p p p p

nSMT ≥ 2 F.1
p p p p

nCFT ≥ 2 F.2
p p p p

pT ( GeV/c) F.4 ≥ 1 ≥ 1 ≥ 1 ≥ 3

jet(π) = jet(K+) F.4
p p p p

q(π(B0
d )∗π(D∗−) < 0 F.4

p p p p
π(B0

d )

PV F.6
p p p p

m(K+π−ππ) ( GeV/c2) G.1 [4.75;5.45]

χ2 ≤ 9 G.2
p

lx y ≥ 0 G.3
p

B0
d

lx y /σ(lx y ) ≥ 3 G.4
p

Table 6.4: Preselection cuts Bd . The cuts are made from TAG to TIGHT, i.e. all cuts applied during the TAG
selection are also applied for the LOOSE selection.

signal sample wrong charge combination

RunIIa 644 157

RunIIb 235 38

Total 879 195

Table 6.5: Events passing the final selection. The yield for RunIIb candidates is significantly lower, as a track
cut of pT = 0.5 GeV/c was introduced in order to save processing time.
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Figure 6.15: Comparison of the background decay channels (extracted from the MC samples), signal MC and
an integrated luminosity

∫
L dt = 1.08 fb−1 of RunIIa data [87].
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7
Lifetime Measurement of Bd and Bs Mesons

Determining the lifetime of the selected Bd and Bs mesons provides a check of the selected data
sample and the input parameters, as the lifetime is a well-known property1 [6]. The extraction of
the lifetime utilizing an unbinned maximum likelihood fit is described in this chapter. This method
is similar to that used to extract the oscillation frequency, as discussed in Chapter 9, and therefore
provides an excellent proof of concept. The selections for the Bd and Bs candidates are described
in Chapter 6.

7.1. Lifetime and Decay Length

The following discussion is true for Bd , as well as for Bs mesons. On this account B meson in the
equations below has be exchanged with either of these two. As shown in Equation 2.6 the proper
decay time, t0, of Bs mesons is given by measuring their decay length LB

x y and momentum pT (B)

t0 = xM /c = LB
x y

MB

pT (B)
. (7.1)

The mass is set to the PDG-value MBs = 5.3675 GeV/c2 (MBd = 5.2795 GeV/c2) [6] for Bs (Bd ) mesons.
To measure the decay length LB

x y , the positions of the primary and secondary vertex have to be de-
termined from data.

7.2. Extraction of the Lifetime Using an Unbinned Maximum Likelihood
Fit

To understand the method to extract the lifetime, it is essential to keep in mind in the following, that
a method, relying on theoretical predictions, is used. This means, a certain lifetime is theoretically
assumed and afterwards the detector effects are included. A visible proper decay length probability

1In this chapter the lifetime is referred as cτ. According to its units cτ is a length and not a time. However, with the constant c both
values are easy comparable and as the lifetime is usually referred as cτ at DØ this terminology is used for consistency reasons.
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Figure 7.1: These plots show the functional principle of the determination of the lifetime measurement. Under
the assumption of a specific lifetime, the distribution of B meson proper decay time is shown (left). After de-
tector effects are taken into account, the distribution of visible proper decay lengths of the Bs meson sample is
obtained (right).

distribution is determined for each event at the assumed lifetime, taking into account the measure-
ment uncertainties of each single event. In the end the probability for each event is obtained by
using the value of the distribution at the reconstructed visible proper decay length. By repeating
this procedure for each event, adding its logarithmic value and scanning over several lifetimes, a
distribution is obtained, showing the value with the most likely average lifetime. The advantage of
this procedure is, that well-known detector effects are folded into the theoretical description and
compared to the experimentally obtained result. This implementation is much easier than using
the experimental result and unfolding the detector effects to obtain the true value. In this section
only the influence on the inputs to the fit are described. A detailed explanation on how to obtain
the inputs themselves is given in the next section.

Constructing the prediction starts by calculating the proper decay time distribution under the as-
sumption of a certain lifetime

f (ct0) = e
− ct0

cτB . (7.2)

Therefore, for each theoretically assumed lifetime a plot as shown on the left-hand side of Figure 7.1
is obtained. As discussed in Section 2.3, there is an uncertainty caused by partially reconstructed
decays. This uncertainty is taken into account by applying the k-Factor to yield a visible proper
decay length ct0 = k · xtrue. The equation of the lifetime distribution changes to

f (xtrue) =
∫ ∞

0
e

−kxtrue
cτB ρ(k) dk, (7.3)

where ρ(k) are distributions determined through Monte Carlo studies and are described in the next
section. Furthermore, it is not possible to measure the visible proper decay length without an un-
certainty. This is taken into account by smearing the just obtained equation with the detector reso-
lution

f (xM
meas) =

∫ +∞

−∞

∫ ∞

0
G(xM

meas −xtrue;σxM
meas

)e
−kxtrue

cτB ρ(k) dk dxtrue. (7.4)

In this equation G(xM
meas−xtrue;σX M ) is a function reflecting the finite resolution for measuring xM

meas

with the standard deviation σM
x , which is determined event-wise. These two effects cause the life-

time distribution (Figure 7.1 (left)) to change. The right-hand side plot of Figure 7.1 reflects these
changes, when taking the partially reconstructed events and the detector resolution into account.
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Finally, the selection efficiency, ε(xM
meas), and combinatorial background contamination are depen-

dent on the measured visible proper decay length. Taking both of these into account yields the final
predicted distribution, to be compared with data

f (xM
meas) = ε(xM

meas)

[
1

1− fbg (xM
meas)

]
f (xM

meas). (7.5)

In this equation it is assumed, that the signal and background have the same efficiency as a function
of xM

meas. Obviously, it is essential to determine the inputs properly.

7.3. Input Parameters to the Fit

In the previous section, the application of different detector effects was described. This section
deals with the determination of these input parameters.

7.3.1. K-Factor

As it is not possible to select only fully reconstructable hadronic decays with the DØ detector (the
pT resolution is limited by the lever arm), also the partially reconstructed decays have to be taken
into account. This is done via the k-Factor, which is obtained through Monte Carlo simulations.
The distribution

k = pT (Breco)

pT (Btruth)
(7.6)

is plotted for four different visible mass bins in the range 4.75GeV/c2 < m(Bs) < 5.5GeV/c2 (with a
slightly smaller mass window in the case of Bd : 4.75GeV/c2 < m(Bd ) < 5.45GeV/c2), where pT (Breco)
is the transverse momentum of all reconstructed particles and pT (Btruth) is the true information
from Monte Carlo. To parametrize the k-Factor an asymmetric Gaussian function

ρ(k) = 1p
2πp2

(p0 +p3k)e
− (k−p1)2

2p2
2 (7.7)

is fitted to each mass bin distribution. The usage of an asymmetric function is justified, as a k-
Factor of one represents the case, where the true momentum is reconstructed. Hence, a k-Factor
greater than one is only possible due to detector smearing effects and values in the interval zero to
one are more likely. Figure 7.2 shows the fitting results obtained from Monte Carlo for Bs decays.
The exact parameters obtained from the fitting procedure are shown in Table 7.1 for the hadronic
Bs and Bd mode.

7.3.2. Resolution of the Visible Proper Decay Length

It is not possible to measure the flight length of the Bs meson with infinite precision. The accuracy
with which the flight length is determined for a specific event depends on the pattern of hits in the
tracking detectors. To quantify this uncertainty, a method classifying each event by its hit pattern
in the tracking system of the DØ detector was developed as explained in Section 5.2 and [78]. By
applying this event-by-event determination of the resolution an estimated improvement of 5% is
expected at an oscillation frequency of ∆ms= 17 ps−1 and of 7.3% at ∆ms= 20 ps−1 compared to the
use of average resolution values.
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Figure 7.2: K -Factor distributions, as obtained for Bs decays from Monte Carlo studies. The distributions
are determined for four different mass bins. (a) RunIIa, 4.75GeV/c2 < m(Bs ) < 4.95GeV/c2, (b) RunIIb,
4.75GeV/c2 < m(Bs ) < 4.95GeV/c2, (c) RunIIa, 4.95GeV/c2 < m(Bs ) < 5.15GeV/c2, (d) RunIIb, 4.95GeV/c2 <
m(Bs ) < 5.15GeV/c2, (e) RunIIa, 5.15GeV/c2 < m(Bs ) < 5.30GeV/c2, (f ) RunIIb, 5.15GeV/c2 < m(Bs ) <
5.30GeV/c2, (g) RunIIa, 5.30GeV/c2 < m(Bs ) < 5.50GeV/c2, (h) RunIIb, 5.30GeV/c2 < m(Bs ) < 5.50GeV/c2.
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Fit Bs Bd

Para- RunIIa RunIIb RunIIa RunIIb

meter Value Error Value Error Value Error Value Error

p0 -0.421 ± 0.422 0.074 ± 0.109 0.071 ± 1.143 1.240 ± 1.425

p1 0.882 ± 0.028 0.908 ± 0.006 0.906 ± 0.088 0.996 ± 0.081

p2 0.593 ± 0.101 0.049 ± 0.004 0.070 ± 0.009 0.071 ± 0.031
I

p3 0.558 ± 0.488 -0.001 ± 0.120 0.000 ± 1.193 -1.193 ± 1.414

p0 0.101 ± 0.084 -0.085 ± 0.088 0.316 ± 0.150 4.572 ± 3.800

p1 0.948 ± 0.002 0.0.941 ± 0.002 0.961 ± 0.003 1.002 ± 0.047

p2 0.033 ± 0.002 0.0.031 ± 0.002 0.026 ± 0.003 0.049 ± 0.015
II

p3 0.000 ± 0.089 1.019 ± 0.095 -0.210 ± 0.156 -4.557 ± 3.800

p0 0.137 ± 0.084 1.829 ± 0.357 5.521 ± 0.542 4.937 ± 1.039

p1 0.972 ± 0.001 0.980 ± 0.003 0.997 ± 0.001 0.998 ± 0.001

p2 0.021 ± 0.000 0.024 ± 0.000 0.013 ± 0.000 0.013 ± 0.001
III

p3 0.000 ± 0.087 -1.752 ± 0.359 -5.363 ± 0.539 -4.775 ± 1.037

p0 -2.015 ± 0.071 -1.625 ± 0.076 0.180 ± 0.093 -5.348 ± 0.714

p1 0.999 ± 0.000 0.999 ± 0.000 1.014 ± 0.000 1.006 ± 0.002

p2 0.013 ± 0.000 0.019 ± 0.000 0.122 ± 0.000 0.015 ± 0.001
IV

p3 2.187 ± 0.071 1.803 ± 0.076 0.000 ± 0.092 5.483 0.715

Table 7.1: Overview of the fitting parameters for the k-Factor. These parameters are obtained through Monte
Carlo studies by comparing the reconstructed momentum with the truth information. The roman numbers on
the left-hand side correspond to the four mass bins 4.75GeV/c2 < m(Bs ) < 4.95GeV/c2, 4.95GeV/c2 < m(Bs ) <
5.15GeV/c2, 5.15GeV/c2 < m(Bs ) < 5.30GeV/c2 and 5.30GeV/c2 < m(Bs ) < 5.50GeV/c2. The last mass window
is slightly smaller for the Bd selection: 5.30GeV/c2 < m(Bs ) < 5.45GeV/c2. The stated error corresponds to the
uncertainty of the fit only.

Fit Bs Bd

Para- RunIIa RunIIb RunIIa RunIIb

meter Value Error Value Error Value Error Value Error

p0 0.388 ± 0.122 0.472 ± 0.152 0.416 ± 0.070 2.697 ± 0.095

p1 (1/cm) -0.509 ± 3.304 -7.959 ± 3.569 -4.193 ± 1.784 -4.228 ± 2.638

const. 0.083 0.074 0.086 0.1125

Table 7.2: Fitting parameters of the background fit for Bs and Bd mesons for both run periods. The stated
error corresponds to the uncertainty of the fit only. Hence, no error for the constant term is given, as it is not
determined within the fit.

7.3.3. Background

Most of the background occurs by adding a wrong pion to the selected D−
s . For the background esti-

mation, data events, where a pion and a D−
s meson with the same charge as the pion are combined.

To estimate the background fraction, the VPDL distributions of data for these “wrong sign” were di-
vided by VPDL distributions in “right sign" Bs candidate events. This assumes equal probability for
a background event to “wrong sign” or “right sign”. The background fraction is parametrized by a
straight line for all visible proper decay lengths below 0.06 cm

fbg (xM ) = Nbg

Nall
= p0 +p1 · xM , (7.8)

where p0 and p1 are the fitting parameters. Due to low statistics the background can not be well-
modeled by this parametrization for events with xM > 0.06 cm. Therefore, all events above this value
are used to determine a constant background fraction. It has been tested, that events with a higher
VPDL have negligible influence on the result of the fit. Table 7.2 shows the parameters for the linear
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Figure 7.3: Background distributions for RunIIa (left) and RunIIb (right) Bs data. The distributions are ob-
tained by dividing the sample with wrong charged pion correlation by the sample with the correct pion charge
correlation. All values below xM < 0.06 cm are fitted by a straight line. All other events are used to determine a
constant background fraction for longer visible proper decay lengths. For the lifetime fit, the linear distribution
is used, until it drops below the constant value. For higher VPDLs the constant value is used, which is indicated
by a red dotted line in the plots.

Fit Bs Bd

Para- RunIIa RunIIb RunIIa RunIIb

meter Value Error Value Error Value Error Value Error

p0 0.951 ± 0.055 0.949 ± 0.050 0.949 ± 0.460 0.925 ± 0.039

p1 (cm) 0.055 ± 0.040 0.048 ± 0.047 0.030 ± 0.005 0.015 ± 0.018

p2 (1/cm) -34.789 ± 14.211 -42.592 ± 17.095 -0.706 ± 16.735 -0.438 ± 423.558

p3 (1/cm2) 481.355 ± 622.794 728.649 ± 786.250 1260.60 ± 693.339 -893.707 ± 22104.1

p4 (1/cm3) -1238.78 ± 7875.16 -3085.83 ± 13450.0 10000.0 ± 11025.9 -10000.0 ± 19466.1

Table 7.3: Overview of the fitting parameters for the selection efficiency as obtained from Monte Carlo for
RunIIa and RunIIb.

function as obtained from the fit of data. The corresponding functions for Bs mesons are shown
in Figure 7.3. The higher background fraction of RunIIb data is explainable by the higher instanta-
neous luminosity and the resulting more complicated underlying events that result [98].

7.3.4. Selection Efficiency

The selection efficiency takes into account the influence of lifetime biasing cuts in the selection, as
described in Chapter 6. The efficiency to select an event is dependent on the visible proper decay
length. While it is very unlikely to select a signal candidate for short xM , the efficiency raises to
almost one for longer VPDLs (xM > 0.04 cm). The selection efficiency is obtained through Monte
Carlo studies by dividing the VPDL distribution of Monte Carlo events after the final selection by
the events obtained by the same selection without lifetime biasing cuts. The distribution obtained
is fitted by the function

ε(xM
meas) = p0 ·

1−e
−

(
xM

meas
p1

)2 (
1+p2 · xM

meas +p3 ·
(
xM

meas

)2 +p4 ·
(
xM

meas

)3
) . (7.9)

The results of these fits are plotted in Figure 7.4, while the fit parameters, p0 - p4, as obtained for
RunIIa and RunIIb Monte Carlo are shown in Table 7.3.
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Figure 7.4: The selection efficiency vs. the visible proper decay length. The distributions are obtained by di-
viding the VPDL distribution of Monte Carlo events after the final selection by the events obtained by the same
selection without lifetime biasing cuts for RunIIa (left) and RunIIb (right).

Figure 7.5: The lifetime fit as obtained from the RunIIb Bs signal Monte Carlo Bs → D+
s π

−. The plot on the left
shows the results of the likelihood fit with the straight line corresponding to the 1σ uncertainty interval. The
plot on the right shows the comparison of the determined lifetime with the distribution of the visible proper
decay length. For this plot the MC distribution was corrected with the selection efficiency.

7.4. Results

The results of the fitting procedure, as described in the previous section, are shown here. This in-
cludes a consistency check with Monte Carlo, as well, as the measurement for RunIIa and RunIIb
data for a selection of hadronic Bd and Bs decays.

7.4.1. Applying the Fit to a Monte Carlo Sample

After implementing the described procedure, it is crucial to check the lifetime fit with a sample with
known inputs. Thus, the fit was applied to Monte Carlo. To avoid any uncertainties, only the signal
Monte Carlo Bs → D+

s π
− (as described in Section 5.5) was used. The background was set to zero

and the efficiency was determined with the signal Monte Carlo only for this check. At the time of
generating the Monte Carlo sample the world average of the Bs meson lifetime was cτ = 438µm.
Hence, this value was used. From this signal Monte Carlo sample a lifetime of

cτRunIIa−MC = (451+11
−14(stat))µm, (7.10)

cτRunIIb−MC = (437+11
−10(stat))µm. (7.11)
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Figure 7.6: The lifetime fit as obtained from the Bd selection sample. Shown are the obtained fit values, as well
as the ±1σ statistical uncertainties. For this plot the data was corrected with the selection efficiency in order
to be able to directly compare the fit with the data distribution. RunIIa data is shown on the left, while the
right-hand side plot shows RunIIb data.
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Figure 7.7: The lifetime fit as obtained from the Bs selection sample. Shown are the obtained fit values, as well
as the ±1σ statistical uncertainties. For this plot the data was corrected with the selection efficiency in order
to be able to directly compare the fit with the data distribution. RunIIa data is shown on the left, while the
right-hand side plot shows RunIIb data.

was obtained. This is in agreement with the assumed lifetime within its statistical uncertainties.
Figure 7.5 (left) shows the results of the lifetime fit, as obtained from the likelihood fit. The mini-
mum indicates the most probable decay length. The blue line shows the 1σ uncertainty. The plot on
the right-hand side presents the lifetime value as obtained by the fit in comparison with the Monte
Carlo sample. For this plot the Monte Carlo sample was corrected with the selection efficiency in
order to be able to directly compare the fit with the Monte Carlo distribution. Furthermore, the ±1σ
distributions are shown as dotted lines.

7.4.2. Applying the Fit to Data

The full dataset of
∫

L dt = 2.8fb−1 is used for this measurement. The two run periods RunIIa and
RunIIb are handled separately. The same final selection as used in the previous section and de-
scribed in Chapter 6 is used for the lifetime of Bs and Bd mesons. For the latter case the lifetime is
determined as

84



7.4. Results

Systematic Bs Bd

(uncertainties in µm) RunIIa RunIIb RunIIa RunIIb

Efficiency ± 13 ± 13 ± 10 ± 5

Background <±0.1 <±0.1 <±0.1 <± 0.1

k-Factor ± 8 +8
−7 ± 10 +10

−9
Resolution <±0.1 <±0.1 ± 1 <± 0.1

Table 7.4: Summary of the contributions to the systematic uncertainty of the lifetime fit. The deviations are
given in µm. The efficiency and the k-Factor add the highest uncertainties to the measurement, as their deter-
mination is limited by the available Monte Carlo samples.

cτBd ,RunIIa = (474+22
−16(stat))µm, (7.12)

cτBd ,RunIIb = (461+33
−29(stat))µm. (7.13)

Notable is the fact, that the statistical uncertainty of the RunIIb dataset is higher than for RunIIa
data, although the integrated luminosity is higher for RunIIb. The reason is a lower Bd candidate
yield, which is caused by an additional cut on the transverse momentum on the tracks, as described
in Section 6.2.2. A comparison of the lifetime value obtained with the selected data is shown in Fig-
ure 7.6.

For the Bs mesons the lifetime is extracted as

cτBs ,RunIIa = (396+32
−28(stat))µm, (7.14)

cτBs ,RunIIb = (362+37
−31(stat))µm. (7.15)

Figure 7.7 shows these lifetimes in comparison with RunIIa and RunIIb data. As there are uncer-
tainties on the inputs to the fit, all their contributions are described in the following section.

7.4.3. Systematic Uncertainties

Detailed studies to quantify the impact of the uncertainties of the input parameters on the result of
the fit were performed. The efficiency is the main contribution to the systematic uncertainties. The
main cause for the high contribution is the limited statistics, used to determine the fitting parame-
ters. The size of the uncertainty was estimated by using a different efficiency parametrization in the
fits

ε(xM
meas) = p0 ·

1−e
−

(
xM

meas
p1

)2
 . (7.16)

For the background two different contributions were checked. At first the offset of the linear fit
was varied by ±20%. Then the slope was varied by ±20%, but using the original offset again. For
the contribution of the k-Factor to the systematic uncertainties, a ±2% shift of the k-Factor distri-
bution was computed and used as systematic input. The choice of a 2% variation originated from
intensive studies [99]. For this analysis in particular, there are three possible sources of systematic
uncertainties for the k-Factors

• differences in k-Factor distributions using generator-level information versus reconstructed
momentum (1.2%) [100],

• dependence of the k-factor on the B meson momentum (2% [99]), and
• using EvtGen values for relative Bs →πDs(φπ)X signal decays where PDG values are unavail-

able (2.1% as the worst-case).
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7. Lifetime Measurement of Bd and Bs Mesons

The largest effect is expected to come from the last of these items, and is estimated to be cov-
ered by the 2% shift in the k-Factor means. A Gaussian function, with width set by the topology-
dependent VPDL uncertainty for the event in question, is used to parametrize the resolution func-
tion. Resolution-based systematic effects are estimated by scaling the VPDL uncertainties by ±20%.
Table 7.4 shows an overview on the impact of the contributions to the systematic uncertainties. Only
the efficiency and the k-Factor distributions show a non negligible impact on the lifetime measure-
ment. Their determination is limited by the available Monte Carlo samples.

7.4.4. Final Results of the Lifetime Measurement

In combination with the systematical uncertainties the lifetimes of the Bd mesons are extracted as

cτBd ,RunIIa = (474+22
−16(stat)±14(sys))µm, (7.17)

cτBd ,RunIIb = (461+33
−29(stat)+11

−10(sys))µm. (7.18)

These values are in agreement (within ±1σ) with the PDG value [6] of cτBd = (459± 2.5)µm. The
lifetime of the Bs mesons is determined as

cτBs ,RunIIa = (396+32
−28(stat)±15(sys))µm, (7.19)

cτBs ,RunIIa = (362+37
−31(stat)±15(sys))µm. (7.20)

Compared to the world-average of cτBs = (439.8 ± 17.7)µm [6], the RunIIa data is in agreement
within its statistical and systematical error, while the lifetime obtained from RunIIb data is too short
(by about ±1.5σ). Differences between the fitted and true lifetimes are expected, however, because
of uncertainties in modeling the VPDL-dependent efficiency. Therefore, the lifetimes obtained are
used in the measurement of the oscillation frequency (Chapter 9) to correct for mis-modeled effi-
ciency.

As these results are in general agreement with the world-average, the extraction of the lifetime with
an unbinned loglikelihood fit can be considered as the correct approach. Hence, this method is also
used to determine the oscillation frequencies in the Bd and Bs system, as described in Chapter 9.
The only difference to this method, is taking into account the information, whether an event oscil-
lated or not. Information on the reliability of this tag is included via the dilution, as discussed in
Chapter 8. How to obtain this information is described in the next chapter.
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8
Initial and Final State Flavor Tagging

One of the key pieces of information for a successful oscillation analysis is the knowledge of the fla-
vor content of the Bs meson in the initial and final state to determine, whether it has mixed or not.
While the flavor in the final state is given by the charges of the decay particles, more sophisticated
methods are needed for the initial state. As described in Section 2.2 the initial state can be deter-
mined by either examining the opposite side decay (OST) or studying the signal (same) side itself
(SST). Same side flavor tagging is not used in this analysis, although it is used in the Bs →µνµDs(φπ)
mode. This is justified, as the signal events must contain a muon on the opposite side in order to
trigger on it. This is described in detail in Chapter 4. Further information about the exact imple-
mentation of the SST at DØ and the tagging performance is described in [101]. As the OST takes
into account the decay on the opposite side only and does not rely on the decay on the signal side
itself, a proper determination of the tagging power can be done by studying Bd decays [95].

8.1. Opposite Side Tagging Classes

Different OST methods are grouped into classes and priorities are assigned to each class depending
on the information available in a given event. These classes are described in the following sections.
If an additional muon is found in the decay, the muon jet charge (Section 8.1.1) and the secondary
vertex jet charge (Section 8.1.2) are used. If no additional muon is identified and an additional
electron is found, the electron jet charge (Section 8.1.3) is used. If no additional electron is found,
the secondary vertex jet charge (Section 8.1.2) and the event jet charge (Section 8.1.4) are used. For
each event, all available classes are combined into the tagging variable d (Section 8.1.5).

8.1.1. Muon Tagging

For the opposite side muon tagging only muons, which are not in the same jet as the reconstructed
B Meson, are taken into account. Therefore, the three-momenta of the muon ~pµ and B Meson ~pB

have to fulfill the requirement

cosφ(~pµ,~pB) < 0.8. (8.1)
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8. Initial and Final State Flavor Tagging

If several muons are outside the jet, only the muon with the highest number of hits in the muon
system, or, that being equal, with the highest transverse momentum is used. The muon jet charge

Qµ

J =
∑

i qi pT,i∑
i pT,i

(8.2)

is determined, where qi is the charge of the i -th track with the transverse momentum pT,i . All
charged particles within the cone

∆R =
√

(∆φ)2 + (∆η)2 < 0.5 (8.3)

around the transverse momentum of the muon are taken into account in this sum, with the excep-
tion of tracks contributing to the B meson candidate.

8.1.2. Secondary Vertex Tagging

A secondary vertex may occur, due to the long lifetime of B mesons. These vertices are recon-
structed using the vertex finder of the DELPHI experiment [102], requiring at least two tracks with
a transverse impact parameter significance greater than three in order to be associated with the
vertex. Furthermore, the distance between the primary and secondary vertex has to be measured
precisely (Dx y > 4σ(dx y )). All momenta of the particles related to the secondary vertex are summed
up, if they satisfy the condition

cosφ(~pSV,~pB) < 0.8. (8.4)

Therefore, the secondary vertex jet charge is defined as

QSV
J =

∑
i (qi pL,i )k∑

i (pL,i )k
, (8.5)

where qi and pT,i are defined similar to the opposite side muon jet charge tagging. The exponent k
was determined as k = 0.6 through extensive studies [95].

8.1.3. Electron Tagging

The electron candidates taken into account for tagging have to fulfill standard electron selection
criteria [103]. Additionally the electrons have to be reconstructed within the central region of the
calorimeter, |η| < 1.1, have to have a transverse momentum of at least 2 GeV/c and are required to
have at least two hits in the SMT and CFT each. A jet condition

cosφ(~pe ,~pB) < 0.5 (8.6)

is used to veto on electrons associated to the B meson. Similar to the muon jet charge, a cone is
defined to calculate the electron jet charge

Qe
J =

∑
i qi pL,i∑

i pL,i
. (8.7)

Again qi and pT,i are defined analogously to the opposite side muon jet charge tagging variables.
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8.2. Tagging Performance

8.1.4. Event Charge Tagging

The event jet charge tagging variable is highly correlated with the opposite side muon jet charge
and thus is not used if a muon is identified. The charge qi and the transverse momentum pT,i are
used to construct the event charge

QEC
J =

∑
i qi pT,i∑

i pT,i
. (8.8)

All tracks i , having a transverse momentum pT > 0.5GeV/c and

∆R =
√

(∆φ)2 + (∆η)2 > 1.5 (8.9)

relative to the reconstructed b hadron, are taken into account.

8.1.5. Combined Tagging Variable

The performance of the tagging methods is very different and each event allows only a subset of
all methods to be used. Therefore, a combined tagging variable d is determined for every event. A
likelihood ratio method, similar to the likelihood selection variable (section 6.1.2), is used to take
into account the weights of performance differences. For each method i the ratio

ri =
f b̄

i

f b
i

(8.10)

is determined, where f b̄
i ( f b

i ) are the probabilities of a b̄ (b) quark in the initial state given the
observed variables for the event. If a method i is not defined for a decay, the value ri is set to one.
Afterwards all variables are multiplied

r =
n∏

i=1
ri . (8.11)

Hence, the combined variable r indicates a higher probability for a b (b̄) quark, if r is smaller
(greater) than one. Usually the combined tagging variable d , which is defined as

d = 1− r

1+ r
(8.12)

is used to tag the initial state. It varies between −1 < d < 1. Negative (positive) values indicate b̄ (b)
quarks. The more negative or positive the value of d , the more likely the correct state is found.

8.2. Tagging Performance

As the production rate of Bd decays is about factor four higher than for Bs decays (Section 1.4),
higher statistics are achieved with the same data set and thus, a measurement with less statistical
uncertainties is possible. To check the consistency of the measurement, the mass difference ∆md

was determined and compared with the PDG value.
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Figure 8.1: Invariant Kπ masses. Left: D0 sample with 230551±1627 reconstructed signal candidates. Right:
D∗ sample with 73532±304 candidates [95], called D∗−and D0.

8.2.1. Selection of the Decay Bd →µ+νµD̄0 X

For the performance studies and the measurement of the Bd oscillation frequency ∆md a dataset of
1fb−1, collected with the DØ detector between April 2002 and October 2005, was used. B mesons
were selected using their semileptonic decays Bd → µ+νµD̄0 X and afterwards divided into two ex-
clusive groups [95].

The D∗ dataset included all D∗ candidates, decaying through the decay D∗− → D̄0 π− into a D̄0.
All remaining candidates form the D0 dataset. The D∗ sample consists of 85% of Bd → µ+νµD∗−X
and 15% of the decay B+ →µ+νµD̄0, while the candidate ratios are reversed for the D0 sample. Fig-
ure 8.1 shows the invariant Kπ masses for the D0 and D∗ candidates.

Events from the D∗ sample were used to measure the purity of the flavor tagging and the oscillation
parameter ∆md . In addition, the purity was measured in the D0 sample to test the hypothesis that
the flavor tagger is independent of the type of reconstructed B meson.

8.2.2. Measurement of the Tagging Performance

Figure 8.2 shows the distributions of all various tagging methods, described in Section 8.1. The
distributions are obtained from data. The closer an event is to 1 (-1), the more probable the event
is non-oscillated (oscillated). The upper left plot shows the best separation of oscillated and non-
oscillated events. Thus, muon tagging provides the best tagging performance, despite the fact that
all muons from the cascade decays (b → c → µX ) carry the same charge as the b quarks on the
reconstructed side. Hence, the wrong initial state is determined and the tagging performance is
reduced.

Figure 8.3 shows the combination of all tagging variables. For the combination of all opposite side
tagging techniques, the tagging power is determined as [95]

εD2 = (2.48±0.21(stat) +0.08
−0.06 (sys))%. (8.13)
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Figure 8.2: Normalized distributions of tagging methods [95]. q(brec) is the charge of the b quark from the
reconstructed side. Top left: muons with three hits in the muon system. Middle left: muons with less than three
hits in the muon system. Lower left: electron jet charge distribution. Top right: secondary vertex jet charge for
events with an opposite side muon. Middle right: secondary vertex jet charge for events without an opposite
side muon. Lower right: event jet charge.

DØ

0

500

1000

1500

2000

-1 -0.5 0 0.5 1
Combined tagging variable

N
u

m
b

e
r 

o
f 

e
v

e
n

ts q(b
rec

) < 0

q(b
rec

) > 0

Figure 8.3: Distribution of the combined tagging variable d [95], which is the combination of various opposite
side tagging methods and obtained by a likelihood ratio method.
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8. Initial and Final State Flavor Tagging

8.2.3. Measurement of the Oscillation Frequency ∆md

The mixing frequency is obtained through the flavor asymmetry

A = Nnos −Nosc

Nnos +Nosc
, (8.14)

where Nnos (Nosc) is the number of non-oscillated (oscillated) events. An event is considered to be
oscillated, if q(µ) ·d < 0 for the decay Bd →µ+νµD̄0 X and non-oscillated, if q(µ) ·d > 0. In the case
of q(µ) ·d = 0 it is not possible to determine, if the event is oscillated or not. All events in the D0

and D∗ samples were divided into seven groups, depending on the visible proper decay lengths. For
each group the asymmetry is determined and by minimizing a χ2 function the oscillation frequency
is determined. By using events with |d | > 0.3 the mixing frequency [95]

∆md = (0.506±0.020(stat)±0.016(sys))ps−1 (8.15)

is obtained, which is in perfect agreement with the world average of ∆md = (0.507±0.005)ps−1 [6].
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9
Extraction of the Oscillation Frequency ∆ms

A precise measurement of the oscillation frequency of Bs mesons is essential to determine the ma-
trix element |Vtd | of the CKM matrix. This is a crucial check of the standard model, as it is described
in Section 1.5. To obtain the oscillation frequency an unbinned maximum likelihood fit has been
utilized in this thesis. The procedure is very similar to the measurement of the average Bs meson
lifetime, as described in Chapter 7. In fact, the only difference is taking into account the informa-
tion, whether an event is oscillated or not. The oscillation frequency is scanned in a range between
0 ps−1and 30 ps−1and the probability of an oscillation is calculated for every single event. As the
theoretical prediction for the oscillation frequency is ∆ms = (18.3±1.7)ps−1 [104] this region is suf-
ficient to confirm or exclude a mixing frequency, as expected within the standard model. The fitting
procedure is described in detail in Section 9.1. A consistency check with Monte Carlo (Section 9.2),
the results for a ∆md (Section 9.3) and a ∆ms (Section 9.4) scan are shown afterwards. Systematic
uncertainties are presented in Section 9.5. Finally, the impact on the side length |Vtd |/|Vt s | of the
unitarity triangle is discussed.

9.1. Method to Extract the Oscillation Frequency ∆ms by Using an
Unbinned Likelihood Fit

The general principal of the likelihood fit is explained in Chapter 7, where the extraction of the Bs

meson lifetime is described. For the fit, which aims to extract the oscillation frequency, the same
input observables and parameters are used, as those employed in the lifetime fit, but tagging infor-
mation is also added. The charge correlation of the pion from the signal Bs decay and the flavor tag
of the opposite side B hadron is used to decide, whether an event is oscillated or not. Information
on the reliability of this tag is include via the dilution, as discussed in Chapter 8. Thus, the principle
of this fit is exactly the same as that used in the lifetime fit. The only difference is the determination
of an oscillation and non-oscillation probability, instead of the decay probability in Chapter 7. The
prediction of the oscillation probabilities is already described in Chapter 2, while the exact technical
implementation is explained in Appendix C.
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9. Extraction of the Oscillation Frequency ∆ms
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Figure 9.1: Dilution calibration curve [105] to determine the oscillation status. A more detailed view on the
OST technique is given in Chapter 8.

Fitting parameter p0 p1 p2 p3

Value 0.600±0.058 0.457±0.385 2.349±1.628 −2.498±1.984

Table 9.1: Fitting parameters for the dilution calibration curve, as obtained in [105].

Except for the dilution all other input parameters are described in detail in the lifetime measure-
ment chapter (Chapter 7), which includes all reference distributions and how the input parameters
are extracted. The dilution is predicted based on the value of the event tag variable, d , using the
calibration curve shown in Figure 9.1. It is fitted [105] and parametrized with a polynomial of third
order

|d | ≤ 0.6 : p1 · |d |+p2 · |d |2 +p3 · |d |3 (9.1)

|d | > 0.6 : p0, (9.2)

with the fitting parameters, p0 - p3, given in Table 9.1. The visible proper decay length is determined
on an event-by-event basis

xM = LB
x y

m(Bs)c

pT (Bs)
, (9.3)

where m(Bs) is taken from the PDG [6], the flight length LB
x y and the visible transverse momentum

pT (Bs) are taken from data. To obtain a quantity for the values of ∆ms , where the fitting results are
confident, the distribution

logLevt =
L OS

evt +L SS
evt

2
(9.4)

can be plotted. It is equal to a distribution, where the charge combination of the π meson from
the decaying Bs and the µ from the opposite side is unknown. The range between 0 ps−1 and the
intersection of the distribution and the loglikelihood value 1.67 is valid with a confidence level of
95%. The decay constant cτ is set to the values measured in Chapter 7. These steps are repeated for
different values of ∆ms within the interval 0ps−1 <∆ms < 30ps−1.
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9.2. Checking the Fit with Monte Carlo Simulation
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Figure 9.2: Results of the consistency check of the likelihood fit with Bd signal Monte Carlo. In this sample an
oscillation frequency of ∆md =0.5 ps−1 is implemented. The black solid line is the distribution of the fit itself,
while the blue dashed line shows the sensitivity of the fit. (a) RunIIa Bd Monte Carlo sample, (b) RunIIb Bd

Monte Carlo sample, (c) Combined RunIIa and RunIIb Bd Monte Carlo sample, (d) Same as (c), but zoomed
into interesting region.

9.2. Checking the Fit with Monte Carlo Simulation

To prove the functional principle of the fit, Monte Carlo samples are used to extract the oscillation
frequency and compare the result with the implemented value. For the Bd Monte Carlos a mixing
frequency of ∆md =0.5 ps−1 is used. All the samples as described in chapter 5 are taken into account,
i.e. the fully reconstructed, as well as the partially reconstructed decays. For the likelihood fit a step
size of 0.05 ps−1 is used. Figure 9.2 shows the obtained likelihood fits for RunIIa and RunIIb Monte
Carlo separately (upper plots) and for the combination of both simulation sets, including a zoom
into the interesting region (right-hand side lower plot). From the fits an oscillation frequency of

∆md ,RunIIa−MC = (0.50±0.05(stat))ps−1, (9.5)

∆md ,RunIIb−MC = (0.45+0.10
−0.15(stat))ps−1, (9.6)

∆md ,combined−MC = (0.50±0.05(stat))ps−1 (9.7)

is extracted, where most of the statistical uncertainty is given by the step size. As the result of
the fit is in perfect agreement with the implemented value, the fit can be considered as working.
The same check is performed for Bs Monte Carlo with an implemented oscillation frequency of
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Figure 9.3: Results of the consistency check of the likelihood fit with Bs signal Monte Carlo. In this sample an
oscillation frequency of ∆ms =17.11 ps−1 is implemented. The black solid line is the distribution of the fit itself,
while the blue dashed line shows the sensitivity of the fit. (a) RunIIa Bs Monte Carlo sample, (b) RunIIb Bs

Monte Carlo sample., (c) Combined RunIIa and RunIIb Bs Monte Carlo sample, (d) Same as (c), but zoomed to
interesting region.

∆ms=17.11 ps−1. In this case the step size is set to 0.1 ps−1. The obtained distributions are shown in
Figure 9.3. The oscillation frequency in case of the Bs Monte Carlo sample can be extracted as

∆ms,RunIIa−MC = (17.3+0.6
−0.5(stat))ps−1, (9.8)

∆ms,RunIIb−MC = (16.9+0.6
−0.5(stat))ps−1, (9.9)

∆ms,combined−MC = (17.2+0.6
−0.5(stat))ps−1. (9.10)

Like the results for the Bd Monte Carlos, this is in perfect agreement with the implemented mixing
frequency. This again validates the fitting procedure and thus, it can be used to extract a result from
the data samples.

9.3. Measurement of ∆md

After the likelihood fit was verified with Monte Carlo events, the oscillation frequency for Bd mesons
was determined. The range between 0 ps−1and 20 ps−1 was scanned with a step size of 0.05 ps−1.
This determination is another crucial cross-check of the analysis chain, as these events occur with
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9.4. Measurement of ∆ms

(a) (b)

(c) (d)

Figure 9.4: Results of the likelihood fit with Bd data. The black solid line is the distribution of the fit itself,
while the blue dashed line shows the significance of the fit. (a) RunIIa data, (b) RunIIb data, (c) Full data set,
(d) Full data sample and zoomed to interesting region.

higher statistics and precise measurements already exist from BaBar and Belle [6]. The results of the
likelihood fit are shown in Figure 9.4. From these plots the oscillation frequency was extracted as

∆md ,RunIIa = (0.55±0.05(stat))ps−1, (9.11)

∆md ,RunIIb = (0.40±0.05(stat))ps−1, (9.12)

∆md ,combined = (0.50±0.05(stat))ps−1. (9.13)

As for the lifetime fits, the oscillation frequency is a little bit too low for RunIIb data. This effect
is still not understood completely. It may be caused by a different background composition due
to overlayed events. However, the RunIIa data is in agreement with the world-average of ∆md =
(0.507± 0.005)ps−1 [6] and the combination of both datasets results in a reliable measurement of
the oscillation frequency.

9.4. Measurement of ∆ms

The analysis chain was tested thoroughly with Monte Carlo events and the higher statistic sample
of hadronic decays of Bd mesons. Both measurements lead to reliable results. Hence, the same
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9. Extraction of the Oscillation Frequency ∆ms

(a) (b)

(c) (d)

Figure 9.5: Results of the likelihood fit with Bs data. The black solid line is the distribution of the fit itself,
while the blue dashed line shows the significance of the fit. (a) RunIIa data, (b) RunIIb data, (c) Full data set,
(d) Full data sample and zoomed to interesting region.

procedure was applied to the selected Bs dataset. As the number of candidates is significantly lower
than for the measurement of Bd oscillations, the statistical uncertainties are expected to be higher.
The result of the fit is shown in Figure 9.5 and the mixing frequency of Bs mesons in the golden
mode Bs →πDs(φπ)X was determined as

∆ms,RunIIa = (16.5+0.2
−0.3(stat))ps−1, (9.14)

∆ms,RunIIb = (17.1+0.7
−0.4(stat))ps−1, (9.15)

∆ms,combined = (16.6+0.5
−0.4(stat))ps−1. (9.16)

However, the RunIIa result has to be handled with care: from the first point of view, the statistical
uncertainty seems to be low, compared to the almost same amount of events from RunIIb data.
However, there is another minimum close-by (at ∆ms ≈ 13.5 ps−1), which has almost the same sig-
nificance. Thus, the significance of the RunIIa data is low, compared to the significance of RunIIb.
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9.5. Systematic Uncertainties

Figure 9.6: Comparison of the old [106], [107] and new dilution calibration curve.

Bs Bd

Systematic RunIIa RunIIb combined RunIIa RunIIb combined

Efficiency <±0.1 <±0.1 <±0.1 <±0.05 <±0.05 <±0.05

Background <±0.1 <±0.1 <±0.1 <±0.05 <±0.05 <±0.05

k-Factor +0.3
−0.4

+0.4
−0.3

+0.4
−0.3 <±0.05 <±0.05 <±0.05

Resolution <+0.1
−0.1

<+0.1
−0.1 <±0.1 <±0.05 <±0.05 <±0.05

Dilution <±0.1 ± 0.1 <±0.1 <±0.05 <±0.05 <±0.05

Lifetime <±0.1 <±0.1 <±0.1 <±0.05 <±0.05 <±0.05

Table 9.2: Uncertainties of the ∆md ,s fit. The deviation is given in ps−1.

9.5. Systematic Uncertainties

The same uncertainties as for the lifetime measurement as described in Section 7.4.3 were taken
into account (background variation, k-factor uncertainty and changing the resolution width) . Ad-
ditionally systematic checks for the dilution and lifetime are performed. As stated in Equation 2.5
the lifetime – whose extraction is shown in Chapter 7 – is directly correlated with the mixing prob-
ability. As this measurement has an uncertainty itself, the lifetime was varied within the statistical
error of the lifetime measurement to take this into account.

The dilution is an important variable when determining the mixing state. Hence, the calibration
may influence the oscillation frequency measurement. The uncertainty of the dilution was deter-
mined by using an older calibration curve, which has been used for the Lepton-Photon 2007 con-
ference results [106], [107]. The comparison between both curves is shown in Figure 9.6.

Table 9.2 gives an overview of all the performed systematic checks and the impact on the measure-
ment of the oscillation frequencies ∆ms and ∆md . It is clearly visible, that the highest systematic
uncertainty arises from the determination of the k-factor. It is limited by the amount of available
Monte Carlo, as already discussed in Chapter 7. The resolution has only a minor impact on the mea-
surement. The other systematic checks are negligible. They are smaller than the scanning interval
of 0.1 ps−1 (0.05 ps−1 in the case of Bd mixing). The shift of the amplitude caused by the systemati-
cal uncertainties can be found in Table 9.3 for ∆md and Table 9.4 for ∆ms . It is in perfect agreement
with the results of the likelihood fit.
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9. Extraction of the Oscillation Frequency ∆ms

9.6. Final Results for the Measurement of ∆md and ∆ms

By taking the systematical uncertainties of the previous sections into account, the final results of
the mixing frequency of Bd mesons in the mode Bd → D∗−π+ are

∆md ,RunIIa = (0.55±0.05(stat)± (< 0.2)(sys))ps−1, (9.17)

∆md ,RunIIb = (0.40±0.05(stat)± (< 0.2)(sys))ps−1, (9.18)

∆md ,combined = (0.50±0.05(stat)± (< 0.2)(sys))ps−1. (9.19)

Additionally an amplitude scan for this decay was performed. The distributions obtained are shown
in Figure 9.7, including the systematical and statistical uncertainties for all oscillation frequencies.
The results for the region near the amplitude peak are shown in Table 9.3.

For the Bs mixing frequency the results, including the systematical uncertainties are

∆ms,RunIIa = (16.5+0.2
−0.3(stat)± (< 0.5)(sys))ps−1, (9.20)

∆ms,RunIIb = (17.1+0.7
−0.4(stat)+(<0.5)

−(<0.4)(sys))ps−1, (9.21)

∆ms,combined = (16.6+0.5
−0.4(stat)+(<0.5)

−(<0.4)(sys))ps−1. (9.22)

For this data an amplitude scan was also performed, as shown in Figure 9.8 and summarized in Ta-
ble 9.4.

As the Tevatron is the only place, where these kind of oscillations can be observed, only measure-
ments of the CDF and DØ collaborations exist so far. The ∆ms results presented here are lower than
those measured before by the DØ collaboration: ∆ms= (18.53 ± 0.93(stat) ± 0.30(sys)) ps−1 [106],
[107]. However, these results are still limited by statistics and are marginally compatible with the
previous measurements. As the CDF measurement of ∆ms= (17.77±0.10(stat)±0.07(sys)) ps−1 [108]
is lower than the DØ measurement, the results of this analysis are in better agreement with the CDF
results, which are also dominated by the golden mode Bs →πDs(φπ)X .

9.7. Impact on |Vtd |/|Vt s|
A crucial test of the standard model is to over-constrain the unitarity triangle. As already described,
the least known parameter is the side length |Vtd |. It is accessible by obtaining the oscillation fre-
quency of Bd and Bs mesons. The exact determination of the CKM element ratio from measure-
ments of ∆ms and ∆md is discussed in Section 2.5. It is given by

|Vtd |
|Vt s |

= ξ
√
∆md

∆ms

MBs

MBd

, (9.23)

where ξ = 1.210+0.047
−0.035 [11] is a hadronic correction term, ∆ms and ∆md are the mixing frequen-

cies of Bs and Bd mesons and MBs , MBd are their masses. Using the results for ∆ms from the
hadronic mode Bs → πDs(φπ)X presented here and the world-averages for ∆md , MBs and MBd ,
the side length ratio is determined as

|Vtd |/|Vt s | = 0.213+0.004
−0.003(exp)±0.008(theor). (9.24)
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(a) (b)

(c)

Figure 9.7: Amplitude scans for the hadronic Bd decay mode. (a) RunIIa data, (b) RunIIb data, (c) Combination
of both datasets.

∆md ( ps−1) Ampl. stat. bkg (off ) bkg (sl) dil k-fac res. eff. τBs syst. tot.

0.00 0.40 0.20 +0.00 +0.00 -0.30 +0.00 +0.00 +0.00 +0.00 0.30 0.36

0.25 0.70 0.20 -0.15 +0.00 -0.15 -0.15 +0.00 +0.00 +0.00 0.26 0.33

0.50 1.10 0.10 -0.20 +0.00 -0.20 +0.00 +0.00 +0.00 +0.00 0.28 0.30

0.75 0.90 0.10 +0.00 +0.10 +0.00 +0.10 +0.00 +0.00 +0.00 0.14 0.17

1.00 0.50 0.20 +0.00 +0.00 +0.00 -0.15 +0.00 +0.00 +0.00 0.15 0.25

1.25 0.40 0.20 -0.30 +0.00 -0.30 +0.00 +0.00 +0.00 +0.00 0.42 0.47

1.50 0.20 0.20 +0.00 +0.00 +0.00 +0.00 +0.00 +0.00 +0.00 0.00 0.20

Table 9.3: Uncertainties of the ∆md amplitude scan in a region near the amplitude peak. This table shows
the scanned ∆md value and its determined amplitude in the two left hand-side columns. These values are
followed by the statistical uncertainty and the studied uncertainty sources: an offset of the background distri-
bution, a variation of the slope of the background, a different dilution calibration curve, a shift in the k-Factor
distributions, a variation of the resolution, the modelling of the efficiency and a variation of the lifetime. All
contributions are taken into account for the systematical uncertainty and given in absolute values. The most
right hand-side column shows the total variation of the amplitude, caused by statistical and systematical un-
certainties.
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9. Extraction of the Oscillation Frequency ∆ms

(a) (b)

(c)

Figure 9.8: Amplitude scans for the hadronic Bs decay mode. (a) RunIIa data, (b) RunIIb data, (c) Combination
of both datasets.

∆ms ( ps−1) Ampl. stat. bkg (off ) bkg (sl) dil k-fac res. eff. τBs syst. tot.

15.00 -0.40 0.60 +0.00 +0.00 +0.00 +0.13 -0.13 +0.00 +0.00 0.19 0.63

15.50 -0.10 0.60 +0.00 +0.18 +0.00 -0.20 -0.08 +0.00 +0.00 0.28 0.66

16.00 0.60 0.70 +0.00 +0.00 -0.06 -0.56 -0.11 +0.00 +0.00 0.57 0.90

16.50 1.40 0.70 -0.10 +0.00 -0.04 -0.40 -0.14 +0.00 +0.00 0.44 0.83

17.00 1.30 0.70 -0.10 +0.00 -0.10 +0.20 -0.16 +0.00 +0.00 0.29 0.76

17.50 1.20 0.70 -0.13 -0.03 -0.10 +0.10 -0.17 +0.00 +0.00 0.26 0.75

18.00 0.60 0.80 +0.00 +0.10 +0.00 +0.50 -0.20 +0.05 +0.05 0.55 0.97

18.50 0.20 0.80 -0.10 +0.00 +0.00 +0.30 -0.20 +0.00 +0.00 0.37 0.88

19.00 -0.30 0.80 +0.00 +0.00 +0.00 +0.30 -0.16 +0.00 +0.00 0.34 0.87

19.50 0.00 0.90 +0.00 +0.00 -0.11 -0.41 -0.22 +0.00 +0.00 0.48 1.02

20.00 0.30 0.80 +0.00 +0.00 +0.00 -0.11 -0.19 +0.00 +0.00 0.22 0.83

20.50 0.50 0.80 +0.00 +0.00 +0.00 -0.14 -0.16 +0.00 +0.00 0.21 0.83

21.00 0.50 0.90 -0.056 +0.00 -0.06 -0.06 -0.21 +0.00 +0.00 0.23 0.93

21.50 -0.10 1.00 +0.00 +0.01 -0.11 +0.49 -0.12 +0.00 +0.00 0.52 1.13

22.00 -0.70 1.10 -0.05 +0.00 -0.15 +0.35 -0.16 +0.00 +0.00 0.42 1.18

22.50 -0.70 1.10 +0.00 +0.00 -0.10 +0.00 -0.11 +0.00 +0.00 0.15 1.11

23.00 -0.70 1.10 -0.15 +0.00 -0.25 +0.05 -0.21 +0.00 +0.00 0.37 1.16

Table 9.4: Uncertainties of the ∆ms amplitude scan in a region near the amplitude peak. An explanation of
the variables shown can be found in Table 9.3.
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Summary and Outlook

The standard model of particle physics is a theory, describing three out of four fundamental forces.
In this model the CKM matrix describes the relation between weak and flavor eigenstates of the
quarks. One of the least known matrix elements is |Vtd | = (7.4± 0.8) · 10−3 [6]. It is accessible by
studying the transition of neutral B mesons to their anti-particles and vice versa, a behavior which
is also known as mixing [7]. It is caused by the mass difference ∆m = mH−mL of the two mass eigen-
states |BH 〉 = p|B 0〉−q|B̄ 0〉 and |BL〉 = p|B 0〉+q|B̄ 0〉, where B 0 and B̄ 0 are weak (flavor) eigenstates,
and p, q are constants.. Since observation of flavor oscillations in the Bd system by the ARGUS
collaboration [8] this topic has been studied intensively and was well measured at the B-factories
BaBar and Belle. Theoretically the relation between ∆md and |Vtd | is given by [11]:

∆md = const.× f 2
Bd

BBd |V ∗
tbVtd |2. (10.1)

Nonperturbative QCD effects are contained in f 2
Bd

BBd , where f 2
Bd

is the Bd meson decay constant
and BBd is the Bd meson bag parameter. As there are large uncertainties in the order of 20% on
these hadronic correction terms, the determination of |Vtd | is not trivial. By measuring the mass
differences ∆md and ∆ms and calculating their ratio most of the uncertainties cancel out:

∆ms

∆md
= mBs

mBd

ξ2 |Vt s |2
|Vtd |2

, with ξ2 =
f 2

Bs
BBs

f 2
Bd

BBd

(10.2)

where ξ = 1.210+0.047
−0.035 has uncertainties [11] of approximately 4%. The B-factories operate on the

Υ(4s) resonance, so the production of Bs B̄s pairs is not possible, as m(Υ(4s)) ≤ m(Bs)+m(B̄s). Fur-
thermore, the oscillation frequency of Bs mesons is about 20 times faster than for Bd mesons. To
observe oscillations with the same detector resolution, the energy of the Bs mesons has to be 20
times higher to achieve the same oscillation length in the lab frame of the detector. Thus, the Teva-
tron (providing pp̄ collisions at

p
s=1,96 TeV) is currently the only place, where Bs oscillations can

be studied. DØ was the first experiment, which published an upper limit for the oscillation fre-
quency ∆ms . It was based on the semimuonic channel Bs →µνµDs(φπ) [54]. Shortly after, the CDF
collaboration confirmed this result and was able to give a 5σ measurement [108]. The big improve-
ment was the utilization of the hadronic mode Bs →πDs(φπ)X , which is also known as the “golden
mode”. No neutrinos, which are not detectable, are involved in this decay. Hence, the decay is fully
reconstructable and has less uncertainties.
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10. Summary and Outlook

However, this channel is very challenging at the DØ experiment. Contrary to the CDF experiment it
is not possible to trigger efficiently on displaced track vertices from low pT objects (the STT allows
a displaced vertex trigger for high pT ), which occur due to the Bs meson lifetime. Furthermore, the
momentum resolution of the DØ detector is limited by the lever arm. Hence, it is not possible to
select an exclusive sample of golden mode decays, Bs →πDs(φπ)X , as it is not possible to separate
Bs → πDs from partially reconstructed decays, Bs → πDs(φπ)X . Thus, to trigger on these decays is
only possible by identifying a muon from a decay of the other B hadron in the event (opposite side).
The combined requirements of a semimuonic B decay in addition to the low branching ratio signal
decay (Bs →πDs(φπ)X ) results in a small number of selected signal events and a large background.
Extensive trigger studies were necessary to get the best possible yield of decays and consumed a
large fraction during this thesis. Furthermore, for the selection, detailed Monte Carlo studies were
required done in the context of this analysis.

The first selection of the hadronic decay mode Bs → πDs(φπ)X at DØ to measure the oscillation
frequency ∆ms and to determine the side length |Vtd |/|Vt s | was presented. The results obtained su-
persede the analysis, which was already presented at Lepton-Photon 2007 [106], [107]. Compared
to the 2007 results, the improvements are

• utilizing the complete dataset until a shutdown in 2007, i.e. the dataset has increased from∫
L dt = 2.5fb−1 to

∫
L dt = 2.8fb−1;

• a likelihood selection, tuned to RunIIb data: In 2007 a slightly adapted likelihood selection
from the semimuonic mode [54] was used. For this analysis the input variable distributions
were determined and the selection was tuned for RunIIb data, resulting in a higher yield of Bs

candidates;
• complete integration of the hadronic Bd decay mode [87], [88];
• more accurate determination of the input variables for RunIIb, due to availability of Monte

Carlo samples for this run period;
• re-writing of the likelihood fit code to extract the oscillation frequencies;
• extraction of the Bs and Bd lifetimes to prove the concept of the likelihood fit code;
• utilizing the event-by-event scaling factor for RunIIb data, which was available for RunIIa data

only in 2007.

The results obtained

∆ms = (16.6+0.5
−0.4(stat)+(<0.5)

−(<0.4)(sys))ps−1, (10.3)

|Vtd |/|Vt s | = 0.213+0.004
−0.003(exp)+0.008

−0.006(theor) (10.4)

with a significance of 2.5σ are compatible with previous DØ measurements and within 1.5σ with a
precise measurement of the CDF collaboration

∆ms = (18.53±0.93(stat)±0.30(sys))ps−1 (DØ), (10.5)

∆ms = (17.77±0.10(stat)±0.07(sys))ps−1 (CDF). (10.6)

These results are illustrated in Figure 10.1. As no world-average exists so far, a personal world-
average was calculated from the DØ and CDF measurement (Equations 10.5, 10.6) as

∆ms = (17.78±0.1(stat)±0.07sys))ps−1, (10.7)

|Vtd |/|Vt s | = 0.206±0.0007(exp)+0.008
−0.006(theor). (10.8)
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Figure 10.1: Comparison of the obtained ∆ms results with existing measurements, including a precise measure-
ment of the CDF RunII collaboration [108], the DØ conference results from Lepton-Photon 2007 [106], [107] and
the hadronic decay mode Bs →πDs (φπ)X , presented in this thesis.
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Figure 10.2: Evolution of the unitarity triangle as predicted by the UTFit collaboration [109]. Left: Status of
today. Right: As it might look like with 10 fb−1 data from LHC [110].

This world-average is shown as yellow band, while the different measurements are shown as black
lines. Furthermore, the measurements are consistent with the SM expectations of ∆ms = (18.3±
1.7)ps−1 [104]. No hints for new physics, which could explain the existence of dark matter or matter-
anti-matter asymmetry, are observed. However, the B physics program at DØ still offers fields for
the observation of new physics in rare decays like Bs →µµ or Bs → J/Ψφ. The latter decay is part of
the squashed unitarity triangle, where the window to new physics is still open widely.

Improvements are also possible for this analysis:

• In the meantime a dataset of more than 5 fb−1 is available. Until the complete shutdown of the
Tevatron about 8-9 fb−1 are planned. Right now it is not possible to easily extend the analysis
to a higher dataset, as the event-by-event scaling factor is not available for more recent data.
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• Higher Monte Carlo statistics would allow to determine the input variables more accurately.
Some parts of a mechanism to use Monte Carlo samples at generator level are already imple-
mented. About 10 million events at generator level are already produced, allowing to deter-
mine the input variables like the k-Factor with an accuracy of 3% [111], compared to a full
Monte Carlo sample.

• The background modeling is not fully understood. Further studies may also increase the sig-
nificance of this measurement.

Additionally, the LHC [27] is going to start its operation this year. The ATLAS [112] and CMS [113]
experiments offer a similar spectra of B physics program, like DØ and CDF. Furthermore, with the
LHC-b collaboration [114] one experiment at the LHC is focussed on observations and precise mea-
surements within B physics. Figure 10.2 shows the prediction of the evolution of the unitarity tri-
angle with a dataset of 10 fb−1 taken with the LHC-b detector. As already precise measurements
for the angle sin2β exist [115], there will be no big improvement through measurements at LHC
here. The tighter constraints on the side length |Vtd |/|Vt s | are dominated by more accurate lattice
QCD calculations and only a small contribution can be credited to LHC-b. However, another big
improvement is expected in the measurement of the angle γ, which is accessible through the de-
cay B 0 → DK ∗0 [116]. It is expected, that this decay will allow to drop the current sensitivity from
∆γ=±4.2◦ to ∆γ=±0.38◦ [117].

The first selection of the “golden” mode Bs → πDs(φπ)X has been presented in this analysis. It
is fully reconstructable and thus, has less uncertainties than the semimuonic decay channels. The
measurement of the Bs oscillation frequency is consistent with the SM predictions and does not
offer a hint for new physics. However, the B physics sector still offers a rich spectra of interest-
ing topics and the window to observe new physics is still open widely in the measurement of the
“squashed unitarity triangle”.
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A
Muon Trigger Qualities

A.1. Level-1 Muon Qualities

• Forward:
– loose: A-layer centroid + A-layer pixel hit |η| < 1.6
– tight: loose + B-layer centroid + B-layer pixel

• Central:
– loose: octants 0-4, 7: A-layer centroid + Aφ-hit
– tight: either loose + C-layer + CMSC hit

or loose + B-layer centroid + A- or B-layer SC

A.2. Level-2 Muon Qualities

A.2.1. Quality for Stubs

CENTRAL

For A-stubs: the following conditions are examined:

(a) 2 PDT hits (in different desks) with valid hit-pattern in LUT
(b) Drift times satisfy track residual < tolerance (value TBA) for 3-hit patterns
(c) Associated A-layer scintillator hit

Q=1: (a)
Q=2: (a).AND.( (b).OR.(c) )
Q=3: (a).AND.(b).AND.(c)

For BC-stubs: the following conditions are examined:

(a) 2 PDT hits with valid hit-pattern in LUT (they may be hits in single layer)
(b) At least one hit in each of B, C layers
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A. Muon Trigger Qualities

(c) Associated cosmic cap scintillator hit

Q=1: (a)
Q=2: (a).AND.( (b).OR.(c) )
Q=3: (a).AND.(b).AND.(c)

FORWARD

For A-stubs:
Q=1: Number of decks = 2 plus a matching Pixel in layer A
Q=2: Number of decks > 2
Q=3: Number of decks > 2 + matching Pixel

For BC-stubs:
Q=1: Stub consits of hits in only B or C
Q=2: Stub consists of hits in both layers B and C
Q=3: B+C matches have >0 matching scintillator (pixel) match in B or C

A.2.2. Quality for Muons

CENTRAL

loose: Qual(A) > 0 .OR. Qual(BC) > 0
medium: Qual(A) > 0 .AND. Qual(BC) > 0
tight: Qual(A) > 1 .AND. Qual(BC) > 1

FORWARD

loose: Qual(A) + Qual(BC) > 1
medium: Qual(A) > 0 .AND. Qual(BC) > 0
tight: Qual(A) + Qual(BC) > 3
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B
Monte Carlo Files (p20)

B.1. dØrunjob Files

ckm_pythia_BsMu_DsPi.py

import SAM
params ={

’Global ’:{
’runtype ’:’Monte Carlo ’,
’stream ’:’notstreamed ’,
’description ’:’mixed p20 .05.00/ p20 .09.03 Pythia b+b->incl (require Bs ->Ds(Phi Pi

)Pi) #D0MESS -EFF =0.02%#) ’,
’producedforname ’:’ralf ’,
’phase ’:’mcp20 ’,
’groupname ’:’bphysics ’,
’datatier ’:’reconstructed ’

},
’Generated ’:{

’generator ’:’pythia ’,
’cardfileversion ’:’v01 -01-19’,
’cardfiledir ’:’ckm ’,
’production ’:’b+b’,
’decay ’:’incl_sm.n’,
’ptlt ’:’-1.0’,
’ptgt ’:’0.0’,
’etalt ’:’5.0’,
’etagt ’:’-5.0’,
’d0messprocess ’:’bs-ds_pi ’,
’evtgendecayprocess ’:’bs-ds-pi ’,
’collisionenergy ’:’1960.0’,
’d0release ’:’p20.05.00’,
’useevtgen ’:’on’,
’pdflibfunc ’:’LHPDFCTEQ6L1 ’,

},
’Simulated ’:{

’d0release ’:’p20.09.03’,
’keepparticlecalenergy ’:’off ’,
’geometry ’:’plate -run2b ’,

},
’Digitized ’:{

’numminbi ’:’1.0’,
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’mergeminbias ’:’on ’,
’minbiopt ’:’Fixed ’,

’minbidataset ’ : ’
zerob_p20_09_03_RunIIbMC_online_0sup_only_sample_sept06_shutdown2007_warmcellfix ’,

’calorimeternoise ’:’off ’,
’d0release ’:’p20.09.03’,
’frameworkrcpname ’:’ runD0Sim_noCalNoise_run2b.rcp ’,

},
’Reconstructed ’:{

SAM.attrAppFamily:’reconstruction ’,
SAM.attrAppName:’d0reco ’,
SAM.attrAppVersion:’p20.09.03’,
’d0release ’:’p20.09.03’,
’frameworkrcpname ’:’ runD0reco_mc.rcp ’,

},
}

B.2. dØmess Files

d0_mess_bs-ds_pi.rcp

// Author: Alberto Sanchez
// Modified: V. Jain
// Modified: T. Bose , |eta| < 2.1
// Modified: C. Ay
// Modified: G. Weber
// Purpose: Control rcp for d0_mess event selector
// Selects events with hadronic decays pi and Ds
// The muon with pT > 1.5
// The daugthers of the Phi from Ds (K-,K+), will have pT >0.5
// The Pi from Ds, will have pT >0.5

string PackageName = "d0_mess"

bool d0_mess_on = true

int NumberOfCuts = 8

string Cut1 = "AbsPdgId == 531"
string Cut2 = "AbsPdgId == 13 && Pt > 1.5 && AbsEta < 2.1"
string Cut3 = "AbsPdgId == 431 && AbsParentId == 531"
string Cut4 = "AbsPdgId == 211 && Pt > 1.5 && AbsParentId == 531"
string Cut5 = "AbsPdgId == 211 && Pt > 0.5 && AbsEta < 2.1 && AbsParentId == 431"
string Cut6 = "PdgId == 333 && AbsParentId == 431"
string Cut7 = "PdgId == 321 && Pt > 0.5 && AbsEta < 2.1 && ParentId == 333"
string Cut8 = "PdgId == -321 && Pt > 0.5 && AbsEta < 2.1 && ParentId == 333"

110



C
Technical Implementation of the Likelihood

The likelihood fit uses a template method, i.e. theoretical predictions are determined, taking all de-
tector effects into account and finally comparing the experimentally measured value with this the-
oretical description. The following principle complies to the discussion in Chapter 2. The base dis-
tributions for the fits are the probabilities to find opposite sign or same sign events (Equation 2.5).
As already discussed it is not possible to measure the true proper decay length of partially recon-
structed events. Hence, the k-Factor (Equation 2.9) has to be taken into account. Its determination
is described in Section 7.3.1. It has to be folded into the mixing probabilities. To achieve this, for
each bin a in the histograms POS/SS(ta) all possible values for the true visible proper decay length
x t

i = cta
ki

are constructed

Pa(x t
i ) = P (ki )×POS/SS(ta). (C.1)

Afterwards all histograms are summed up at xM
i (t )

POS/SS(x t
i ) = ∑

a=t−bins
Pa(x t

i ). (C.2)

Of course, this assumes an infinite resolution of the detector. As this is not the case, the resolution
effect is similarly taken into account, like the k-Factor convolution. Histograms are constructed for
all possible values of the measured visible decay length xM

i

Pa(xM
i ) = R(xM

i −x t
a ;σevt)×P (x t

a). (C.3)

In this equation σevt is the resolution, determined with the event-by-event scaling factor (Section
7.3.2). Like for the k-Factor all histograms are summed up

POS/SS(xM
i ) = ∑

a=X M−bins

Pa(xMi ). (C.4)

The background (Section 7.3.3) is taken into account through the signal fraction as a function of the
visible proper decay length xM and is derived from wrong-sign events

POS/SS
tot (xM

i ) = POS/SS(xM
i )/

(
1− fbg(xM

i )) (C.5)
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This corrections has to be done, before the efficiency correction, because fbg is derived from non-
efficiency-corrected events. As the selection efficiency (Section 7.3.4) and the oscillation probability
directly rely on xM the combination of both is given as

POS/SS
eff (xM

i ) = POS/SS
tot (xM

i )×ε(xM
i ). (C.6)

These distributions have to be normalized

POS/SS(xM
i ) = POS/SS

eff (xM
i )∑

j=X m−bins POS/SS
eff (xM

j )
(C.7)

For an event tagged as opposite-sign, with the measured visible proper decay length xM falling into
bin i , the likelihood at ∆ms is

L OS
evt (xM ) = POS(xM

i )

POS(xM
i )+P SS(xM

i )
. (C.8)

Finally, the visible proper decay length for this specific event is determined as

xM = LB
x y

m(Bs)c

pT (Bs)
, (C.9)

where m(Bs) is taken from the PDG [6] and the flight length LB
x y and the visible transverse momen-

tum pT (Bs) are taken from data.
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