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Kurzzusammenfassung

Das heute vorherrschende Datenspeichermedium setzt auf die kontrollierte Modi�kation
der Magnetisierung von ferromagnetischen Dünn�lmen oder Strukturen im Nanometerbe-
reich. Die traditionelle Herangehensweise benutzt Magnetfelder zum Schalten von magne-
tischen Zuständen und erreicht durch die Kombination mit fortschrittlichen magnetischen
Abtastungverfahren ein exponentielles Wachstum der Datendichte, unterdessen verspre-
chen neue Anätze weitere Fortschritte in diesem Bereich. Der Stillstand in der Speicher-
latenz und Leistung bei wahlfreiem Zugri� führte jedoch dazu, dass der Datenspeicher zu
einem Flaschenhals in der Computerarchitektur wurde. Infolgedessen führte ein gestiegenes
Interesse in bisher nicht genutzte Wechselwirkungen zur Entwicklung von neuen Ansätzen,
darunter die Spinstrom induzierte Modi�kation von wohlde�nierten magnetischen Zustän-
den. Basierend auf der Strom induzierten Verschiebung von Domänenstrukturen entlang
eines dünnen und schmalen magnetischen Drahtes stellte Parkin im Jahr 2008 das Konzept
des Racetrack-Speichers vor. Dazu bedarf es einer Untersuchung geeigneter Geometrien,
die die zuverlässige Erzeugung und Beein�ussung zugeschnittener magnetischer Zustände
zulassen, sowie ein hinreichendes Verständnis der zugrundeliegenden physikalischen Pa-
ramater, die die Strom induzierte Magnetisierungsdynamik bestimmen.
In der vorliegenden Arbeit wurden zwei erwartete Voraussetzungen für Domänenwand-
basierte Spintronik betrachtet. Insbesondere untersuchten wir sowohl die Stabilität von
Domänenwandzuständen als auch Ansätze zur e�zienten Modi�kation von technisch re-
levanten Systemparametern. Zuerst wurde die kontrollierte Enstehung von magnetischen
Domänenwänden in ferromagnetischen Eisenringen verschiedener Gröÿe untersucht indem
wir die Dicke und den inneren Durchmesser in einem technisch interessanten Bereich vari-
ierten und die enstandenen Zustände mit einem hochau�ösenden Rasterelektronenmikro-
skop mit Polarisationsanalyse (SEMPA) abbildeten. Mikromagnetische Simulationen bei
0 K wurden durchgeführt, die die Nukleation von Domänenstrukturen nachbildeten und
die Metastabilität bestimmter magnetischer Kon�gurationen berücksichtigte. Es wurde
gezeigt, dass der niedrigste Energiezustand, der durch ein Zusammenspiel der Austausch-
und magnetostatischen Energie einer transversen und einer Vortexdomänenwand bestimmt
wird, nicht notwendigerweise bei tiefen Temperaturen erreichbar ist. Zusätzlich zur Geome-
trieabhängigkeit zeigte eine genaue Analyse der experimentellen Daten Ein�üsse von Ma-
terialeigenschaften, Defekten und der thermischen Aktivierung auf. Diese Ein�üsse müssen
berücksichtigt werden, um die Domänenwandbildung zu verstehen und eine zuverlässige
Kontrolle der experimentell zugänglichen Zuständen zu gewährleisten, wie sie für Anwen-
dungen benötigt wird. Um ein besseres Verständnis der Magnetisierungsmanipulation zu
gewinnen, wurde die Wechselwirkung zwischen einem spinpolarisierten Strom und einem
magnetischen Vortexzustand für verschiedene Dy Dotierungskonzentrationen in einem
Mu-Metall untersucht. Daraufhin wurde eine kontrollierte Verschiebung der Kernregion
des Vortexzustandes für bis zu vier verschiedene, jedoch energetisch identische Zustände
beobachtet und die wirkenden Drehmomente separiert um den nicht-adiabatische Para-



meter, ξ, zu bestimmen. Die Messung wurde für verschiedene Dysprosiumkonzentrationen
wiederholt und es zeigte eine Steigerung für ξ, der mit einer Erhöhung des unabhängig
gemessenen Gilbert-Dämpfungsparameter, α, zusammenfällt. Das Verhältnis ξ zu α war
im betrachteten Dotierungskonzentrationsbereich konstant and verhinderte daher höhere
Domänenwandgeschwindigkeiten bei niedrigeren Stromdichten. Das hat zur Folge, dass
e�ziente �Spin-Transfer-Torque� und domänenwandbasierte Geräte nicht mit einer gerin-
gen Dy Dotierungskonzentration erreicht werden können und andere Heransgehensweisen
benötigt werden.



Abstract

The prevalent data storage devices today rely on a controlled magnetization modi�cation
of thin ferromagnetic �lms or elements on a nanometer scale. The traditional approach
of Oersted �eld-induced magnetic switching combined with advances in magnetic sensing
enabled an exponential increase in data density and proposed concepts predict further ad-
vances in this �eld. However, general read/write latency and random-access performance
stagnated and the data storage device became a bottleneck in computer architecture.
Subsequently, an increased interest in unexploited mechanisms led to the development of
new concepts including the spin polarized current-induced manipulation of well-de�ned
magnetic states. For instance, the racetrack memory device proposed by Parkin in 2008
employes the current-induced displacement of domain structures along thin and narrow
magnetic wires. This requires �rst the investigation of suitable geometries where the
spin con�guration can be reliably tailored and controlled and secondly an understanding
of the fundamental physical parameters that govern the magnetization dynamics under
current excitations. In this thesis, we considered two expected requirements for domain
wall-based spintronics and studied the stability of tailored domain wall states as well as
e�ective approaches to change technologically relevant system parameters. First, we stud-
ied the controlled formation of magnetic domain walls in ferromagnetic rings made of
iron for various sizes by varying the thickness and inner diameter in a regime relevant for
devices using a high resolution scanning electron microscope with polarization analysis
(SEMPA). Micromagnetic simulations at 0K were performed mimicking the nucleation
process and accounting for the metastability of intermediate magnetic spin con�gurations.
Accordingly, it has been shown that the lowest energy state determined by comparing the
magnetostatic and exchange energy of a transverse and vortex domain wall con�guration
is not necessarily accessible at low temperatures. Furthermore, a careful analysis of the
experimental data revealed that in addition to the geometry, the in�uence of materials
properties, defects and thermal activation all need to be taken into account in order to
understand and reliably control the experimentally accessible states, as needed for de-
vice applications. To further understand approaches of magnetization manipulation, the
interaction of a spin polarized current with a �ux-closure magnetic vortex state for vari-
ously doped Permalloy-alloys was studied. A controlled displacement of the well-de�ned
vortex core region was observed for up to four di�erent energetically identical magnetic
states and the acting spin torque contribution was subsequently isolated to determine
the non-adiabatic parameter, ξ. The measurement was repeated for di�erent dysprosium
dopant-concentrations and an increase in ξ concurrent with an increase in the indepen-
dently measured Gilbert-damping parameter, α, was observed. However, ξ/α was constant
within the studied dopant concentration range and thus faster domain wall motion at lower
current densities as required for e�cient spin transfer torque-driven domain wall-based de-
vices can not be accomplished by a low Dy dopant concentration and has to be achieved
with a di�erent approach.
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CHAPTER 1

Introduction
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The vast majority of today's data storage industry relies on our understanding of mag-
netic media and our ability to reliably control the magnetic states within. Classically,
Ampère's circuital law has been employed via Oersted �elds generated by charge currents
and consequently switch between two bistable magnetic states (labeled logical "0" and
logical "1"). To meet the requirements of rapidly growing data storage and data-intensive
computing, an increase in data density and throughput is necessary. In the past decades,
the workhorse of magnetic recording, the hard disk drive (HDD), was steadily improved
with regard to the areal density by employing the anomalous [1], the giant [2, 3] and the
tunnel magnetoresistance [4] for the readout process while decreasing the physical size
of the bistable magnetic bits. To ensure the long time stability of the stored data the
energy barrier between the magnetic states is typically more than forty times larger than
the thermal energy, kBT , of the system. Since the necessary current density to write
data increases with decreasing physical size of the magnetic state, further miniaturization
becomes di�cult beyond a certain point due to the detrimental e�ects of increased Joule
heating.
Since the research focus has shifted from traditional magnetic �eld driven techniques to
alternative concepts, e.g. employing spin currents in spintronics, a more favorable scal-
ing behavior is possible. For functional spintronic devices highly spin polarized currents,
well-de�ned device geometries and tailored magnetic states are required to control the
dynamics of the magnetic state su�ciently. Furthermore, the materials properties of a
system are one key factor and hence choosing a suitable device material is crucial and a
detailed knowledge of the in�uence on the device performance is necessary.
This thesis investigates the dependence of the magnetic domain wall con�guration on its
geometrical con�nement in planar wires and the interaction of a speci�c magnetic state
with a spin polarized current to extract the non-adiabatic coupling strength while vary-
ing the doping level in the host material. We employ high resolution scanning electron
microscopy with polarization analysis (SEMPA) to image magnetic states between and
during manipulation of the embedded magnetic state.
The contents of the thesis are outlined below:

Chapter 1 introduces the theoretical background of stable magnetic states as well as
the equations describing magnetization dynamics in �eld and spin polarized current-driven
systems.

Chapter 2 presents a brief history of magnetic imaging techniques and introduces the
main measurement system used in this work, the scanning electron microscope with po-
larization analysis (SEMPA).

Chapter 3 describes the employed techniques to fabricate nanoscale sample structures
using a multistep electron beam lithography process combined with the thin �lm growth
of simple metals and their alloys in an ultra high vacuum chamber.

Chapter 4 presents the characterization of magnetic domain wall spin con�gurations in
geometrically con�ned structures and discusses the energetical stability as a function of
the system size. We demonstrate the stability of symmetric transverse domain walls in
narrow and thin ring structures by measurement and extensive micromagnetical simula-
tions and observe a transition to asymmetric transverse and vortex domain wall states.
The measurements suggest a qualitative agreement with the expected distribution of do-

2



main wall states and highlight the importance of the material properties, defects as well
as the sample edge structure.

Chapter 5 extends considerations to spin polarized current-driven magnetic states and
investigates the non-adiabatic coupling strength for Permalloy as a function of dysprosium
dopant concentration by using a controlled displacement of the core region in a magnetic
vortex state. The determined coupling strength is correlated to the Gilbert damping and
demonstrates an avenue for tailoring dynamic parameters of the system.

Chapter 6 summarizes the conclusions of this work and presents suggestions for fu-
ture projects based on the experimental results and recently performed modi�cations of
the SEMPA setup.
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CHAPTER 2

Introduction to Magnetism in Condensed Matter
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2.1 Microscopic Origin of Magnetism

The investigation of magnetic materials is one of the oldest though liveliest �elds in physics
with the magnetic moment, M , at its core. However, the speci�c origin of M is diverse
and depends on the considered system. While further manifestations exists, many mag-
netic phenomena can be associated with dia-, para-, ferro-, ferri or antiferromagnetism.
In particular, ferromagnetic materials are essential for widely used modern technologies
including non-volatile data storage and electrical engines. The underlying microscopic
elements are unpaired electrons which contribute to M through intrinsic magnetic mo-
ments associated to the electron spin and a magnetic moment associated with the orbital
angular momentum of the electrons. Suitable interactions favour a parallel alignment of
magnetic moments on neighboring atoms which mediate long-range order, e.g. the ex-
change interaction for overlapping wave functions of strongly localized electrons. In the
case of weakly localized electrons an inbalance of the majority and minority spins can
spontaneously occur if the Stoner criterion is ful�lled (see Fig. 2.1 (a)/(b)):

Ug(EF ) ≥ 1

with U being a material dependent measure of the intraatomic Coulomb repulsion and the
electron density of states, g(EF ), at the Fermi energy, EF [5]. This itinerant or band ferro-
magnetism introduced by Stoner [6] predicts ferromagnetism for the 3d transition-metals
Fe, Co and Ni. Additional ferromagnetic single compound materials are found in the
lanthanide series, e.g. Gd, Tb, Dy, Tm, Ho and Er. However, the ferromagnetic ordering
temperature is signi�cantly reduced compared to the mentioned ferromagnetic transition-
metals and is below ≈ 290 K [8] with the dominant mechanism being the exchange inter-
action between strongly localized 4f -subshells. The bulk magnetic states in the rare earth
elements are more diverse than those observed in Fe, Co or Ni. Dysprosium, for instance,
exhibits paramagnetic (T > 179 K), helical-antiferromagnetic (179 K > T > 85 K) and
ferromagnetic ordering (T < 85 K) at di�erent temperatures [9]. By alloying di�erent
elements, combinations of magnetic properties can be achieved which are inaccessible for
single compound materials. The FexNi1−x alloy Permalloy exhibits a pronounced peak
in the magnetic susceptibility at x ≈ 0.2 [10] due to the proximity of minima in magne-
tocrystalline anisotropy [11] and magnetostriction [12]. Moreover, for an amorphous alloy
of Permalloy and a rare earth element, shared 5d electrons establish an antiferromagnetic
coupling between the 3d and 4f subshells of the two constituents [13, 14]. Due to a pre-
cessional motion of the magnetic moments in the 3d subshell in Py a time-dependent
3d-5d-hybridization causes a Zeeman splitting and a delayed thermal redistribution of 4f
electrons of the rare earth element occurs (see Fig. 2.1 (c)). As a consequence, the 5d
electron distribution is locally changed which in�uences the 3d-5d interaction and subse-
quently counteracts the original dynamics of the 3d electrons, hence increasing the e�ective
damping of the precessional motion of the 3d magnetic moments [13, 15, 16]. Here, we
introduced an atomistic representation of the underlying magnetization dynamics, how-
ever, due to computational limitations the simulation of large scale magnetic structures
requires approximations.

6
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Figure 2.1: Schematics of partially populated electronic band structures in a non-magnetic
material, (a), and in a ferromagnetic material, (b). The magnetic material exhibits an
asymmetric population of the majority (up) and minority (down) bands leading to a net
magnetic moment (up). Here, a relative shift of ∆E between the majority and minority
bands enables a reduction of the total energy of the system favoring unequally populated
electronic 3d-subshells with width, W , in the absence of applied external �elds. EV ad-
ditionally denotes the vacuum energy of the host material. (c) depicts the interaction
between magnetic moments in a heavy-lanthanide Permalloy alloy. The intrinsic magnetic
moments (thin black arrows) interact via exchange interactions of varying strength, J ,
and via hybridization. Speci�cally for Dysprosium with L = 5 an angular momentum
contribution (gray arrows) to the magnetic moment exists and links to the spin via spin
orbit interaction (dotted gray line). The total magnetic moment of a Py-Dy system is
seen below indicating an alteration of the saturation magnetization as the Py-Dy-ratio
changes (adapted from [7]).
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2.2 Micromagnetic Description of Magnetism

In the following section, we will introduce the micromagnetic description of meso- and
macroscopic ferromagnetic systems by approximating the atomistic Heisenberg Hamilto-
nian [17] which is based on localized magnetic moments,M , de�nite at discrete positions,
e.g. a cuboid lattice with �xed lattice constants. Considering only small misalignments
between neighbouring magnetic moments a spatially continuous and su�ciently smooth
magnetization, M(r), is introduced which enables the dominating magnetization contri-
butions of a magnetic system to be determined more readily [18]. In particular, within the
mean-�eld approximation of the Ginzburg-Landau theory, the zero temperature Landau
free energy can be written as an integral over the energy density, ε [18]:

F [M ] =

∫
V

dr3ε(M(r))

=

∫
V

dr3(εEx(r) + εD(r) + εAni(r) + εZ(r))

with the exchange energy density, εEx, the magnetostatic energy density, εD, the anisotropy
energy density, εAni, and the Zeeman energy density, εZ . Local minima of the Landau
free energy [18] in the magnetic con�guration space correspond to meta-stable states and
transitions between meta-stable states can occur in the presence of magnetic excitations,
e.g. driven by an external magnetic �eld [19] or a charge current [20]1. The individual
energy density contributions are integrated over the volume, V , of the magnetic system
and will be discussed in the following. Examples of di�erent magnetic con�gurations in a
speci�c con�ned geometry will be given in section 2.3.

2.2.1 Exchange Energy

The �rst energy density contribution, εEx, accounts for the exchange interaction between
spins at discrete lattice sites. The exchange interaction has a quantum mechanical origin
and thus depends on the shared wave function of the involved electrons. The imposed con-
straint of Pauli's exclusion principle permits only wave functions which are antisymmetric
under the exchange of two electrons. Approximating the shared wave function by a prod-
uct of the unperturbed single atom wave functions yields an expression for the exchange
interaction constant which describes the energy di�erence of the parallel and antiparallel
spin con�guration of electrons associated to di�erent lattice sites. The exchange interac-
tion constant depends on the overlap of wave functions from atoms at distinct lattice sites
and the Coulomb energy penalty associated with the exchange of electrons between the
considered atoms. Here, we apply the usual restriction of a nearest neighbour interaction
with strength, J . The total energy corresponding to the Heisenberg Hamiltonian of spins,

1In experimentally realized systems thermally-driven magnetic excitations can occur due to �nite tem-
perature [21]. These excitations are not included in the presented theoretical description and following
analysis. However, thermal e�ects in magnetism are of interest and new approaches have been proposed
to describe these systems theoretically [22].
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Si, located on a cubic lattice with a constant lattice spacing, a, can be written as [23]

FEx = − J
a3

∑
i 6=j;n.n.

Si ·Sj

= −JS
2

a3

∑
i 6=j;n.n.

cos2 φij

= +
JS2

a3M2
S

∑
i 6=j;n.n.

(|M i −M j |2 − 2M2
S).

Here, we replaced each spin, Si, with the corresponding magnetic moment,M i, and used
a cosine formula. After neglecting the constant contribution, we consider only positive
exchange interaction constants, J , and approximate FEx with its continuum limit,

FEx ≈
∫
V

dr3 A

M2
S

|∇M(r)|2

=

∫
V

dr3εEx(r). (2.2.1)

The derived expression assumes a change in the orientation of the magnetic moments
on a length scale large compared to the lattice spacing, a. Thus, a su�ciently small
misalignment between neighboring spins is assumed and a smooth magnetization,M(r), is
subsequently introduced. Furthermore, we introduced the exchange sti�ness, A = JS2/a,
and the saturation magnetization,MS = |M(r)|, and de�ned the exchange energy density

εEx(r) =
A

M2
S

|∇M(r)|2.

Evidently, for A ∝ J > 0 the lowest exchange energy is found for a spatially constant mag-
netization which is experimentally well-realized within single ferromagnetic domains. How-
ever, for J < 0 the magnetization con�guration minimizing the energy of the Heisenberg
Hamiltonian corresponds to antiparallel alignment of neighbouring magnetic moments,
i.e. a large change in the orientation of magnetic moments on a length scale equal to the
lattice spacing. Thus, equation 2.2.1 is not appropriate to describe an antiferromagnetic
or a ferrimagnetic state.

2.2.2 Zeeman Energy

An additional energy contribution is the so-called Zeeman energy [18],

FZ =

∫
V

dr3(−µ0M(r) ·H(r))

=

∫
V

dr3εZ(r),

with µ0 being the permeability of free space. The associated energy density, εZ(r), is
linear in the applied external magnetic �eld, H(r). For su�ciently high magnetic �elds
the Zeeman energy is the dominant contribution to F and the magnetization locally aligns
with H(r). For spatially constant magnetic �elds, the Zeeman energy is independent of
the sample geometry and is proportional to the dot product of the net magnetic moment
of the sample,

∫
V dr3M(r), with the external magnetic �eld, H.

9



2.2.3 Magnetostatic Energy

The above energy contributions are not explicitly sample geometry dependent, however,
within the magnetic material Gauss's law [23],

∇ ·M(r) = −∇ ·HD(r),

has to be ful�lled2. Here, the magnetization acts as a source of a demagnetization
�eld, HD, with associated magnetic volume and surface charges, i.e. −∇ ·M(r) and
n(r) ·M(r), respectively. Solving for HD in the case of an arbitrary magnetization con-
�guration in complex sample geometries requires a numerical approach [24], but for uni-
form magnetization in simple geometries like rectangular prisms and ellipsoids, analytical
solutions are known [23, 25]. The demagnetization �eld interacts with the generating
magnetization and demands an energy penalty of [23]

FD =

∫
V

dr3
(
−µB

2
M(r) ·HD(r)

)
=

∫
V

dr3
(

+
µB
2
|HD|2(r)

)
=

∫
V

dr3εD(r).

Here, FD can only be lowered by avoiding the creation of a demagnetization �eld, e.g. by
reducing the magnetization divergence within the sample and the projection of the edge
magnetization on the surface normal, n(r), of the sample. Consequently, speci�c magnetic
states, possibly energetically degenerated, can be favourable for a given sample geometry,
e.g. for certain diameter-thickness combinations disk-shaped Permalloy elements exhibit
one out of four energetically degenerate remanent �ux-closure domain structures [26, 27]
called vortex states (a speci�c vortex state is shown in Fig. 2.2 (c)/(f))3. Due to its
properties and origin the magnetostatic energy is also called dipolar or shape anisotropy
energy [30].

2.2.4 Anisotropy Energy

Some materials exhibit an intrinsic anisotropy independent of the sample geometry, but
due to the underlying crystal symmetry, i.e. the spatial arrangement of atoms in�uences
the orientation as well as the population of the electron orbitals which subsequently in�u-
ences the orbital angular momentum, L [30]. Hence, the crystal symmetry can e�ect the
orientation of the electron spin, S, if it couples to the orbital angular momentum via the
spin-orbit interaction [30�32],

USO ∝
Z

r3
(S ·L).

2The equation assumes the absence of an external magnetic �eld. The general case is described in [23].
3Additionally, small particles often exhibit simple magnetic domain states strongly in�uenced by the

sample geometry. For a single domain state an upper ellipsoid particle size is given by Brown's fundamental
theorem [28], e.g. in an iron particle with an axial ratio of 0.2 a critical size of ≈ 200 nm for monodomain
states has been estimated [29].
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Speci�cally, for magnetic materials with a hexagonal close-packed (hcp) crystal structure,
e.g. Dysprosium4, a uniaxial anisotropy [34],

FAni,u =

∫
V

dr3

(
Ku1

M2
S

(n ·M(r))2 +
Ku2

M4
S

(n ·M(r))4

)
=

∫
V

dr3εAni,u(r)

is observed. The preferred magnetization orientation in the presence of such an anisotropy
depends on the relative sign and ratio of the coe�cientsKu1 andKu2. Nonetheless, for two
negative coe�cients the magnetic moments align with n and if both coe�cients are positive
magnetic moments favour a perpendicular orientation to n which allows for anisotropy en-
ergy penalty-free continuous magnetization rotations around the symmetry axis. However,
a face or body centered cubic (fcc/bcc) crystal structure reduces the rotational symmetry
further [35] prohibiting such a continuous energy penality-free rotation around any �xed
direction. Here, lowest-order terms contributing to the Landau free energy are [18]:

FAni,c =

∫
V

dr3

(
Kc1

M4
S

(M2
1 (r)M2

2 (r) +M2
1 (r)M2

3 (r) +M2
2 (r)M2

3 (r))

+
Kc2

M6
S

M2
1 (r)M2

2 (r)M2
3 (r)

)
=

∫
V

dr3εAni,c(r).

Although typical representatives are nickel (fcc) and iron (bcc), the e�ective anisotropy for
polycrystalline thin �lms of the two materials and their alloys is small for systems which
are su�ciently large compared to the average grain size, provided that the individual grains
are randomly orientated [36]. In particular, the cubic anisotropy of FexNi1−x shows a
minimum for x ≈ 0.2 (as mentioned in section 2.1). Nevertheless, a uniaxial anisotropy is
induced under certain deposition conditions5 for example due to magnetostriction [38].

2.2.5 E�ective Magnetic Field and Brown's Equation

We introduced the Landau free energy contributions appropriate to our material systems
and associated the local energy minima with metastable magnetic states; nevertheless,
to derive possible metastable states a suitable equation has to be inferred. By observing
the e�ect of in�nitesimal magnetization changes, δM(r), on the energy and ensuring the
magnetization normalization, |M(r)+δM(r)|2 = M2

S+2[M(r)×δM(r)] = M2
S , Brown's

equations [39],

0 = [M(r)×Heff (r)] ∀r ∈ V (2.2.2)

0 = [M(r)× (n(r) ·∇)M(r)] ∀r ∈ ∂V (2.2.3)

4The observed crystal structure of the helical-antiferromagnetic ordering is hcp, but below the �rst-order
ferromagnetic transition at 85 K the crystal structure is orthorhombic [33].

5By adding a small molybdenum content to the alloy the cubic anisotropy and the magnetostriction
can simultaneously be minimized preventing a uniaxial anisotropy [37].
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for the stability of a state are derived with the second equation being valid on the sample
surface, ∂V . Here, the e�ective magnetic �eld,

Heff (r) = − 1

µ0

δF
δM

(M(r))

=
2A

µ0M2
S

∇2M(r) +HD(r)− 1

µ0

δFAni
δM

(M(r)) +H(r),

is introduced and for an unstable equilibrium or a metastable state the local magnetization
points along the axis de�ned by Heff (r). Incidentally, Heff characterizes the typical

length scale of magnetization variations, e.g. for magnetostatic (lEx =
√
A/(µ0M2

S/2))

and anisotropy (lAni =
√
A/KAni) dominated systems [18, 40]. A closer inspection of

metastable magnetic states and the dynamics which lead to equilibration of states is given
in chapter 4 and in section 2.4.

2.3 Magnetic Domains and Domain Walls

The lowest energy state of a magnetic system depends on the material and the sample
geometry as well as the applied external magnetic �eld. Usually, a simultaneous mini-
mization of every energy contribution can not be accomplished and multiple metastable
or degenerate states exist. In an exchange interaction dominated system, one or multiple
sample regions exist, commonly known as domains, in which the magnetic moments align
along one direction, however, with speci�c directions favored in systems with anisotropy
and/or magnetostatic energy. For thin �lm samples of common materials like nickel, iron
and their alloys, the magnetization preferably aligns parallel to the �lm plane to reduce the
magnetostatic energy [28]. Adding geometrical restrictions by structuring the �lm sample
e�ects the in-plane orientation of the magnetization, particularly at the lateral structure
edges, e.g. by stabilizing �ux-closure states such as the four-domain Landau states (see
Fig. 7.3) or Vortex states (see Fig. 2.2 (f)) found in appropriately sized rectangular or
disk shaped elements, respectively [42]. The in�uence of di�erent energy contributions
is illustrated in Fig. 2.2. The transition region between neighboring domains, the do-
main wall, mediates the magnetization rotation at the expense of exchange, anisotropy
and magnetostatic energy. In particular, for su�ciently thin (unstructured) soft magnetic
�lms balancing the energy contributions leads to the formation of distinct domain wall
types such as Néel, Cross-Tie and Bloch walls (see Fig. 2.3 and Fig. 4.1) in Permalloy
�lms of increasing thickness [18, 43]. A Bloch wall is characterized by a magnetization
rotation parallel to the domain wall plane, whereas the magnetization rotation in a Néel
wall occurs perpendicular to said plane. Following Jakubovics [18, 44], the correspond-
ing domain walls widths can be de�ned based on the magnetic �ux pro�le. Here, a �lm
is considered thin if its thickness is comparable or smaller than the materials associated
Bloch wall width.
In chapter 4, we take a closer look at the preferred remanent spin structures in iron rings
after saturating the system in an external magnetic �eld, H.
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Figure 2.2: Remanent magnetic states in thin disk structures with the exchange [(a)],
anisotropy [(b)/(d)] and the magnetostatic energy [(c)] being minimized. The states in
(b)/(d) are energetically favourable for a cubic or uniaxial anisotropy, respectively. (e)
shows reduced surfaces charges due to the formation of a �ux-closure state. Lateral areas
with a notable magnetic surface charge are indicated with +/−. (f) in-plane spin structure
of a magnetic vortex state in a thin structure measured with SEMPA resembling (c).
Close to the disk center a reduction of the in-plane magnetization �ve times higher than
the noise-level, σ, indicates a magnetic-�ux through the sample surface (white cross).
Adapted from [41].
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Figure 2.3: Schematics of the magnetization rotation within (a) a Bloch domain wall
and (b) a Néel domain wall in a system with an magnetic easy axis along the indicated
direction.
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2.4 Magnetization Dynamics and Micromagnetic Simulations

In section 2.2.5, the e�ective magnetic �eld, HEff , and the equilibrium conditions were
introduced, however, no dynamical description of the equilibration process was given. In
particular, for a magnetic �eld sweep-induced nucleation a detailed understanding of the
previous history of the magnetic system is required to distinguish between metastable,
possibly energetically degenerate, states and select the equilibrium state. Further compli-
cations arise for the description of temperature-induced e�ects on magnetization, which
lie beyond the scope of this work and which are themselves an active �eld of research [22],
however, we consider spin current-induced magnetization modi�cations. In the following,
we look at the governing equation of motion and discuss the current-induced motion of a
Bloch-domain wall.

2.4.1 Landau-Lifshitz-Gilbert Equation

Landau and Lifshitz introduced an equation describing the precession of a magnetic mo-
ment, M , in a magnetic �eld, H, with a subsequent aligning of M with H [45]:

dM

dt
= −γ0[M ×HEff ]− αLL

M2
S

[M × [M ×HEff ]]. (2.4.1)

with the gyromagnetic ratio, γ0,H replaced by the e�ective �eld and the damping parame-
ter, αLL which is assumed to satisfy αLL � γMS . The precession of the magnetic moment
occurs with a frequency of γ0|HEff | while relaxing within a time τ = (γαLL|HEff |)−1. A
modi�cation was proposed by Gilbert who derived the equation of motion in a Lagrange
formalism and introduced a Rayleigh dissipation function which leads to an alternative
formulation [46]:

dM

dt
= −γLLG[M ×HEff ] +

αLLG
MS

[M × dM

dt
]

with the parameter αLLG being assumed to be small compared to γLLGMS . It becomes
apparent that the two equations are closely related, however, the gyromagnetic ratio,
γ0(1 + α2

LLG) = γLLG, has to be renormalized. Figure 2.4 illustrates a relaxation process
of a magnetic moment and indicates the direction of the acting torques. Micromagnetics,

HEff
-M⨯M



M⨯HEff

(a)

HEff

-M⨯M


M⨯HEff

M

(b)

Figure 2.4: Precession of a magnetic moment, M , around an e�ective �eld, HEff , and
subsequent relaxation towards the HEff . The direction of the acting torques can be seen
from the top, (a), and from the side, (b).
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speci�cally the micromagnetic simulator used in this work [47], relies on the Landau-
Lifshitz-Gilbert (LLG) equation. Extra terms are needed to describe current-induced
excitations. The �rst missing ingredient, the adiabatic spin-torque interaction, TAd, with
a spin current, was introduced by Berger [48] and by Slonczewski [49] and subsequent
measurements suggested the validity of this contribution [40, 50]. The torque describes an
adiabatic aligning of the intrinsic magnetic moments of 4s conduction electrons in slowly
varying magnetic structures, e.g. domain walls [48]. This interaction excludes the re�ec-
tion of electrons and thus a second missing ingredient, the non-adiabatic spin transfer
torque, TNon−Ad, was introduced [51] which accounts for spin-�ips of 4s conduction elec-
trons at nonuniform magnetic structures and acts perpendicular to the adiabatic torque.
To illustrate the behaviour of the extended Landau-Lifshitz-Gilbert equation6 [51],

dM

dt
(r) =− γ[M(r)×HEff (r)] +

α

MS
[M(r)× dM

dt
(r)] (2.4.2)

− 1

M2
S

[M(r)× [M(r)× (u ·∇)M(r)]]︸ ︷︷ ︸
= TAd with u = µBP je/eMS

(2.4.3)

− ξ

MS
[M(r)× (u ·∇)M(r)]︸ ︷︷ ︸

= TNon−Ad

, (2.4.4)

the spin current-induced motion of a domain wall is described. Here, a charge current,
je = eMSu/µBP , with spin polarization, P , acts on a transverse domain wall in a thin
wire [52] and moves it, after initial acceleration, with terminal velocity towards the current
source. Above a critical current density, the previously monotonic terminal motion be-
comes periodic and a domain wall oscillation as well as transformation can be observed [53].
An analytical solution below the so-called Walker breakdown predicts vDW = (ξ/α)u while
the maximum domain wall velocity scales with α/|ξ−α| [52, 54]. Generally, however, this
equation is solved numerically, e.g. via a �nite di�erence method. In the case of a �eld
sweep-induced domain wall nucleation the energy of the system is minimized iteratively
and the highest angular velocity observed for the magnetic moments within the sample
is compared to a preset value de�ned as the highest angular velocity acceptable for a
su�ciently converged magnetic system which approximately ful�lls Brown's equations of
equilibrium 2.2.2.
In chapter 5, we take another look at domain wall dynamics and consider speci�c cases.
Furthermore, we will determine the non-adiabatic coe�cient, ξ, for undoped as well as for
dysprosium-doped Permalloy.

6For convenience, we remove the indices from the gyromagnetic ratio, γLLG, and the damping parameter,
αLLG.
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Figure 2.5: (a) Normalized average velocity, 〈vDW 〉, of a current-driven domain wall struc-
ture assuming a constant domain wall width, wDW , for di�erent non-adiabaticity coe�-
cients, ξ, and a damping of α = 10−2. The instantaneous domain wall velocity, vDW , of
an initially resting magnetic structure was derived by solving the Landau-Lifshitz-Gilbert
equation for a one-dimensional transverse domain wall pro�le [54] numerically and simu-
lating a time span of 8 · 10−6 s. Subsequently, vDW is averaged over the last 5 · 10−6 s of
the simulated system time. Here, we assumed Ms = 1.7 · 106 A/m, A = 2.1 · 10−11 J/m
and KAni = 46.8 · 103 J/m3 as well as a spin current polarization of P = 0.5. Below
the Walker breakdown a steady domain wall motion is achieved and the slope of the do-
main wall velocity is strongly correlated to ξ while above a ξ-dependent critical current a
periodic transformation of the domain wall structure is observed, causing partially com-
pensated average domain wall motion. Notably, no domain wall motion appears below a
critical current for ξ = 0 and strikingly for ξ = α the domain wall shape stays unaltered
at any current density and no Walker breakdown occurs. (b) shows the in�uence of a
spin-polarized charge current, je, on a Bloch domain wall [52] in a wire from di�erent an-
gles (corresponding sides are shaded). The direction of the acting torques on a magnetic
moment, M , and the current are indicated by black arrows with the relative strength
displayed above. The adiabatic and non-adiabatic torques are derived for the speci�c spin
structure using equation 2.4.3 and equation 2.4.4, respectively.
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CHAPTER 3

Experimental Methods
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3.1 Imaging of Magnetic Samples

The invention of various experimental techniques for the observation of domain and do-
main wall structures was a prosperous �eld during the last century. Many techniques were
established, based on di�erent interactions, which probe di�erent system properties. In
1931, Bitter [55] demonstrated the use of colloids to exploit the stray �eld coupling between
magnetic particles and a magnetic sample. Later improvements drastically increased the
stray �eld sensitivity and the spatial resolution by tailoring the shape, size and magnetic
state of the colloids, enabling imaging of minute details below ∼ 80 nm [56�58]. How-
ever, the Bitter method has limited applicability for strictly in-plane magnetized materials
and the visibility varies between domain walls of di�erent types, e.g. colloids accumulate
preferably at Bloch instead of at Néel walls. Nowadays, a wide range of accompanying and
complementary techniques are available, e.g. magnetic force microscopy (MFM) [18] and
Lorentz force microscopy [59] which are sensitive to magnetic-�ux, magneto-optical meth-
ods like Kerr microscopy as well as the element speci�c X-ray magnetic circular dichroism
(XMCD)-based scanning transmission X-ray microscopy (STXM) [60] and photoemission
electron microscopy (PEEM) [61]. The magnetic surface sensitivity of the listed methods
ranges from ∼ 10µm down to a couple of nm. However, additional techniques are avail-
able which probe the con�guration and the spin polarization of the electronic structure
of atoms in solids by utilizing unpolarized high energy electron beams. Figure 3.1 (a)
illustrates one possible sequence of events starting with an unpolarized primary electron
beam (PE) which is inelastically scattered at an inner-shell electron. Here, an electron
(SE) is excited from a bound state to a continuum state and creates an inner-shell vacancy
which is subsequently �lled by an electron from a higher-shell. Due to the Auger e�ect [62]
a second electron, the Auger electron (AE), is excited and leaves the atoms1. Both the
secondary electron and the Auger electron can excite further electrons with lower energies
until the initial electron is thermalized or escapes the solid [64]. Before escaping through
the surface of the solid, the secondary electrons undergo multiple elastic electron-electron
scattering events for which a minority spin electron above the Fermi energy preferably
switches with a majority spin electron before the later escapes [65�67]. By detecting the
spin polarization of the expelled electron, the magnetization of the area from which it
originates can be inferred. Furthermore, the primary electron beam generates a backscat-
tered electron beam (BSE) if it is de�ected in the electric �eld of the nucleus, producing
bremsstrahlung, γB [68]. Figure 3.1 (b) shows the situation on a macroscopic scale with
the primary electron beam entering the sample and afterwards being de�ected within
the sample. Here, in particular, the beam direction gets reversed and the backscattered
beam (BSE) breaks through the sample surface. Secondary electrons generated in a thin
layer under the surface within a depth of the material-dependent average spin attenuation
length, λ, can escape the solid with their spin polarization intact. They can originate
both from areas close to the entry point of the primary beam and the exit point of the
backscattered beam. Speci�cally for the primary beam the area depends on the beam
diameter at the point of entry. On the other hand, due to the energy and material de-
pendent stochastic de�ection of the primary beam within the sample, the e�ective area
from which the backscattered beam can penetrate the surface is considerably larger [69].
Furthermore, due to the lower energy of the backscattered electrons more secondary elec-
trons (SEII) are generated close to the exit point [69] than close to the entry point which

1Energy-dispersive X-ray (EDX) spectroscopy uses the alternatively emitted element-speci�c X-ray
radiation to determine the material composition [63].
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Figure 3.1: (a) shows the electronic structure of an atom as well as possible excitations due
to an unpolarized primary electron beam (PE). Here, an Auger electron (AE) is emitted
from the atom after PE scatters inelastically at an inner-shell electron which gets excited
into a continuum state as a so-called secondary electron (SE). Furthermore, PE generates
bremsstrahlung, γB during de�ection in the electric �eld of the nucleus. (b) exempli�es
one possible de�ection of the primary electron in a sample as well as the backscattered
beam (BSE). Secondary electron generated in an element dependent sample depth, λ,
can escape through the sample surface with their spin polarization intact.

can signi�cantly reduce the spatial resolution of a technique which uses these electrons
for imaging such as SEMPA as outlined in the following paragraph [70, 71]. Here, the
SEI-SEII ratio depends on the energy of the primary electron beam as well as the host
material, e.g. SEII are the dominating contributuion for gold at primary beam energies
above 10 keV [69]. For the common magnetic materials Fe and Ni the reported attenua-
tion lengths are ∼ 0.6− 0.8 nm [72, 73] and ∼ 1.1 nm [72], respectively.
This work relies on scanning electron microscopy with polarization analysis (SEMPA)
which exhibits a very high surface sensitivity of ∼ 1 nm combined with a high spatial
resolution [71, 74]. The low magnetic probing depth can be attributed to the mean free
path, λ, of the detected low energy secondary electrons in solids [74]. While a change in
the accepted energy range of the detected secondary electrons a�ects the magnetic depth
sensitivity only slightly [75] a larger e�ect is observed for the lateral resolution and elec-
tron spin polarization [70]. Thus, the accepted energy range has to be carefully balanced.
Historically, a possible spin polarization, P , of surface emitted secondary electrons was
hypothesized in 1930 [76] and subsequently observed for europium oxide in 1976 with a rea-
sonably high P = 32 %, whereas the exciting primary electron beam was unpolarized [77].
This observation and the availability of appropriate scanning electron microscopes (SEMs)
triggered the construction of the �rst SEMPA in 1984 [78]. In the following years, the
measurement system itself has been characterized in detail [70, 79�81] which in�uenced the
design of newer systems with greatly increased spatial resolution of the surface magnetiza-
tion of up to ∼ 5 nm [71]. However, our commercial Scienta-Omicron SEMPA setup (see
Fig. 3.2) is capable to resolve magnetic features down to at least ∼ 35 nm [82] restricted
to two orthogonal, preferably in-plane, magnetization components. A modi�cation of the
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Figure 3.2: (a) Schematic of our SEMPA setup shows the position of the SEM column,
the magnetic sample and the SPLEED detector with relative angles of θ1 ≈ 26◦ [70]
and θ1 + θ2 = 90◦. The SPLEED detector consists of four Channeltron detectors, of
which two are depicted here, positioned at the (2, 0) low energy electron di�raction spots
of the tungsten crystal with a (100) surface. The relative Channeltron count rates are
correlated to the surface magnetization of the sample. Incoming secondary electrons are
accelerated in an electric potential of ≈ 102.5 V [70] and subsequently scattered on the
crystal. The surface contamination on the tungsten crystal is regularly removed between
measurements. In addition, a helium �ow cryostat is available for cooling the sample
down to temperatures of ≈ 25 K and for dissipating the heat generated during current-
induced magnetization modi�cation measurements. Attached to this primary chamber is
a electromagnet at an o�-stage position allowing either the application of a magnetic �eld
of up to ≈ 180 mT within a �xed 2d-plane or up to ≈ 5 mT along the perpendicular axis.
A second chamber provides an argon ion gun for in-situ surface cleaning and three electron
beam evaporators for the thin �lm deposition of simple metals including iron. (b) shows
the sample stage in the measurement position with the SEM column at the top while
the SPLEED detector approaches the sample from the right. The helium �ow cryostat is
attached at the backside of the sample stage.

secondary electron optics found in other setups enables the third orthogonal magnetization
component to be captured [71, 83]. Furthermore, all SEMPA setups have in common that
a topography image is acquired during the magnetization measurement which is useful for
later feature correlation.
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3.2 Origin of Spin Polarized Electrons and Their Detection

The typical primary electron acceleration voltages employed by our SEMPA setup are
between 3−15 kV which is su�cient to excite the inner electronic structure of the material
(see Fig. 3.1 (a)). In addition to other possible excitations, secondary electrons are created
and undergo spin dependent scattering within the sample material [66, 84]. Here, electrons
in an energy range, W , directly above the vacuum energy, EV , experience a pronounced
spin �ltering [84]. Due to the band structure, electrons with a minority-spin character are
less likely to elastically scatter with electrons of the minority band and excite majority
band electrons above EV , while electrons with an energy of EV or less are themselves
trapped and do not contribute to the secondary electrons. On the other hand, primary
majority spin character electrons are scattered at other electrons with a lower e�ciency
and can escape the material [66, 84, 85]. The resulting spin polarization of the escaped
low-energy secondary electrons is greatly enhanced and peaks for 3d-transition metals
at ESE < 10 eV [66, 85, 86]. For higher energies, the polarization expected from band
structure considerations agrees well with the observed properties of escaped electrons [66,
84, 85]. However, only secondary electrons within a distance of the material dependent
spin attenuation length, λ, to the surface can escape with enhanced spin polarization
and be detected (see Fig. 3.1 (b)) [66]. Coincidentally, the escape rate of these low energy
secondary electrons is higher than at higher electron energies which increases their relative
importance to the yield [69].

3.2.1 Spin Dependent Separation of Secondary Electrons

To infer information from the escaping secondary electrons a spin dependent selection
process is employed to separate the minority and majority character-like electrons carrying
the magnetization information from the surface layer. In 1929, Mott proposed [87] that an
electron moving in the vicinity of an atomic nucleus with atomic number, Z, experiences
a spin-orbit interaction [32],

USO ∝
Z

r3
(S ·L),

and the Mott-detector was developed on which the �rst operational SEMPA system was
based [88]. Alternative detectors rely on low-energy di�usive scattering (LEDS) [89], low-
energy electron di�raction (LEED) [90] and, more recently, the spin dependent scattering
on oxidized iron thin �lms (FERRUM) [91]. The e�ciency, κ, of the Mott-, LEDS-, and
LEED-detectors is low and a long acquisition time is required to reach a signal-to-noise
ratio comparable to a conventional SEM topography image [70]. A careful characterization
of a LEED detector, identical to the one used in our SEMPA setup, suggests κ ≈ 1.6 · 10−4

for a (100) tungsten surface at a scattering energy of 104.5 eV. The magnetization is
subsequently derived from the asymmetry in the measured count rates at the (2, 0) LEED
spots of the crystal. Here, we will follow the discussion for a partially polarized beam of
spin-1/2 particles and the Pauli vector, σ, provided by Kirschner [32]: The electron beam
can be described by a spin density matrix,

ρ =
∑
n

(α
(n)
1 , α

(n)
2 )
>

(α
(n)
1

∗
, α

(n)
2

∗
) =

∑
n

|χ(n)〉 〈χ(n)| ,
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with the pure spin states |χ(n)〉 = (α
(n)
1 , α

(n)
2 )>. The spin polarization, Pi, of the given

ensemble with respect to the Pauli matrix, σi, is by de�nition

Pi =
tr(ρσi)

tr(ρ)
=

∑
n

〈
χ(n)σiχ

(n)
〉∑

n(|α(n)
1 |2 + |α(n)

2 |2)
.

For instance, assuming a pure state (n = 1) and σz the expression yields

Pz =
|α1|2 − |α2|2

|α1|2 + |α2|2
=
N↑ −N↓
N↑ +N↓

,

with |α1/2|2 being the probabilities to �nd an electron of spin ±~/2. For a measurement
over a large number of electrons described by the pure spin state, this directly corresponds
to the number of counts, N↑/↓, for the respective spin directions. Getting back to the
original expression, since σii=x,y,z, form a basis the density matrix can be stated as

ρ =
1

2
tr(ρ)(1 + Pσ).

After a measurement time, T , our system provides four mean count rates, Ii = Ni/T ,
obtained at two orthogonal pairs of LEED spots with the tungsten crystal facing the
magnetic sample, i.e. the two orthogonal quantization axes imposed by the crystal capture
the in-plane magnetization information, however, each individual LEED spot receives
electrons both due to magnetization and topography. A correct combination of Ii yields
the polarizations [70],

Px =
1

S
Ax =

1

S

I(2,0) − I(2,0)

I(2,0) + I(2,0)

Py =
1

S
Ax =

1

S

I(0,2) − I(0,2)

I(0,2) + I(0,2)

, (3.2.1)

proportional to the surface magnetization of the sample with an energy and scattering
angle dependent detector sensitivity, S, of ≈ −0.27 at E ≈ 104.5 eV. However, only the
measured electron count rates, Ii, are directly accessible as well as the derived asymmetries
Ax and Ay. Speci�cally for our measurement system a beam of secondary electrons from
the sample reaches the tungsten crystal with a rate of I is only partially di�racted into the
LEED spots [70]. Thus, the total Channeltron count rate, RI = I(2,0)+I(0,2)+I(2,0)+I(0,2),
is reduced by the limited re�ectivity, R ≈ 0.0011 [70], of the tungsten crystal. Here, the
expected polarization follows a Poisson distribution with a width which increases according
to (RITS2)−1/2 for a �xed measurement time, T . The corresponding �gure-of-merit [70],
κ, is

κ = 2RS2 ≈ 1.6 · 10−4.

Thus, to reach a signal-to-noise equal to that of a common SEM image SEMPA has to
signi�cantly increase the measurement time. Therefore, a considerable e�ort has been
put into re�ning the spin detector both in terms of the �gure-of-merit and the number
of accepted secondary electrons [70, 71, 91, 92], but it remains an inherent limitation of
SEMPA. In the following section, we take a look at surface magnetizations found in thin
�lms and in whiskers.

3.2.2 SEMPA Imaging Example and Experimental Restrictions

In the previous section, we described how SEMPA determines magnetization for a single
source, i.e. a small area. Hence, to determine a spatially varying magnetic state on a larger
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Figure 3.3: Magnetization con�guration of a multidomain state on the surface of an iron
whisker [93]. The topography depicted in (a) shows the whisker with the corrected in-
plane asymmetry shown in (b) and (c). The in-plane magnetization direction derived from
(b)/(c) is indicated in (d). The graph below depicts the orientation of magnetic moments
along the indicated line in (d) relative to the magnetization direction of the �rst domain
with four distinct orientations 90◦ apart.

scale, an area is divided into smaller areas which are subsequently measured step-by-step.
The collected data is sorted into three matrices, one for the topography and two for the
orthogonal asymmetry components, Ax and Ay. Experience has shown that a correction
has to be applied to the acquired asymmetry (see appendix 7.1), e.g. due to di�erences
in the inherent Channeltron e�ciencies and a geometrical misalignment of the sample.
Figure 3.3 illustrates the outcome of a measurement with the magnetization components
for two orthogonal directions represented as grayscale images in (b)/(c) and the combined
data in (d) using a color-code. The data is su�cient to determine the relative orientation
of the observed domains and identify the in�uence of defects on the magnetic structure. A
closer look at the domain walls reveal 90◦ and 120◦ transitions, e.g. the �rst two domain
walls are characterized as Bloch lines [18] and show a pronounced reduction in the in-plane
asymmetry indicating magnetic-�ux through the surface. Since it is not directly accessible
with our SEMPA setup, we estimated the out-of-plane magnetization component, |A2

z|, by
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Figure 3.4: Estimated average magnitude of the out-of-plane asymmetry derived from
the corrected measured in-plane components in a vortex state. The measurement was
performed with a primary electron acceleration voltage of 10 kV, imaging the state multi-
ple times and applying a drift correction before combining the measurements. The inset
(a)/(b) shows the measured in-plane asymmetry components of the considered magnetic
state and the combined color-coded image in (c). (d) depicts the derived out-of-plane
contribution, |A2

z|, corresponding to the graph. 〈|A2
z|〉 shows a strong increase with de-

creasing distance, r, to the vortex core below r ≈ 200 nm and approaches the noise �oor
limit for large r. Micromagnetic simulations have shown a vortex core radius of ∼ 10 nm
associated with a sharp decrease of the out-of-plane magnetization component. However,
direct measurements of the out-of-plane asymmetry showed a good agreement with simu-
lations [83]. The di�erence can be attributed to a convolution of properties of the sample
and the measurement setup, e.g. a mixing of secondary electrons from the primary and
the backscattered beam, originating from di�erent positions close to the primary electron
beam spot [83], as well as beam properties such as the intensity distribution. Further-
more, it depends on the angular and energy acceptance range of the secondary electron
detector [70], as well as the distribution of the primary electron energies. The topography
of the measured sample can be seen in (e).

employing the imposed in-plane asymmetry normalization2:

|A2
z| = |1−A2

x −A2
y|.

Even though, all SEMPA systems are restricted to two simultaneous orthogonal asymme-
try component measurements, modi�ed setups determine the third component in a second
measurement to complete the picture, e.g. Ax & Ay followed by Ax & Az [71, 83]. To
illustrate this, we derived the pro�le of the estimated out-of-plane component of a �ux-
closed vortex state (see Fig. 3.4). Since the escape depth, λ, of spin polarized secondary
electrons for transition metals is about 1 nm the surface condition has to comply with

2We use an area which is expected to have no magnetic �ux through the surface to determine a suitable
asymmetry correction and occasionally change the area selection to adjust for the speci�c magnetic state.
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Figure 3.5: (a) Sample topography showing regularly arranged Permalloy squares each
with a lateral dimension of 4.3µm on a Si/SiO2 substrate. Strong electron beam-induced
hydrocarbonization of structures close to the image center is visible [94]. (b) Color-coded
magnetization direction after applying an asymmetry correction to the central square.
The central structure shows a well-de�ned Landau state while the remaining structures
seem not to exhibit �ux-closure magnetic states due to the skewed asymmetry. Here, the
e�ects of a surface contamination-induced reduction in the average polarization of the
secondary electrons originating from the contaminated area [96], preventing an immediate
comparison of di�erent areas with di�erent surface conditions within the image.

the SEMPA requirements, e.g. undesirable capping and oxidized layers are removed using
argon milling. Furthermore, to maintain suitable surface conditions measurements are per-
formed in a UHV environment (pBase ∼ 10−12 mbar). Nevertheless, a degradation due to
electron beam induced deposition of the residual gas is observed and reduces the polariza-
tion of secondary electrons produced in the magnetic layer underneath (see Fig. 3.5) [94].
An iron �lm, a few atoms thick, added to the system can increase the magnetic contrast
by an exchange coupling through the contamination to the �rst magnetic layer of the sam-
ple [90] or by sputter cleaning the surface and then deposit Fe or directly deposit a thin
Fe layer on the �lm under investigation [95]. Additionally, a thorough examination of the
central Landau state indicates an apparent change in the asymmetry close to the edges and
is characteristic for rough structures with high curvature [81]. A controlled correction of
these e�ects by means of post-processing is unknown, however, suitable spin detectors em-
ploy a second scattering target with a low Z-material, e.g. carbon, to eliminate the e�ect
by directly comparing the images at two vastly di�erent spin-orbit coupling strengths [81].
A line scan across the structure reveals a pronounced change in both asymmetry compo-
nents as well as in the total count rate (see Fig. 3.6). Thus, we restrict our consideration of
the in-plane magnetization to areas su�ciently far away from the aforementioned features.
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Figure 3.6: (a) shows a line scan across the corrected in-plane asymmetry of a Landau
state in a 4.3µm wide Permalloy square. The normalized count rate change (black line)
exhibits pronounced spikes at the sample edges and the perceived in-plane asymmetry
shows features at the same positions (see insets of the measured state). (b) A detailed
view of the right edge indicates a feature width in the count rate change of ∼ 100 nm
which agrees well with the change in the magnetic images.
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3.3 Magneto-Optical Kerr E�ect

Our main measurement setup, SEMPA, is limited to operation at low external magnetic
�elds, typically ∼ 1 Oe [74, 81], and thus a �eld-induced hysteresis can not be observed
during operation. Here, we resort to the magneto-optical Kerr e�ect (MOKE) discovered
by Kerr in 1877 [97] to measure the magnetic hysteresis as well as its angular dependence.
It is di�erentiated into polar-, longitudinal-, transversal and additional higher order MO
e�ects, although the latter are not considered in this analysis. In particular, longitudinal
MOKE enables the characterization of in-plane magnetized materials, e.g. Permalloy, by
illuminating the sample with a light beam which is linearly polarized perpendicular to the
plane of incidence (see Fig. 3.7) [97]. During the re�ection process, the two orthogonal
polarization components undergo a phase shift due to the magnetization direction depen-
dent dielectric tensor [98]. The polarization rotation of the outgoing light is subsequently
determined for di�erent external magnetic �elds to infer the hysteric behaviour. However,
the obtained signal only follows the magnetization qualitatively and depends on further
parameters, e.g. the optical properties of the material and the geometrical arrangement of
the setup such as the complex refractive index and the angle of incidence, θ [100]. Nonethe-
less, it allows the extraction of the normalized remanent magnetization, Mr/MS , and the
coercive �eld, Hc. Furthermore, by measuring a hysteresis loop along the magnetically
hard axis (see Fig. 3.7 (b)) and assuming the applicability of the Stoner-Wohlfarth model
for the measured material the anisotropy �eld, HK = 2K(µ0MS)−1, can be deduced [99].
The information depth of MOKE can be considerably larger than for SEMPA and is for
metallic systems on the order of 20 nm [101]; thus, the removal of thin metallic capping
layers can be avoided.
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Easy
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Figure 3.7: (a) Schematic of a longitudinal MOKE measurement on an in-plane magne-
tized material. Here, the linearly polarized light beam (red) gets re�ected at a surface
magnetized parallel to the plane of incidence. The polarization of the re�ected light car-
ries information about the magnetization of the probed surface. Furthermore, an external
magnetic �eld can be applied during measurements to capture the hysteric behaviour de-
picted in (b) for the magnetically easy (green) and hard axis (red) of a material with a
uniaxial anisotropy. (c) shows the angular dependence of the remanent magnetization,
Mr, according to the Stoner-Wohlfarth model [99].
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Figure 3.8: (a) The schematic depicts a DC-SQUID measurement with a superconducting
loop and two Josephson junctions (red). The magnetic sample generates a stray �eld
which causes a magnetic �ux, φ, through the enclosed area. Within the superconducting
state (see (b)) no voltage response occurs. Thus, a bias current, 2I0, is injected into the
system and drives it into an intermediate state which enables resistance measurements.
(b) shows the operation of a SQUID at the bias current and the periodic voltage response
as the magnetic �eld is changed. The periodicity is given by the magnetic �ux quantum
Φ0 = 2π~/(2e). Adapted from [106].

3.4 Josephson E�ect and SQUID Magnetometry

During current-induced domain wall excitations high current densities are employed lead-
ing to a substantial thermal load on the structure. To counteract this, the temperature
of the system is lowered via a cryostat to prevent structural deterioration [102]. How-
ever, the magnetic properties of the system, such as MS , are temperature dependent and
SEMPA relies on a su�ciently high saturation magnetization for reasonable contrast at
an acceptable acquisition time. Hence, we measure MS for di�erent temperatures using
a superconducting quantum interference device (SQUID) based on Josephson junctions.
Predicted in 1962 [103] and experimentally veri�ed in 1963/1964 [104, 105] the Josephson
e�ect describes the electric current �ow in two superconducting materials which are cou-
pled through a thin insulating layer, commonly known as a weak link. For DC-SQUIDs3

two Josephson junctions are introduced and a bias current, 2I0, is applied (see Fig. 3.8
(a)) [106]. An additional current is present in the system and depends on the magnetic
�ux, Φ, through the area enclosed by the device. In the case that 2I0 is within a small range
above the critical current, the measured voltage, U , becomes periodic in the magnetic �ux
(see Fig. 3.8 (b)) [106]. Thus, after calibrating the system, magnetic �ux changes below
Φ0/4 can be deduced by observing U , however, a negative feedback mechanism is applied
to allow for larger �ux ranges by stabilizing U and determining the current applied to an
induction coil (not shown) which counteracts the experienced magnetic �ux change [106].
Consequently, the described SQUID is only sensitive to relative �eld changes and modi�ed
setups are required to measure absolute �eld strengths, e.g. `�ip-coil' magnetometers [106].

3The SQUID system used for our measurement is referred to as a RF-SQUID and relies on a single
Josephson junction. However, in the following the mode of operation of a DC-SQUID is described.
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3.5 Ferromagnetic Resonance

In case that an e�ective magnetic �eld,HEff , is not aligned with a magnetic moment,M ,
a precession ofM around the �eld with a frequency of fLamor = γ|HEff | is observed due to
the �eld-induced torque. The dynamics of the magnetic moment including the subsequent
alignment withHEff through energy dissipation is described by equation 2.4.1. Assuming
a homogeneously magnetized macroscopic ferromagnetic state driven by a homogeneous
external magnetic �eld with sinusoidal modi�cation of frequency, f , Kittel [107] derived
a magnetic susceptibility with a pronounced maximum at a shape and |HExt| dependent
ferromagnetic resonance frequency (see Fig. 3.9 (a)),

fFMR = (2π)−1γ
√
|HExt|(|HExt|+MS). (3.5.1)

Thus, performing an excitation frequency sweep for a �xed external �eld strength, |HExt|,
reveals the saturation magnetization, Ms, and the frequency pro�le of the material sus-
ceptibility. In a conventional ferromagnetic resonance (FMR) measurement an external
magnetic �eld sweep is performed at a constant excitation frequency, fFMR. Here, the
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Figure 3.9: (a) Schematic dependence of ferromagnetic resonance frequency, fFMR, on the
external �eld strength, |H|. (b) A schematic of an absorption spectrum determined via a
FMR measurement showing a maximum at HFMR with a FWHM of ∆H. (c) shows the
dependence of the FWHM on the excitation frequency as well as the relation of the slope
to α. The intersection with the y-axis indicates inhomogeneous broadening. (d) shows
a schematic of the cross section of the experimental setup with a �lm sample placed on
the signal line which emits a periodically modulated magnetic �eld, Hrf . The sample is
separated from the waveguide by a thin PMMA �lm (red) for electrical isolation.
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sample is placed on the signal line of an electrically grounded coplanar waveguide (CPW)
(see Fig. 3.9 (d)).
The observed spectrum (see Fig. 3.9 (b)) provides a convenient way to determine the
Gilbert damping parameter, α, via the full width at half maximum (FWHM), ∆H, of the
resonance peak at HFMR [108]:

∆H = 4παγ−1fFMR

However, for spatially dependent resonance conditions an additional linewidth broadening,
∆H0, occurs which is attributed to �eld inhomogeneities, two-magnon scattering and local
variations in sample parameters such as the saturation magnetization, the anisotropy
and deviations from a thin �lm geometry [109]. Within the local resonance model the
interaction between neighbouring magnetic moments is small and the linewidth is described
by [109�111]:

∆H = ∆H0 + 4παγ−1fFMR. (3.5.2)

Thus, it is necessary to determine ∆H for various frequencies and infer the Gilbert damp-
ing parameter from the slope seen in Fig. 3.9 (c). In the case of a considerable large
interaction strength between magnetic moments a rich excitation spectrum is observed
which complicates the spectrum analysis as well as the determination of the damping
parameter [109].

3.6 Rutherford Backscattering Spectroscopy

The elemental composition of a material can be analyzed by a wealth of techniques based
on di�erent interactions, e.g on X-ray absorption. Dating back to an experiment in
1911 [112] ionized atoms of energy, E0, mass, M0, and charge, Z0, are used in scat-
tering techniques to analyse samples of various thicknesses. For thin samples the escape
of particles from the sample side facing the ion source as well as on the opposite side
can be detected. Rutherford backscattering spectroscopy (RBS) restricts the analysis to
backscattered particles and is thus applicable to thick �lms, too. For light ions, e.g. Al-
pha particles, the detected particles are themselves Alpha particles, however with altered
energies, EOut (see Fig. 3.10). Since the Rutherford cross section is charge and mass de-
pendent a careful examination of the energy distribution of the detected particles enables
the relative abundance of the elemental constituents to be inferred [113, 114] and further
analysis yields their distribution since the scattering energy depends on the depth, d, in
which a scattering event occurs [113].
In this work the RBS setup of the Helmholtz Zentrum Dresden Rossendorf is employed4

to determine the dysprosium dopent concentration of Permalloy �lms (see chapter 5).

4We expressly thank Prof. Dr. Jürgen Fassbender, Dr. Julia Osten and Jonathan Ehrler for performing
the RBS measurements and for the clari�cations provided.
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Figure 3.10: A compound is analyzed using RBS which employs a beam of light ions
(green) of energy, EIn. The material composition and element speci�c depth pro�le is
inferred by measuring the energy, EOut, of the outgoing ions. The highest mass sensitivity
is reached for a scattering angle of θ = 0◦ [113].
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3.7 Sample Preparation

In this thesis, we observe the equilibrium magnetization con�guration of multiple struc-
tures with varying shapes, widths and thicknesses. For repeated structures with an in-
tended identical size, a reliable and reproducible fabrication is required to render a mean-
ingful comparison possible. Several factors, including the substrate material, lithography
steps, deposition conditions and material have to be considered and are described in the
following. For the experiments, we produced geometrically con�ned magnetic structures
with typical lateral dimensions between 100 nm and 5000 nm using electron beam lithogra-
phy5 (EBL) and molecular beam epitaxy (MBE) deposition which is performed in an ultra
high vacuum (UHV) environment. Electron beam lithography is the main technique for
de�ning the geometric shapes as well as the spatial size of structures, and is widely used in
nanofabrication of submicron structures down to below 10 nm [115, 116]. The lithography
steps are performed in a "Class 10" cleanroom environment to prevent contaminants such
as dust particles altering the shape, roughness and composition of the resulting struc-
tures. The majority of our samples consist of isolated ring and electrically contacted disk
structures. For these samples, we use undoped naturally oxidized Si substrates with a
thin oxide layer [117�119] and a resistivity of > 1000 Ωcm. The substrate is grounded and
su�ciently conducts electric charge injected into the bulk by our electron beam during
the lithography and SEMPA imaging, while the oxide layer electrically isolates structured
samples su�ciently to prevent both shunting during current-driven manipulations and
charging of detached structures during imaging. We use di�erent thickness positive re-
sist stacks during the production process, but restrict ourselves to methyl-methacrylate
(MMA) and polymethyl-methacrylate (PMMA) as polymers and use anisole as a solvent.
In any case, the resist stack thickness is controlled by the solvent concentration and the
rotation speed during the spin coating process which is used to create a homogenous MMA
or PMMA thin �lm. Each resist �lm is spin coated separately, followed by a rest time for
the �lm to homogenize, a baking step to remove solvent as well as to induce cross linking
of the acrylate, followed by an additional rest time. During the next step, the cross linked
MMA/PMMA is broken apart [120] to pattern the critical sample structure, e.g. a disk or
a ring, which is transferred using the lithography system with an appropriate aperture size
to enable a smaller step size for a given area exposure dose and reduce the electron beam
speed during writing. Furthermore, for contacted or multi-step structures, markers are
patterned to allow precise alignment during the next exposure step. Developing/dissolving
the resist in a methyl isobutyl ketone (MIBK) bath, as one of the most critical steps in
lithography, is carefully performed to achieve a reproducible linewidth and edge rough-
ness. Isopropyl alcohol (IPA) is then used to stop the development process. The following
material deposition is done in a molecular beam epitaxy (MBE) setup in an ultra high
vacuum chamber with a base pressure of ∼ 10−9 mbar and deposition rates of 4 nm/h for
iron (rings), 4 − 14 nm/h for Permalloy and up to 2 nm/h for dysprosium (disks). Here,
the deposition rates are determined with a calibrated quartz microbalance. Due to the
geometry of the MBE chamber, the sample is turned by up to 180◦ after the �rst deposi-
tion to avoid signi�cant layer mismatch between the �rst and subsequent layers. During
the second deposition a thin gold capping layer of ∼ 3 − 7 nm is added at rates up to
9 nm/h to prevent oxidation of the magnetic material during the next production steps.
The excess deposit is removed during a lift-o� process in a solvent bath, e.g. using 120◦C
N-Ethylpyrrolidone (NEP) for rings and 50◦C acetone for disk structures.

5Our electron beam lithography uses a commercial Raith PIONEER system.
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This is the concluding fabrication step for our iron ring structures, however, for contacted
Permalloy disks we repeat the electron lithography steps and deposit a Cu(∼ 80 nm)/Au(∼
10 nm) stack as an electric contact. Firstly, we carefully align the contact pad mask to
the �rst metal layer in a multistep alignment process, expose the area and transfer the
developed sample to the MBE chamber. Secondly, to obtain symmetric contacts and re-
duce shadowing e�ects due to the height of the �rst metal layer, we deposit a copper layer
with up to ∼ 100 nm/h as well as a gold capping layer with ∼ 8 nm/h from an angle (see
Fig. 3.11) and turn the sample by 180◦ after reaching half the target thickness for copper
and gold, respectively. The sample production concludes with a lift-o� process in a heated
acetone bath.
A numeric listing of the sample preparation procedure is outlined below:

1. Cleaning of cleaved Si/SiO2 substrate: We remove a protection layer from the
substrate using NEP and mechanical rubbing, followed by rinsing in acetone, IPA
and a water bath. Afterwards, the substrate is inspected with an optical microscope
and the steps are repeated till the surface contamination level appears low.

2. The substrate is coated with a thin layer of PMMA 4% using 500 rpm for 2 s followed
by 3500 rpm for 60 s with a set ramp-up time of 0 s.

3. The substrate rests for 7 min at room temperature before a 90 s soft-bake at 180◦C
is applied, followed by another rest time of 7 min.

4. The lithography pattern is transferred using an area dose of 175µC/cm2 at an ac-
celeration voltage of U = 10 kV and an aperture of 20µm to reach a stepsize of
4 nm.

5. The resist is developed in a MIBK:IPA (1:3) bath for 30 s and stopped with IPA.

6. A magnetic material layer is deposited, either ∼ 5−25 nm of iron for rings or ∼ 25 nm
of Permalloy for disk structures. The doping of Py is achieved through co-deposition
of dysprosium mainly by varying the Py rate while keeping the Dy deposition rate
low (. 1 nm/h). The magnetic layer is capped with a thin gold layer (∼ 3 − 7 nm)
after aligning the sample with the gold evaporator by rotating the sample holder to
minimize a layer mismatch.

7. In the case of iron ring structures, the resist is lifted-o� using a 120◦C NEP bath
under constant agitation till the substrate is cleaned. For Permalloy, a 50◦C hot
acetone bath and agitation is su�cient to remove the resist and the metal layer.

For the contacted disks, we continue with the following steps:

8. The substrate is coated with MMA 6% using 500 rpm for 5 s followed by 2500 rpm
for 60 s with a set ramp-up time of 0 s. .

9. The substrate rests for 5 min at room temperature before a 90 s soft-bake at 180◦C
is applied, followed by another rest time of 5 min.

10. The substrate is coated with a thin layer of PMMA 4% using 500 rpm for 5 s followed
by 2500 rpm for 60 s.
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Figure 3.11: Schematic illustration of the sample preparation steps. (a1) shows the natu-
rally oxidized 500µm-thick Si-substrate with an electric resistivity above 1000 Ωcm. (b1)
to (b5) describe the lithography steps necessary for manufacturing the disk or ring struc-
tures and the alignment markers (not shown). The lithography required for the electric
contact structures is depicted in (c1) to (c5). In a last step, (d1), the Au capping layer is
removed from the disk or ring structure before performing magnetic imaging. The colored
SEM image in (e) shows a Cu/Au (yellow) contacted Permalloy (purple) disk including
the alignment markers. The red arrows indicate the deposition direction for the contact
structures. (f) shows a close up of the structure which exhibits a limited layer mismatch
as well as a small edge roughness.

11. The substrate rests for 5 min before a 90 s soft-bake at 180◦C is applied, followed by
another rest time of 5 min.

12. The inner contact structures are transferred using an area dose of 160µC/cm2 at an
acceleration voltage of U = 10 kV and an aperture of 30µm after carefully aligning
the mask using alignment markers of the previous layer. The outer structures are
written with the largest available aperture of 120µm while keeping the acceleration
voltage and the area dose constant.

13. First, a ∼ 40 nm thick Cu-layer is evaporated from an angle (see Fig. 3.11), followed
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Figure 3.12: Resistance of a contacted disk structure with 4.5± 0.5 nm thick Au capping
layer during argon milling at an argon pressure of 7.5 · 10−6 mbar and an acceleration
voltage of 1 kV. Around the 22−23 min mark, the slope changes indicating an uncovering
of the magnetic layer due to the di�erence in milling rate and speci�c resistivity of the
magnetic material.

by a rotation of the sample by 180◦ and a second Cu(∼ 40 nm) deposition. After
aligning the sample with a gold evaporator, the step is repeated for the new material
with a total thickness of ∼ 10 nm.

14. The resist is lifted-o� using a 50◦C acetone bath under constant shaking till the
substrate is cleaned.

The Au capping layer has to be removed for both structures to enable imaging due to the
low magnetic probing depth of SEMPA. At an argon pressure of ∼ 7.5 · 10−6 mbar and
an acceleration voltage of 1 kV, we determined an Au milling rate of ≈ 0.20 nm/min (see
Fig. 3.12).
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CHAPTER 4

Domain Wall Formation in Con�ned Geometries

Parts of this chapter were published under the title �Domain wall spin structures in meso-
scopic Fe rings probed by high resolution SEMPA" in Journal of Physics D: Applied
Physics, 49, 425004 (2016).
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In section 2.2.3 the possibility to shape the magnetic state by changing the relative in�u-
ence of the Landau free energy contributions was demonstrated. Speci�cally for applica-
tions, a well controlled magnetization con�guration of nanoscale magnetic structures is a
vital requirement for spintronic devices [121]. The materials properties of a system are
one key factor in changing the relative in�uence of the energy contributions and hence
varying the material of a device is one handle to control the magnetic state.
Another contribution is introduced with a geometrical con�nement of the magnetic ma-
terial due to the magnetostatic energy. In thin �lm samples the con�nement favours the
magnetization to align with the surface, since there is an energetic advantage for the
system to reduce the generated magnetic demagnetization �eld by forming �ux closure
states [18, 122]. However, for a large lateral sample size, complex domain structures can
occur (see Fig. 4.1) and a stronger con�nement in the 2d-plane is introduced to favour
simpler magnetic states. Hence geometrical device design has become possible with the
advent of high quality thin �lm deposition combined with nanoscale lithography to achieve
robust, tailored spin con�gurations. One particularly convenient and well-studied geom-
etry is that of thin-�lm mesoscopic magnetic rings which exhibit particularly simple and
robust spin-con�gurations. Such ring structures have received interest for potential appli-
cations such as MRAM elements [123] or magnetic logic [124, 125]. Provided the ring is
narrow enough, the system is dominated by the magnetostatic and exchange energy con-
tribution, thus, it is energetically preferable for the magnetization to track the edge of the
structure, leading to the lowest energy con�guration being the quasi-uniform �ux-closure
state which is termed the vortex state [126]. On relaxation from saturation the metastable
so-called onion state can result, which is characterized by two magnetic domain walls on
opposing sides of the ring [127�129]. For devices, the detailed spin structure of a domain
wall is crucial for setting the relevant physical properties such as the dynamic behaviour
including domain wall velocities and critical current densities for current induced domain
wall motion [50, 130�132] and hence this can determine the ultimate performance and
attainable data storage densities. Two types of domain wall are favored in such nanoscale
planar wires; in general, in narrower and thinner structures, the transverse domain wall is
observed where the magnetization rotates by 180◦ via a roughly triangular region where
the magnetization is directed o�-axis to the wire [50, 130, 131, 133] (see Fig. 4.2 (a)).
Conversely, for wider and thicker structures, the so-called vortex wall is preferred where
the magnetization curls around a central vortex core region in which the magnetization
is directed out of the plane of the structure [50, 130, 131, 133] (see Fig. 4.2 (d)). Fur-
thermore for strip-like structures above a critical thickness of 55 nm of Permalloy, three-
dimensional �ux-closure domain wall spin structures have been reported showing distinct
properties [134, 135]. Details of the transition to these more complex three dimensional
domain wall spin structures and also domain walls in cylindrical wires, which are beyond
the scope of this thesis, are provided in [136]. The energetically favoured state is deter-
mined by the interplay between dipolar and exchange energy contributions which scale
di�erently with the geometry. Beyond such qualitative considerations, for the workhorse
system Permalloy, the quantitative details of the phase diagram are well known [130, 131],
however, the materials' parameters of the system also in�uence the range of sizes where
the di�erent domain wall types are stable as has been shown for the case of cobalt [130].
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Figure 4.1: Domain structure of iron in a 14 nm thick disk structure with a diameter of
6µm grown on a Si/SiO2 substrate after saturating the magnetic state in an external
�eld. Due to the loose geometrical restriction in the 2d-plane the magnetic state exhibits
exhibits a complex domain state. Arrows in (a) depict the magnetization direction derived
from the measured horizontal, (b), and vertical, (c), in-plane components and indicate
stripe domains due to an uniaxial crystalline anisotropy. A close-up view, (d), of the spin
con�guration seen in (a) indicates a cross-tie domain wall. Along the domain wall (black
line) eight vortices (black dots) with a clockwise rotation direction alternate with seven
antivortices (white dots). The mean distance between successive vortices and antivortices
is bCross/2 ≈ 0.3µm. The inset shows a schematic of a cross-tie domain wall (reproduced
from [137]).

For spintronic devices based on domain wall motion, materials with a large spin po-
larization are desirable for large torques [138], while additionally low intrinsic magnetic
anisotropies are required in order to reduce pinning e�ects and to provide a robust system
where the magnetization con�gurations can be tailored via the geometry. Fe could be
an attractive material in this regard, since it has a lower magnetocrystalline anisotropy
than Co, while retaining a high spin polarization and the highest saturation magnetiza-
tion of the elemental ferromagnets. Furthermore, while some recent research interest has
shifted to more exotic materials such as highly spin polarized Heusler alloys [139] and
oxides [140], there remain barriers to the industrial adoption of such systems due to the
di�culty in obtaining reliable growth conditions on industrially relevant substrates for
large scale production. Hence, there remains great potential for use of simple materials in
real applications, however, surprisingly in the case of iron an in-depth characterization of
the domain wall spin structures is so far lacking, despite the aforementioned advantageous
magnetic properties of this material. While many studies just consider the two types of do-
main wall mentioned above, it has been predicted [131] and experimentally con�rmed [141]
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Figure 4.2: Domain wall spin con�guration in Permalloy half-ring structures after nucle-
ation in an external magnetic �eld. Transverse walls are present in structures (a)-(c),
however, only the narrowest structure, (a), with 700 nm exhibits a symmetric transverse
wall. In the wider structures (b)/(c) with 1300 nm and 2600 nm the domain wall structures
are asymmetric and the asymmetry increases with the structure width. (d) shows a vortex
domain wall in a 10µm wide half-ring structure.

that the transverse domain wall can occur in both symmetric and asymmetric con�gura-
tions (see Fig. 4.2 (a)-(c)), which are expected to have di�erent properties. For example, it
has recently been revealed that the symmetry of the transverse domain wall is important
in determining the depinning process from domain wall traps [142] and wire kinks [143].
Additionally in the presence of transverse applied �elds, asymmetric transverse domain
walls were observed to exhibit new dynamic behaviours with the upper and lower edges of
the wall propagating at di�erent velocities during longitudinal �eld driven motion, leading
to a gradual increase in the wall asymmetry [144]. This means that it is vital to also inves-
tigate the degree of asymmetry of the transverse domain walls with geometry, which has
been previously neglected for most studies and requires suitably high-resolution magnetic
imaging to discriminate the sometimes subtle di�erences between the wall types such as
provided by SEMPA.
Within the simulations we systematically change the width, w, and thickness, t, of the
structures and determine the resulting domain wall type with the lowest energy. The
simulations provide a good qualitative understanding of the competing energy terms and
show excellent agreement with an analytical model of the system, yet do not provide a
good quantitative agreement with the experimentally observed wall types. For a fuller
understanding we perform further simulations which include the process of domain wall
nucleation on relaxing the spin structure from the initial state. A phase diagram of the
di�erent wall types is presented which we show can only be fully understood by taking into
account the experimental domain wall initialization procedure in addition to the e�ects of
thermal activation and sample defects.
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4.1 Experimental and Numerics

In order to calculate the expected energetic stability of the di�erent domain wall con�gu-
rations in iron we employ to micromagnetic simulations using the MicroMagnum code [47].
Here, the Landau-Lifshitz-Gilbert (equation 2.4.2) is used in the form:

dM

dt
(r) = −γ[M(r)×HEff (r)]− α

MS
[M(r)× dM

dt
(r)]. (4.1.1)

In contrast to the frequently studied straight wires, in this work curved structures are
investigated which have particular merits in both experiment and applications. Such ge-
ometries facilitate the nucleation of domain walls at desired angular locations by the simple
relaxation of the magnetization from a saturated state along a desired direction [130] and
do not require the injection of domain walls from adjacent nucleation pad regions, which
can be prone to stochasticity concerning the obtained spin structures within the wire.
Half rings were simulated on a two-dimensional grid with 800×400 rectangular cuboidal
cells having in-plane edge length of 1.25 nm. The thickness of the half ring structure is
simulated using a single 2-dimensional layer with height d, which is a good approximation
for our samples where no signi�cant variation of the spin structure across the sample thick-
ness is expected. For signi�cantly larger thicknesses, distinct Landau domain wall states
have been reported in magnetic nano-strips [135] and magnetic multilayer systems [134].
However, for �lms in our thickness range, the magnetization is essentially uniform along
the z direction and hence a single layer description is a reasonable assumption which helps
to reduce the required simulation times.
The simulations in this work were performed for a range of half ring sizes for widths be-
tween w = 30 and 400 nm and thicknesses between d = 5 and 40 nm. In order to reduce the
computation time the outer diameter (O.D.) was kept at 1µm for all widths and instead of
the experimentally studied full ring, a half ring shaped wire was simulated which does not
change the results as checked for a few selected geometries. Standard materials parameters
for iron were chosen equivalent to Ms = 1.7 · 106 A/m and A = 2.1 · 10−11 J/m [145]. For
each geometry two simulations were initially performed to �nd the lowest energy state,
one starting from a vortex wall con�guration and the other starting from a transverse
wall. The states were then relaxed and the total energy of the �nal con�guration calcu-
lated in each case to compare the relative stability. In a �rst stage of relaxation a small
external �eld was applied along the y axis of µ0H ≈ 2 mT, in order to stabilize the po-
sition of the domain wall in the centre of the half ring and prevent it from migrating to
the half ring ends where it can be expelled, resulting in a uniformly magnetized state.
In real systems naturally occurring defects play an equivalent role and act as small pin-
ning centres for the walls, providing an energy barrier between the metastable onion state
and the lowest energy vortex state. In a second stage of relaxation the �eld is removed
and the relaxation was then continued until the state was suitably converged, de�ned as
a rate of change of magnetization of less than 0.01◦ per ns. In order to experimentally
investigate the actually occurring domain wall types magnetic imaging of the domain wall
con�gurations in iron rings was performed. For the imaging of the domain wall spin
con�gurations in rings of other materials, previous work has employed electron hologra-
phy [141] or Lorentz microscopy, which require that the samples are fabricated on delicate
membranes for the transmission measurements [128, 146], photo-emission electron mi-
croscopy [130, 147], which is mainly available at large-scale facilities and can be limited in
its resolution, or magnetic force microscopy (MFM) [127, 135, 148�150], which can modify
the spin con�guration of the sample and is however sensitive only to the demagnetization
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�eld from a sample and therefore harder to relate directly to the spin structures obtained
from simulations. The samples were fabricated on Si/SiO2 substrates via a standard
electron beam lithography procedure followed by lift-o�. Iron was deposited by ultra-high
vacuum thermal evaporation at rates around 4 nm/hour up to the desired thickness and
a ∼ 2.5 nm gold capping layer was employed, as needed, to counter oxidation of the mag-
netic material. In the case of the 20 nm thick rings we started from the measured 24.5 nm
samples and reduced the thickness using 1 kV in-situ argon ion sputtering. For the thicker
samples between 15 and 26 nm in thickness we chose rings of 2µm O.D., however, for the
thinner structures in the vicinity of the expected phase transition (thickness 10 nm ≥ d ≥
5 nm) we chose rings of a �xed outer diameter of 1µm in order to provide a more direct
comparison with the simulations. Di�erent ring widths were prepared between 90 and
310 nm for the 1µm O.D. rings or between 100 and 750 nm in the case of the 2µm O.D.
structures by changing the inner diameter. Whilst the simulations modelled isolated half
ring structures the experimental structures are arrays of full rings each containing two
domain walls following initialization. As such, in the experiments we also need to consider
the possibility of demagnetization �eld interaction between adjacent domain walls both
within and between rings, which can potentially lead to spacing-dependent transitions
between domain wall types [151, 152]. In order to rule out such e�ects, neighbouring rings
were separated by more than the ring diameter [153]. Furthermore the maximum stud-
ied ring width was limited to ∼ 350 nm for the 1µm O.D. in order to have a separation
of several hundred nm between the two walls in the same ring, which avoids signi�cant
coupling e�ects taking into account a slightly higher demagnetization �eld interaction for
domain walls in Fe as compared to that previously measured for Co due to the di�erence
in magnetostatic energies (∼M2

s ) [151].
Due to the extreme surface sensitivity of SEMPA the surface of the samples was necessar-
ily cleaned before imaging using short periods of 1 kV argon ion milling at an Ar pressure
of 7.5 · 10−6 mbar in the preparation chamber of the UHV system. The sample was then
transferred in UHV to the magnetization stage where the magnetic con�guration was ini-
tialized at ambient temperatures by applying a magnetic �eld of 1.8 kOe in-situ and then
relaxing the �eld in order to generate the onion state with two domain walls at opposing
sides in the ring. The samples remained in UHV during the complete imaging, which is
carried out at ambient temperature.

4.2 Results

We start with the theoretical modelling of the expected spin structures. The results of
the lowest energy simulations are presented in Fig. 4.3. The inset depicts simulations of
the two main wall types in 100 nm wide half rings, revealing a vortex domain wall for
the thicker structure with d = 20 nm (top) and a transverse domain wall for the thinner
structure with d = 7 nm (bottom). By comparing the calculated total energies for these two
domain wall types for each ring size, the lowest energy state is extracted as represented
in the phase diagram. The investigation of the stability of the di�erent stable domain
wall con�gurations in nanowires was �rst investigated by McMichael and Donahue via
analytical modelling and micromagnetic simulation [133]. For the analytical calculation
they assumed that the major contribution to the energy of the transverse domain wall was
from the magnetostatic energy due to the o�-axis magnetization region, while the vortex
domain wall is assumed to be dominated by the exchange energy contribution from the
closely circulating magnetization around the core. By equating expressions for these two
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Figure 4.3: Phase diagram of the lowest energy domain wall con�gurations for di�erent
ring sizes from micromagnetic simulations (using MicroMagnum [47]). A red cross denotes
transverse walls and a blue circle vortex walls. The solid black line is a �t to the data,
with equation 4.2.2 using C× δ2 = 756±17 nm2, following McMichael and Donahue [133].
For comparison the gray lines represent the lowest energy phase boundary for Permalloy
(dotted) and cobalt (dashed) [130]. The inset depicts simulated head-to-head domain wall
con�gurations in iron half rings of thickness 25 nm (top) and 7 nm (bottom), with an outer
diameter of 1µm and a width of 100 nm. The colour wheel represents the magnetization
direction which corresponds to a vector directed from the centre to the appropriate colour.

contributions, an analytical form of the width (w) vs. thickness (d) phase boundary was
derived to be:

wd = 16π ln

(
rmax

rmin

)
A

µ0M2
s

, (4.2.1)

where rmax represents the outer radius of the vortex and rmin the radius of the vortex
core. µ0 is the permeability of free space, Ms is the saturation magnetization and A is
the exchange constant with the de�nition of the exchange length as δ = (A/µ0M

2
s )1/2.

Ignoring the weak logarithmic dependence, Eq. 4.2.1 is of the following form:

w × d = C × δ2, (4.2.2)

where for Permalloy the constant, C, was determined from their simulations to be 128 [133].
For our results for iron the phase boundary has been �tted to this functional form, as
shown in Fig. 4.3. The function can be seen to �t the phase boundary well and yields
wcrit × dcrit = (756 ± 17) nm2. If we calculate the expected value using the material pa-
rameters for iron of A = 2.1 · 10−11 J/m and Ms = 1.7 · 106 A/m and the value of C from
the work of McMichael and Donahue we get wcrit × dcrit = 740 nm2 which is in excellent
agreement with our results.
In comparison to other systems, the stability of the vortex domain wall is pushed to

narrower and thinner structures than for either Py or Co [130] as shown by the gray lines
in Fig. 4.3, which can now be directly understood as arising from the materials properties
dependence of equation 4.2.2 via the contribution from the exchange length: the increased
saturation magnetization in Fe favours the low magnetostatic energy vortex domain wall,
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Figure 4.4: Selected SEMPA images of domain wall con�gurations. Ring (a) has an
O.D. of 3.5µm. The rings (b)-(e) have O.D.= 2µm and all the remaining rings have an
O.D.= 1µm. The thicknesses of the rings are (a) 17 nm, (b) 12 nm, (c) 15 nm, (d)/(e)
24.5 nm, (f)-(i) 10 nm and (j) are 5 nm thick. The widths of the rings are (a) 750 nm, (b)
550 nm, (c) 300 nm, (d) 400 nm, (e) 650 nm, (f) 110 nm, (g) 90 nm, (h) 290 nm, (i) 270 nm
and (j) 230 nm. The magnetic contrast direction is indicated by the colour wheel inset.

so that it remains the lower energy wall type down to narrower and thinner structures
compared to cobalt and Permalloy. We then image the domain wall spin structures of
di�erent ring geometries. A selection of SEMPA images can be seen in Fig. 4.4. The
two simultaneously measured in-plane asymmetry components of the magnetization have
been combined to give the full in-plane information of the magnetization vector as repre-
sented in the colour images here. The colour wheel inset represents the local magnetization
direction, which corresponds to a vector directed from the centre of the wheel to the ap-
propriate colour. Due to our initialization procedure, most rings were observed to be in
the onion state and contain two domain walls, one head-to-head and one tail-to-tail, which
are roughly aligned with the axis of the initializing �eld (along the x-direction for ring
(a) and (f)-(j), but along the y-direction for the remaining rings). However, the precise
positioning of the walls is determined by local defects and hence the location of the walls
in the experimental images is not always completely symmetric as would be expected for
an ideal ring.
First we consider the larger structures as depicted in Figs. 4.4 (a)-(e) where the dimen-
sions of the rings are far away from the expected phase transition region. For the largest
structure of 750 nm width in (a) it can be seen that a fairly complicated domain structure
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is observed. In particularly wide annular structures it is expected that the simplest do-
main wall con�gurations are no longer the only accessible stable magnetic states and more
complicated spin-structures have been predicted and observed experimentally due to the
reduced shape anisotropy [130, 147, 154]. In some structures ripple domains were observed
as can be noticed in Fig. 4.4 (b) which is also one of the few cases where annihilation of the
two domain walls resulted in the vortex state with continually circulating magnetization
around the ring and here the ripple domains are clearer to see. In the case of Permalloy,
such ripple contrast is not found for these geometries due to the low intrinsic magnetocrys-
talline anisotropy, however, for Fe the magnetocrystalline anisotropy is signi�cant albeit
not as large as for Co. Since the structures are polycrystalline the e�ect of this anisotropy
should cancel out over the whole structure, unlike with epitaxial samples [155], but at a
local scale statistical variations in the anisotropy of individual grains lead to such char-
acteristic contrast [156]. Ring (c) shows an example of a more complicated double vortex
structure in a 15 nm thick ring which has previously been seen in Fig. 4.4 (b) of [130] for
Py as a result of current induced wall transformations [157] and recently predicted as one
of a variety of more complicated (meta)stable wall structures comprising multiple vortices
and antivortices in wide strips [154]. Rings (d) & (e) show vortex domain wall states in
24.5 nm thick rings with widths of 400 and 650 nm, respectively, where the vortex wall can
be seen to spread out in the wider rings due to reduced geometrical con�nement. Overall
the domain walls observed in this size range are of vortex type or are more complicated,
which is consistent with the predictions of Fig. 4.3.
We now consider the domain walls observed in smaller and thinner rings, as represented
by the second range of images (f)-(j) presented in Fig. 4.4. All of these rings show onion
states with either vortex walls [(f) and left side of (i)] or transverse walls with varying
symmetry. In the narrowest structures there is a tendency for symmetric transverse walls
[e.g. (g)], while the transverse walls in the wider structures become very asymmetric [e.g.
(h)]. However, it is immediately apparent that the phase boundaries are not completely
well de�ned since in ring (i) both a vortex and asymmetric transverse wall are shown in
the same structure and in ring (j) both a symmetric and asymmetric transverse wall are
seen in the same structure.
Figure 4.5 (a) shows the distribution of all the observed domain wall types. The symmetric
transverse walls are depicted as red crosses, asymmetric transverse walls as black dots and
vortex walls as blue circles. The black curve represents the expected lowest energy phase
transition as already presented in Fig. 4.3. Each studied Fe ring with a thickness of 15 nm
or more showed a vortex domain wall, whereas for structures with a thickness of 10 nm
only rings with widths of 110, 270 and 275 nm exhibited vortex walls. The remaining
structures at this and lower thicknesses showed either symmetric or asymmetric trans-
verse walls. The distribution of these two domain wall types shows pronounced overlap,
with both types seen in a range between 150 and 220 nm for 10 nm thick rings and a wider
overlap region between 130 and 260 nm for the thinnest 5 nm thick rings. Furthermore, if
we compare the observed types of domain wall to the predictions of the phase diagram in
Fig. 4.3, serious quantitative discrepancies are apparent. Firstly, the observed asymmetric
transverse walls are not covered at all by the analytical model and are not well represented
by the simulations which calculated and compared the energies of just the two principal
domain wall con�gurations which were set as the initial states. Secondly, while the ob-
servation of a vortex wall in Fig. 4.4 (g) �ts well with the lowest energy phase boundary,
many of the observed transverse walls are at much larger widths and thicknesses than
would be expected. The asymmetric wall type is not able to account for the discrepancy,
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since Ref. [131] found that the asymmetric transverse wall phase belongs to an area be-
low the vortex-transverse phase boundary and hence would not explain the occurance of
transverse walls of either symmetric or asymmetric type in larger structures [131].
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Figure 4.5: (a) Experimental phase diagram comparing the di�erent observed spin struc-
tures and simulated phase boundaries. A red cross denotes symmetric transverse walls,
a black dot asymmetric transverse walls and a blue circle vortex walls. The lowest en-
ergy transition is represented by the black solid line. The blue solid line represents the
transition from a metastable transverse wall to a stable vortex domain wall by relaxing
a �eld-saturated magnetic half ring, whereas the blue dashed line represents the transi-
tion from a symmetric to an asymmetric transverse wall under the same conditions. For
comparison the experimental phase boundary from a vortex to a transverse domain wall
state for Permalloy (dotted gray) and cobalt (dashed gray) are depicted [130]. (b) shows
the nucleation of a vortex domain wall in an Fe half ring with a width of 100 nm and
a thickness of 25 nm shows a transition through an asymmetric transverse wall at �nite
external magnetic �eld as shown in the 0 K-simulations (left). In half ring structures with
a lower thickness metastable asymmetric transverse walls can occur for 0 K-simulations.
For �nite-temperature experiments thermally-driven magnetic �uctuations occur which
can trigger a transition from such a metastable transverse wall (TW) to an energetically
favorable vortex wall (VW) as seen in the schematic diagram (right).
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Figure 4.6: The schematic shows the external �eld direction, φ, during a nucleation process.
The resulting domain wall state at zero �eld is in�uenced by the edge roughness at the
nucleation position. For a 100 nm wide and 10 nm thick ring two distinct transitions are
observed between 0 and 90◦. Here, the �nal domain wall states for φ = 0◦, 15◦, 30◦ and 45◦

are depicted (The ring structures were rotated accordingly to enable a direct comparison).

4.3 Discussion

Whilst the simulated results provided a good �t to the analytical theory of McMichael
and Donahue, the observation of the di�erent types of transverse walls and the observa-
tion of transverse domain walls in the region of the phase diagram where the analytical
model predicts that the vortex domain wall should be the lowest energy state indicates
that there is more going on. Firstly, note that a direct comparison of the experimentally
observed states with the analytical model requires that the occurring state is the global
energy minimum of the system. However, in practice this would not always be expected
to be the case. As mentioned above, the experimental domain wall states are initialized
by relaxing the spin structures from saturation. Under these conditions, simulations show
that the symmetric transverse wall forms initially [149] and for a range of geometries this
domain wall con�guration can be a metastable state with an energy barrier that must be
overcome in order to nucleate the vortex core as shown in Fig. 4.5 (b), leading to hysteretic
switching between the two domain wall types with �eld [158]. Secondly, the observation of
asymmetric transverse walls in addition to symmetric ones demonstrates that the domain
wall potential landscape is more complicated than just the simple picture of two stable
spin structures, introduced above.
In order to investigate these issues in more detail we performed a new set of simulations
where we saturated the half ring along the symmetry axis, y, and gradually relaxed the
�eld in logarithmic steps to obtain the stable zero �eld states. To gauge the in�uence of
the rectangular grid-induced edge roughness on the domain wall spin con�guration we sim-
ulated a magnetic state within a full ring and nucleated domain walls by applying the �eld
in four di�erent directions each with distinct edge roughness for the expected nucleation
sides (see Fig. 4.6). A comparison with a domain wall nucleated along the y-axis in a half
ring with the same width and thickness did not show signi�cant di�erences, suggesting a
minor in�uence of the reduced symmetry and the subsequent formation of closure domains
due to the restriction to a half ring structure [159]. However, the discretization-induced
edge roughness depends on the orientation and for nucleations along 15 and 30◦ altered
domain wall states were formed highlighting the importance of magnetic surface modes
in the nucleation process. By introducing a re�ned rectangular grid in the vicinity of a
sample edge, e�ects can be mitigated [160], nevertheless, here we limit simulations to nu-
cleations along the φ = 0◦-direction for which the formation of asymmetric domain walls
is not favoured.
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Figure 4.7: The simulated spin structures obtained on relaxation of the magnetization
from saturation, mimicking the experimental procedure. Three types of domain wall are
observed, the vortex [(g) and (h)], symmetric transverse wall [(a) and (e)] and asymmetric
transverse wall [(b)-(d) & (f)] as depicted in the selected simulations. (a)-(c) & (g) have
width 110 nm, (d) has width 150 nm, (e)-(f) have widths of 240/250 nm and (h) is 400 nm
wide. The thicknesses are as follows: (e)-8 nm, (a), (d) & (f)-10 nm, (h)-13 nm, (b)-14 nm,
(c)-18 nm and (g)-22 nm. The locations in the phase diagram of the magnetic states (a)-
(h) are indicated in the graph (i). The graph furthermore shows the resulting domain wall
phase diagram showing three clear regions of stability for the di�erent domain wall types,
evolving from symmetric transverse walls for smaller structures to vortex walls in larger
structures, through an asymmetric transverse wall for certain intermediate dimensions.

The results of the second set of simulations are presented in Fig. 4.7. Pictures (a)-(h)
display typical results across a range of geometries with the wall orientation and colour-
code adjusted to enable ease of comparison with the experimental results. Firstly, for the
smallest structures such as the 10 nm thick 110 nm wide ring in (a) we see a symmet-
ric transverse wall. On increasing the thickness [(b), (c)] or width [(d), (f)], this then
transforms into an asymmetric transverse wall with gradually increased asymmetry. For
thinner structures [(e)], meanwhile, the symmetric transverse wall is stable up to higher
widths. Finally for the thickest [(g)] and widest [(h)] structures the vortex domain wall
emerges. This trend and the form of the spin structures show excellent agreement with the
structures observed experimentally. This is clear on comparing e.g. Fig. 4.7 (e) with the
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Figure 4.8: (a) displays the change in the inclination angle of the asymmetric transverse
wall in a half ring structure as the thickness is reduced from 20 to 2.0 nm for a �xed width
of 100 nm omitting a transition to a symmetric transverse domain wall at d = 11 nm
seen for �eld relaxed states observed in Fig. 4.7 (i). The inset shows a schematic of the
inclination angle, θ, being the angle between the connection line of the extrema in the
radial components of the in-plane edge magnetization on the inner and outer perimeters
of the ring structure and the radius vector of the inner extreme. (b) shows the projection
of the in-plane magnetization at the inner (dashed) and outer edge (solid) of 100 nm wide
half rings onto the radial vector. The radial component of the edge magnetization of a
symmetric transverse wall (red) in a 10 nm thick half ring shows two coinciding maxima
whereas the radial component of the edge magnetization of an asymmetric transverse wall
(black) in a 15 nm thick half ring shows a visible di�erence in the position of the two
maxima.

right side of Fig. 4.4 (j) for the symmetric transverse wall, Fig. 4.7 (d)/(f) with Fig. 4.4 (h)
and the right of (i) for the asymmetric transverse walls and Fig. 4.7 (g)/(h) with Fig. 4.4
(d)/(e) for the vortex walls.
For a more quantitative treatment the observed domain wall types for all simulations are
presented in the graph of Fig. 4.7 (i). When comparing with the previous simulations the
�rst point to note is that now there are two phase boundaries; a principal upper bound-
ary which separates the vortex domain walls from the transverse walls, as before, and
a second sub-phase boundary which separates the symmetric transverse walls from the
asymmetric ones. The main phase boundary now corresponds to much larger w × d than
before, resulting in a larger range of geometries where the transverse domain walls occur,
re�ecting the incorporation of states where this spin structure is a metastable state. The
new sub-phase boundary is similar in shape to that presented for Py in [131], however,
it should be noted that the phase boundary presented in that reference represents the
lowest energy con�gurations on comparing the energies of the three domain wall types.
For our Fe phase diagram, which mimics the experiment, we �nd a larger region where
the asymmetric transverse wall is expected and �nd the asymmetric walls for narrower
rings down to w = 50 nm as compared to w = 150 nm in the previous case of Py.
For the newly observed asymmetric transverse domain walls, Fig. 4.8 depicts the thick-
ness dependence of the inclination angle of relaxed magnetic states in 100 nm wide half
ring structures after being initialized with the relaxed asymmetric transverse wall spin
structure from the next simulated half ring with larger thickness. The asymmetric trans-
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verse domain wall of the 20 nm thick half ring was nucleated using an external magnetic
�eld mimicking the experiment. The asymmetry, θ, of the transverse wall is derived from
the di�erence in angles, θOut − θIn, of the two extrema in the radial component of the
magnetization at the outer and inner edges of the ring, as shown in Fig. 4.8 (b)/(c) for an
asymmetric and symmetric transverse wall, respectively. The asymmetry is then described
by:

cos(θ) =
ROut cos(θOut − θIn)−RIn√

R2
Out +R2

In − 2ROutRIn cos(θOut − θIn)
(4.3.1)

In the case of ROut/RIn = 1 +w/RIn being close to 1, the asymmetry, θ, can be reduced
to cos(θ) ' w/

√
w2 + b2 with b being the width of the transverse domain wall along the

magnetic strip. The angle in the 100 nm thick half ring is observed to undergo a monotonic
decrease with decreasing thickness until it drops below 15◦. For wider structures the nucle-
ated asymmetric transverse wall can show inclination angles larger than 45◦ corresponding
to a domain wall being bent around the curved ring structure. The thickness dependence
can be understood from the di�erent thickness dependencies of the contributing energy
terms. The increased asymmetry of the wall reduces the component of magnetization di-
rected normal to the wire edge and hence reduces the demagnetization �eld, at the expense
of an increase in exchange energy. In this sense, the increasing asymmetry of the wall is
a precursor to the formation of the full vortex wall. Since the exchange energy is linear
in thickness while the magnetostatic energy is quadratic, the energy gain in reducing the
demagnetization �eld becomes more signi�cant with increasing �lm thickness, resulting in
the observed behaviour.
To quantitatively compare the experimental results with the collected simulation results,
Fig. 4.5 (a) also includes the phase boundaries from this second set of simulations as rep-
resented by the blue lines. What is apparent is that both vortex and transverse domain
walls are still observed in the region between the principal solid-line boundaries from the
two calculation methods which means that neither boundary is a good �t to the experi-
ment. However, one of the remaining factors that we need to consider is the in�uence of
thermal e�ects, since the simulations only provide the 0 K states, while the experiments
are performed at ambient conditions (293 K). While the transverse wall initially forms
on relaxation from saturation, it is only a metastable state in the region between the two
main phase boundaries and hence thermal activation is able to transform the wall to the
vortex con�guration which is the lowest energy state, as depicted schematically in Fig. 4.5
(b). Whether this occurs experimentally depends on the measurement temperature and
the time pro�le of the magnetic �eld sweep as well as the height of the energy barrier,
which in the absence of pinning is in�uenced by the geometrical parameters of the sys-
tem and the energy costs of available magnetization transformations connecting the initial
and �nal magnetic state. Taking all the experimental and theoretical data together we
come to the key result that we can divide the phase diagram into three main regions.
Firstly, below the lower principal phase boundary, is a region where transverse domain
walls should always be observed in the experiment. Secondly, in the region between the
two main boundaries represented by the solid curves, we have a region where either type of
wall may be observed, depending on the temperature. As the temperature is increased the
e�ective experimental transition between wall types is expected to move from the upper
boundary to the lower one, although due to thermal �uctuations this is not expected to
be a rigid boundary at any given temperature and in the vicinity of this e�ective bound-
ary both types of wall may be observed for the same geometry. Finally, above the upper
boundary, is a third region where vortex or more complicated domain walls would always
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be expected. This is in agreement with the experimental observations. For our room tem-
perature measurements we observe two vortex domain walls for the 10 nm thick samples
at similar widths of 270 and 275 nm, suggesting that the room temperature transition is
close to this point. This is also consistent with the fact that we did not observe vortex
walls in the thinner samples since this vortex wall would be expected to be stable only
for larger widths than for the thicker samples (for such geometries no experimental data
were recorded due to the demagnetization �eld considerations outlined above). We note
that whilst we also observe a vortex domain wall for the 110 nm wide, 10 nm thick ring,
this is at a much lower width than the other experimentally observed vortex states, sug-
gesting that thermal activation is unlikely to be the only in�uence in this particular case,
as elaborated below.
The �nal ingredient that needs to be taken into consideration in the experimental work,
that is not present in the simulations, is the e�ect of magnetization pinning due to defects,
surface and edge roughness as well as the local in�uence of magnetocrystalline anisotropy
from the small crystallites that compose the polycrystalline layers. Indeed, the latter ef-
fect is already evidenced in some of the images due to the emergence of ripple domain
contrast, as mentioned above. Such pinning e�ects can also lead to the stabilization of
higher energy metastable spin con�gurations [161].
To get more insight into the in�uence of defects we have analyzed a ring structure with
a particularly strong edge roughness, which we can gauge from the images of the sample
topology which are automatically acquired during the SEMPA imaging (not shown). The
domain con�gurations for opposite sides of this same structure are depicted in Fig. 4.4
(f) & (g), with a vortex wall seen on the wider side of the ring but a transverse wall
on the narrower side. Whilst this vortex wall is not inconsistent with the lowest en-
ergy calculations, as mentioned above, it is far from the other regions of observed vortex
walls. The roughness induced variations in wire width, however, can signi�cantly a�ect
the domain wall energy potential landscapes as seen for arti�cially de�ned domain wall
traps [141, 142], thereby in�uencing the observed wall type. Alternatively material defects
or a local change of the saturation magnetization [162], for example, could help to favour
the vortex wall by acting as preferential nucleation sites for the vortex core in such a
structure. The e�ect of defects varying in kind, strength and position, would also explain
the nature and position of the observed experimental phase boundaries. In the previously
determined phase diagram for Py the experimental room temperature phase boundary
was found to be close to the predictions of the analytical model, indicating that thermal
activation is able to have a large e�ect in that system [130]. Here, however, the exper-
imental phase boundary seems to be in the middle of the region of metastability which
can be attributed to the increased pinning in the polycrystalline Fe system showing that
the materials properties in�uence this very strongly. The experimental phase boundaries
for Co and Py are included in gray in the �gure for comparison. An even more extreme
e�ect of pinning was observed in the Co system where the experimental phase boundary
was found to be very close to the upper 0 K limit [130] and more generally it would
be expected that it is not only the material that will a�ect the location of the observed
boundary, by way of the intrinsic magnetocrystalline anisotropy, but also the particular
growth conditions. Finally, the presence of defects can also explain the broadness of the
experimentally observed phase boundary between symmetric and asymmetric transverse
walls where for a given geometry both types of walls are found. Such defects are likely to
promote asymmetry in the walls, stabilizing the asymmetric con�guration over a larger
range of geometries than in the simulations of defect free systems and leading to a range of
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widths where, depending on the individual structure, either an asymmetric or symmetric
transverse wall may form.

4.4 Conclusion

In conclusion, we provide a comprehensive investigation of the complex phase boundaries
of di�erent domain wall types by varying the energetic contributions to the stable domain
wall spin structures in mesoscopic Fe rings via micromagnetic simulations and high res-
olution magnetic imaging using SEMPA. The lowest energy domain wall states are well
described by the previously developed analytical model of McMichael and Donahue taking
into account the competition between exchange and dipolar energy. In order to mimic the
experiment, simulations are performed that relax the magnetization states from satura-
tion, revealing in addition to the frequently studied vortex domain wall and symmetric
transverse wall, regions of stability of asymmetric transverse domain walls under experi-
mentally relevant initialization conditions.
Here, the general trend from symmetric transverse domain wall for thin and narrow rings,
to an asymmetric transverse domain wall with gradually increasing tilt angle for thicker
and wider structures and �nally to a vortex domain wall for the thickest and widest rings,
can be understood as arising from the competition between exchange and dipolar energy
contributions which evolve with the geometry. Since domain walls of di�erent type and
degrees of asymmetry often display very di�erent dynamic behaviours, it is crucial to un-
derstand how di�erent factors can be used to tailor the spin structure and through this the
properties of a device. As this present study shows, the experimentally observed domain
wall con�gurations are actually the result of a complex interplay of several factors which
all need to be considered.
In comparison to the previously studied Co and Py systems, the 0 K and room tempera-
ture transverse to vortex wall phase transition is shifted to smaller thicknesses and widths,
providing more �exibility for the creation of small domain wall devices. Furthermore due
to the attractive magnetic properties of iron including a relatively large spin polarization
and a lower magnetocrystalline anisotropy than Co, as well as a simple growth procedure,
the results presented here show the promise for using Fe in devices based on domain wall
motion. For robust device operation it is necessary to �nd regions of the phase diagram
where reproducible domain wall types are observed and our study shows the width and
thickness ranges where this is possible. The di�use boundary regions, for example, would
likely be detrimental for reliable device performance, whereas away from these boundaries
stable spin states can be expected. Whilst vortex walls are stable for a wide range of ge-
ometries at particularly large ring widths and thicknesses, the symmetric transverse walls
are only reproducibly seen in very narrow and/or thin structures.

53



54



CHAPTER 5

Non-Adiabaticity and Current-Induced Vortex Core

Displacement
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In chapter 4 we investigated the static spin structures that occured in a particular geometry
following a domain wall nucleation process. However, for applications a second key area of
research is the dynamic manipulation of magnetic states. Inspired by early experimental
and theoretical studies on domain wall dynamics and possible implementations in data
processing and storage the in�uence of the spin current-induced spin-transfer torque on
magnetic states became a focus in the �eld of spintronics [51, 163].
In the case of Bloch and Néel-like domain walls as well as for head-to-head domain walls the
spin current-induced average terminal velocity below the Walker-breakdown in the absence
of a non-adiabatic spin transfer torque and an external magnetic �eld, i.e. ξ = 0 and
Hext = 0, has been shown to be zero [52, 164] with a maximum domain wall displacement
in the charge current direction of

r‖,max = −µBPje/eMS

4παγMS
,

with the gyromagnetic ratio, γ, the saturation magnetization, MS and P being the spin
polarization of the charge current, je. After being displaced, the domain wall is found
to be distorted at the new equilibrium position and furthermore returns to its original
position after the current is reduced to zero. The relaxation to its original position can be
circumvented by applying a small oscillating magnetic �eld during the on-current phase,
causing a non-zero terminal velocity in the opposite direction [165, 166], or applying a
constant magnetic �eld while driving the domain wall with a spin current below the Walker
breakdown [164]. Above the breakdown current density, periodic transformations of the
domain wall are induced by the absorption of angular momentum, causing a �nite average
terminal velocity approaching u = µBPje/eMS for high current densities [53]. For domain
wall-based applications, a high average terminal velocity is required for the desired fast
device operation and hence this is considered a �gure-of-merit. However in this case,
domain wall velocities are increased either by increasing the spin current density or by
applying an external magnetic �eld, both resulting in a higher power consumption and/or
increasing device complexity.
The dynamics change dramatically when we consider the e�ect of a non-adiabatic spin
transfer torque on the magnetization dynamics of our system, i.e. ξ 6= 0. At least two ξ
contributions can be distinguished [167�169]:

ξ = ξsr + ξna. (5.0.1)

The �rst contribution, ξsr, is associated with a spin relaxation process of non-equilibrium
conduction electrons in the presence of localized electrons which are considered to possess
a slow spin dynamics compared to the former [51]. The interaction between the itiner-
ant electrons and the local magnetization is modeled using a s-d Hamiltonian with an
exchange interaction strength, Jsd [51]. Additionally, its derivation assumes that a change
of the spatially varying magnetization, M , occurs on a length scale signi�cantly larger
than the di�usion length, lsf . Using the di�usion constant, DS , the transport length can
be connected by lsf =

√
DSτsf [51, 170] to the spin-�ip relaxation time, τsf , of the con-

duction electrons which is about 10−12 s for Permalloy [171]. This results in a di�usion
length of ∼ 3 − 6 nm [172�175], while higher values are reported for unalloyed Ni with
21 ± 2 nm at 4.2 K [176]. Hence, for a system with a small gradient of the local magne-
tization, e.g. a wide domain wall structure1, the spin of the non-equilibrium conduction

1Depending on the �lm thickness and the domain wall type the domain wall width can be over 100 nm
for Permalloy [177�179] and thus signi�cantly larger than the di�usion length. However, the internal spin
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electrons mistracks slightly the non-uniform magnetization within τsf and exerts a torque
on the system with a coupling strength of ξsr = ~/Jsdτsf ≡ (lsd/lsf )2 [51]. Assuming
lsd = 0.8 nm [180] and lsf ≈ 4.5 nm this expression results in ξsr ≈ 0.03 for Permalloy.
Although the spin-�ip relaxation time was introduced as a phenomenological parameter
in Ref. [51], di�erent mechanisms are known to induce spin relaxation as well as a non-
adiabatic spin transfer torque and thus modify ξ [181�183], e.g. scattering with impurities
and electrons, or spin-orbit interaction.
The second contribution of the non-adiabatic spin transfer torque, ξna, is associated to
e�ects present in systems with high magnetization gradients on small length scales, e.g.
narrow domain wall structures. In these systems the mistracking of a conduction electron
spin extends outside the high gradient region which leads to a non-local feedback on the
magnetization [184, 185] and a decrease of the non-adiabatic torque strength with the
domain wall width [184, 186]; however, a sharp domain wall structure sti�es the decrease
which highlights the importance of the spin structure [184]. Two mechanisms have been
proposed to describe this non-adiabatic spin transfer torque contribution and involve the
precessional motion of single-electron spins around the e�ective magnetic �eld [184] and
the dephasing and relaxation of the itinerant spin in the presence of spin-independent
disorder [186]. For instance, in Py the latter mechanism of the dephasing and relaxation
is expected to enhance ξna considerably for magnetic vortex structures due to the spin
di�usion in the vicinity of the vortex core which leads to a reduction of the renormalized
e�ective spin di�usion length [186]. However, for transverse domain walls with a width
over 5 nm the mechanism leads to moderate to no increase in the domain wall velocity and
the non-adiabaticity [186]. The in�uence of the precessional motion of single-electron spins
on this magnetic structure is comparably small for Py and is expected to have an e�ect
at sharper domain wall spin con�gurations [186]. For domain walls with widths of a few
lattice constants an additional linear momentum transfer occurs due to a re�ection of the
itinerant electrons and is proportional to the electrical domain wall resistivity [187, 188].
The resulting contribution to the equation of motion resembles in its appearance the non-
adiabatic spin transfer torque [189].
Although the non-adiabatic torque contributions di�er in the originating mechanism, the
local or non-local e�ects can be captured by e�ective local parameters "for all but ex-
treme cases" [185] and the Landau-Lifshitz-Gilbert equation can be used to describe the
magnetization dynamics. The torque, T , acting on the magnetization, M , generated by
a spin polarized current, Pje, P being the spin polarization of the charge current, can be
written as

T (r) = − P

eMS
(je ·∇)M(r)− ξ P

eM2
s

[M(r)× (je ·∇)M(r)]. (5.0.2)

Restricting considerations to a shallow pinning potential and spin polarized currents above
the depinning threshold and below the critical current density, the terminal velocity, vDW ,
of a domain wall [169] is given by

vDW = 〈ṙDW 〉 =
ξ

α

µBP

eMS
je =

ξ

α
u. (5.0.3)

For a given combination of u = µBPje/eMSα, a higher domain wall velocity can therefore
be achieved by increasing the non-adiabatic coe�cient, ξ, resulting in a faster angular
momentum transfer from the spin current to the domain wall.

structure of a domain wall can feature high gradient regions which are possibly the determining factors for
the strength of the non-adiabatic spin transfer torque.
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Measurement Ref. 102ξ 102α ξ/α

Spin wave
[190] 3.3± 1.2 0.82 4.0± 1.5
[191] 3.5± 1.1 0.75± 0.3 4.7± 1.5

Nano bridge [192] 2.7± 0.1 0.8 3.4± 0.1
Transverse wall hopping [193] 1.0± 0.4 0.8 1.3± 0.5
Vortex wall hopping [193] 7.3± 2.6 0.8 9± 3
Vortex wall excitation [194] 1.8 0.9 2.0
Domain wall depinning [195] 40± 1.8 n.a. n.a.
Walker breakdown �eld [196] ∼ 0.8 ∼ 1.0 ∼ 0.8
Domain wall velocity [197] ∼ 0.7 ∼ 1.0 ∼ 0.7

Double vortex wall displacement [198] n.a. n.a. 0.96± 0.02

Vortex wall displacement
[199] 13± 1 0.8 16± 1
[200] ∼ 2.6 0.8± 0.2 ∼ 3.2

Vortex core precession
[200] ∼ 2.6 0.8± 0.2 ∼ 3.2
[201] 15± 2 1.6± 0.1 9.2± 0.8
[202] 6.1± 0.6 0.6± 0.1 10± 2

Vortex core displacement
[203, 204] 12± 6 0.8 15± 7.5
[205] 12.1± 2.3 0.85± 0.06 14± 3

Table 5.1: Summary of experimental estimates of non-adiabaticity, ξ, and damping pa-
rameters, α, for Py-based systems derived using di�erent measurement schemes.

Theoretical considerations show that one contribution to ξ depends on the spin-�ip re-
laxation time, τsf , of the conduction electrons [51] and the gradient of the magnetiza-
tion [184, 206] can be used to tailor the local non-adiabatic coe�cient, e.g. the ξ for a
magnetic vortex core is found to be signi�cantly higher than that in wide domain walls
with a slowly varying magnetization which can be attributed to the vortex core region in
the former case [193]. Thus, for a given magnetic material the e�ective ξ can be modi�ed
by the shape and size of magnetic structures. Furthermore, in experiments dopants have
been observed to in�uence ξ, e.g. for vanadium and holmium-doped Permalloy an increase
in ξ on increasing dopant-concentration has been observed [199, 207].
However, the relationship between ξ and the damping coe�cient, α is still under de-
bate [164, 183, 208, 209] and detailed experimental studies are required to discriminate be-
tween existing models, e.g. for itinerant ferromagnetism di�erent spin-relaxation processes
for the conduction electrons due to magnetic and spin-orbit impurities imply α 6= ξ [210].
Speci�cally for a weak in�uence of the impurity potentials, α and ξ are of the same or-
der [208] and have been shown to be similar for certain models [163, 183, 211].
Various methods are employed to determine ξ experimentally for di�erent magnetic sys-
tems and to compare it to the damping coe�cient. Initially reported ξ values were derived
from the observed current-induced vortex domain wall displacement below the Walker
breakdown and from the critical magnetic �eld for the �eld-induced Walker breakdown
in straight Permalloy nanowires. The observations suggested that ξ and α are similar,
e.g. ξ ∼ 0.007 ∼ 0.7α [197] and ξ ∼ 0.008 ∼ 0.8α [196]. However, subsequent current-
induced vortex domain wall displacement measurements indicated that ξ is larger than α,
e.g. ξ = 0.13 ± 0.01 = (16 ± 1)α [199] and ξ ∼ 0.026 ∼ 3.2α [200]. A close examination
of thermally activated domain wall hoping between pinning sites in the presence of small
charge currents (‖je‖ . 3 · 109A/m2) in Permalloy nanowires implied ξ = 0.073 ± 0.026
and ξ = 0.010 ± 0.004 for vortex domain walls and transverse domain walls, respec-
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tively [193]. Moreover, by determining the current-dependent switching �eld of a Permal-
loy nanobridge via measurement of the electrical resistance at constant charge currents
while performing major hysteresis loops, a value of ξ = 0.027±0.001 = (3.4±0.1)α was de-
termined [192]. Another measurement scheme to determine the non-adiabaticity is based
on current-induced spin wave excitations in thin �lms and their time-domain character-
istics which enable the simultaneous measurement of ξ and α, e.g. Sekiguchi et al. [190]
reported ξ = 0.033±0.012 = (4.0±1.5)α. More recent studies investigated the alternating
current-induced gyration of the vortex core within a Landau state and a vortex domain wall
and deduced ξ = 0.15± 0.02 = (9.2± 0.8)α [201] and ξ = 0.061± 0.006 = (10± 2)α [202],
respectively, and thus support ξ > α.
Overall, it can therefore be seen that there is a large range in the reported values of both
ξ and ξ/α. In general the published results support the existence of higher ξ values for
higher magnetization gradients, yet this does not adequately describe all results on its
own. A recent paper suggested an additional topological contribution to ξ which goes
same way to resolve the some of the discrepancies. Nevertheless, it is di�cult to disentan-
gle the relation between ξ and α due to the other contributions when comparing di�erent
measurement techniques and di�erent spin con�gurations. It is therefore highly desirable
to obtain ξ by the same method for two or more comparable states with di�erent α.
In this work, we follow a proposed measurement scheme for the non-adiabatic coe�-
cient [212]. In disk-shaped thin �lm elements, we observe the displacement, r, of the
core region of vortex states as a function of an applied current for di�erent current di-
rections and vortex state con�gurations with chiralities2, c, and polarities, p. Previous
measurements based on this scheme suggest ξ = 0.12± 0.06 = (15± 7.5)α [203, 204] and
ξ = 0.121± 0.023 = (14± 3)α [205] for vortex states in disk-shaped and for Landau states
in square-shaped thin �lm elements of undoped Permalloy, respectively.
Thus, the purpose of this work is to extend previous studies, investigate the e�ect of a
dopant on ξ and shed further light on the relationship between ξ and α. In the following,
we introduce the used theoretical model.

5.1 Theoretical Description of Current-Induced Vortex Core Displace-
ment

The displacement of the vortex core due to a force, F , for an elastically deformed vortex
state can be modeled using the Thiele equation [54, 212, 213]

0 = F + [G0 × (ṙ + u)] +DΓαṙ +D0ξu.

Here, the non-adiabatic coe�cient ξ is connected to a related coe�cient, β, via

β =
ξ

1 + ξ2
. (5.1.1)

The dissipation of energy in the system is described by the two related coe�cients DΓ and
D0. D0 is the diagonal element of the dissipation tensor and depends on the magnetic
state. The phenomenological constant, DΓ, is attributed to the spatially non-homogenous
behavior of magnetic moments due to the deformation of the magnetic state, e.g. the
velocity of the vortex core to the center of the disk compared to the velocity of magnetic

2Here, c denotes the sense of rotation of the magnetic moments and p the orientation of the vortex core.
A schematic representations of three vortex states are depicted in Fig. 5.1
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moments near the edge of the sample [212]. The gyrovector, G0, points in the opposite
direction to the vortex core and together with the current direction, je = eMS/PµBu,
de�nes a right handed basis

e‖ = je/‖je‖
e⊥ = [ez × e‖]
ez =− pG0/‖G0‖.

In this basis, the force acting on the vortex core with a small deviation from its zero-current
equilibrium position can be written as [212, 214]

F = −(mω2r‖ + µ0MSHDdc)e‖ −mω2r⊥e⊥. (5.1.2)

Here, µ0MSHDdc describes the in�uence of an unbalanced Oersted-�eld on a vortex state
with chirality, c, due to an inhomogeneous charge current �ow through a sample with
thickness, d, and diameter, D. In the case of je = 0, this force, F , reduces to a simple
con�ning potential with sti�ness, mω2. The on-current equilibrium position of the vortex
core is reached for ṙ = 0 and can be derived from the extended Thiele equation

0 = F + [(−p‖G0‖)ez × ue‖] +D0ξue‖

= (−µ0MSHldc−mω2r‖ +D0ξu)e‖ + (−mω2r⊥ + pG0u)e⊥,

which can be rewritten as

r‖ = −‖G0‖
mω2

(µ0MSHldc+
‖D0‖
‖G0‖

ξu) (5.1.3)

r⊥ = −‖G0‖
mω2

(pu) (5.1.4)

and the dependance of r on the polarity, p, and chirality, c, can be used to separate the
contributions of Oersted-, adiabatic- and non-adiabatic torque (see Fig. 5.1) and determine
the non-adiabatic coe�cient [204, 205, 212],

ξ =
p

2

‖G0‖
‖D0‖

r‖(c, p, j)− r‖(−c,−p,−j)
r⊥(c, p, j)

. (5.1.5)

The prefactor ‖G0‖/‖D0‖ is determined for the speci�c geometry realized in the sample
fabrication process using the micromagnetic simulator, MicroMagnum [47]. Here, a disk
structure of 4300±2 nm in diameter is simulated on a two-dimensional grid with 1434×1434
rectangular cuboidal cells having in-plane edge length of 3 nm and a thickness of 25 nm.
Assuming an uncertainty of one cell for the vortex core position we derive ‖D0‖/‖G0‖ ≈
3.24± 0.01. Alternatively, an analytical expression,

‖D0‖/‖G0‖ = 0.5ln(2dDisk/dV C),

depending on the disk diameter, dDisk, and the vortex core diameter, dV C , and evaluates to
≈ 3.26 for the realized sample geometry with dV C being derived using previously reported
theoretical models [215]. Thus, ‖G0‖/‖D0‖ shows the same exemplary agreement with
the numerical simulation as reported for a 30 nm thick Py �lm [216].

60



2 rNonAd

(a) je je

2 rAd

(b) je je

2 rOe

(c) je je

Figure 5.1: Schematics of current-induced displacement of the out-of-plane magnetized
core region in magnetic �ux-closed vortex states. The displacement direction corresponds
to the expected displacement of the core region in a magnetic vortex state used in our
experimental setup. By combining the core displacements found in states with distinct
chiralities, c, and/or polarities, p, di�erent contributions of the displacement can be sepa-
rated. Here, the rotation direction of the magnetic �ux is indicated by arrows. A counter-
clockwise rotation is assigned with a chirality of c = +1; c = −1 denotes the opposite
rotation direction. A positive polarity, p = +1, of the core region is depicted with a dot,
whereas a negative polarity, p = −1, is depicted as a cross. The theory is valid for small
displacements where the con�ning potential leads to a linear force. (a) The non-adiabatic
contribution, rNonAd, can be extracted by measuring the di�erence in displacement for
opposing current directions in states di�ering both in polarity and chirality. (b) The net
displacement perpendicular to current direction, 2rAd, of two states with the same chi-
rality and current density, i.e. which di�er only in polarity, can be used to extract the
adiabatic contribution. (c) Under the in�uence of the same current density, the di�erence
in displacement, 2rOe, in two states with identical polarity, but with opposing chirality,
can be attributed to the Oersted-�eld. In accordance with equation 5.1.3, the net dis-
placement of (a)/(c) is along the current direction which can be used to eliminate the
Oersted-�eld contribution and extract the non-adiabatic coe�cient (see equation 5.1.5).
Adapted from [212].
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5.2 Preparation and Characterization of Dysprosium-doped Permal-
loy Thin Films

The dynamic behaviour of a spintronic device depends on a set of material properties
among which are the saturation magnetization, the magnetic anisotropy, the damping
coe�cient, α, and the non-adiabatic coe�cient, ξ. Hence, tailoring these properties is of
particular interest and di�erent techniques have been investigated to allow parameters to
be changed independently. For the investigated host material, Permalloy, the saturation
magnetization can be tuned by implanting Gd or Eu without altering the damping [16]
and the magnetic anisotropy can be altered without in�uencing the saturation magneti-
zation by changing the shape, size and growth conditions [217, 218]. This section reports
magnetic properties and damping coe�cients for our thin �lm samples.
Implanting dopants into a host material is a common technique for altering material prop-
erties. In particular, the introduction of rare-earth dopants into Permalloy enables a
systematic study of the relation of the non-adiabaticity, ξ, and the damping coe�cient, α.
First systematic studies of the ferromagnetic resonance signal (FMR) for certain materials
indictated a linear increase of α with the dopant concentration [16, 219].
Based on measurements of the ferrimagnetic linewidth broadening of doped yttrium iron
garnet, the slow relaxing impurity model has been proposed, assuming a splitting of the
4f shell of the rare-earth element due to the exchange �eld of the 5d shells of the iron
sublattice [15]. Due to an exchange interaction between the 3d and 5d shell within the
Ni80Fe20 alloy, a precession of the magnetic moments induces a change of the 4f level
splitting and subsequently generates an e�ective transverse magnetic �eld acting on the
3d shell of the alloy [16]. The strength of the e�ect depends on the dopant concentration
as well as the dopant material ranging from little to no e�ect for gadolinium and europium
to a strong in�uence for terbium and dysprosium [16, 219].
Here, we restrict our study to the rare-earth element dysprosium with a reported in-
duced α increase of 0.036 /at.% [16] and prepare four thin �lm samples on silicon and
sapphire substrates with di�erent dopant concentrations concurrently with our doped-Py
disk structures (see section 3.7 for the production steps). The �lm synthesis is done using
simultaneous deposition from two evaporators via molecular beam epitaxy (MBE) in a
UHV chamber with a base pressure of ∼ 10−9mbar. Low Dy doping levels are obtained
by decreasing the deposition rate-ratio for Dy and Py prior to the �lm fabrication. Due
to the chamber geometry, two separate deposition rates for the evaporators can not si-
multaneously be measured and are therefore determined by sequentially interrupting the
Dy and the Py evaporation. First, suitable parameters for a high deposition rate between
8−14 nm/h for Py3 are obtained followed by a measurement of the Dy deposition rate for
1.0− 1.5 h to obtain a low reliable rate of . 1 nm/h. Now, the Py evaporation is initiated
again and a ∼ 26 nm thick thin �lm is deposited and a gold capping is added to prevent
oxidation of the samples. Following the procedure, we obtained four Py thin �lms with
0.00 at.%, 1.49 at.%, 1.96 at.% and ∼ 8 at.% dysprosium concentration4.
The in�uence of the dopant concentration on the magnetic hysteresis of thin �lm samples
is investigated using longitudinal magneto-optical Kerr magnetometry (MOKE).

3The undoped Py thin �lm was deposited with a lower rate of ∼ 4 nm/h.
4We thank Prof. Dr. Jürgen Fassbender, Dr. Julia Osten and Jonathan Ehrler from the Helmholtz

Zentrum Dresden Rossendorf for determining the dopant concentration using Rutherford-backscattering
spectrometry (RBS) measurements on the 1.49 at.% and the 1.96 at.% thin �lm samples. The dopant
concentration of the ∼ 8 at.% thin �lm was determined using energy dispersive x-ray (EDX) spectroscopy.
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Figure 5.2: The graphs show the angular dependence of the normalized remanent magne-
tization, Mr, for various thin �lms after saturating them in an external �eld pointing in
the indicated direction, as measured with MOKE. Each thin �lm was grown on a sapphire
substrate and is protected against oxidation with a thin Au capping layer. (a) depicts the
derived values for 0 at.% (black), 1.49 at.% (red) and 1.96 at.% (blue) Dy dopant concen-
tration in a 27 nm (black) and two 26 nm (red/blue) thick Permalloy �lms. In contrast to
the �at angular curves seen in (a), a ∼ 8 %-doped Py �lm with a thickness of 28 nm in (b)
shows a pronounced uniaxial anisotropy which a�ected the remanent magnetic states of
the associated contacted disk structures grown on Si/SiO2 substrates (Dark green points
are generated by rotation of the derived Mr/MS values indicated by light green).

At room temperature, the samples are saturated using an in-plane magnetic �eld up
to 50 mT and the normalized remanent magnetization is estimated from the signal trend
close to zero �eld (see Fig. 5.2). The data shows no signi�cant magnetic anisotropy for
the low-doped Permalloy thin �lms, however, from Fig. 5.2 (b) it can be seen that a
strong uniaxial anisotropy exists for thin �lms with a higher dopant concentration and
the corresponding hysteresis loops yielded an uniaxial anisotropy �eld, HK , of ≈ 4 Oe.
This observation is consistent with measurements on epitaxial-grown iron thin �lms which
indicated an increase of the uniaxial anisotropy with the dysprosium concentration [220].
Additionally, a small uniaxial �eld of less than 5 Oe was reported for a series of poly-
crystalline Dy-doped Py thin �lms with thicknesses between 10 − 30 nm grown on glass
substrates with Ta seed layers [16]. In both cases, a reduction of the saturation magne-
tization was observed which is associated which the antiferromagnetic coupling between
the 4f electrons of the rare earth element and the 3d electrons of the transition metal
alloy, Permalloy. Subsequently, we investigate the saturation magnetization for temper-
atures down to 10 K using a superconducting quantum interference device (SQUID) and
observe a strong temperature dependance for 8 at.% dopant concentration (see Fig. 5.3).
The inset shows the corresponding remanent magnetic states for 8 at.% doping in a nanos-
tructured disk indicating a decreasing signal-to-noise ratio at lower temperatures. The
initial dynamics and especially the transient oscillation of a magnetic vortex state before
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Figure 5.3: Temperature dependance of the saturation magnetization, MS , for Permalloy
with di�erent dopant concentrations measured every 3 K during a temperature sweep from
300 to 10 K. At 300 K, the saturation magnetization of the doped thin �lms is reduced
with respect to the undoped samples by ∼ 10 % for 1.49 at.% (red line), by ∼ 25 % for
1.96 at.% (blue line) and by ∼ 45 % for 8 at.% dysprosium (green line). While the undoped
(black line) and the two slightly doped samples exhibit small variations inMS of less than
7 % within the displayed temperature range, a drop of more than 50 % is observed for a
dopant concentration of 8 at.%. The inset shows the corresponding color-coded in-plane
magnetization via SEMPA of the remanent state for the strongly doped sample in an
electrically contacted 4.3µm diameter disk grown on a Si/SiO2 substrate.

reaching its quasi-equilibrium con�guration is in�uenced by the damping coe�cient, α.
However, this time regime is not accessible for our measurement setup. To measure α we
rely on the external magnetic �eld-induced collective precession of the magnetic moments.
Here, the magnetic �eld, HExt, is applied in a direction parallel to the �lm surface and
the �eld-dependent ferromagnetic resonance (FMR) is detected5 (see Fig. 5.4). The �eld-
dependent FMR position for a low anisotropy material is described by the Kittel-precession
mode [107, 221]:

f = (2π)−1γ
√
HExt(HExt +MS). (5.2.1)

Here, the resonance line shape has a FWHM linewidth, ∆H, described by

∆H = ∆H0 + 4παγ−1fFMR. (5.2.2)

It depends on the intrinsic Gilbert damping coe�cient, α, and an inhomogeneous broaden-
ing, ∆H0, due to a spatially dependent resonance condition and a possible magnon-magnon
scattering contribution [109�111]. By extrapolating the observed linewidth behaviour to
zero excitation frequency, a small inhomogeneous broadening contribution of 0.4 Oe is
found. For the doped thin �lms a large increase in the linewidth at 4.5 GHz is seen for
an increasing doping concentration. However, a full frequency scan was not possible due
to the reduction in peak height at higher frequencies; hence the resulting signal could no
longer be accurately be measured in the used setup.

5We like to thank Prof. Dr. Burkard Hillebrands, Dr. Andrii V. Chumak and Dr. Andrés Conca
Parra from the Technische Universität Kaiserslautern for performing the FMR measurements and the data
analysis to extract the damping constant.
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Figure 5.4: FMR absorption spectra at an excitation frequency, fFMR, of 4.5 GHz for
(a) 27 nm and (b) 26 nm thick doped Permalloy �lms with (a) 0.00 at.%, (b) 1.49 at.%
(red) and 1.96 at.% (blue) dysprosium content. The corresponding FWHM linewidths
are (a) 0.2 ± 0.01 Oe, (b) 1.24 ± 0.15 Oe (red) and 1.32 ± 0.15 Oe (blue). The saturation
magnetization, MS , of the undoped Permalloy �lm is derived using the data depicted in
(c) and equation 5.2.1. Using equation 5.2.2, (d) allows a more precise determination of
the damping constant, α, for the undoped �lm.

We assume a negligible inhomogeneous broadening contribution and, thus, derive the
damping coe�cient using α = γ∆H/(4πf). For the doping levels used, this is a reasonable
assumption based on the measurements in [16], although there an increased inhomogeneous
contribution was found for higher doping levels. The measured and derived values are
summarized in table 5.2.
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5.3 Changing the Magnetic State via External Magnetic Fields

The experiment relies on the di�erence in response of the four possible magnetic vortex
state con�gurations under applied current (see Fig. 5.1). Hence, to ensure comparability
between magnetic states, the chirality and/or polarity of a state in a speci�c disk structure
is changed in-situ. The polarity can e�ciently be switched with a short burst of alternating
magnetic �elds [222, 223] while a speci�c chirality can be favoured by tailored inhomoge-
neous magnetic �elds [224]. However, we are restricted to quasi-static homogeneous �elds
with up to ≈ 180 mT preventing a sophisticated control of the magnetic state. Therefore,
an in-plane �eld is applied to expel the vortex core region from the disk structure (see
Fig. 5.5) followed by a 90◦ turn of the sample resulting in an out-of-plane �eld. After
decreasing the �eld to zero, the sample is turned back to its original orientation followed
by an alternating in-plane �eld with decreasing amplitude to demagnetize the sample.
The chirality of the emergent magnetic state is observed directly, however, the polarity is
inferred during the measurement using the response under applied current.
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Figure 5.5: Simulated critical external magnetic �eld necessary for vortex core expulsion
in disks. The structure was simulated on a grid with rectangular cuboidal cells having an
in-plane lattice constant of 3 nm and a single 25 nm thick cell in the out-of-plane direction.
The external �eld was increased by 1 mT till the core region was expelled. The critical
out-of-plane �eld approaches the thin �lm limit with B‖ = µ0MS . The inset shows the
�eld direction for two considered cases.
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(a)
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(b)
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Figure 5.6: Contact structures in di�erent conditions after measurement. (a) shows a
sample which has retained its initial structure while (b) shows a trench in the Permal-
loy (purple) at the gold (yellow) edge creating two separate Permalloy structures with
altered shape anisotropies and non-vortex state remanent spin con�gurations. (c) shows
the outcome of a stronger electromigration event.

5.4 Results

Due to limitations of our SEMPA setup, we are bound to observation of vortex core dis-
placement under constant current instead of a pulsed approach6. Due to Joule heating
the disk structure is subject to a large thermal load due to the high employed current
densities necessary to observe appreciable vortex core displacement. The electrically con-
tacted disks are deposited on a Si/SiO2 substrate and the low thermal conductivity of the
thin naturally grown SiO2-layer [117�119] hampers a fast heat transfer to the substrate.
Therefore in order to prolong the lifetime and thermal stability of the element [102, 225],
we cool the substrate down to a temperature of ≈ 24 K resulting in a reduced sample
resistance of 16− 25 Ω 7. However, the thermal resistance of the insulating SiO2-layer is
strongly increased below 50 K, causing a heat accumulation. Nonetheless the sample tem-
perature is stabilized due to the negative slope of the thermal conductivity of SiO2 [227].
Previous experiments were performed at higher temperatures and required a substrate
with a high thermal conductivity, e.g. single crystalline diamond [205], or restricted the
current application by using current pulses [204] to counteract the high base temperature
and/or a high sample resistance. The structural integrity of our samples was con�rmed
for current densities of 1.1 · 1012A/m2 (over a period of hours) and ≈ 1.5 · 1012A/m2 (for
several minutes with a steady increase in temperature; see Fig. 5.6 for contact structures
in di�erent states of deterioration).
However, for current densities above≈ 0.8 · 1012A/m2 (undoped Permalloy), ≈ 0.5 · 1012A/m2

(PyDy(1.49 at.%)) and ≈ (0.4−0.5) · 1012A/m2 (PyDy(1.96 at.%)) the vortex states were
observed abruptly to transform to other metastable states, and thus the magnetic systems
require reinitialization. Nevertheless, below these current densities reproducible state
transformations are predominant at low temperatures and enable the investigation of the
current-dependent vortex core displacement. The vortex core position is determined with
sub-pixel precision using a noise-resistant cross-correlation algorithm (see section 7.2).
However, a reasonable comparison with an analytical vortex state requires a correction of
the measured in-plane asymmetry which leads to an additional uncertainty in the position
(see section 7.3).

6See Chapter 6 for descriptions of ongoing adaptions to the system which will permit more �exible
imaging modes.

7The reported resistances include ≈ 8−10 Ω originating from the external contacts of the measurement
setup. Excluding every resistance beside the contributing disk, we expect the undoped Py structure to
have a resistance of ≈ 16 Ω at room temperature assuming a speci�c resistivity of 3.5 · 10−7 Ωm [226].
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Figure 5.7: Current-induced modi�cation of a magnetic vortex state with c = +1
and p = +1 in a single undoped-Permalloy disk for (a) je = −0.5 · 1012 A/m, (b)
je = +0.5 · 1012 A/m and (c) je = +1.1 · 1012 A/m. (a)/(b) show asymmetric magnetic
states with vortex cores at positions approximately connected by a point re�ection through
the center of the disk. The transformed magnetization in (c) is retained after decreasing
the current to zero. The current direction is indicated by the black arrow and the geo-
metrical center of the disk is marked with a black dot.

The vortex core displacement is carefully examined using a series of current densities
for the two current directions, e.g. typically je = 0je;0, ±je;0, ∓2je;0 and 0je;0 with
je;0 = 2.7 · 1011 A/m2 for Py, to exclude the in�uence of magnetic pinning sites and local
inhomogeneities which have been shown to a�ect the vortex core position and thus the
estimated non-adiabaticity [204, 228]. To reduce the in�uence of sample drift on the mea-
sured data multiple short images (∼ 30− 40 s each) are taken of each magnetic state with
a combined pixel dwell time of 10 − 50 ms and a spatial resolution of 20 − 30 nm/Pixel.
Using a coordinate system established through the disk and contact structure, see equa-
tion 7.3.3, a linear regression is performed on robust trajectories to extract the slope (see
Fig. 5.8 (b)) and identify the coe�cients in equation 5.1.3.
A collection of the considered vortex core positions can be found in Figs. 5.8 (a), (c) and (d)
indicating four distinct displacement directions for PyDy(0.00 at.%) and PyDy(1.49 at.%).
Due to a smaller number of available samples size and a higher fraction of discarded
states due to increased pinning, the directionality of the displacement is less clear in (d).
From the measured sample sets, we estimated that 76± 4% (PyDy(0.00 at.%)), 72± 8%
(PyDy(1.49 at.%)) and 64 ± 14% (PyDy(1.96 at.%)) of the vortex core positions are not
dominated by pinning sites and show consistent behavior suitable for reliable extraction
of ξ.
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Figure 5.8: (a), (c) and (d) show the collected vortex core positions for various disk struc-
tures and applied charge currents relative to the zero current position. The corresponding
�lm thicknesses are (a) 27 nm (undoped Permalloy), (c) 26 nm (PyDy(1.49 at.%)) and (d)
26 nm (PyDy(1.96 at.%)). Magnetic states dominated by pinning sites have been removed
from the plots. The color di�erentiates between the two vortex state chiralities c = +1
(red) and c = −1 (blue). The superimposed solid circles indicate the mean magnitude
of displacement for a given current density with the shaded region being the associated
1σ-area. (b) shows the current-induced vortex core displacement of three distinct vortex
states in a speci�c undoped Permalloy disk described by equation 5.1.3. The polarity of a
vortex state can be inferred by the perpendicular component of the slope, ∂r⊥/∂j ∝ p. The
opening angle between the displacement direction of two magnetic states with opposing
chirality and polarity is related to the non-adiabatic coe�cient, ξ.

5.5 Discussion

First, we restrict considerations to undoped samples that show four distinct displace-
ment directions which exhibit statistically signi�cant correlations with the state chirality
as predicted by equation 5.1.3 (see Fig. 5.8 (a)). As shown in Fig. 5.8 (b), we var-
ied the current density for distinct magnetic states in each sample before determining
the weighted-average slopes for the two chiralties and extracted the corresponding non-
adiabaticity by employing equation 5.1.5. Here, we conclude a weighted-average value of
ξ = 0.067 ± 0.015 = (11.0 ± 2.5)α. As mentioned before, a wide range of ξ values have
been reported for undoped Permalloy which show a dependance on the magnetic state and
thus we restrict our comparison to other systems considering vortex cores (see table 5.1).
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Figure 5.9: Non-adiabatic coe�cient, ξ, derived from the observed vortex core displace-
ment in individual samples with Dysprosium dopant concentrations of 0.00 at.% (red
squares), 1.49 at.% (blue triangles) and 1.96 at.% (green dots). (a) shows the mean non-
adiabatic coe�cient derived for each Dy doping level as indicated by the solid lines. For
(b), the derived ξ-values of doped samples are treated as a single sample set with a mean
dopant concentration of 1.73 at.%.

For these systems, the reported ξ values still range from 0.061 to 0.15, with our value
comparable to previous results based on the same measurement scheme [203�205] and
with vortex core precession orbit measurements [201, 205]; in particular, the ξ-α ratios are
identical within error and it is consistently observed that ξ > α. For our case, the ratio
is determined to be 〈ξ〉/α = 11.0± 2.5 which is comparable to values from literature with
similar measurements.
Nevertheless, these results deviate from ξ values determined using schemes which rely on
spin wave excitations or on other spin structures and thus probe di�erent length scales
in magnetic systems (see section 5.2). Next, we consider the in�uence of the rare-earth
doping on the magnetic properties of the system using the same methodology as before.
For the lower doped samples we can extract three values of ξ, whereas due to the in-
creased pinning only a single sample showed robust behaviour in the highly-doped case.
We separately determined weighted-mean values of ξ as 0.119 ± 0.02 and 0.69 ± 0.08 for
a Dy content of 1.49 at.% and 1.96 at.%, respectively. However, due to a thermally acti-
vated redistribution [229] of the mobile rare earth element within the host material which
causes a higher Dy concentration at the sample surface and a considerable amount in the
Au capping layer as suggested by RBS we expect a similar behaviour for the two dopant
concentrations. Additionally, the FMR measurements showed similar values for these two
sample sets. Thus, this lends itself to the conclusion that the averaged non-adiabaticity,
damping parameter and dopant concentration of these two sample sets can be considered
as robust parameters, i.e. ξ = 0.32±0.16, α = 0.0398±0.0012 and 1.73 at.%, respectively.
The general trend from both methods of analysis indicate that ξ increases with α (see
table 5.2). Furthermore, the combined data from the averaged sample is consistent with
a common scaling constant of ξ and α which is in good agreement with previous studies
using Ho-doped Permalloy [199].
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Py PyDy PyDy PyDy

(0.00 at.%) (1.49 at.%) (1.96 at.%) (1.73 at.%)

MS

[
kA/m

]
878.4± 0.3 791.2± 0.3 659.4± 0.2 713± 33

∆H0

[
Oe
]

0.4± 0.1 n.a. n.a. n.a.
∆H [Oe] at 4.5 GHz 0.2± 0.01 1.24± 0.15 1.32± 0.15 1.28± 0.04

102α at 293 K 0.61± 0.01 3.9± 0.5 4.1± 0.5 3.98± 0.12

102ξ (Sample 1) 6± 4 14± 12 69± 8 14± 12
102ξ (Sample 2) 5± 10 13± 9 n.a. 13± 9
102ξ (Sample 3) 4± 2 8± 11 n.a. 8± 11
102ξ (Sample 4) 12± 4 n.a. n.a. 69± 8
102ξ (Sample 5) 11± 5 n.a. n.a. n.a.

102〈ξ〉 6.7± 1.5 11.9± 2 69± 8 32± 16
102α at 293 K 0.61± 0.1 3.9± 0.5 4.1± 0.5 3.98± 0.12
〈ξ〉/α 11.0± 2.5 3.1± 0.6 16.8± 2.8 8.1± 4

Table 5.2: Summary of experimentally determined coe�cients derived in FMR and
current-induced vortex core displacement measurements. The sample number refers to
a sample within a sample batch, e.g. "Sample 1" exists for each dopant concentration.
The last column lists the properties of the "virtual" sample batch derived from the two
sample batches with �nite Dy dopant concentration.

Hence, we observe a strong increase of the non-adiabaticity and the damping parameter
at 1.73 at.% dysprosium content and a ξ-α ratio which is within the error identical to the
undoped system; therefore indicating a similar scaling of α and ξ with the dopant at low
concentrations.
In spite of α being only weakly temperature dependent for the undoped Permalloy �lm [230]
the doped �lms are expected to exhibit enhanced damping at low temperatures [16]. A
previous study on transverse domain wall depinning deduced that ξ exhibits only a weak
temperature dependance between 80 K and 340 K for undoped Permalloy [231]. Here, we
use a low sample base temperature of ≈ 24 K; however, due to resistive heating an in-
crease in temperature of ≈ 75 − 150 K is present which is estimated from the measured
increase in resistance and thus ξ is determined at T > 24 K. Nevertheless, we expect the
non-homogeneous heating to be mainly localised in the vicinity of the interface regions
between the contact pads and the disk structure [232, 233], so not at the vortex core
position. However, the reported ξ/α is signi�cantly higher compared to schemes based
on the hysteretic behaviour or on spin wave measurements [190, 192] which o�er notably
di�erent spin con�gurations, thus highlighting the importance of the involved magnetic
state and supporting a ξ value modi�ed in the vicinity of features with high magnetization
gradients such as the vortex core [206].
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5.6 Conclusion

We separated the non-adiabatic spin torque contribution using the current-induced vortex
core displacement and derived the non-adiabatic coe�cient, ξ, for undoped and Dy-doped
Permalloy, respectively. The undoped host material exhibited an α value and a ξ-α ratio in
accordance with previous measurements relying on the identical scheme [204, 205], albeit
deviating from results obtained using other measurement schemes which showed smaller
ξ-α ratios for systems lacking high magnetization gradients.
Furthermore, for both intentional dopant levels, we observed a non-adiabaticity signi�-
cantly larger than the corresponding damping parameter; however the ratio stayed con-
stant within errors which indicates a similar scaling with the dopant and thus suggesting
a common mechanism underlying α and the determined ξ contribution. Nevertheless, the
dopant induced a change in the saturation magnetization for low concentrations and an
additional change in the magnetic anisotropy at a concentration of ≈ 8 at.%. At higher
concentrations, an unequal scaling of α and ξ could be possible as previously observed
for Ho [199] and combined with an increased drift velocity, µBPje/eMS , at a �xed spin
current density, Pje, could enable high domain wall velocities as required for future devices.

72



CHAPTER 6

Summary and Outlook
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In this thesis, the feasibility of two key requirements of proposed spin polarized current-
driven domain wall motion-based spintronic devices was investigated. The study employed
a micromagnetic model based on the Landau-Lifshitz-Gilbert equation to predict possible
magnetic states and their response to external driving stimuli. This was then experimen-
tally tested and investigated via high resolution imaging using SEMPA.
First, we investigated the in�uence of the structure geometry on the prevalence of trans-
verse and vortex domain wall structures for macroscopic iron rings at di�erent widths
and thicknesses in a combined experimental and theoretical study. The simulated domain
wall type distribution was systematically evaluated by considering the interplay between
magnetostatic and exchange energy in addition to the Zeeman energy contribution present
during the domain wall nucleation process as present in the experiment. Here, the previ-
ously frequently observed symmetric transverse and vortex domain walls are accompanied
by an asymmetric transverse domain wall phase. An evaluation of the simulated asym-
metric transverse domain wall states suggests that the asymmetry of the domain walls
increases with increasing ring width and ring thickness and thus can be set by selecting
appropriate geometries. We determined the corresponding experimentally realized domain
wall state distribution at �nite temperatures by employing high resolution SEMPA imag-
ing and compared it to the 0 K simulated phase diagram. The experimental data showed a
transition from the transverse to the vortex domain wall phase far above the analytically
derived transition for the state which globally minimizes the energy. Furthermore, only
the narrowest thin structures showed purely symmetric transverse walls while a substan-
tial range of widths and thicknesses exhibited both symmetric and asymmetric transverse
walls. For structures with a particularly strong edge roughness, vortex domain walls oc-
curred deep within the transverse domain wall phase, thus, highlighting the importance
of nucleation sites and locally varying magnetic properties in real systems. In particular,
the in�uence of defects was found to be more crucial than in the previously studied Py
and Co systems. We conclude that for application-related systems, the complex inter-
play between the geometry, surface condition and materials properties has to be carefully
balanced to achieve a reliable formation of speci�c domain wall types, e.g. symmetric
transverse domain walls. However, the simple growth behaviour of iron combined with
its relatively high spin polarization and low magnetocrystalline anisotropy compared to
Co adds interesting and potentially advantageous characteristics to the broad range of
material properties available for spintronics while bene�ting certain device geometries.
Secondly, we addressed the spin transfer torque e�ect generated by a spin polarized cur-
rent acting on a magnetic vortex state with a well-de�ned core region giving rise to a
localized spin torque. Speci�cally, by observing the vortex core displacement, we derived
the coupling strength, ξ, of the non-adiabatic spin torque for the nickel-iron alloy, Permal-
loy. The measurement was performed on multiple disk structures each exhibiting up to
four energetically-degenerate vortex states (di�erent polarity and/or chirality). Vortex
core positions were determined for di�erent current densities of up to ∼ 5 · 1011 A/m2 to
restrict considerations to structures with a su�ciently low pinning density and strength.
For Permalloy a non-adiabaticity of 0.067±0.015 was derived which agrees with previously
published values derived for similar systems. In addition to that, the ratio of the Gilbert
damping parameter, α, and ξ was identical within error with these published values and
evaluated to 11.0 ± 2.5. Furthermore, we examined the non-adiabaticity while changing
α by rare earth doping using Dy. The measurements suggest an increase of ξ with α;
however, within the studied dopant concentration range the ξ-α ratio remained constant
and thus an unchanged spin torque e�ciency is suggested. Nevertheless, we observed
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a reduction of the saturation magnetization with the Dy concentration which combined
with a constant ξ-α ratio potentially enables high performance spintronic devices with fast
domain wall velocities.
Overall, the thesis contributed to the ongoing investigation of the formation and control
of magnetic states and it is to be expected that a combination of the described properties
enables favourable performance and energy e�ciency characteristics as required for new
spintronic devices. Despite that, many aspects are left to be thoroughly examined and
further disentanglement of contributing factors is necessary.
As an example, within this work the quasi-static domain wall formation was investigated
for ring structures which support three di�erent domain wall types and the importance
of the local structure was highlighted. However, in an additional future investigation,
the stability of the phase diagram under the in�uence of external forces and potential
transformations between the observed domain wall structures would be of interest. Fur-
thermore, di�erent approaches for an induced domain wall transformation are available
either utilizing more conventional Oersted-�elds and spin transfer torques or alternatively,
the newly studied spin orbit torque e�ects. Information about the corresponding energy
potential can be acquired by systematically varying the external magnetic �eld direction
for each nucleation event. The angular dependance of the domain wall type prevalence
enables a mapping of the potential landscape. The energy barrier between metastable
magnetization con�gurations is expected to be overcome at elevated temperatures. Thus,
by introducing thermal energy into the system and measuring the transition probability
between states, an estimate of the energy barrier height can be obtained which has signif-
icant importance for domain wall-based technologies such as non-volatile memory devices
or magnetic �eld direction sensors. This could be complemented by �nite temperature
simulations, which themselves are an active �eld of research and challenging to perform
rigorously. Furthermore, for this work the decision was made to change the ring thickness
and width while keeping the outer diameter constant. Alternatively, at a constant width
the domain wall stability at di�erent mean curvatures becomes increasingly important,
e.g. for meandering �xed-width nanowires and in particular in systems with arti�cially
tailored edge roughness to mitigate the Walker breakdown.
We determined the non-adiabatic spin torque and the Gilbert damping parameter for
three Dy dopant concentrations; however, a comprehensive study requires more dopant
concentrations and a higher statistics for the determined parameters. The analysis can be
complemented by replacing Dy with other rare earth elements like Tb for which a similar
increase in α was reported or another rare earth element, e.g. Gd, with a claimed negligible
in�uence on α. Furthermore, modi�cations have recently made to extend our system's ca-
pabilities to provide fast data acquisition with a nanosecond time resolution and allow for
the synchronization with an external source and thus enable an additional measurement
scheme. For instance, a time-resolution better than 50 ns can be exploited to gauge the
pinning site density and strength. Here, a (slow) linear current ramp causes a linear in-
crease in the spin transfer torque strength and moves the vortex core quasi-instantaneously
to an equilibrium position. By measuring the trajectory and its deviation from a straight
line, information about the pinning site density and strength can be inferred while the
linear contribution has a close connection to the non-adiabaticity. Alternatively, a rectan-
gular current pulse with a fast rise time enables an advanced scheme for the determination
of the vortex core gyration and subsequent relaxation towards the equilibrium position.
Provided that the time-resolution is signi�cantly higher than the relaxation rate, the ob-
served trajectory can be used to extract α for each individual structure while not relying
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on a FMR measurement of an accompanying thin �lm. Furthermore, employing the high
spatial and time resolution allows for detailed studies of the domain wall depinning be-
haviour and the complex dynamics during current-induced transformations, e.g. beyond
the Walker breakdown, while the present system is limited to the observation of the initial
and �nal state and thus provides only mean domain wall velocities.
Another active research area in spintronics targets the decoupling of the charge current
and the spin current. A generated pure spin current acts on the magnetic state with-
out adding a thermal load at the position where the magnetization is changing which is
usually present in systems with charge current-induced magnetization modi�cation. For
instance, this can be achieved in a layered structure with a current carrying component on
the bottom and a ferromagnetic material on top, e.g. in a charge current carrying heavy
metal such as Pt the spin Hall e�ect causes a spin current perpendicular to the generating
current. Further interactions can be used to generate spin currents such as the Dresselhaus
and the Rashba spin orbit coupling. Alternatively, by employing a non-local spin valve
layout the spin current generation and the magnetic system can be spatially separated
further with a non-magnetic spin conduit, e.g. Cu, in between. For such systems a lock-in
scheme of the modi�ed SEMPA could enable the imaging of the periodic magnetization
modi�cation and the potential spin accumulation on the surface of the heavy metal.
From these examples it can be seen that the upgraded SEMPA system opens up a large
range of new measurements, retaining existing SEMPA attributes such as a high surface
sensitivity of ∼ 1 nm and a high lateral resolution, and extends them to short time scales,
enabling a new class of SEMPA measurements.
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CHAPTER 7

Appendix
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7.1 Normalization of Measured Asymmetry

Secondary electrons are collected by a spin polarized low energy electron di�raction
(SPLEED) detector and the number of di�racted electrons for each of the four main
di�raction spots are determined with Channeltron detectors. For non-magnetic samples
the measured average count rates for the Channeltron detectors should be identical, how-
ever, due to detector sensitivity asymmetries discrepancies can be observed. Contributing
factors to the discrepancies are slight misalignments of the Channeltron detectors, the
tungsten single crystal and the sample position relative to the SPLEED detector. Beside
a geometrical misalignment, unequal electron detection e�ciencies of opposing Channel-
tron detectors and internal de�ection voltages of the SPLEED detector change the relative
count rates, consequently changing the perceived normalized magnetization of the sam-
ples. Neglecting, typical measurement e�ects such as averaging of the magnetic moments
close to the electron beam, e.g. the contribution of secondary electron generated by the
back-scattered electron beam and re�ection close to the lateral sample edge, and assuming
a single magnetic material throughout the sample, the measured asymmetry, AMeas, for
each position is located on a circle centered around zero with a common radius. However,
typically AMeas full�lls neither of the two conditions and is located on an o�-center ellipse
(see Fig. 7.1). Multiple measures are available to determine the "best" �tting ellipse [234]
to the asymmetry distribution, however, we will restrict considerations to schemes based
on the minimal Euclidean distance of a point to the ellipse and the algebraic distance. For
noiseless distributions, i.e. the measured asymmetry lies on an ellipse, the two schemes
render identical ellipses, but in the presence of noise the output di�ers [235, 236]. For a
single point, A = (A1, A2)>, the Euclidean distance, DE , and the algebraic distance, DA,
to an ellipse are de�ned as follows:

DE(A) = min
θ∈[0, 2π)

∥∥∥∥(cos τ − sin τ
sin τ cos τ

)(
Ar1 cos θ
Ar2 sin θ

)
+A0 −A

∥∥∥∥2

(7.1.1)

DA(A) = A>
(
λ1 λ2

0 λ3

)
A+ (λ4, λ5)A+ λ6 (7.1.2)

The Euclidean distance relies on the parametric representation of an ellipse and provides
a convenient way to determine the center, A0, the axis Ar1 , Ar2 and the tilting, τ . Be
that as it may, computationally, this approach is unfeasible for a large data set [235, 236].
The algebraic distance hides A0, Ar1 , Ar2 and τ in its coe�cients,

λ1 = A2
r1 sin2 θ +A2

r2 cos2 θ

λ2 = 2(A2
r2 −A

2
r1) sin θ cos θ

λ3 = A2
r1 cos2 θ +A2

r2 sin2 θ

λ4 = −2λ1A0 1 − λ2A0 2

λ5 = −λ2A0 1 − 2λ3A0 2

λ6 = λ1A
2
0 1 + λ2A0 1A0 2 + λ3A

2
0 2 −A2

r1A
2
r2 ,

but inverse transformations for the coe�cients are available [235]. Although, the algebraic
distance (see equation 7.1.1) describes additional geometric shapes, λ2

2−4λ1λ3 < 0 restricts
it to ellipses [236]. Under this restriction, we minimize the mean distance,

χ2[{Ai}i∈{1,...,N}] ≡
∑

i=1,...,N

σ−2
i D2

A(Ai), (7.1.3)
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for a given data set, {Ai}i∈{1,...,N}, using a numerically stable non-iterative algorithm for
constant weights1, σi = σ [237]. Using the proposed algorithm on measured asymmetry
data, {Ai}i=1,...,N , a noise-level dependent overestimation of the minor and major axes
can be observed, causing a reduction of the mean corrected magnitude (see Fig. 7.2). For
magnetic structures with an isotropic asymmetry distribution, e.g. a vortex state, a simple
multiplication can be performed setting the mean asymmetry magnitude to one. For less
isotropic distributions a simple correction is usually not feasible and computationally more
expensive algorithms have to be used. The following data analysis rests upon an error
estimate [238] of λk,

∂2χ2[{Ai}i∈{1,...,N}]
∂λk∂λk

≡
∑

i=1,...,N

σ−2ak iak i ≡ σ−2
λk
,

with

σ2 ≡ 1

N − 5

∑
i=1,...,N

 ∑
j=1,...,5

ai jλj − 1

2

and

aj ≡ (A2
1 j , A1 jA2 j , A

2
2 j , A1 j , A2 j).

The standard deviations, σλk are subsequently inserted into the derivatives of the inverse
transformations to acquire δA0, δAr1 , δAr2 and τ to estimate the in�uence on the vortex-
core position.

1Alternatives have been proposed to decrease the mean Euclidean distance between algebraic and
Euclidean best-�t ellipses, iterative-algebraic algorithms based on a non-constant weighted mean to balance
computational expense and the mean Euclidean distance of the data set to the �tted ellipse [235].
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Figure 7.1: (a) Measured asymmetry distribution of a Landau-state in a 24 nm thick
Permalloy square with a lateral dimension of 4.3µm. The plot shows the ellipse which
minimizes the average conic distance of the data points to the ellipse. The center of the
ellipse with a minor axis of 0.13 and an eccentricity of 0.42 is at A0 = (−0.25, 1.58)>. (b)
shows the asymmetry after applying a correction according to equation 7.1.1.
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Figure 7.2: The general trend of the mean asymmetry magnitude, Aµ, is indicated by the
black curve. It is derived from multiple magnetic vortex states in di�erent sized 23 nm
thick Permalloy disks with distinct noise-level, σµ, after various argon ion millings to
remove a gold capping layer. The measurement times average to ∼ 30 min for each black
data point. The red curve shows the trend of a speci�c vortex state with a low noise level
after 19 min of milling and data points equally spaced in measurement time. Here, the
inset depicts the state after di�erent measurement times. The general trend (not shown
above Aµ = 0.92) agrees with the red curve down to the lowest measured noise-level.
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Figure 7.3: (a) SEM image of a 24 nm thick Permalloy square with lateral dimensions of
4.3µm. The corrected measured asymmetry for the horizontal and vertical component is
depicted in (c) & (d). (b) shows the color-coded asymmetry revealing a magnetic �ux-
closed Landau-state with a clock-wise rotation direction. Close to the sample edges a
shift in magnetic contrast is observed which is attributed to electron escape angle induced
skewed asymmetry [81] and limits the observable characteristic length scale of structured
samples.
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7.2 Feature-Detection in Images

The measured counts of the four Channeltron detectors are provided in matrices and com-
bined into corrected in-plane asymmetries as outlined in section 7.1. In this section, we
will discuss how a reliable feature-detection for noisy data is achieved by introducing a
few conventions. Consider a simple vector space A ⊆ R

2 and two vector �elds v1 and v2
de�ned on A. Using the inner product 〈., .〉 → R we de�ne a scalar product on A:

{v1,v2}A ≡
(∫

A
dA

)−1 ∫
A
〈v1 (r) ,v2 (r)〉 dA (7.2.1)

The scalar product exhibits the following properties:

{v1,v2}A = {v2,v1}A
{v1, λv2}A = λ{v1,v2}A ∀λ ∈ R
{v1,Mv2}A = {v2,M

>v1}A ∀M ∈ R2x2

{v1,v2 + v3}A = {v1,v2}A + {v1,v3}A

Based on this scalar product we de�ne a cross-correlation function,

SA [v1,v2] ≡ 1− 1

4
{v1 − v2,v1 − v2}A,

which rates the similarity of the two vector �elds v1 and v2. We restrict our considera-
tions to �elds which ful�ll 〈v(r),v(r)〉 = 1 ∀r ∈ R

2x2 and conclude that for such vector
�elds SA [v1,v2] is within [0; 1]. The measured data of a vortex state displaced by R0

can be approximated with an analytical description [239], v(r − R0), combined with a
zero-mean noise term, n(r). The proposed analytical solution for a displaced vortex core
incorporates �nite size e�ects which cause deformations of the magnetic state as the vor-
tex core approaches the disk boundary. However, our measurements did not show a large
displacement-disk diameter ratio for experimentally suitable current densities and a com-
parison of the measured vector �eld with a rigid analytical solution, v(r −R) which has
the vortex core at position R seems adequate:

SA [vMeasured,vReference] =SA [vR0 + n,vR]

=1− 1

4
{vR0 + n− v,vR0 + n− vR}A

=1− 1

4
{vR0 − vR,vR0 − vR}A

− 1

2
{vR0 − vR,n}A −

1

4
{n,n}A

=SA [vR0 ,vR]− 1

2
{vR0 − vR,n}A︸ ︷︷ ︸

≈0

−1

4
{n,n}A (7.2.2)

For slowly varying vector �elds the second term in equation 7.2.2 has a limited in�uence
on SA and vanishes exactly if R0 = R, but the maximum value of SA as a function of R is
shifted relative to the noiseless case. The approximate maximum value of SA is determined
by noise characteristics and depends on the noise source. By noting that a large fraction of
�uctuations in the number of counts, typically 104 − 105, can be attributed to shot noise
and that each vector �eld component is derived by subtracting counts of two opposing
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Figure 7.4: The cross-correlation, SA, evaluated for discrete positions on a 30 × 30 mesh
relative to the exact vortex core position for a standard deviation of σ = 0.0 (green dots),
σ = 0.2 (orange squares) and σ = 0.4 (red diamonds). The inset shows the corresponding
magnetic states for the di�erent standard deviations. For each set, the maximum value
of the cross-correlation is lowered by σ2/2 while a�ecting the position of the interpolated
maximum only negligibly (notice the slight tilting of the σ = 0.4 curve).

Channeltron detectors, the noise term of the measured asymmetry can be approximated
by a zero-mean Gaussian noise with a standard deviation of σ:

{n,n}A ≈ 2σ2

Provided that the second term in equation 7.2.2 is su�ciently suppressed, the selected
measure, SA, provides a robust scheme to determine the vortex core position in highly
noisy data by comparing the measured asymmetry, vMeasured = A, with a reference vector
�eld, vReference. Our SEMPA setup provides pixel-based asymmetry data with a spatial
resolution of ∼ 20 − 30 nm/pixel and, hence, the measure, SA, is evaluated on discrete
positions (see Fig. 7.4). A polynomial interpolation of order three is used to achieve a sub-
pixel precision in locating SA;max. Applying the proposed scheme to a detached 23 nm
thick Permalloy disk, we extract the corrected in-plane asymmetry in a 55× 56 pixel large
area around the expected vortex core and determine SA for di�erent displacements, R, of
the analytical reference structure. Relative to the center of the extracted area, SA has an
absolute maximum of 0.97 at R ≈ (1.53, −3.86) pixels which corresponds to a vortex core
position of (161.0, 43.1) nm relative to the center of the disk (see Fig. 7.5).
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Figure 7.5: (a) Schematic derived from an asymmetry corrected vortex state in a 23 nm
thick Permalloy disk. The colored arrows indicate the measured magnetization direction.
The framed inner part shows the color-coded magnetization direction used for the vortex
core position determination. Equipotential lines for SA and the associated gradient �eld
indicate the position of maximum congruence (white dot), understood as the vortex core
position. Using SA;max, our estimate for the standard deviation is σ ≈ 0.155 whereas
the corrected asymmetry distribution (see (b)) yields σµ ≈ 0.143 with a mean value of
Aµ ≈ 0.97 indicating an imperfectly normalized distribution (see Fig. 7.2). However, we
estimate the increase in σ due to a reduced Aµ to be ≈ 0.002 and account the observed
di�erence to an uncompensated analytical reference structure, i.e. the reference structure
does not equal the measured magnetic state. Further analysis reveals a strong reduction
of the in-plane asymmetry in a region ≈ 200 nm around the vortex core (see Fig. 3.4) as
expected [240].

7.3 Error-Estimate for the Vortex Core Position

SEMPA does not provide normalized asymmetries and a correction as described in sec-
tion 7.1 has to be applied to the uncorrected Auncorr to set the average norm of the
asymmetry to 〈‖A‖〉 = 1. The accuracy of the correction is a�ected by the noise level
and the magnetic state in question. The corrected asymmetry can be written as A(r) ≡
TA(v(r + δR)− v0) with δR being the apparent displacement of the vortex core position
due to noise. Furthermore, the position, r, and δR are in the coordinate system provided
by the measurement, i.e. the coordinate system of the distorted disk, and transformation
to the undistorted geometry is applied subsequently. The known uncertainties in TA and
v0 can be translated into an uncertainty of the vortex core position as outlined below:

SA[A,v] = 1−1

4
{A− v,A− v}A

= 1−1

4
{T (vδR − v0)− v, TA (vδR − v0)− v}A

= 1−1

4
{TAvδR − v, TAvδR − v}A

+
1

2
{TAvδR − v, TAv0}A −

1

4
{TAv0, TAv0}A
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According to the de�nition, δR vanishes in a noiseless system and an expansion of vδR is
appropriate

v(r + δR) = v(r) + (δR ·∇)v(r) +
1

2
(δR ·∇)(δR ·∇)v(r) +O(δRiδRjδRk)

We insert the expression into SA and arrange the terms in order of powers in δRi

SA[A,v] = 1−1

4
{TA (v − v0)− v, TA (v − v0)− v}A

+
1

2

2∑
i

δRi {(1− TA)v + TAv0, T∂iv}A︸ ︷︷ ︸
≡Gi

+
1

4

2∑
i,j

δRiδRj ({(1− TA)v + Tv0, TA∂i∂jv}A − {TA∂iv, TA∂jv}A)︸ ︷︷ ︸
≡−Ji j

+O (δRiδRjδRk)

= 1−1

4
{TA (v − v0)− v, TA (v − v0)− v}A

+

2∑
i

δRi(Gi −
2∑
j

Ji jδRj)

+O (δRiδRjδRk)

In the presence of noise, the extreme of the measure, SA, at the position R is consequently
shifted by δR = J−1G = (J−1G)(TA,v0;v, A) which depends on the asymmetry correc-
tion, {TA; v0}, the sub space, A, and the analytical solution, v. The uncertainty estimate
in the vortex core position due to an asymmetry correction can therefore be written as

(∆ARk)
2(TA,v0) =

2∑
i,j=1

(∆TA i j(∂TA i j
Rk)(TA,v0))2 (7.3.1)

+
2∑
i=1

(∆v0,i(∂v0,iRk)(TA,v0))2. (7.3.2)

In addition to the derived uncertainty estimate, (∆AδRk)
2, we have to consider the in�u-

ence of the applied geometric transformation on our image and remember that it is based
on an ellipse �t to the disk and line �ts to the contact pads, which can be written as

TG = O(−θC)O(−θD)K(rD 1, rD 2)O(θD) (7.3.3)

which consists of rotation matrices, O(θ), and a scaling matrix,

K(r1, r2) =

( r1+r2
2r1

0

0 r1+r2
2r2

)
.

The values and uncertainties of θD, rD i, rD are derived applying an edge detection al-
gorithm to the measured topographic data and using the method seen in section 7.1 to
determine the best �tting ellipse (see Fig. 7.6(a)). The remaining inclination angle, θC ,
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is determined via line �ts to the upper and lower contact pad of the disk and taking the
mean value (see Fig. 7.6(b)). The geometric transformation is used to derive the vortex
core position, R′, in the coordinate system of the undistorted geometry relative to the
center of the disk, rD, and evaluate its standard deviation assuming uncorrelated errors:

(∆R′k)
2 =

2∑
j=1

((∆TGk j(Rj − rD j))
2 + (TGk j∆ARj)

2 + (TGk j∆rD j)
2).

Additionally, we observed a systematic error of the vortex core position which we attribute
to the interpolation of SA. The systematic error is below 0.05 pixels which corresponds to
an additional uncertainty of about 1.5 nm in the vortex core position. However, the main
contribution to the uncertainty is the noise in the measured asymmetry and is typically
in the range of 10− 30 nm, but can reach several hundred nanometers for relatively noisy
data.

1In our analysis, we neglected the in�uence of the uncertainty of the geometric transformation on
maximizing the cross-correlation, SA, and the strong reduction of in-plane asymmetry within a distance
of ≈ 200 nm of the vortex core (see Fig. 3.4).
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Figure 7.6: (a) shows the ellipse minimizing χ2 for edge coordinates of the distorted disk.
Only edge coordinates (green dots) in-between the contact pads were taken into account
ruling out possible e�ects due to height di�erences. The major and minor axes of the
ellipse, rD 1 and rD 2, as well well the tilting, θD, are indicated. (b) shows line �ts to
the edges of the contact pads used to determine the inclination angle, θC . The assumed
current direction within the disk structure is perpendicular to the edges of the contact
pads, de�ning e‖.
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