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« Brains are characterized by every property that engineers and
computer scientists detest and avoid. They are chaotic, unstable,
nonlinear, nonstationary, non-Gaussian, asynchronous, noisy, and
unpredictable in fine grain, yet undeniably they are among the
most successful devices that a billion years of evolution has
produced. »
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B Beta frequency range (14-30 Hz)
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d Delta frequency range (0.5-4 Hz)
0 Theta frequency range (4-7 Hz)
ACh Acetylcholine
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AMPA a-amino-3-hydroxy-5-methyl-4-isoxazol epropionic acid
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AP Action Potential
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EPSP Excitatory Post Synaptic Potential
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K* Potassium
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LFP Loca Field Potential
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Introduction

1 Introduction

1.1 Object recognition processes

Learning is maybe the most valuable and intensigélylied function of the
brain. Without this ability our daily life would ban eternal restart with the
impossibility to use our past experiences. Theltg@f memorisation requires
a capacity of the system to distinguish the difierevents from others and

object recognition is a part of this process.

1.1.1 The binding problem

The binding theory raised from the experiments qrereéd on the visual
system and in particular by the work of Christogn\der Malsburg and his
team (1981) who first discussed the “binding prabler “binding theory” as a
general phenomenon which could be summarised irfall@ving way: “the
representation of the various attributes of theualisworld by distributed
neuronal assemblies can be bound together harnmsipiouthe time domain
through oscillatory synchrony” (Buzsaki, 2006). éddy decades ago, the
Gestalt psychology stated that an object is defibgdthe spatial and/or
temporal coherence of the parts. A simple ballharacterised by a colour, a
size, a texture, a movement pattern that distitngsisit from other objects.
These features are processed in different partheofcortex and have to be
bound together to form an image in the brain togecse it as a ball even if the
perceptual conditions and its characteristics d@drom the model in mind.

A fundamental problem of neuroscience is how thardination of many brain
areas coding for the same object is achieved. Feetheoretical solution to
this problem was the model of “cardinal neurons’icihstated that complex
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information is represented in the brain by conveogeof the processing stream
to highly specified assemblies or even single nesir¢Fell et al., 2003).

However this model failed to explain the recogmtaf new objects and would
be very costly in terms of neuron quantity to colde external environment.
Because of these disadvantages another theorydeas @gyoposed relying on

temporal coding.

1.1.2 The temporal binding

The “temporal binding” or “binding by synchrony” $idoeen proposed has a
solution to the binding problem. The binding by @yony is a response to the
“classical neural networks” theory’s weaknesseshligbted by Frank
Rosenblatt with his now classic example (Fig. 19.lds shown that this model
did not have the means of combining elementary sysnimto more complex
ones, a common brain activity (von der Malsburg99)9 Following this
observation many experiments have shown that ®ahssynchronized
oscillations were present in the signal after tmesentation of a sensory
stimulus. Wolf Singer's team was one of the firdhowhighlighted this
phenomenon in the cat's visual cortex (Gsiagd., 1989). In these experiments
they have shown that the presentation of coheremibyving bars to an
anaesthetized cat enhanced gamyhéburst” activity (30-80 Hz) in local field
potential (LFP) recordings as compared to indepethgenoving patterns.
These transient oscillations were rarely obsenmahtneously whereas they
were clearly induced by the visual stimuli. Sinbésttime the controversy is
still open whether this internal coordination ofkgptiming serves a function in

cortical processing or whether it is an epiphenamnen
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Figure 1: Rosenblatt's example.Imagine a specific neural network for visual regitign,

which can produce four solutions, each of them doldg one output neuron. Two neurons
recognize objects, a triangle or a square, bottergdining about position. The other two
indicate the position of objects in the image: liee tupper half or in the lower half, both

generalising over the nature of the objects. WHaowig single object to the network it

responds adequately, e.g. with (triangle, top)soguére, bottom). A problem arises, however,
when two objects are present simultaneously. Ifailmgut reads (triangle, square, top, bottom)
it is not clear whether the triangle or the square in the upper position (from von der
Malsburg, 1999).

The arguments in favour of synchronization as & pfathe coding process is
that synchronized excitatory postsynaptic potentiZPSP) salves are more
effective in triggering postsynaptic spikes thamperally dispersed inputs and
may therefore have a privilege role in synaptiongraission. It has also been
shown that cortical network can distinguish synados from non
synchronous events with a high temporal resoluijoamer et al., 1997)

resulting in the idea that synchronicity may seagea tag of related events
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(Singer, 1999). On the other hand, arguments agtengporal binding state
that this theory does not explain how synchronylctaletermine which of the
inputs carry signals worthy for further computateamd why synchrony should
be seen in primary sensory cortices since it ifebetl that binding is a high-
level process (Shadlen & Movshon, 1999). Furtheartbese authors remark
that considering the number of inputs a corticalrae receives the chance to
have synchronous spikes is really high except werg narrow time window
and that these neurons may lack the biophysicaharesms to detect precise
coincidence at a millisecond range. However, Csidst al. have proved that
population synchrony of CA1-CA3 regions exceedsu®al expected from
random coincidence of uncorrelated spike traingc&variet al., 2000).

“Finding correlation patterns even if their occumge is context dependent
proves that the brain can reliably process tempmaitterns but does not prove
their relevance to the binding issue” (von der Malg, 1999). Nevertheless
“oscillations do exist in the brain and these wjénerate synchronous
interactions, the brain is not a casino” (Csicsvpdarsonal communication).
Moreover a growing set of results showed thatythieythm could be the most
probable candidate to the binding problem and tbezea strong argument for

the binding by synchrony.

1.1.3 They rhythm

The y rhythm (30-80 Hz in mammals), like most oscillaso is shaped by
inhibitory interneuron activity. A particular rois played by the fast GABA
receptors (Wang & Buzsaki, 1996) which have a tocoestant in the range of
the y frequency band. Two types @fband activities in response to sensory
stimuli have been observed. First, an evoked respaop to 150 ms after the
stimulus which is time-locked on it. Second, anuicedd response in a time
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range up to 400 ms non phase-locked on the stinausist (Felkt al., 2003).
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Figure 2: Stimulus inducedy oscillations. The presentation of “mooney faces” to human

subjects induced broadbamdurst oscillations in EEG recordings 200 ms adténulus onset

especially strong when the stimulus was meanin@foin Rodriguezt al., 1999).

The evokedy band activity as been shown to be enhanced fampbeaafter
odour presentation in honeybee antennal lobe (Stagfal., 1997). In this
experiment the authors have shown that the abwlitib this synchronized
activity (20-30 cycles in insects) by the injectioh picrotoxine (a GABA
antagonist) impaired the discrimination of molecdylaimilar odorants. With
regard to the inducegl band response, it has been shown to be selectively
enhanced in different brain areas during perceptasks (Buzsaki, 2006;
Rodriguezet al., 1999; Tallon-Baudngt al., 1996; Tallon-Baudrgt al., 1997;
Tallon-Baudry & Bertrand, 1999) (Fig. 2) and invedl/in neuronal processes
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such as attention, learning and memory (Buzsald620enseret al., 2007;
Kaiser & Lutzenberger, 2003). Furthermore, thehythm presents all the
characteristics to forward messages in the mosctie way from neuronal
populations to downstream neurons. Hasatisal. proposed that cooperative
activities in a time window of 10-30 ms was the teggpropriate timescale for
information transmission and storage in corticatwits (Harriset al., 2003).
This time window corresponds to the frequency range and this time
resolution has been shown to be the most effettivieduce synaptic plasticity
(Magee & Johnston, 1997). Finally it has been psepothat synchronized
neuronal firing in they frequency range may be crucial to produce a colere
object representation (Buzsaki, 2006; Singe., 1997).

All these studies provided strong arguments for plossibility that they
frequency band may play a role in the novelty deiacprocess as well. To

investigate it we have been interested in the rizdeinisker system.

1.2 The barrel cortex

1.2.1 Anatomy of the whiskers to barrel pathway
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Figure 3: the cortical representation of whiskers in rodéatiapted from Kandet al., 2000).
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In rodents, the vibrissae or whiskers, long hamganized in 5 rows on the
snout, have the most prominent representation ensthmatosensory cortex.
The arrangement in arrays of the vibrissal pad amntained in the brainstem
(barrelettes), the thalamus (barreloids) to finwgith a perfect somatotopic
representation in the cortex with the so-calleddar(Figs. 3 and 4). These
barrels are cellular aggregates formed by thelusdly of layer IV pyramidal

neurons which respond to tactile inputs principddym a single whisker

(Kandelet al., 2000).

Barrel Cortex

trigeminal nerve

/ "N

spinal trigeminal nucleus
Figure 4: Vibrissal sensory system of the ra{from Libke & Feldmeyer, 2007). Brainstem
nuclei that receive vibrissal primary afferentdue the principal trigeminal nucleus (Pr5) and
all sub-divisions of the spinal trigeminal complgSp5). Each of these subnuclei contributes
axons to the trigeminothalamic tract, but the nsieam of ascending fibers rises from the Pr5
and the interpolar division of the Sp5 (Sp5l). €rignothalamic fibers innervate the VPm,
POm and intralaminar nuclei of the contralateralamus, and each of these nuclei projects to

the somatosensory cortical areas (Deschetrals 1998).

The anatomical connections from the whiskers tortloent barrel cortex form
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two parallel pathways (lemniscal and paralemnisddle lemniscal pathway of
the rat trigeminal system ascends through the a&kptystero medial nucleus
(VPM) of the thalamus to the barrels in layer 4tloé cortex and to layer 5b
and 6. The paralemniscal pathway ascends throwgmgdial division of the
posterior nucleus of the thalamus (POm) to layeend 5a and to the septa
between the barrels in layer 4 (Ahissgal., 2000).

1.2.2 Signal processing from whiskers to cortex

Ahissaret al. have shown that the two pathways were involvedlifferent
processing tasks (Ahissatr al., 2000). They recorded output responses of the
brainstem, thalamus and barrel cortex neuronshiertwo pathways after air
pulse stimulations of one or two whisker rows ima@sthetized rats. The
brainstem neurons simply relayed primary afferesponses in both pathways
to thalamic neurons which in contrast exhibited cepe transformation of
signals. An adaptation process was observed iNEi¢ with a decrease of the
spike count after a number of repetitions of theatimulus until the system
reached a stable state. In the POm the latendyeofdsponse onset increased
until it stabilised resulting in a decrease of teeponse duration due to the
unchanged offset latency. The response of the Ibeoréex neurons showed
similar variations for the 2 pathways. The auth@lowed that the
paralemniscal pathway and not the leminiscal ongedodifferent whisker
stimulation frequencies with an increase of the ebnktency response
correlated to the increase of the stimulation feemies. The variable latencies
and effective cortical feedback in the paralemniisystem can serve the
processing of temporal sensory cues, such as thasencode object location
during whisking. In contrast, fixed time locking the lemniscal system is
crucial for reliable spatial processing.
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1.2.3 Cortical column organisation of the barrel caex

A basic feature of sensory cortices is their orgation in functional, vertically
oriented columns, recruiting modules of signal pssing and a system of
transcolumnar long-range horizontal connectiondbkeli& Feldmeyer, 2007).
In the barrel cortex a cortical column contains ragpnately 10,000-20,000
neurons distributed over 6 laminae divided into 2inmcategories. The
excitatory neurons with pyramidal and spiny stelleglls form the majority of
the population and the rest is composed of inhipi@ABAergic interneurons.
Most of the synaptic connections in the barreleore local (intracolumnar)
and intralaminar (within a respective cortical lgyelhere is a preferential
direction of synaptic signaling from the thalammput layer 4 to supragranular

cortical layers which return from there to infraguéar layers.

1.2.4 Anatomical connections of the barrel cortex

In addition to the thalamocortical projections désed above, the barrel cortex
is reciprocally connected to cortical and subcattstructures that are involved
in processing sensory information from the vibréssaad in motor control of
whisking behaviour (Jones & Diamond, 1995). Therddacortex massively
projects back on the thalamus and it has been shbamthese projections
follow the principle of parity since these lattaojections are much stronger
than the thalamocortical ones (Deschesies., 1998). The barrel cortex is also
strongely bidirectionaly connected with the ipglal secondary
somatosensory area (S2), the motor cortex and eéhehmal cortex. Despite
the ipsilateral connections preference, the bawelex projects also on these
structures on the contralateral hemisphere. Firthky barrel cortex receives

modulatory inputs from the basal forebrain with loiergic afferents and from
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the locus coeruleus with strong noradrenergic ptimes.

1.3  Novelty detection

The *“novelty detection” concept developed in thisedis includes the
prediction that a specific neuronal activity maypen in the brain when the
subject is exposed to an object or a situationtHerfirst time. The ability to
detect and respond to novel events is crucial dovigal in a rapidly changing
environment. Not surprisingly the brain areas shosvbe involved in novelty
detection are also associated with perceptionntatte learning and memory
such as the prefrontal cortex, perirhinal corted hippocampus (for a review
see (Ranganath & Rainer, 2003). Two kinds of ngusdtve been distinguished
so far, the stimulus novelty and the contextualattyy Recentlyy as well a$
oscillatory activities have been shown to accompdrey presentation of a
novel auditory stimulus in the human EEG (Haenscaiehl., 2000). In
addition, in human auditory detection task it hasrbshown that novel sounds
elicited a scalp recorded potential that peakedirad0200-300 ms after the
stimulus presentation, the so called “novelty PBartelo et al., 2006;
Ranganath & Rainer, 2003) (Fig. 5). This noveltgted activity is largest over
the central and frontal areas and has been observedny different species.
Furthermore, p2 oscillations (23-30 Hz) are transiently and delety
increased during the active exploration of a noeevironment in the
hippocampus of freely moving mice (Berkeal., 2008). In primates using
single-unit recordings it has been possible tobdista a relation between the
firing rate of prefrontal cortex neurons and nosgject presentation in a visual
task (Rainer & Miller, 2000). In these experimerttse authors have
demonstrated that familiar objects activated a ngbpulation of prefrontal

cortex neurons than novel objects did, also accompaby a firing rate

10
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increase. Another crucial structure in the novelgtection process is the
perirhinal cortex which has been shown to playnapartant role in recognition
memory and in particular for the discrimination abvel and familiar

individual objects (Barkeet al., 2007).

Standard tone
— Target tone
Movel sound

5 - / .-i_ ND'.'B_'[}' =]
(P3a)

e |
|

Voltage {uV)

[
L

Time {ms)

Figure 5: The novelty P3 event related potential ihumans.In an auditory detection task a
novel sound elicits a cortical potential particlyalarge over frontal and central areas in
humans (modified from Ranganath & Rainer, 2003).

All these observations indicate that distinct datly patterns correlate with
the detection and perception of a novel object wide range of brain areas.
However no study reported any novelty related absdt pattern in primary

areas such as the barrel cortex. Some studies Ueae the expression of
inducible transcription factor such as c-fos asaaker of neuronal activity and
shown that the exploration of a new environmenuastl a prominent and
highly specific increase in expression levels ie #omatosensory cortex in
rodents (Montero, 1997; Staigeral., 2000).

The brain regions associated with novelty deteciom numerous and it has
been stated that the coordination between thenddmilachieved by the effect
of neurotransmitters such as acetylcholine (ACHi) moradrenaline (NA). Both

tend to enhance stimulus-evoked activity and premdbiMDA-receptor

11
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dependent plasticity and have been shown to iner@ascortical level in
response to novel object (Ranganath & Rainer, 2003)

The working hypothesis of this thesis was then thaspecific induced
oscillation, most likely in the band frequency, would be detected in the rat
barrel cortex following the exploration of a newjexti by the animal. In order
to investigate this hypothesis the electroencegnajiy in freely moving rats

has been chose.

1.4 Electroencephalography

At the end of the 190 century Richard Caton has been the first to oleserv
electrical impulses from the surface of living aalsl brains using a
galvanometer. A major contribution to this fieldshizeen performed by Hans
Berger who published a study in 1929 using a methcalled
electroencephalography on human subjects. In thidyshe described the
different network rhythms present in the brain apeéned a complete new area

of research in neuroscience.

1.4.1 Electroencephalogram signal’s theory

The electroencephalogram (EEG) as well as theretamticogram (ECoG) are
recordings of the electrical activity of the cemdbtortex, through electrodes
placed on the scalp or on the dura respectivelgr(Bield et al., 2006). While
the ECoG has a ten times better signal to noise irmtomparison to the EEG,
it can obviously only be used in animal experimemtsluring a neurological
operation. In the following EEG and ECoG will béemeed as EEG.

12
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Figure 6: The EEG signal.An incoming excitatory signal at a dendritic syramsduces an

inward flux of positive charges leaving a relativeegative charge in the extracellular space.
The inward current must flow in a closed loop ahdntleave the dendrite at a distant site.
Thereby, a dipole is created. An extracellular tetete placed on the skull near the apical distal
end of the dendrite detects a positive potentighéf activated synapse is situated proximally
(left panel) and a negative potential if the adttdasynapse is situated distally (right panel)
(modified from Kandelet al., 2000). By convention, the additional negativeraoellular

charge is shown as an upward deflection, while gresence of a source and an additional

positive charge is shown as a downward deflection.

The EEG measures primarily the electrical potestiad cortical neuronal
dendrites near the brain’s surface (Fig. 6). At exctitatory synapse, an
incoming action potential (AP), mainly mediatedathgh N& influx and K
efflux via voltage-gated channels, releases neamstitter from the pre-
synaptic element into the synaptic cleft. The retelglutamate, the most
commonly used neurotransmitter in excitatory symapsinds to specific
receptors, such as AMPA and NMDA, on the post-sinaplement. This
binding gives rise to a post-synaptic potentialitasg from positively charged
Na’ ions rushing into the cell (Kandel al., 2000). This ion movement leaves

13
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a relatively negative charge in the extracellulpacg in the vicinity of the
synapse. Current by the movement of electrons s, imust flow in a closed
circuit (Kirchoff’s law). Therefore the same amousft positive current that
entered the cell at the synapse (inward curreirned to as the “sink”) must
also leave the cell at some other distant sitenfand current referred to as the
“source”) (Freeman, 2001). An outward flow of pogtcharges leaves to a
relatively positive charge in the extracellular apat the synapse. In this case,
a dipole is created outside the dendrite, withlatikely negative charge at the
distal part and a positive charge closer to thelmmly. Thus, an extracellular
electrode placed near the end of the dendrite tdedeagegative potential.

The deflections recorded at the surface of thenbaeé strongly influenced by
the type of cortical inputs. Sensory inputs frone tthalamus reach the
pyramidal cells at the level of their soma and prat regions in layer 4 and
then produce a positive deflection on an EEG t{&eg. 6, left panel). In the
case of associative cortical inputs toward theatidendrite in the layers 5 and
6 a negative deflection can be seen in the recgrdiy. 6, right panel).

Due to the small potential in amplitude and thediggance from the cell to the
scalp surface it is not possible to record eleatrahanges in a single neuron.
However, EEG recordings are made possible by théndt orientation and
polarity of cortical pyramidal neurons. In fact seecells are mostly organised
parallel in the cortex and perpendicular to theirbsurface. This structural
organisation associated with the synchronous simattivation of these
neurons permits the summation of thousands of éfpand thereby the
recording of the EEG signal.

Due to the underlying mechanisms of EEG, it isiclitt to precisely localise
the origin of the observed activity especially imian brains where the cortex
is formed of gyri and sulci resulting in a very qaivated summation of
dipoles. It is important to highlight again the tfélcat EEG recordings are not
due to AP activity but that they reflect the symaptput into the cortex with a
non homogenous contribution of all cells to thenalg The model presented

14
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above summarises the theory behind the EEG sigmathe reality may be
different. As already pointed out, the cortical gyidal cells are not always
nicely organised in parallel, not perpendiculathe skull and pyramidal cells
are not the only cortical cells. An unknown fadwthe effect of glial cells on

the signal that can be captured at the surfadeeo$kull.

1.4.2 EEG signal and glial cells

In mammalian brains, glia represent the biggesufaion of cells with a one
to ten ratio when compared to neurons. In contaghe latter, the function of
glial cells is not well understood so far. For agaime considered to be the
glue of the brain and logistic support for neuro@$ial cells are divided into
two main categories: the microglia and the maceaogWicroglia is mainly
implicated in macrophage like activity. On the athigle oligodendrocytes, the
cells forming the macroglia with the astrocytese aesponsible for the
generation of the myelin sheath insulating neuf@disertset al., 1994), which
greatly increases the rate at which an axon caduztran AP. Moreover the
astrocytes are intimately associated with synapséave been traditionally
viewed as passive elements in synaptic functiort §ae Perea & Araque,
2005). This has been the common view about gli¢s 6 decades but during
the last ten years an important amount of data esddhat oligodendrocytes as
well as astrocytes may be directly involved in mfation processing. It has
been observed in a recent study that in the what#enarea of the cerebellum
of post-natal day 7 rats half of the NG2+ cellsg@iilendrocyte precursor cells
expressing the proteoglycan NG2) fire AP (Karadettal., 2008). Even if the
validity of this study has been challenged thiscemt opens new perspective
regarding information processing in the brain (@el 2008). Not less
surprising NG2+ cells form direct synaptic juncsowith both glutamatergic
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and GABAergic neurons (Paukert & Bergles, 2006)tlt@rmore, evidence has
been provided for a bidirectional communicationwssn astrocytes and
neurons via non synaptic glutamate release and @a2itability as a key

element in this information exchange (Perea & AEg@005).

The signal that can be recorded at the surfackeobtain could hence be far
more complex than described by the simplified ddpwolodel above and since
the impact of glial cells on EEG recordings is umkn a part of the system

method may be lacking to understand the workintesys

1.4.3 EEG rhythms

aroused

M T e L T Y e I I

relaxed

o115 NN st N ]

asleep

deep sleep
|
50uV

—_—
1 sec

Figure 7: The EEG rhythms in humans. Depending on the brain’s state the EEG differs in
amplitude and frequency and can be used in clinicetlicine as a diagnostic test in the
evaluation of patients with seizure disorders, [sldesorders, etc., and can help to localise

certain infections (fronhttp://neurocog.psy.tufts.edu/images/eeq_statgs.gif

The EEG waveforms are divided into five major freqoy bands: delté}0.5-
4 Hz), theta; 4-7 Hz), alphad; 8-13 Hz), betafi; 14-30 Hz) and gamma;(
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30-80 Hz). Each frequency band has been associatiecbne or several brain
states such as arousal, sleep, attention, etc. Trigrhea rhythm has been
observed first. It is associated with relaxed wakefss and enhanced in the
occipital cortex when the eyes are clogediaves are observed in frontal areas
during intense mental activities and are associaidud activity during slow
wave sleep activity with a so called synchronoussHEKandelet al., 2000).
The 8 rhythm is present in awake mammalians and isquaatily strong during
rapid eye movement (REM) sleep. Finally thehas been observed during

attention, learning, perception.

1.4.4 EEG recordings in animal research

Animal research is required to understand the lsrauorking properties and
EEG recordings have been used in many species asicinonkeys, cats,
rodents, in anaesthetised, head restrained agw/ékely moving animals. The
rest of this manuscript will only deal with thistter method. Traditionally
performed with a direct connection of the animatte recording apparatus,
e.g. a cable connecting the electrodes on the &sirhead with the recording
amplifier (left panel of Fig. 8), this techniquepresented the only approach to
study the correlation of animal’s brain activityddmehaviour under relatively
natural conditions. Because this method is not dewdf disadvantages
telemetric recording systems have been developedntible the subject’s

normal behaviour.
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1.5 Electrophysiological recordings in freely movig

animals

1.5.1 Tethered versus Telemetry

The tethering method is widely used to perform tetgahysiological
recordings in freely moving animals (Fig. 8, letinel). Despite the lack of
direct measurement of stress hormones levels inpadson it to telemetric
implantations, this technique has been attestetbeoa stress generator
(Brockway & Hassler, 1992) whereas wireless teabgwlhas been shown to

minimize the stress artefacts unavoidable in tiamdl electrophysiological
recordings (Kramer & Kinter, 2003) (Fig.8, rightre).

Figure 8: Tethered versus telemetric method(modified from Williamset al., 2006 and
Laprayet al., 2008).

Some studies have shown an increase in rodentug3d®74) or non-human
primates heart rate (Adanesal., 1988) during standarich vivo recordings. It
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has been also documented that sleep diurnal matB6i mice was smaller in
fully implanted animals compared to tethered off@es§ & Sanford, 2002) due
to either greater or relatively more sleep in thekderiod. The authors of this
paper stressed that cable systems in rodents -anikmown to be fast
climbers - were even more restricting than in bmgnels. The risk of

infections and the recording of movement artefamtsduced by wires and
connectors are also minimised with implantable nelfey. Furthermore

animals can be under continuous recording protdooldays or during shorter
periods of time without technicians’ interventior’do maintenance of the
system is required and telemetric devices can breduon and shut down by

external controls.

1.5.2 Why developing a new telemetric system ?

Two main categories of telemetric systems are aotlyeavailable on the

market: the backpack and the fully implantable sunit

Figure 9: The backpack style unit.In this method the animal carries the transmittezadly

on its back with the disadvantage of reduced freeements (from Xt al., 2004).
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Some have externally fixed transmission devicas, '®ackpack” style units
(Obeid et al., 2004). The external units (Fig. 9) have disacages and
limitations since the animal is always mechanicaipaired by the unit and
therefore the behaviour will be comparable to te¢hdred model. The
connection between the electrodes and the tranemissit penetrate the skin
and the affected area is more sensitive to injugigsecially in the case of
social interaction studies.

On the other hand the available fully implantableitss still have many
disadvantages: High costs as well as a limitechdcsg between transmitter and
antenna far too small to allow real behaviouralezkpents such as openfield
exploration.

Therefore we designed a fully implantable telensesystem which was well

suited for behavioural experiments.

1.5.3 Telemetric system's properties

A telemetric recording system should fulfil a numbef requirements

(Brockway & Hassler, 1992; Laprayal., 2008):

- Implantable devices should be as small and leghpossible to minimise or
better prevent stress and discomfort to the animal.

- The system and wires should be surrounded by tilb-stable and bio-

compatible material in order to allow recording&olng periods of time.

- The energy consumption should be as low as pessilth the opportunity to

switch the system on and off from distance or lapaeging the battery.

- The signal should be transmitted over at ledstnameters in order to allow
free exploratory behaviour of the animals in amedi environment.

- Internal components should be re-usable and xkerraal recording system
should be as simple as possible to minimise thescos
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- All external components of the telemetric sys{eng. the receiver) should be
as small as possible and portable to allow experisneutside the conventional
laboratory settings.

- In order to allow maximal flexibility in the expenental design and in the
recording protocols, the properties of the sigisalst out from the transplanted

transmitter should be adjustable from the outside.

1.6 Data acquisition and signal analysis

1.6.1 Data acquisition

Telemetry recording signals like any biological r&fg are continuous in
amplitude and time and therefore have to be coedadrt digital data in order
to be analysed by computers. This process callatbgsto-digital conversion
(ADC) transforms a continuous signal following 2: first the amplitude
scale (dependent variable) is made discrete byuaritigation” and then the
time scale (independent variable) is made discigge “sampling” the
continuous wave at a given interval (van Drongel2®06). Both of these
digitalisation steps restrict how much a digitgngil can contain. This method
is comparable to the application of a grid on ® signal, the smaller the mesh,
the more information is gained, but also more spacequired for storage. A
good ADC is when an equilibrium is found betweea ithiformation that needs

to be retained and the amount that can be “lost”.
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b. Analog frequency =0.09 of sampling rate d. Analog frequency =0.95 of sampling rate ‘

' 1]

Amplitude
i
Amplitude
.

A

Time (or sample number) Time (or sample number)

Figure 10: Nyquist-Shannon sampling theoremThe left panel shows a proper sampling in
contrast to the right panel with the creation ofaias, e.g. a wrong representation of the

original analog signal (from Smith, 1997).

The “quantization” can be defined in most caseshigyaddition of a specific
amount of random noise to the signal and uses ith@sbunit (Smith, 1997).
Unlike the “quantization”, the “sampling” is well nkwn by

electrophysiologists and can be the origin of wraegresentations of the
original analog signal. To avoid this phenomenomr tRyquist-Shannon
sampling theorem as been developed. It statesahdiital signal cannot
contain frequencies above one-half the sampling fidtis is why the sampling
rate of a signal should be at least twice as highha highest frequency of
interest. The result of an improper sampling ratail be the creation of an

alias, a frequency which does not exist in the origsighal (Fig. 10).

1.6.2 Digital signal processing

As defined by Steven W. Smith, digital signal pssiag (DSP) deals with a
specific area of computer science using signalsjast cases originating from
sensory data from the real world such as brainvigtiseismic vibrations,

sound waves, etc (Smith, 1997). DSP implies thénemaatics, the algorithms,

and the techniques used to manipulate these sigitds they have been
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converted into a digital form. In electrophysiolognost of DSP are based on
the Fourier analysis named after Jean BaptistephdSeurier (1768-1830) and
his publication claiming that any continuous peitadl signal could be

represented as the sum of properly chosen sindsaighges (Smith, 1997).

This statement is the basis of many mathematicés tased by neuroscientists.
The Fourier Transform has been one of the firsthodt applied to brain

waveforms which transforms the time domain intosemfiency domain. When
studying brain event related activities this methws the disadvantage of
losing the notion of chronology. Therefore slidimgndows Fast Fourier

Transform, Wavelet Transform have been developed.

The development of our own telemetric recordingteaysin addition to the
modern mathematic tools available should allowekloration of the novelty

detection mechanism, a particular learning prodaasrestricted animals.
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2 Materials

2.1 Chemicals

Acetic Acid 0.1%
Actril

Atropine

Baytril® 2.5 %
Chloral hydrate 99%
Conductive glue

Grip Cement

Hydrogen Peroxide

lodine
Isoflurane
Ketamine
Korsolex AF
Meliseptol
NaCl
Rimadyl

Minntech, Minneapolis, USA
Sigma-Aldrich, Steinheim, Germany
Bayer Vital, Leverkusen, Germany
Sigma-Aldrich, Steinheim, Gemgna
Chemtronics, USA
Dentsply Caulk International, Milford,
USA
Primoplast, E.Leclerc, Issy-les
Moulineaux, France
Braun, Melsungen, Germany
Abbott GmbH, Wiesbaden, Germany
Ratiopharm, Ulm, Germany
BODE Chimie, Hamburg, Germany
Braun, Melsungen, Germany
Braun, Melsungen, Germany

Pfizer, Karlsruhe, Germany

Silicone, Elastosil N2010 Wacker Chemie AG, Munich,
Germany

Water soluble separating agent PVA, R&G, Waldenb@drmany
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2.2  Equipment
Binocular Wild M5A
CCD-IRIS Camera
CCD Camera M10SX-C
CED

High Speed Micro Drill
Hybrid transceiver system
Infra Red spotlight

Interface chip FT232R
Microcomputer PIC12F675
Microcontroller PIC16F876A
Non-absorbable polyamide
monofilament sutures 4-0
Picolo frame grabber

Receiver

Silver-oxide batteries

Spectra Services Inc., NY, USA
Sony, Berlin, Germany
JAIl, Stemmer Imaging, Germany
Cambridge Electronic Design,
Cambridge, England
Fine Science Tools GmbH,
Heidelberg, Germany
TR1001, RF MonolitfiicBallas,
USA
Kemo-Electronic, Langen, Gergnan
IC1, FTDI, Glasgow, UK
Microship Technology Ir€handler,
USA
Microship Technology In€handler,
USA

Resorba, Nurnberg, Germany

Euresys, Angleur, Belgium
Institute of Physiology, Mainz,
Germany
Renata 399, 9.5 x 9.6 mmm3h

Stainless steel wires with HiFlexGriffin, Schramberg, Germany

nylon coating, 0.3 mm
Stereotaxic apparatus
Telemetric recording system

Wild MSA,
Institute of Physioldgginz,

Germany
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2.3 Software

Corel Draw 12

Delphi
Ethovision version 2.3
Excel MS Office 2000

JEDI Visual Component Library

Matlab 7
Matlab SON Library
Reference Manager Pro 10

Spike2 version 5.16

Systat version 10
Time-Frequency Toolbox
Word MS Officec 2000

Corel GmbH, Untersciiaeim,
Germany
Cupertino, CA, USA
Noldus, Lilienthal, Germany
Microsoft, Redmond, USA
JVChitp://jvcl.sourceforge.net/
The MathWorks Inc., Natick, USA
KCL, London, UK
Reference Manager, USA

Cambridge Electronic Design,
Cambridge, England

Systat Software, Erkrath, Germany
http://tftb.nongnu.org

Microsoft, Redmond, USA
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3 Methods

The Methods part below is divided into two maintpathe validation of the
new telemetric recording system (chapter 3.1) amel movelty detection

experiments (chapter 3.2).

3.1  The telemetric recording system

3.1.1 Overview

The complete system (Lapragt al., 2008) consists of an implantable
transmitter which amplifies and performs the ADCtlé recorded signal and
communicates bidirectional with a receiver via cadiansmission over a

distance of up to several meters (Fig. 11).

synchronous video recording

Analogue

electrodes \\ signal

\\ 3m

==

Receiver usBe Software

transmitter
Figure 11: Overview of the telemetric recording system’smain components(modified
from Laprayet al., 2008). The system is composed of the implantablesmitter, a receiver
connected to a computer which displays and redtelsignal synchronously with the video of

the freely moving animal.
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The receiver is connected to a computer via an 0&Bhection and the data
are displayed and saved by a software developedthisr purpose. A
commercially available CED and Spike2 software amo be used to display

and store the data on the host computer.

3.1.2 Implanted System

The implanted part of the telemetric system (Fi®) Xkonsists of a
microcomputer (PIC12F675), an analogue input amepl&nd a transceiver. An
operational amplifier is also present to generiagevirtual ground potential and
a power switch in order to reduce the power diggipaduring the standby
mode. The system is assembled with two stackedegriaircuit board (PCB)
connected by wires. The power supply is composevofsmall silver-oxide
batteries, hold together by conductive glue andneoted to the PCB by
stainless steel wires. The first stage of the apmoinput path is an
instrumental amplifier with a ten times amplificati The input voltage is
measured as a differential signal between the ipesiind the negative input.
The reference potential (virtual Ground VGND) hadeegel of half of the
battery voltage and is connected to the skull efghimal. The second stage is
a standard non-inverting operational amplifier wati500 times amplification
and is DC-decoupled by a 2.2 uF non polarized ¢agpado avoid resonance
effects a small capacitor with a value of 470 pEdanected in parallel to the
resistor in the backward path. The analogue signaiternally digitised in the
microcomputer with a resolution of 10 bits and awasion time of 2 us. The
microcomputer controls the system status “runniragid “standby”, the
digitalisation, reception and transmission of radignals. It contains a non-
volatile EEPROM memory of 128 bytes where the pataio data are stored.
The implanted system acts as a receiver and antites following the
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protocol illustrated below (Fig. 12 C).

Instr cs 47ropF  Virtual Ground
Amplifier it Ri3 Power Switch
IN- 100K
& IC3B Battery Ic4
R0 1M MAX-4645
VGND it o - T
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RS MAX4092 R14 oo v
| 10K 1 1c3A 100K £ 2] ano
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Wake up by IRQ
0us 300 ps 500 ps selec%ab)ie:
TRANSMISSION RECEPTION ' —

Figure 12: Properties and function of the implanted unit.(A) Electronic circuit diagram of

the implanted unit.§) Photograph of the telemetric devic€) (lllustration of the protocol,

which starts with initiating pulses to adjust thetcmatic-gain-control of the receiver and

subsequently transmits the data. After 300 ps riduesteiver switches to the reception mode
and can also detect other transmitters using #® I8M band. During this period instructions
can be received to modify the system’s statiD}.Rlowchart of the machine program (from

Laprayet al.,

2008).
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The hybrid transceiver system is available for pesn (868.35 MHz) and
other ISM-band frequencies (e.g. USA 916.5 MHz)isTpart has a unique
rapid switching time between reception and transimms of 20 ps in
combination with a transmission data rate of 11&h&. After inserting the
battery the system remains in a standby statusavidw dissipation power of
less than 2 pA. The implanted system "wakes uptye2es s, switches the
receiver ON and scans for an instruction to sfdris operation takes less than
10 ms. If no signal is received, the system falilskbto standby status. After
receiving an ON signal the unit starts to measucketeansmit the data until it
receives an OFF instruction. The acquisition rad® de pre-selected by
software from 250 Hz up to 2 kHz. In order to miraenthe size of the system
most of the parts aigsurfaceM ountDevices with a size of 0402.

Before implantation, electrode wires (0.3 mm s&sslsteel wires) with small
connectors at their tip are plugged on stainlesal tins on the transmitter and
a small layer of epoxy is applied on the connectorprotect them. These
wires can easily be replaced to reuse the systemdw implantations. The
transmitter is then covered with two layers of acbmpatible silicone. For this
the system is dived in the silicone and left onghtito dry. Between the two
layers of silicone and the system one layer of wstéuble separating agent is
first applied with a brush in order to facilitateet cleaning of the transmitter
after extraction from the animal at the end ofdélkperiments. The shape of the
silicone is made as round and smooth as possilite avcotton bud to avoid

discomfort and distress of the animals.

3.1.3 Control System

The receiving and control system is composed oéragnal computer and an
interface box connected via standard USB (Fig. I3)e receiver of the
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interface is the same as in the implanted unitegixsome modifications to
adapt the high frequency power and the modulatieptid According to the
received data rate the implemented microcontrol(®iC16F876A) is
connected by a high speed serial interface (2.5siniopa special interface chip
(FT232R) which converts the serial data stream itite complex USB
protocol. The program is written in machine langaiég optimise the usage of
memory space and processing speed. Because thecamtmoller has the
ability to write on its own program memory the sadte can be updated by the
PC.
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Figure 13: The receiver. (A) Electronic circuit diagram of the control intece and (B)
photograph of the USB unit (from Lapretyal., 2008).
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3.14 PC software

The PC software consists of three independent nasdol (1) capturing data,
(2) replaying/analysing data, and (3) software iserg the control system and
the implanted devices. In the capture module ther Ueas to define the
parameters of the capture session (e.g. sampliey @ad whether parallel to
the EEG data acquisition video recording data lélcollected. The user can
also define a detailed time schedule describingpbiats of time and the
duration of each recording session. After initiaisn of the control device the
software starts the data transmission of the inipthsystem. All data will be
sent as a continuous stream in the predefined sarag. For quality insurance
each data block contains a unique identificatioth @arsuccessive numbering so
that a loss of single data packages during wirekegssmission can be
identified. The data will be written on the PC halidk in a binary format
together with a timestamp. In parallel, the recéidata will be displayed on
the PC screen in scope-like fashion. In the casealvideo camera is attached
to the PC via an USB port the software is capableapture a video stream
synchronously to the EEG data recording on the &@ Hdisk. Due to the large
amount of data in this mode the rate of the reabtEEG data display on the
scope is reduced. However, due to extensive boffea loss of data can be
ruled out. Terminating the capture session cambmted either manually or
automatically by the predefined time schedule. Hus reason repetitive
recordings over a long period of several days withibe presence of a human
operator are possible which may be advantageoubeincase of long-term
behavioural studies. The replay software modulesdbhe EEG data together
with the stored video stream and displays them legmously on the screen.
With a time mark the user can indicate time intkervaf interest. The
accompanying EEG data of these time frames caerelitl stored separately
on the hard disk or be exported in a format corbpatior use with other
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analysis software (e.g., Spike2, MatLab). In thigdele the incorporation of
individual specific analysis routines is also pbksi

The service module of the software can be usedtanpeterise (e.g. by setting
the sample rate) the implanted devices. The whaftsvare package is written
in Delphi using modules from the JEDI Visual ComeotLibrary. Besides the
large number of EEG data, video streaming prodecésnsive file sizes. For

this reason, a suitable size of the hard disk cessary.

3.1.5 Surgical implantation

3.15.1 Transmitter disinfection

Before any implantation, the transmitter was diired cold sterilising solution

(Actril) for 5.5 h at room temperature. Thereaftére transmitter was rinsed
three times with sterile saline and then soakestenile saline for a minimum
of 5.5 h. The transmitter could be left in the i#esaline until implantation

within 48 h fttp://www.datasci.com/information/technotes/3920®20.asp

3.1.5.2  Surgery

All experiments were conducted in accordance withrtational and European
(86/609/EEC) laws for the use of animals in redeartd were approved by the
local ethical committee (Landesuntersuchungsamtdfat) 23 177-07/G07-1-
001). Six and 5 male Wistar rats, respectively,ghigig 250-400 g were used
for testing the running system and the novelty cd&ia experiments. The
animals were housed individually in standard ptastiges (42x26x20 cin

under a 12 h light-dark cycle (lights on at 7 afff)e room temperature was
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maintained at 21+2°C and relative humidity at 50+3tandard rodent food
and tap water were availaldd libitum.

The surgery was performed after relaxing the animith isoflurane and then a
deep anaesthesia was induced with an intra-peatdi®) injection of chloral
hydrate (400 mg/kg). This anaesthetic agent is know be a good
myorelaxant but has a pretty bad analgesic eftbetefore it was followed
after 10 min by the i.p. injection of ketamine (Vkg, ketamine 500 mg/10
ml) and by the subcutaneous (SC) injection of at®§0.8 mg/kg). This latter
was used to decrease the effect of ketamine ormehet rate and to prevent
secretions in the throat of the animal. The anasshwas maintained by
ketamine injections during the whole surgery. Fobedter recovery all rats
were given an antibiotic (i.p.) (0.1 ml BayfiR.5 %) and an analgesic
treatment (SC) (0.05 ml Rimadyl Used for canine osteoarthritis and post-
operative pain management, Rimadyl has a stromgtedin rats for a period of
48 h.

The area from the part between the eyes, back batie ears and across the
neck as well as the abdominal skin were clipped @aaned with iodine. The
animal was then placed on a heating pad and asioncwas made in the left
part of the abdomen’'s mid-line, 1 cm caudal toxyghoid cartilage, and the
transmitter was placed in the peritoneal cavity(Ri4A). The unit could be
sutured to the body wall with non-absorbable polgEmmonofilament
preventing any risk of torsion of the system arotivegut. After being secured
in the stereotaxic apparatus a 4 cm mid-sagittasion was made on the scalp
and the skin reflected with hemostats to exposeetttiee skull. A way for the
leads was made between the skin and muscles byngq@sdide connective
tissue and transmitter leads were slipped subcoteshe from the abdomen to
the incision made on the head. The skull was tHeaned and dried with
sterile saline and hydrogen peroxide and ridgeth witblade to allow a good
contact with the grip cement (Fig. 14B). The Bregnas marked according to
the coordinates (Paxinos & Watson, 1998) and 3shaiere made through the
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skull with a driller fixed on the stereotaxic apgas in order to control the
descent and avoid any brain damage or bleedingrdt¢wding electrode was
placed above the somatosensory cortexpfis=zb mm, AP$-2.3 mm), the
reference and the ground electrodes were placedeabe cerebellum always
at the same coordinates (Fig. 14C). Three stahsiess$ screws (0.5 mm
diameter) were used as electrodes and solderduettedds. The assembling
was anchored in place with grip cement. Both incissites were closed using
4-0 Resolon, cleaned with sterile saline and iod8wergery lasted a maximum
of 3 h from induction of anaesthesia and the succase was 100% for
recovery from anaesthesia and surgery.

The animals were weighed daily throughout the erpamnt as an indicator of

general health.

Ground
electrode
Reference
electrode

Recording

electrode
Figure 14: The surgery.A) The system is placed in the abdominal cavitgt #re wires are
slipped through the skin up to the head incisiormstthe B) skull was cleaned and dried. C)
The recording electrode was placed above the baoeéx whereas reference and ground

electrodes were placed above the cerebellum (fraprdyet al., 2008).
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3.1.6 Data recordings for the testing system

After surgery, a recovery period of 5 days was gite the animals before
starting the first recording session, correspondinipe time needed to gain the
pre-surgical weight again. The rats were placeti@érecording field that could
be a cage, an open field, a labyrinth or a waterzen@he recording system was
switched ON through the receiver and the signakaly observed on a
computer's screen. The signal was recorded withsoftware at a sampling
rate of 500 Hz and saved on the hard-disk with $lyechronous video
recording. Data were then imported to MatLab 7 farther analysis.
Frequency analysis was performed by the use of Fastier Transform
(“fft.m”, one epoch of 100 s) with a band-passefilbetween 1 and 80 Hz

(Butterworth 3rd order filter, “butter.m”).

3.1.7 Statistics for the first set of experiments

Statistical analyses were performed with Systasiger 10. Values throughout
this thesis are given as mean + SEM. For statlstisaparisons, an unpaired

samples t-test was performed.
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3.2 Novelty detection experiments

3.2.1 Habituation procedure

It is well known that stress can be reduced bytiype contacts with the stress
generator (Whishaw, 2004), therefore the animalevandled and weighted
twice a day for 2 days (first session always betw66:00 and 11:00 and
second between 14:00 and 16:00, see experimertadcpte Fig. 15) in the

animal facility.

A
EEG recordings in open field
habituation 6 days (=12 recordings)
open field [
+training object recovery new object 1

; 4days y Sdays | 2days
handling ! I'surgery ! ! training object ! ' hew object 2
2 days 2 days 2 days

L J
recordings considered
for analysis (= 8 recordings)

B
object 2

Sessions

object 1
Figure 15: Experimental design. A) After 2 days of handling twice a day the anisnakre
habituated to the recording environment. The syrgas then performed and after 5 recovery
days the animals were recorded for 6 days in t@tdhys per object (modified from Laprety
al., accepted). B) The first session with each new object arel@d together in the novel

condition. The 3 other sessions per object areqabtaigether in the familiar condition.

37



Materials & Methods

Handling procedure were progressive in duratiomdbd induce any aversion
between the experimenter and subjects. The rats adrituated to be carried
in hands without gloves in order for the animal&s$sociate this action with a
non dangerous situation. The handling lab coat wat washed for the

complete set of experiments and the same soap seasfar hands cleaning to
not introduce anything new in the procedure. Whempparent stress could be
seen during handling sessions (no escape, cleamegdhd screams, ...) the
animals were then transported in their own cage iclose metallic rolling

cupboard (see Fig. 16A) twice a day in the recaydoom.

Figure 16: rolling cupboard and IR spotlights. (A) The home made rolling cupboard was
used to transport the animals from the animal ifgdib the recording room. This allowed the
animal to be separated from the other while stairirtheir own cage and the metallic structure
was a perfect Faraday cage isolating the diffeteletmetric recording systems from the one
under recording. (B) These 3 IR spotlights weraduseilluminate the object and the whiskers

of the animal in the openfield without warming #m@vironment.

When removed from the cupboard, one after the pthey were placed in an
isolated metallic chamber for 10 min to allow th@naal to relax since the
transport and the new environment conditions cdudgd depending on the
animal, a big stress generator. The rat was theredan an open field placed
at the centre of this chamber for 10 min in thekdar the open field an object
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(training object, see Fig. 17) was present alwayseasame place near the wall
with a camera above it and an home made infrafredlighting structure (Fig.
16B). This was composed of 3 IR spotlights, each ocomposed of 30 IR
Light-Emitting Diodes (LEDSs), positioned at an opél angle to highlight the
whiskers of the animal when approaching the objg¢otLED IR light sources
were not used because this kind of equipment pesdaclot of heat which
would change the condition of recording in the tinibe animal would have
probably avoided the warmer place e.g. the highdigtobject. Between each

session the open field and the object were cleamid).1% acetic acid.

3.2.2 Surgical procedure

After the habituation period the animals were ofeetafollowing the same
surgical procedure as described above for the t#h&nsystem validation

experiments.

3.2.3 EEG and video recordings

After surgery, a recovery period of 5 days was gite the animals before
starting the first recording session. ECoG sigmatdrded continuously at a
sampling rate of 1000 Hz) and video data (25 frdspe&0*576 pixels) were
collected simultaneously and stored on a persooalpater via a CED and
Spike2 software (Lapragt al., accepted). In order to define the whisker-object
contacts a CCD camera with progressive-scan semasrused with a fixed
shutter-speed (1/250 s) to record 25 high-resalupictures per second. The
camera was placed around 30 cm above the objecter to well visualise the

area around the object, the object, the animalhamdvhiskers (Fig. 18). The
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rats were placed during 2 days in the open figlibd per day for 10 min with
the “training object” at the same place as beférst(session always between
09:00 and 11:00 and second between 14:00 and 1én0e following 2 days
the object was substituted by a “new object” befareaew object exchange
(Fig. 17). The objects were chosen to be as diffeas possible to each other
and to the objects the animals got to know in thedard animal facility. Each

rat was recorded 120 min in total correspondingQanin per object.

Figure 17: The different objects used in the novelty detectxperiments (modified from

Laprayet al., accepted).

3.2.4 Data analysis

3.24.1 Trial definition

First, a video analysis was performed to definddng exploration trials
starting every time the animal moved toward theecibgnd touched the object
with the whiskers contralateral to the corticaloreting site (Fig. 18). The eight
recording sessions with the two new objects (dopgect) were analysed,

whereas the 4 recording sessions with the “traioinjgct”, were not
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considered for this study. The 8 sessions witmthesl objects were separated
into 2 groups: the first session for each new dlyexre averaged, pooled
together in the “novel condition” (n=2 sessions)l &me 3 remaining sessions

for each object in the “familiar condition” (n=6ssons).

Figure 18: Contact object-whiskers.Under IR light the animal explores one open fisttere
an object, in this case the training object, ixcpthalways at the same place near the wall.
Exploration trials are defined by the movementhaf &nimal toward the object and its contact

with the whiskers contralateral to the recording.si

3.24.2 Signal processing of the novelty detectidmals

All trials were first analysed by eye and rejectdtenever they presented any
ECoG artefacts. The data were imported to MatLand further data analysis
were performed as previously described (Lacheual., 2000; Rodriguezt
al., 1999). The signal was band-pass filtered (20-80Bditterworth 3rd order
filter, “butter.m”) and a Hilbert transform (“hillbem”) was applied on each
trial followed by a pseudo-Wigner-Ville transformifie-Frequency toolbox,

http://tftb.nongnu.org “cwt.m”). This method has been shown to be

particularly appropriated for the detection of indd y activities in non-

stationary signals. The resulting time-frequencysnavere normalized (using

41



Materials & Methods

maximum and minimum peaks for each map) and avdrager trials (n=63
and 156 trials for the novel and familiar condiBpmespectively) and animals
(n=5). Further statistical analysis were perforrme8 Hz frequency bands that
were extracted from these maps with an overlap.bfHz. P values were
calculated with parametric unpaired samples t-tafits testing the Gaussian
distribution of the time-frequency relative poweamwples. After analysing all
frequencies in the complete gamma band, only tmeldahowing significant
differences between novel and familiar conditioresevtaken into account and
further analysed session by sessiBnvalues were then calculated with a
Dunnett's multiple comparison test after testing @aussian distribution of the
samples and calculated using one-way ANOVA.

The total time spent on the objects during the firsd second session as well
as the number of object explorations were caledlas a measurement of
novelty detection (Derest al., 2007) and level of exploratory activity,
respectively.P values were calculated with pairdetest after testing the

Gaussian distribution of the samples. Values arergas mean + s.e.m.
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4 Results

4.1 Impact of the implanted telemetric recording

system on animal behaviour

The validation of the new wireless unit necesditdt® investigate, after the
surgical transmitter’'s implantation (described iratfials & Methods, page
32), the general impact on the animals’ behaviowd ¢he quality of the
collected data in comparison with known brain atiég (Laprayet al., 2008;

Laprayet al., in press).

4.1.1 Post-surgical animals’ behaviour

Wireless technology has been developed to minirtlisestress induced by
traditional in vivo techniques such as the tethered model (see détailse
Introduction, page 6) to record freely moving arlgndt was then crucial to

control several post-surgical behaviours.

4111 Animals’ welfare

Laboratory rats are known to gain on average 4& dpy during the first
months of their life (Whishaw, 2004) and any uncort#ble situation results
within body weight loss. The six animals used fus tstudy were then daily
weighted as a first health indicator. All the imutiations were followed by a
typical loss of weight and two days after the stabioperation a minimum

peak was reached corresponding to a loss of 5.%@# pre-surgery body
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weight. Five days after the implantation the ansysthrted to gain weight and
reached the initial value after ten days (Fig. 2830 no infections or mortality

due to the implantation were observed.
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Figure 19: Time course of the post-surgery weight.

Several other qualitative parameters can be easihrolled to detect any
discomfort induced by an experimental protocol. eneral aspect of the
animal is a very good indication of comfort or distfort. Particularly visible
in albinos rats the fur must be clean and no piézton visible. The eyes must
be protruded and ears and paws pink coloured asdaration of a good blood
circulation. Furthermore rats are curious and niestinterested by anything
that happened in their environment. The daily vidithe experimenter must
therefore induce attention and exploration (Woltdns Lloyd, 1998). All
these parameters have been under surveillance angarticular sign of
discomfort or pain have been noticed in the im@drgnimals.

Finally stressors have a prominent effect on sieegeneral and it is known
that sleep deprivation disrupts vital biologicabgesses that are necessary for
cognitive ability and physical health (Everson, 3pRodents have a particular
sleeping position, they curl up (Mortat al., 2003; Tanget al., 2007) and
anything that would disturb it would generate sirasd the associated effects.
The six animals used in this study were all ableud up to sleep already few

hours after the end of the surgery (Fig. 20).
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Figure 20: The sleeping postureAlready few hours after the surgery, the animas @&hle to

curl up to sleep, a typical sleeping posture irerds.

411.2 Animals’ locomotion

To test the impact of the system on the animalsyenwents, rats were placed
for 10 min in an empty open field (60x70 Ynand a behavioural recording
was performed with EthoVision (details about equeépmcan be seen in
Materials & Methods, pages 23 to 25). Rats as nadgnts avoid free spaces
(Whishaw, 2004) and then explore their environnfelbwing the walls with

some rapid and short crossing in the middle of dhea. This exploratory
behaviour was observed and comparable for botham@d and non-implanted
animals in the open field (Fig. 21). In additida,quantify the impact of the
transmitter on the animals’ locomotion the totadtadhce covered during the
explorative session and the velocity were consatidéoe further analysis. No

significant differences were observed for these pmoameters (30.3£1.7 m
and 5.1+0.3 cm/s for the control animals versu2B7 m and 4.9+0.3 cm/s
for the implanted animals, each group n=6). It wascluded that the device
did not restrict limb movements during locomoti@me prerogative for the

development of such a technique.
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Figure 21: Explorative pattern comparison between entrol and implanted animals in an

empty open field. The left panel shows the exploratory way followd a non-implanted

animal and in the right panel that of an implantgtdn the same conditions.

4.1.2 Quiality of the recorded ECoG

The general animals’ behaviour was not impairedhgy implantation of the
transmitter and it was then necessary, in ordeotoplete the validation of the
new system, to collect brain electrical data froehdving animals and to
compare them with known studies. Animals were tremorded during three
distinct states easily separable from the ECoGetrawakefulness, slow-wave
sleep and under isoflurane anaesthesia (Fig. 22pCE recordings were
measured with a sampling rate of 500 Hz in a notataratory setting with no
precautions taken to limit any kind of externalctlemagnetic interferences.
Wakefulness was characterised by a so-called “d@ésgnised” low-amplitude
ECoG with dominant activity in the 4-8 Hz band wdes slow-wave sleep was
clearly distinguished by a synchronised ECoG witihfvoltage slow-waves in
the 6 frequency range (1-4 Hz) and some spindles (16t44in an immobile
animal with closed eyes as reported by many stugfesnkenet al., 1998;
Gervasoniet al., 2000; Timo-lariaet al., 1970). Under isoflurane anaesthesia

burst-suppression pattern characterised by a dsgatebackground activity
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alternating with high voltage activity were obsetvas described in the
literature (Hudetz, 2002).

[ e aie oo o s

A Wakefulness BSlow Wave Sleep C . Anaesthesia
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Figure 22: ECoG recordings of distinct brain statesThe animals were recorded during A)
wakefulness, B) slow wave sleep activity and C)amnidoflurane anaesthesia. The recorded
ECoG traces were similar to what has been descitbe literature (modified from Lapray

al., 2008).

4.1.3 Behaviour-ECoG monitoring in different

environments

Wireless technology has also been developed taddmehaving animals in a
wide quantity of environments therefore the animaisre recorded under
different environmental conditions. ECoG recordingsre then performed in
an open field (60x70 cf (Fig. 23A), in a two arms maze (Fig. 23B) and in
water, three environments intensively use in tradél behavioural protocols

(Whishaw, 2004). These recordings were performeatl widistance between
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the transmitter and the receiver of 0.2 to 3 m. Bignal was devoid of
movement artefacts during the recording sessiorgpxfor the grooming
behaviour where some electrical spikes could bemks especially when the
animal was cleaning its belly. These artefacts lvareasily identified by the

video monitoring and removed off line.
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Figure 23: Quality of the signal in different envionments. The animal was recorded in A)

an openfield and B) a 2 arms maze (modified fromraget al., 2008).

The two arms maze corresponded to a circular depiaform equipped with

guillotine doors and two out of the eight possiblens were opened. This
method is traditionally used in learning and memasgociated experiments
(Whishaw, 2004). The water maze test is also widedgd in behavioural

experiments with the famous Morris test. We recdrtteen the animals in an
open field full of water (around 150 litres). Thgral recorded was devoid of
distortions and stable in an area of 30 cm arolmedantenna when this one

was placed beside the open field at a level belmwtater’s surface.
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The developed telemetric recording system wouldh theake possible the
synchronous recordings of brain electrical activaty well as behaviour in

environments where the use of traditional methoesevyprohibited.
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4.2  Novelty Detection results

4.2.1 Perception of novelty

The investigation of novelty detection necessitatieel use of behavioural
parameters highlighting the perception of novelyythe animal. It has been
previously documented that rats spend significanttyre time in exploring a
new object compared to a familiar one (Stecldeal., 1998). Therefore the
total time spent by the animals exploring the ndajects during the first two
experimental sessions were calculated. The exporsitme spent during the
first session amounted to 51.6 £ 11.2 s (n=10 eesyiand was significantly
(p=0.0314) longer when compared to the second sessicorded later the
same day (31.1 + 4.4 s). This result could notq@agned by a reduction of
the overall activity during the second sessiongudated through the number of
contacts made by the animal with the object, sitiee animals presented a
similar exploratory activity during the first (1141 exploration occurrences)
and the second (12.6 = 1.2 exploration occurrergesgion. These behavioural
data indicate that the animals perceived the olggctovel only during the first
session which allowed then the comparison of tlanbactivities for the novel

and the familiar conditions.

4.2.2 Novelty related cortical activity

The averaged time-frequency maps (see calculatetnilgl in Materials &
Methods, page 40) revealed prominent differencab@rECoG activity during
exploration of a novel versus a familiar objectg(F24 below). One distinct
activation period could be distinguished 200 to &@after the initial contact

of the whiskers with the novel object when comparethe familiar condition.

50



Results

The relative power of each frequency in the ECo@nduthis time window

displayed two major differences between explorataina novel versus a
familiar object. The first one is a peak at ~45d4p&cific to the novel condition
(Fig. 24a). After analysing in detail the complé@80 Hz frequency range it
was possible to restrict this activity to a relatw narrowy frequency band

between 40-47 Hz (see Figs. 24 and 25).
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igure 24: Average time-frequency maps of the ECoGecorded above the barrel cortex of

5 adult rats between 30 and 60 HzZPseudo-Wigner-Ville transforms were averaged aer
trials and subjects (n=5) for the (a) novel (n=6@&l¢) and (b) familiar (n=156 trials)
conditions. Significant differences in the ECqGhand activity between novel and familiar
conditions could only be detected in the frequenanyges 40-47 Hz and 30-37 Hz between 200
and 300 ms after the whiskers’ first contact wilte tobject. The relative power of each
frequency between 200 and 300 ms after the firéske contact is illustrated on the right part
of each map (grey traces) (from Lapray etacepted).
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This activity with a maximum frequency of 43.3 226.Hz (n=63 contacts)
peaked at ~255 ms after the first contact of theskdrs with the novel object
and was highly specific to the novel condition (B884) (Fig. 25). The
analysis of this band during the successive sessibmecording revealed that
this response slightly, but not significantly, dsssed during the second
session and significantly declined in the subsegtvem sessions (between 220
and 285 ms; Fig. 25b). This induced synchronizewviaccould be seen in the

filtered 500 ms raw signal (Fig. 26) to consistibfeast 5 cycles.
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Figure 25: Statistical analyses of the novel objectelated y peak in the 40-47 Hz
frequency band. This band frequency was one of the only two bastiswing significant
differences between novel and familiar conditiofteratesting the broadbandrange. a) The
time course of the averaged relative power of &4 Hz band for the novel (n=63 trials) and
familiar (n=156 trials) condition is plotted (50ipts smooth) without (upper graph) and with
s.e.m. for each ms (lower graph). One distinct daake novel condition is observed with a

significantly higher power between 220-285 ms affter first contact of the whiskers with the
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object. b) The relative power of the band frequeiscfirst compared between novel (n=63
trials) and familiar (n=156 trials) conditions ugian unpaired t-test (upper histogram). The
familiar condition was then decomposed in the déffe sessions (lower histogram), every bar
corresponding to the average of 2 recording sesgimme per object; session 1 = 63, session 2
= 50, session 3 = 55 and session 4 = 51 triald) mecorded animals and P values were
calculated with a Dunnett's multiple comparisort {¢sp < 0.05, ** p < 0.01, ** p < 0.001)
comparing each session to the first one (novel itiondl after calculating a one-way ANOVA.
The observed response slightly, but not signifigamtecreased during the second session and

significantly declined in the subsequent two sessionodified from Lapragt al., accepted).
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Figure 26: Raw and filtered ECoG traces after contat of the whiskers with a novel
object. Three 500 ms ECoG traces are displayed correspgndi 3 successive contacts
performed by the same animal during one sessidnamitovel object. For each trial the filtered
trace between 40 and 47 Hz using a Butterworth @dér filter is shown below. Induced
oscillations in they range can be observed between 200 and 400 mgladtérst contact with

the novel object (gray rectangles) (from Lapeagl., accepted).
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This activity was accompanied by a decrease inldey range (Fig. 24)

during the first 400 ms. This activity was resgattto the 30-37 Hz band
frequency (Fig. 27a) with a robust and significgmt0.0007) decrease in the
relative power between 200 and 290 ms (34.6 + 6i2%peaked at ~254 ms,
n=63 contacts) when compared to the familiar camali(n=156 contacts) (Fig.
27b). This activity significantly increased immeeig during the second

session and remained stable in the two subsegessibgs.
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Figure 27: Statistical analyses of decrease in tf&0-37 Hz frequency band related to the
novel object. This band frequency was the second band showiggifisant differences
between novel and familiar conditions after testimg broadbang range. a) The time course
of the averaged relative power of the 30-37 Hz bmdhe novel (n=63 trials) and familiar
(n=156 trials) condition is plotted (50 points srtigawithout (upper graph) and with s.e.m. for
each ms (lower graph). One distinct decrease isrobd in the same time window as the 40-47
Hz band frequency increase (cf. Figs. 25, 26) witkignificantly lower power between 200

290 ms after the first contact of the whiskers vitie object. b) The relative power of the
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activity band was first compared between the ngmeb3 trials) and familiar (n=156 trials)
conditions using an unpaired t-test (upper histmyraThe familiar condition was then
decomposed in the different sessions (lower histodr every bar corresponding to an average
of 2 recording sessions (one per object; sessign6B, session 2 = 50, session 3 = 55 and
session 4 = 51 ftrials) in 5 recorded animals andhlBes were calculated with a Dunnett's
multiple comparison test (* p < 0.05, ** p < 0.0% p < 0.001) comparing each session to the
first one (novel condition) after calculating a emay ANOVA. This decrease disappeared
significantly already after one session and reaehsthble level (modified from Lapray al.,

accepted).

The novel object related increase in the 40-47 htkgecrease in the 30-37 Hz
bands could only be observed for the first sessitim the new object and were
independent of the interval between the 4 successisording sessions. These
data indicate a strong relationship between thes® rieocortical activity
patterns and the detection of a novel object.

4.2.3 Novelty unrelated cortical activities

The 1 s trials analysis showed also latactivations (Fig. 28) significantly
stronger in the novel condition compared to theilfamone. The first late
response induced by a novel object was centred.8+@.3 Hz (n=63), peaked
at ~675 ms, and the second activity pattern ocdur@0 ms after the initial
contact and revealed a peak in the power specttu#d£0.3 Hz (n=63). In
contrast to they activity observed at ~255 ms, the latter tw@omponents
were more influenced by the interval between theonding sessions. These
late components (>500 ms) could not directly beetated to the process of
exploration and detection of a novel object, sitittegy were not only present

during the first session (Fig. 28).
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Figure 28: Novelty unrelated y activities. When compared to the averaged data of the
familiar object, the 40-47 Hz band-frequency cated from the novel object shows 2 distinct
peaks (50 points smoothed) in the late part of ahalysed 1 s trials (>500 ms) with a
significantly higher power aB() 650-700 ms andd) 950-975 ms after the first contact. These
2 activities could not be directly correlated tovelty detection since they were sensitive of the

time between the different sessions.
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5 DISCUSSION

5.1 Telemetric recording system development

Telemetric recording systems have faced an incdeasterest from the
scientific community during the last two years. Teasons are diverse, but all
due to the desire of performing electrophysiologiegordings with awake,
freely moving animals without the restrictions daege recording set-up.

The choice of the recording method carries intarisnitations that have to be
considered to capture the information of intereBelow the different
techniques are discussed that can be used foragagsiological recordings

vivo as well as the advantages and disadvantages dés@reechnology.

51.1 Commonly usedn vivo recording methods

Three major ways for collecting datavivo are commonly used which are the
anaesthetised, head restrained and tethered models.

It is well accepted now that anaesthetised modelsad allow the possibility to
observe the reality of the acting brain but arfierdl state (Bourne, 2003). It
has been shown that multi-unit responses in baoméx to control deflections
of vibrissae in rats were characterised by a ldage component in awake in
comparison to urethane anaesthetised animals (Simgbnal., 1992).
Furthermore the multi-unit activity in the auditorgortex induced by
subsequent clicks exhibited increases in latenepkdatency and response
duration under anaesthesia in contrast to awake @Rennakeet al., 2007).
The choice of the anaesthetic agent is also cracidimay result in different

responses of the central nervous system. Howevertebhnique allows the
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recording of animals without any stress or pain aadies no limitations
considering the number of parameters that can bected simultaneously.

In contrast the head restrained model offers thenoh to collect data from
awake animals but the behavioural possibilitieslianged. The animal reacts
more passively to the environment in comparisoartainrestrained situation.
This method is commonly used for collecting infotioa during visual tasks
(Cecala & Freedman, 2008) and in sleep researchrengleep-wake cycles
have been shown to be similar, after habituatian,umrestrained animals
(Gervasoniet al., 2000). It has also been shown that this methdddes a
limited stress (Parry & McElligott, 1993), a craicpoint since the effect of
stress on brain activity is mainly unknown.

Finally the tethered method allows the simultane®gsrding of brain activity
and behaviour in relatively freely moving animaldowever it has been
demonstrated to be a stress generator (Brockwaya&sldr, 1992) with an
increase in rodents and non human primates heart(Aalamset al., 1988;
Bohus, 1974) and to induce sleep modifications énnidce (Tang & Sanford,
2002).

5.1.2 Stress effects on brain activity

When consideringn vivo experiments in awake animals stress is an impiortan
factor which effects on the working brain are mpsthknown. Stress related
changes have been recently observed in REM sleantitjas and sleep
patterns in hippocampus and amygdala after acuteobmlisation in rodents
(Hegdeet al., 2008). Furthermore controllable and uncontroabtress has
been shown to impair CAl long term potentiation R)T whereas
uncontrollable stress enhanced LTP in the dentatesgand increased baseline
response in the amygdala (Kavushanskwl., 2006). It is also known that
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stress leads to secretion of glucocorticoids resulh dendritic hypertrophy in
the basolateral amygdala inducing general locomotgrairment associated
with anxiety (Mitra & Sapolsky, 2008). Finally st has been associated with
atrophy in CA3 area of the hippocampus (Vgaal., 2002).

Wireless technology has been developed as a solidtithese stress associated

effects.

5.1.3 The wireless technology

The telemetric recording method offers the big aizge to collect data from
totally freely moving animals and has been shownmioimise the stress
artefacts unavoidable in traditional electrophysiital recordings (Kramer &
Kinter, 2003). Brain activity can be correlated unrestricted behaviour in
theoretically unlimited environments. However thenber of parameters that
can be collected, e.g. the number of recordingteldes, and the duration in
time of the experiments limited by the battery ke the major limitations of
this technique. The distance between antenna andnitter and the cost of
the available systems are also reducing the ushi®fmethod and were the

reasons that motivated the development of a netv uni

5.1.4 A novel telemetric recording system

5.1.4.1 Impact on the animal’s behaviour
The developed recording system offers several ddgaa compared to the

currently available ones despite a recent and ifasease of quality on the

market. The transmitter has a relatively small sind weight, a critical point
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to decrease or better eliminate the impact of #eonding set-up on the
animals’ behaviour. The locomotion after surgicaiplantation has been
shown to be unchanged between implanted and camtolvith no significant
differences for the total distance covered in aenofield during 10 min
(Laprayet al., 2008). The average moving speed has also beemstmbe
unaffected and the pattern of exploration was simiith animals spending
more time following the walls and avoiding free ep& Furthermore the
animals were still able to curl-up to sleep alreésly hours after the surgery
indicating the absence of discomfort and pain. Ikirtae weight increases of
the animals 5 days post-surgery was also a gooneehdicator (see Results,
pages 43-45).

5.1.4.2 Technical properties

The incorporation of an ADC converter in the traitgm the homemade
software to display and store the data simultargaush the video signal and
the possibility to change wires and the batteryileamnake this system
inexpensive, portable and easy to use and reugeandmitting range of the
signal of up to 3 m without any loss of data allotwsperform behavioural
experiments in a wide variety of environments. Hesvehe large transmitting
range and the impossibility to switch ON one systémdependently

necessitates the isolation of the animal underrdetg. Except this latter no
particular precautions have to be taken in orddimtd any kind of external

electromagnetic interferences. The large trangsmgittrange and the high
sampling rate of the system give rise to higheteloatconsumption reducing
the battery life (around 25 h at 500 Hz samplinig)aTherefore the system
can be switched ON and OFF from a distance whiamie experiments

lasting a few weeks. Finally after sacrificing th@planted animal and
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extracting the transmitter, the unit can be reusmeeral times after changing

battery and wires.

5.1.4.3 Future developments of the system

Many desirable developments are required and twmarticular: the number of
recording channels and the battery life, two impraents that unfortunately
go against each other. A larger number of recordthgnnels with high
sampling rate would mean a higher power consumpdioth even worse an
increase of the transmitter size. The possibilityuse an analogue signal to
increase battery life is not indicated due to tleakvquality of such data.

A further miniaturisation to allow telemetric redargs in small mammals,
such as mice, is also an important improvementallirthe possibility to
record several animals at the same time and thaulstiion of specific brain
areas are also important issues for animal reseandhare currently in the
process of development. Steady progress in elecg@an also be expected in

the near future which will lead to powerful telemesystems.

Wireless technology development was not the firadl gof this work but to
understand the brain mechanisms and in particidathe perspective of this
thesis, to search what kind of large scale neurac@lity in the cortex of a rat

could be associated with the detection of new abjec
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5.2 Novelty detection experiments

5.2.1 The use of wireless technology

The cortical activity correlated with novelty detiea in the rat barrel cortex
has never been investigated before this work. Eurtbre it is believed that
stress induced by environmental changes or anyiatest of the animal
behaviour has an effect on brain activity and bpdsameters, as highlighted
by many studies (Adamet al., 1988; Bohus, 1974; Brockway & Hassler,
1992; Hegdeet al., 2008; Kavushansksgt al., 2006). Therefore the choice of
telemetry has been motivated by the small impadhefrecording set-up on
the implanted animal compared to traditiomayivo recording methods despite
the limited number of parameters that can be rezbsimultaneously.

5.2.2 The ECoG recording

It has been shown that ECoG compared to EEG in harhas higher spatial
resolution, broader bandwidth (i.e. 0-500 Hz ver€4$50 Hz), higher
characteristic amplitude (i.e. 50-1Q0/ versus 10-20uV) and far less
vulnerability to artefacts (Scha# al., 2008). Furthermore the use of screws as
electrodes increases the stability of the enserfisle better signal. Finally
LFP recordings were prohibited by the lack of infation concerning the
existence and localisation of a novelty detectigna in the barrel cortex.

The ECoG recording was then considered to be nmsiopriate method for

the detection of the signal of interest.
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5.2.3 The experimental design

The experiments were designed to leave the aniomaipletely free in their
exploration of the environment (see Materials & Muts, page 38). The task
was as simple as possible to minimise the introadacof uncontrollable
behavioural parameters. The use of similar objextis small variations such
as texture differences was not indicated sincgtia of these experiments was
to search for the novelty detection related colrcivity and not to define the
ability of the animals to distinguish objects onaile which has already been
investigated (von Heimenda#l al., 2007). Therefore the three objects for this
study were chosen to be totally different from eatifer in shape and size and
also not related to anything the animals could hae¢ in the animal facility
(see Materials & Methods, Fig. 17, page 39). Furtiwege this work has been
focused on the whiskers and barrel cortex relatdtity making it necessary
to design experiments in which the use of othesagy the animals would be
strongly reduced. The recordings were then perfdrimethe dark under IR
lights and in an isolated room. Finally the dumataf the recording sessions

has been limited to 10 min due to the relativatjelienvironment to explore.

524 Trials definition

In order to compare the different recordings it wasessary to define the trials
that were further analysed. Every trial lasted &tarting when the animal

contacted the object with one of his whisker p&ixause every contact was
different concerning the position of the animalr@gard to the object and the
side of the whiskers pad making the first conttu, trials were pooled in three
categories. The criterion of classification was\esker pad side, in regard to

the recording site, making the first contact wilie tobject. Thus, only the
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contacts initiated with the contralateral whiskeasl to the recording site were
further analysed. In addition the size of the ECe€@ews (0.5 mm) was
believed to be large enough to cover an importeea af the barrel cortex to
visualise huge cortical activations correlated viita activity of a large part of
the whiskers’ pad. The recordings should then motaogely affected by the
specific vibrissae row that started the object esailon.

525 Novelty detection related activity

To our knowledge this is the first report demortstgathat the detection of a
novel object during an explorative task can be @ased with a neocortical
activity pattern. It has been previously shown thats well as oscillatory
activity accompany the presentation of a novel tangistimulus in the human
EEG (Haenschelet al., 2000) and that32 oscillations (23-30 Hz) are
transiently and selectively increased during thivacexploration of a novel
environment in the hippocampus of freely moving en{Berkeet al., 2008).
Using c-Fos activation as a marker of neuronalvigtit has been possible to
provide the first proof of a specific response lie barrel cortex during the
exploration of a new environment (Montero, 199%iger et al., 2000). In
addition to these observations the results expos#uds work indicate that the
detection of a novel object is accompanied by aidrapnd transient
synchronised increase of a narrow band (40-47 H#)eoy range in rat barrel
cortex concurrently to a strong decrease of theyjawscillations (30-37 Hz)
(see Results, pages 49-54). It is not possiblentakif the increase in activity
is associated to changes in local synchronizatibianges in the number of
activated neurons or the strength of their acirgtione limitation of ECoG
recordings (Felkt al., 2003). Interestingly this activity appears wille tsame
latency (200-300 ms) as in human auditory cortdéeiong the presentation of

64



Discussion

a novel stimulus (Haenschetl al., 2000) and corresponds with what has been
shown in human perception tasks (Baeeal., 2006; Kaiser & Lutzenberger,
2003; Rodriguezt al., 1999; Tallon-Baudrgt al., 1996; Tallon-Baudrgt al.,
1997; Tallon-Baudry & Bertrand, 1999). This lateradgo coincides with the
novelty P3 wave that has been observed over framdl central areas in
different species after the presentation of a natehulus in an auditory
detection task (Ranganath & Rainer, 2003;Wetraj., 1999;Yamaguchét al.,
1993). It has been stated that this duration wasgssary for object recognition
(Buzsaki, 2006) allowing the interaction of manytmal areas. It has also
been shown in human spatial selective attentiokstéisat high-frequency-
band activity (60-95 Hz) in presumed primary sorsahsory cortex was
enhanced 100-500 ms after the stimulus onset in ME#eGrdings (Bauest al.,
2006). In this study the increase of activity wagelated with the presentation
of attended in comparison to unattended stimulusereasa and  band
activity were suppressed in these areas. In cdribabese experiments where
the attention of the subjects was focused on thterfded” stimulus, e.g. the
familiar items, our experimental design made theattended” stimulus, e.g.
the novel item, relevant for the animal. Therefarehange in the subjects’
attention may participate to the observed increaasg band after the tactile
detection of a novel object. Bauer et al. suggetiiatly band oscillations play
an important functional role in the early stageshef somatosensory system for
processing behaviourally relevant stimuli. Furtheren they hypothesized that
y band synchronization in primary sensory cortex imstrumental in

communicating with higher somatosensory areas.
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5.2.6 The latey activities

In contrast to the first significant activation200-300 ms, which corresponds
well with previous reports on stimulus-inducedoscillations (Baueet al.,
2006; Haenschedt al., 2000; Rodriguezt al., 1999; Tallon-Baudryet al.,
1996; Tallon-Baudryet al., 1997; Tallon-Baudry & Bertrand, 1999) the late
activities (at ~675 ms and ~960 ms) have not beerelated with any distinct
cognitive performance so far (see Results, pagesSh4However induced
activity accompanied by a broadbamdactivation has been shown to be
enhanced ~680 ms after the presentation of a madtory stimulus in human
EEG (Haenschel et al., 2000). Latactivities have also been observed during
a visual perception task using “Mooney faces” (Rmekz et al., 1999) as well
as after a tactile spatial attention task (Baueal.et2006). In the present study
the two late activations (>500 ms) could not disedie correlated to the
detection of the novel objects. These late resmgonssy reflect reverberating
activity patterns, which are fed back into the bbecortex from subcortical and

other cortical regions associated with the memooggss.

5.2.7 Gamma oscillations an artefact?

A recent study has shown that inducedand EEG activity in visual
perception tasks may well be of ocular rather tbineuronal origin (Yuval-
Greenbergt al., 2008). In contrast to these results demonstratibgpadband
v response post-stimulus, the work reported herevsti@ neocortical response
in a rather narrow frequency range. The influence of ocular saccadesbe
excluded since the animals were recorded in thie alad the behavioural task
was predominantly related to the movement of thaskens, active at a

frequency lower than 20 Hz (Ahissa&t al., 2000). Furthermore, muscle
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artefacts would be present in the experimental itond with the novel as well
as familiar object. Our ECoG recordings from freehoving rats clearly
indicate that distincty activity can be transiently recorded from the ékarr

cortex when the rat is actively exploring a novajeat.

5.2.8 Structures possibly involved in the observeglactivity

The observed synchronised signal collected thrahgECoG electrodes most
likely corresponds to an incoming input on the élacortex which will then be
computed and downstream on higher cognitive areash sas S2 and
hippocampus.

The mechanical deflexion of the whiskers gives ,rigarough the
thalamocortical projections, to a large wave of aepsation in the barrel
cortex after 15 ms and then spreads briefly thegeaito the motor cortex, as
has been shown by voltage-sensitive dye imaginge#ee et al., 2007) and
EEG studies (Megevanet al., 2008). Due to the long latency preceding the
appearance of the novelty related signal other ebacortex afferences
implicated in the treatment of novel stimulus mstnvolved.

The barrel cortex receives afferents from a resaicaumber of cortical and
subcortical areas and the perirhinal cortex is @mndem. This structure is one
of the strongest bi-directional connection of tharrel cortex (Jones &
Diamond, 1995) and has been shown to be involvednonel object
discrimination (Barkeret al., 2007). Furthermore the perirhinal cortex -
prefrontal cortex interaction has been demonstraideke crucial in conferring
processing advantages to novel items. It has agn Ishown that prefrontal
cortex neurons increase their firing rate by appnately 200 ms after the
presentation of a novel stimulus in monkeys perfogna visual task
(Ranganath & Rainer, 2003). In addition a largeepbél has been recorded

67



Discussion

above the frontal cortex in humans 200-300 ms afteovel auditory stimulus
presentation.

The barrel cortex is also strongly innervated, &l as the prefrontal cortex
and perirhinal cortex, by cholinergic and noradrgite fibers coming
respectively from the basal forebrain and the locosruleus. These two
neurotransmitters increase their cortical levelsaaponse to sensing novel
objects (Ranganath & Rainer, 2003).

Thalamus

signal from the whiékers

Figure 29: Anatomical connections possibly involvedn the observedy activity. The
mechanical deflexions of the whiskers induced ey dhkploration of the new object is relayed

in the brainstem up to the thalamus and finallyti® barrel cortex and S2 (black circuit). The

novelty related signal may be sent to perirhinal cortexand after being computed in the

perirhinal cortex prefrontal cortexoop is fed back in the barrel cortex and theSh
and higher cognitive areas (red circuit). The caftsubcortical activity is sustained by an

increase of the animal’s attention provided bylihsal forebrain cholinergic (ACh) ahacus

coeruleusoradrenergic (NA) systems (blue and green caeispectively).

68



Discussion

It hence seems more likely that the 200-300 msgsarg for the appearance of
the observedy'burst” in the barrel cortex is the time neededthear prefrontal
and perirhinal cortices to compute and return tksv rinformation. The
returned signal should be optimal to target higlugnitive structures in order
to store the new information under the control lwblmergic and noradrenergic
systems (Fig. 29). In addition it has been obsemesegntly that localiseg
oscillations in rats’ neocortical areas such asdbmatosensory cortex were
phase biased by thé hippocampal rhythm (Sirotat al., 2008). The
hippocampus could therefore also have a role inotheervedy activity by
temporally coordinating spatially widespread netical assemblies to transfer

the information to associative networks.

5.2.9 Novelty relatedy activity and information storage

It is widely accepted that memory formation is degent on changes in
synaptic efficiency that permits strengthening etimon associations. Activity
dependent synaptic plasticity at appropriate syempsresumably described by
the LTP model, is believed to be both necessarysaffiicient for storage of
information (Lynch, 2004). The critical event leaglito induction of LTP
appears to be the influx of €aions into the post-synaptic spine mediated
through NMDA receptors and the downstream cellglamsequences of this
increase. In Hebbian learning theories correlay@dstic input and AP output
are associated with increases in synaptic stredgsitep change in voltage due
to an incoming excitatory input leads to an asyripiacrease response until a
steady state is reached. The duration of the wlthgnge is dependent on the
cell type. It has been shown that hippocampal pyalmeuron membranes
need ~25 ms to reach 63 % of the stable respongesponding to their
membrane time constant. Therefore the arrival attsr excitatory input on
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the membrane within this time constant allows thmmation of the signals
which increases the probability to trigger an ARhe post-synaptic element.
Furthermore it has been found that pairing of akgnaitiated APs with
subthreshold EPSPs within 25 ms range increasedritierback-propagating
AP amplitude and associated’Canflux and then promoted synaptic plasticity
(Magee & Johnston, 1997). In addition this time a@w, corresponding to the
vy frequency range, has been shown to be the motdbluitimescale in
cooperative activities for information transmissiand storage in cortical
circuits (Harriset al., 2003). Moreover it has been observed that despée
wide range of possible single-neurons firing ra@e4Q0 Hz) inter-neuronal
networks can be synchronised by GABsynapses preferentially within the
frequency range (Wang & Buzsaki, 1996). Gamma symsbed oscillations
across forebrain structures, in addition to prowydihe temporal structure for a
local network of pyramidal cells, may be the mopprapriate means to
communicate and bind anatomically distributed papohs of neurons
(Buzsaki & Chrobak, 1995). Possibly the rhythm presents all the
characteristics to forward messages in the moscie way from neuronal
populations to downstream neurons and then to pmdP related memory
formation. This synchronised neuronal firing mayliwee also crucial to

produce a coherent object representation (Buz28K6; Singeet al., 1997).

5.2.10 Role of glial cells

During the last decade many observations gave aolevio glial cells in brain
information processing together with neurons. & baen recently shown that
the myelination by oligodendrocytes, essential iervous system functions,
was promoted by an astrocyte-neuron interactiohikféshiet al., 2006). In
their study it has been demonstrated that the tsecreof adenosine
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triphosphate (ATP) resulting from neurons firingsAiRduced the release of a
cytokine (the leukaemia inhibitory factor, LIF) bgstrocytes, thereby
enhancing myelination. Astrocytes have also beewolved in extrasynaptic
NMDA receptor modulation on pyramidal cells andemieurons and synaptic
transmission optimisation (Nadkarni & Jung, 2007dkarni et al., 2008).
Furthermore it has been recently demonstratedvo that increased neuronal
discharge was associated with increased astro@ditvity and a high
correlation of C& signals in neighbouring astrocytes (Hirasal., 2004). In
addition it has been shown that astrocytic glutemaleased that activates
extrasynaptic NMDA receptors mediated synchronisedillations in CA1
groups of neurons of hippocampal slices prepardketiin et al., 2004).

Glial cells and more precisely astrocytes, by tlediects on NMDA receptors
and on myelination process, may play an importate m controlling the
dynamics of the neuronal networks and then to @pdie in the observed

burst novelty detection related activity.

71



Outlook

6 Outlook

The developed telemetric recording system will seitate some
improvements to have a chance to be widely usednémease of the number
of channels as well as a longer battery life wdlthe most important aspects
for the next generation of units. Furthermore alEn&ransmitter’s size, the
possibility to stimulate specific brain areas anddcord several animals at the

same time have also to be considered in the future.

The novelty detection cortical related activitydstus preliminary and would
then necessitate further investigations. The sirest responsible for this
activity and the effects on downstream neuronstlaeemain questions that
have to be answered. Recording the barrel cortewlsneously with the
thalamus or the prefrontal-perirhinal cortices amportant issues that have
also to be addressed. Finally the type of cellpalsible for the detection and

storage of novel information are of importance eédkbhown.
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7 Summary

During this thesis a new telemetric recording systeas been developed
allowing ECoG/EEG recordings in freely behaving eots (Laprayet al.,
2008; Laprayet al., in press). This unit has been shown to not generate any
discomfort in the implanted animals and to alloworglings in a wide range of

environments.

In the second part of this work the developed tephn has been used to
investigate what cortical activity was relatedhe process of novelty detection
in rats’ barrel cortex. We showed that the detectad a novel object is
accompanied in the barrel cortex by a transienstbof activity in they
frequency range (40-47 Hz) around 200 ms aftemtihiskers contact with the
object (Laprayet al., accepted). This activity was associated to a decrease in
the lower range ofy frequencies (30-37 Hz). This network activity may
represent the optimal oscillatory pattern for thepagation and storage of new
information in memory related structures. The femaey as well as the timing
of appearance correspond well with other studieE@ming novelty detection
related burst of activity in other sensory syste(Bsrcelo et al., 2006;
Haenschekt al., 2000; Ranganath & Rainer, 2003). Here, the hafrsictivity

is well suited to induce plastic and long-lastingdifications in neuronal
circuits (Harriset al., 2003).

The debate is still open whether synchronised i#gtin the brain is a part of
information processing or an epiphenomenon (Shad&leklovshon, 1999;
Singer, 1999). The present work provides furtheidewe that neuronal
network activity in they frequency range plays an important role in the

neocortical processing of sensory stimuli and ghkr cognitive functions.
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