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Abstract

Natural and anthropogenic emissions of gaseous and particulate matter affect the chemical
composition of the atmosphere, impact visibility, air quality, clouds and climate. Concerning
climate, a comprehensive characterization of the emergence, composition and transformation of
acrosol particles is relevant as their influence on the radiation budget is still rarely understood.
Regarding air quality and therefore human health, the formation of atmospheric acrosol particles is
of particular importance as freshly formed, small particles penetrate into the human alveolar region
and can deposit. Additionally, due to the long residence times of acrosol particles in the atmosphere
it is crucial to examine their chemical and physical characteristics.

This cumulative dissertation deals with stationary measurements of particles, trace gases and
meteorological parameters during the DOMINO (Die/ Oxidant Mechanism In relation to Nitrogen Oxide)
campaign at the southwest coast of Spain in November/December 2008 and the ship emission
campaign on the banks of the Elbe in Freiburg/Elbe in April 2011. Measurements were petformed
using the Mobile research Laboratory “Mola” which is equipped with state-of-the-art aerosol
particle and trace gas instruments as well as a meteorological station.

A variety of emitted pollutants which were affected by meteorological conditions contribute to the
air quality on the south coast of Spain. The change of the measured parameters could be attributed
to continental, urban and marine air masses which were in detail analyzed regarding their physical
and chemical properties. While marine air masses are characterized by lowest average submicron
particle number (1000 cm?) and mass (2 pg m?3) concentrations, submicron particles mainly
consisted of sulfuric acid. In contrast, aerosol of continental and urban origin was primarily
composed of organic matter. This could be assigned to four different types of organic aerosol that
are associated with various aerosol sources and components: low-volatile and semi-volatile
oxygenated organic aerosol as well as hydrocarbon-like and wood-burning organic aerosol. In
addition to the air mass origin, the meteorological situation affects trace gases as well as the
occurrence and temporal evolution of new particle formation events which were also examined in
the context of this thesis. While new particle formation was not observed in marine air masses,
measured parameters show substantial differences between nucleation events observed under clean
conditions and with superimposed pollution. The so-called regional events occurred over large
spatial scales on the continent and are characterized by a sharp transition to a predominant mode at
10 nm particle diameter and a subsequent and persistent growth over several hours. When pollution
was superimposed on regionally formed nucleation events increased formation rates and bimodal
size distributions were obtained which reflect the additional influence of freshly produced small
particles of industrial origin. The results show that sulfuric acid is an important new particle
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formation precursor. In contrast, during particle growth mainly oxidized organic matter was
identified in the mass spectral fingerprints.

The detailed analysis of the DOMINO data leads to the result that the variability of the air
composition associated with the different source regions and the distance from sources affects
particle loading, composition, size distribution and acidity as well as trace gas parameters. Although
meteorological parameters impact particle formation and growth, the variability of the air
composition was found as more important factor. Even though by means of factor analysis a
separation of the organic matter was accomplished, the complete attribution to individual sources
remains in the focus of future research. Details of the new particle formation mechanism are also
currently in the focus of numerous scientists, as the present technology does not allow the chemical
analysis of particles around 1 nm.

A further goal of this work was to characterize well identifiable anthropogenic emissions of ships
which contribute to the air pollution and therefore impact local and regional air quality. Emission
factors of particle number and submicron mass positively correlate with the fuel sulfur content and
depend on the engine type and performance. Submicron particles were composed of organic matter
(72%), sulfate (22%) and black carbon (6%). While both, the trace gases SO, resulting from the
fuel sulfur, and NOy, which depends on the combustion temperature, increased, O3 significantly
decreased when a ship passed the site. Particulate emissions of ships typically exhibit a bimodal size
distribution with a dominant nucleation mode around 10 nm and a combustion aerosol mode at
approximately 35 nm particle diameter. Since additionally to the measured parameters various ship
information for each vessel were registered, the vessels could be classified according to their gross
tonnage levels. While the emission factors of particle number, black carbon and PAHs decrease
with increasing gross tonnage levels, emission factors of SO, NOy, particulate organic and sulfate
matter and the submicron particle mass increase. A further part of this thesis is the investigation of
the ship emission impact on local air quality. While the influence of the vessel immissions related to
total immissions strongly depends on the respective air quality parameter, container, tanker and
cargo ships together covered approximately 85% of the ship-related immissions. By detailed
analysis of the mass spectra typical signatures of unburned fuel and lubricating oil could be
identified. While the organic aerosol fraction mainly consists of hydrocarbon-like organic aerosol,
sulfuric acid, which was found to be the most abundant sulfate species, leads to a highly acidic
aerosol.

The results obtained during this work reveal that emission factors of the measured parameters
depend on a variety of factors e.g. the fuel sulfur content, engine type, performance and the exhaust
system. The impact of ship emissions on local air quality is especially important when considering
the nearby located populated regions. For this reason, the work is valuable for assessing further
limitations of individual parameters and emission-control strategies to limit total emissions.



Zusammenfassung

Natiirliche und anthropogene Emissionen von Gasen und Partikeln beeinflussen die chemische
Zusammensetzung der Atmosphire und wirken sich auf die Sichtverhiltnisse, die Luftqualitit und
das Klima aus. Beziiglich des Klimas ist eine umfassende Charakterisierung der Entstehung,
Zusammensetzung und Umwandlung von Aerosolpartikeln relevant da deren Einfluss auf den
Strahlungsantrieb mit sehr grolen Unsicherheiten verbunden ist. Besondere Bedeutung im Hinblick
auf die Gesundheit spielt die Bildung von atmosphirischen Aerosolpartikeln da vor allem frisch
gebildete, kleine Partikel in die Alveolen gelangen und sich absetzen kénnen. Auch aufgrund ihrer
langen Aufenthaltsdauer in der Atmosphire ist es wichtig chemische und physikalische
Acrosolpartikeleigenschaften zu untersuchen.

Diese kumulative Dissertation konzentriert sich auf die stationdren Untersuchungen von Partikeln,
Spurengasen und meteorologischen Parametern wihrend der DOMINO (Die/ Oxcidant Mechanism In
relation to Nitrogen Oxide) Kampagne an der sidwest-atlantischen Kiste von Spanien im
November/Dezember 2008 sowie der Schiffsemissionsmesskampagne am Elbeufer in Freiburg im
April 2011. Die Messungen wurden mit einem Mobilen Aerosolforschungs-Labor ,,MoLa®, das mit
modernsten Aerosolpartikel- und Spurengas-Instrumenten und einer meteorologischen Station
ausgestattet ist, durchgefthrt.

Eine Vielzahl an emittierten Schadstoffen, welche durch meteorologische Bedingungen beeinflusst
werden, wirken sich auf die Luftqualitit an der Stdkiste Spaniens aus. Die Verinderung der
gemessenen Parameter war auf die jeweiligen kontinentalen, urbanen und marinen Luftmassen
zurlickzufithren, welche detailliert hinsichtlich ihrer physikalischen und chemischen Eigenschaften
untersucht wurden. Marine Luftmassen wiesen die kleinsten Partikelanzahl- (1000 cm3) und
Massenkonzentrationen (2 pg m=3) auf, wobei die Partikel kleiner 1 pm Durchmesser grotenteils
aus Schwefelsdure bestanden. Aecrosol kontinentalen und urbanen Ursprungs war stattdessen
hauptsdchlich aus organischer Materie zusammengesetzt. Diese konnte vier verschiedenen
organischen Aerosoltypen zugeordnet werden: geringfliichtigem, semifliichtigem, kohlen-
wasserstoffihnlichem organischem Aerosol und organischem Aerosol aus Holzverbrennungs-
prozessen. Zusitzlich zur Luftmassenherkunft wirkte sich die meteorologische Situation auf die
Variabilitit der Spurengase sowie das Auftreten und die zeitliche Entwicklung von
Partikelneubildungsereignissen aus, welche im Rahmen dieser Dissertation untersucht wurden.
Wihrend in marinen Luftmassen keine Partikelneubildungsereignisse beobachtet wurden, zeigten
gemessene Partikelneubildungsereignisse welche unter kontinentalen Bedingungen und zusitzlich
von urbaner Luft uberlagert wurden erhebliche Unterschiede. Die sogenannten “regionalen”
Ereignisse traten groBflichig iiber mehrere hundert Kilometer hinweg auf dem Kontinent auf und

sind gekennzeichnet durch einen GréBenverteilungsmode bei 10 nm. Dieser Partikeldurchmesser
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wichst kontinuierlich iiber mehrere Stunden an. Die von urbaner Luft beeinflussten regionalen
Ereignisse weisen erhéhte Partikelbildungsraten und bimodale PartikelgréBenverteilungen wihrend
der Wachstumsphase auf, welche den zusitzlichen Einfluss der frisch gebildeten Partikel
stidtischen Ursprungs reflektieren. Die Resultate zeigen, dass Schwefelsiure ein wichtiger
Ausgangsstoff zur Partikelneubildung darstellt. Im Unterschied hierzu wurden wihrend des
Partikelwachstums mittels massenspektrometrischer Analyse hauptsichlich oxidierte organische
Komponenten identifiziert.

Die detaillierte Analyse der DOMINO Daten fithrte zum Ergebnis, dass die Luftzusammensetzung
welche mit den unterschiedlichen Quellregionen assoziiert ist und die Distanz zu den Quellen die
Partikelbeladung, Zusammensetzung, GroBenverteilung und Aciditit sowie Spurengasparameter
beeinflusst. Obwohl sich meteorologische Parameter auf die Partikelneubildung und deren
Wachstum auswirken, so beeinflusste die Luftzusammensetzung die Ereignisse stirker. Auch wenn
mittels Faktorenanalyse eine Separierung der organischen Materie gelang, so bleibt die vollstindige
Zuordnung zu einzelnen Quellen in der Umgebungsluft weiter ein aktuelles Forschungsgebiet.
Auch Details der Partikelneubildungsmechanismen blieben bislang verborgen da die gegenwirtige
Technologie es nicht erlaubt, Partikel von ungefihr 1 nm chemisch zu analysieren.

Ein weiteres Ziel dieser Arbeit war es, Emissionen von Schiffen welche zu hoher
Luftverschmutzung beitragen und somit die lokale und regionale Luftqualitit beeinflussen, zu
untersuchen. Die Emissionsfaktoren der Partikelanzahl und Masse nahmen mit dem Schwefelgehalt
im Treibstoff zu und hingen vom Motortyp und dessen Leistung ab. Partikel kleiner 1 um
Durchmesser bestanden aus 72% organischer Materie, 22% Sulfat und 6% Ruf}. Wihrend sowohl
das Spurengas SO», das vom Schwefelgehalt im Treibstoff resultiert, als auch NOy, das von der
Verbrennungstemperatur abhingt, anstieg, so zeigte O3 eine signifikante Abnahme sofern ein Schiff
den Messort passierte. Die Partikelemissionen von Schiffen weisen typischerweise eine bimodale
GroBenverteilung mit einem Nukleationsmode bei 10 nm und einem Verbrennungsaerosolmode
bei 35 nm Durchmesser auf. Da zusitzlich zu den gemessenen Parametern diverse Schiffsdaten zu
jedem Schiff registriert wurden, konnten die Schiffe anhand ihrer Bruttoraumzahl klassifiziert
werden. Im Gegensatz zu den Emissionsfaktoren der Anzahlkonzentration, des Rufles und der
PAHs welche mit zunehmender SchiffsgréBe sanken, wurde eine Zunahme der Emissionsfaktoren
von SOz, NOy, Organik, Sulfat und der Massenkonzentration der Partikel bis zu einem 1 pum
beobachtet. Ein weiterer Bestandteil der Dissertation ist die Untersuchung des Einflusses der
Schiffsemissionen auf die lokale Luftqualitit. Wihrend der Einfluss der Schiffsimmissionen
bezogen auf die Gesamtimmissionen stark vom jeweiligen Luftqualititsparameter abhingt, so
tragen Container, Tanker und Frachtschiffe ungefdhr zu 85% zu den Gesamtschiffsimmissionen
bei. Durch detaillierte Analyse der Massenspektren konnten typische Signaturen von
unverbranntem Ol und Treibstoff in den Massenspektren identifiziert werden. Wihrend der
organische Anteil hauptsichlich aus kohlenwasserstoffdhnlichen Fragmenten bestand, so bestand
das Sulfataerosol hauptsichlich aus Schwefelsdure, was zu einer hohen Aciditit des Aerosols fiihrte.

AbschlieBend lisst sich sagen, dass die Emissionsfaktoren der gemessenen Parameter von einer
Vielzahl von Faktoren abhidngen, unter anderem dem Schwefelgehalt des Treibstoffs, dem
Motortyp, der Motortleistung und dem Verbrennungssystem. Die Untersuchung der Einflisse auf
die lokale Luftqualitit sind insbesondere im Hinblick auf nahegelegene bevolkerungsreiche
Regionen wichtic um niedrigere Grenzwerte beziiglich einzelner Luftqualititsparameter
festzusetzen und Emissionskontrollstrategien zu entwickeln um die Gesamtimmissionen zu

limitieren.
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Introduction

Although “climate change” is frequently used in conjunction with human-specific impacts on the
Earth’s atmosphere, to which degree human activities contribute is still poorly understood. While
radiative forcing by long-lived greenhouse gases such as CO2, CH4, N2O and Os is positive and
leads to a global warming, anthropogenic inputs to the atmospheric aerosol (e.g. organics, sulfate,
black carbon, nitrate) might even produce a cooling effect but are yet largely uncertain (Forster et
al., 2007). Although climate change which refers to global changes (e.g. of temperature,
precipitation, sea levels) and poor air quality where issues like ground-level ozone, particulate
matter and release of other air contaminants occur in the lowest part of the atmosphere, implying in
the air we breathe are different phenomena, both are affected by air pollutants from diverse sources
and activities (Seinfeld and Pandis et al., 2000).

Furthermore, depending on their size and the composition particulate air pollutants are potentially
hazardous to human health. Especially particles in the nanometer size range which were inhaled can
enter the respiratory tract, the lung or even reach the blood cycle (Oberdorster et al., 2002; Geller et
al., 2000). Since small particles are characterized by a relatively large surface area, they are of special
importance as diverse gases can adsorb onto, particles coagulate and chemical reactions take part.
However, due to its complexity detailed knowledge of the gas-to-particle conversion and the
atmospheric reactions taking place on a molecular level are scarce as current technology does not
allow studying the chemical composition of particles of sizes around 1 nm. Due to the adverse
health effects in recent years several emission control strategies to limit anthropogenic pollution
were introduced. These regulations were especially adopted next to populated regions to directly
affect local air quality and therefore the important property, human health.

Playing important roles in terms of the mentioned effects, several aspects of air pollutants have to
be taken into account. For getting an improved understanding of the emissions and their impacts
on air quality and atmospheric chemistry, a detailed characterization of aerosol particles and
investigation of precursor gases, the processing of particles and the change of the chemical and
physical properties was investigated within the scope of this thesis. To study these topics, field
campaigns were performed at the southwest coast of Spain in November/December 2008 and on
the banks of the Elbe near Freiburg, Germany in April 2011. To evaluate the variety of aspects and
links, on the one hand sophisticated aerosol measurement instrumentation measuring with high
time resolution and low detection limits, on the other hand information of trace gases and
meteorological parameters are essential. For an extended analysis, further tools like trajectory
models for reproducing air mass transport processes on larger spatial scales and vessel information
gathered via Automated Identification System broadcasts were used. Furthermore, measuring

valuable data in atmospheric environments and sampling single anthropogenic emission sources as



Chapter 1 Introduction

well as evaluating the large amount of data is complex. Additionally, knowledge of the gas and
particulate characteristics of the probed types of emission sources is important for their
interpretation.

For this reason, the structure of this cumulative thesis is as following: Chapter 2 gives an overview
of the methodology and a scientific background of the atmospheric aerosol. A description of the
conducted field campaigns, the description of the Mobile research Laboratory “Mola”; its
instrumentation and the data analysis is followed by a short scientific background of the sources,
evolution and properties of the atmospheric aerosol. Chapter 3 contains all publications written
throughout this work. The thesis closes with a discussion of the results, a conclusion and an
outlook over possible future research activities (Chapter 4). Finally, all publications together with
the information in which way being involved as a co-author are presented in the Appendix.
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Methodology and Scientific Background

2.1 Sources, evolution and properties of the atmospheric aerosol

Before 1 focus on the specific sources sampled during the DOMINO and the ship emission
campaign, typical chemical and physical properties of aerosols, as well as their formation and
transformation processes taking part in the atmosphere are introduced.

Aecrosol particles were either directly emitted into the atmosphere by natural or anthropogenic
sources such as primary organic carbon, soot, sea salt or mineral dust (primary aerosol particles) or
formed by gas-to-particle conversion (nucleation or condensation) of low-volatile vapors of
inorganic trace gases such as NOy, NHs, SOz or organic substances (e.g. VOCs, DMS) (Seinfeld
and Pandis, 2006). Freshly formed atmospheric particles were measured in the nanometer size
range (Fig. 2.1). Additionally, primary aerosol particles from combustion processes were emitted in
the ultrafine particle size range (d, = 10-100 nm). Nucleation mode particles can either grow by
condensation of low volatile vapors or by coagulation with pre-existing particles to accumulation
mode particles (Fig. 2.1). By these processes internally mixed aerosol particles were formed as
different kinds of chemical components originating from different aerosol sources condense onto
each other. Externally mixed aerosol represents different source origins and emissions and includes
individual particles of the same components. Primary particles generated by mechanical processes
show size distributions in the coarse mode. The lifetime of particles depends on their particle size
(Fig. 2.1). Shortest lifetimes exist for nucleation mode particles (10 days) as they quickly coagulate
or evaporate as well as for coarse mode particles (10-3-10 days) which fast sediment due to their
relatively large mass. The lifetime of accumulation mode particles which were mainly eliminated by
rainout lies between 1-10 days in the troposphere.

Both, during the formation of aerosol particles and their conversion in the atmosphere chemical
reactions play an important role. Chemical reactions occur in the gas phase, on the acrosol surface
and within the particles and influence both, gas phase chemistry and properties of particles
(Hoftmann et al., 2007). In the following, primary and secondary tropospheric aerosol sources that
affected the sampling sites during both campaigns and their formation and transformation

processes are introduced.

Fig. 2.2 displays the emission sources and the corresponding primary aerosol particles and
precursor gases which were emitted, transformed and afterwards probed during the DOMINO and
the ship emission measurement campaign using the Mobile research Laboratory “Mola”
(centered). While on the right side large scale natural emissions that influenced the measurement

site are shown (continental and marine source region), anthropogenic urban and ship emissions are



Chapter 2 Methodology & Study Context

illustrated on the left. On the one hand, continental and marine air masses were registered without
anthropogenic influences, on the other hand they are affected by industrial and vessel emissions.
However, anthropogenic point sources during the field campaigns cannot be probed without the
influence of continental or marine air masses. Arrows indicate the pathways of the trajectories and
the transported emissions observed during the campaigns.
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Figure 2.1: Schematics of the size distributions and atmospheric conversion processes, removal processes
and particulate lifetimes. The figure is modified according to those presented by Seinfeld and Pandis (2006)
and Jaenicke (1988).
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Figure 2.2: The main emission sources probed during this work. Some of the transformation processes of
the aerosol are indicated along the transport pathways.
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Probed primary aerosol sources

In the marine source region large amounts of sea salt particles are emitted into the atmosphere. The
major generation processes of sea spray which depend on wind speed are called bubble bursting
and spume spray generation (Schulz et al., 2004) and occur when air bubbles at the ocean’s surface
burst. Thereby, drops were formed which mainly include sodium chloride. After the evaporation of
water, particles consist of organic and inorganic species of marine biota, but mainly sea salt. These
include organic and sulfur compounds originating from phytoplankton and anaerobic bacteria
(Ramanathan et al., 2001; Schulz et al., 2004). Also gas phase species like DMS are emitted into the
marine boundary layer. DMS for example is oxidized by hydroxyl radicals (OH") mainly to sulfur
dioxide (SO2) and gaseous sulfuric acid (H2SO4) but also methanesulfonic acid (CH3;SO3H, MSA)
can be observed (von Glasow and Crutzen, 2004).

A dominant part of the atmospheric aerosol from continental sonrce regions can consist of mineral dust
particles which are transported from arid regions after wind erosion over large spatial scales. For
this reason, these particles are mainly composed of earth crust components (Zender and Tegen,
2004). Additionally, primary biological organic aerosol species such as microorganisms, spores ot
pollen can be directly emitted into the atmosphere (Penner et al., 2001; Jaenicke, 2005).

So far, the mentioned primary aerosol particles of natural origin have an influence on larger spatial
scales and they are characterized by larger diameters (>1 um, coarse mode particles). In contrast,
primary aerosol particles from anthropogenic emission sources generally affect the atmosphere on smaller
spatial scales. However, fine mode particles (10-100 nm) originating from combustion processes
include soot particles which are of special importance in terms of the atmospheric chemistry
(Kanakidou et al., 2005).
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Figure 2.3: Schematics of formation and transformation processes of aerosol particles to aged primary and
secondary particles. They are formed by condensation or nucleation of low-volatile vapors. Some reactions
occurring in the atmosphere and within the particles surface are exemplarily demonstrated.
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Probed secondary aerosol sources

Secondary atmospheric aerosol particles are formed by conversion of low-volatile vapors to
particles (gas-to-particle conversion) while low-volatile condensable species are formed by
oxidation of precursor gases (see Fig. 2.3). For example, the precursor gas sulfur dioxide (SO») is
oxidized by hydroxyl radicals (OH") and reacts with water to sulfuric acid (H2SO4). Condensable
organic and inorganic products can condense onto pre-existing particles if sufficient particle surface
is available. Then, the aerosol particle can be chemically modified as shown in Fig. 2.3. By
subsequent uptake of gas molecules and water the aerosol particles grow. Accumulation mode
particles can serve as cloud condensation nuclei (CCN), if they are water soluble, where further
water vapor condenses onto the surface. On the one hand, further water condensation can result in
the formation of droplets which are mainly eliminated through precipitation, on the other hand
droplets can evaporate as well.

When not enough particle surface for condensation exists, along with distinct low-volatile vapors,
under certain conditions (e.g. meteorological) it is possible that new particle formation via
nucleation of low-volatile vapors occurs. Firstly, thermodynamically stable clusters of about 1 nm
diameter were formed. However, their lifetime is typically very short being removed primarily by
coagulation. These clusters grow by the uptake of further gas molecules and water. Similarly as
explained for primary particles grown via condensation, particles formed by nucleation can act as
CCN by further uptake of gas molecules and water. After the gas-to-particle conversion, a complex
mixture of different components exists in the particle phase and further chemical reactions take
part, which depend on the pH value (Fig. 2.3). Sulfur species like SO2-H2O, H2S0O3 and SOs? often
exist in the liquid phase and can be oxidized by hydrogen peroxide (H202) or ozone (O3) to sulfate
(8O4?). Additionally, reactions like the neutralization of the anions sulfate, nitrate (NOs) and
chloride (Cl) by ammonium (NH4") can occur.

In addition to a detailed investigation of the acidification meaning the neutralization of anions by
the cation ammonium, much effort within the scope of this thesis has been put into the separation
of the organic aerosol. By using Positive Matrix Factorization (PMF) four different organic aerosol
classes were identified that can be associated with various factors which are linked to aerosol
sources and components. Close to anthropogenic emission sources, a hydrocarbon-like organic
aerosol (HOA) resulting from unburnt fuel was found. This corresponds to the primary organic
aerosol (POA). If the distance to the source increases, however, HOA is transformed which leads
in addition to a semi-volatile oxidized organic aerosol (SV-OOA or OOA II, Zhang et al., 2005). In
addition, SV-OOA represents altered particles formed by nucleation. Further atmospheric
processing of the organic aerosol (OA) leads to a low-volatile, highly-oxidized OA which is
characterized by largest ratios of CO2* (m/z 44) in the mass spectra to total OA (Jimenez et al.,
2009). Additionally, continentally influenced air masses showed organic particles from wood
burning (WBOA) characterized by fragments of levoglucosan (m/z 60 and m/z 73, Schneider et al.,
20006; Alfarra et al., 2007), a marker for decomposed cellulose debris (Simoneit et al., 1999). A
detailed description of the OA components is given in section 3.1 and 3.2.

However, the large amount of organic substances in the atmosphere which were firstly oxidized to
low-volatile substances and condense in the particle phase is even more complex than suggested
(Hoffmann et al., 2007) and remain in the field of research. In addition, regarding heterogeneous
reactions, for example the interaction between trace gases (such as NOy, O; and oxidized
compounds) with particles as well as the trace gas chemistry itself is complex (indicated in Fig. 2.3).
For this reason, a number of outstanding questions have to be addressed.
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2.2 Field campaigns and their foci

Results of this work base on data which were obtained during the DOMINO campaign, 2008 and
the ship emission measurement campaign, 2011 using the Mobile research Laboratory “Mola”.
Firstly, I will introduce the objectives of the campaigns and give a short overview about the

sampled source regions and aerosol types.
2.2.1 DOMINO campaign

The 2008 DOMINO (Dzel Oxidant Mechanisms In relation to Nitrogen Oxides) research campaign took
place from November 20 until December 9 at the atmospheric research station ”El Arenosillo”
(37° 57 47.76” N, 6° 44" 6.94” W) in the southwest of Spain (Fig. 2.4) operated by the INTA
(National Institute for Aerospace Technology). The main objective of the campaign was to study
the atmospheric oxidation chemistry, to compare the radical and nighttime chemistry and to
characterize the self-cleaning efficiency of the atmosphere in different air mass types. Our
contribution to this project was to study the variability of aerosol, gaseous pollutants and
meteorological characteristics associated with changes in air mass origin. The aerosol particle
composition and chemistry during formation and transformation processes was also investigated.
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Figure 2.4: Map of Spain showing the location of the DOMINO field measurement campaign and the
source regions continental, urban and marine that were sampled and analyzed in detail.

The “El Arenosillo” research station lies within a Protected Natural Area with a large variety of
ecosystems in between very different source regions and types. The Atlantic Ocean, the towns of
Huelva (20 km distance) and Seville (70 km distance) and the continent (see Fig. 2.4) surrounded
the measurement site. Huelva is a highly industrialized town with three large chemical estates where
fertilizer production industries, petrochemical industries, ammonia and urea industries as well as
paper production industries are situated (Carretero et al., 2005; Alastuey et al., 2006; Querol et al.,
2002; Querol et al., 2004; Fernandez-Camacho et al.,, 2010a). At 70 km distance from the site lies
the city of Seville which is less industrialized than Huelva. The predominant wind directions at the
station during the time the study took place are WSW, NW and NNE transporting air from Seville,
Huelva, the Continent and the Atlantic Ocean to the measurement site.
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2.2.2 Ship emission measurement campaign

The ship emission measurement campaign was conducted near the Elbe river mouth in Northern
Germany between April 25 and 29, 2011 using the mobile research laboratory “Mola” (Fig. 2.5a).
178 commercial marine vessels were encountered during the 5 days of sampling. The measurement
sites were located near Freiburg/Elbe between Cuxhaven and Hamburg on the banks of the Elbe
(53°50” N, 9°20” E) chosen to be located directly downwind of the ship tracks (Fig. 2.5b). The Elbe
is daily passed by numerous ocean-going vessels entering and leaving the port of Hamburg, the
second largest freight port of Europe. The measurements were conducted in an emission control
area (ECA) where the ship fuel sulfur content is legally fixed not to exceed 1% by weight since July
01, 2010. The objective of this campaign was to study chemical and physical as well as trace gas
properties of ship emissions and their impact on local air quality.

The predominant wind directions during the study period were N-NW transporting relatively clean
air from the Baltic and Notth Sea to the measurement sites. At the measurement sites, the Elbe is
about 2 km wide. For this reason most vessels were probed and identified at a distance of about 0.8
and 1.2 km dependant on the location of main shipping lanes downstream and upstream the Elbe.
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Figure 2.5: Map showing the measurement sites located between Cuxhaven and Hamburg, Northern
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2.3 Description of MoLa, the on-board instrumentation and data analysis

To obtain a better understanding of various information about atmospheric aerosols, the compact
Mobile aerosol research Laboratory “MolLa” which was developed at the Max Planck Institute for
Chemistry (MPIC) was used for stationary measurements of aerosol, trace gas and meteorological
characteristics during both field campaigns. In this section the mobile laboratory MoLa, the general
set up of the instruments, data acquisition and the analysis of the dataset using several tools
(Squirrel, PMF, PIKA) is described. Additionally, the Hybrid Single-Particle Lagrangian Integrated
Trajectory (HYSPLIT) model to assign different air masses to individual source regions and the
Automated Identification System (AIS) tool which provides various information of the vessels is
introduced in this section.

2.3.1 Mobile aerosol research Laboratory “MoLa”

The mobile laboratory MoLa is based on a Ford Transit vehicle which is modified and equipped
with numerous state-of-the art instruments for research purposes. The aerosol was sampled
through an extendable inlet tube system at a height of 10 m during the DOMINO and about 7 m
during the ship emission campaign (Fig. 2.6). Next to the inlet line, the meteorological station was
fixed on a separate mast. While during the DOMINO campaign electrical power for the
instruments operation was obtained from the grid, during the ship emission campaign on-board
electrical power was used. For this reason, Mola’s engine emissions were transported downwind
using an exhaust removal system to avoid self-contamination of our measurements. A detailed
technical description of MoLa can be found in Drewnick et al. (2012). In table 2.1 the measured
quantities, particle size ranges and distinct details for the instruments implemented in MolLa during

both campaigns are summarized.
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Figure 2.6: The mobile laboratory during stationary measurements on the south coast of Spain during
DOMINO (a) and the ship emission measurement campaign (b). While external electrical power was used
during DOMINO, on-boatd electrical power was used during the ship emission measurement campaign. For
this reason, the engine’s emissions were removed during the ship emission measurement campaign by the
exhaust removal system which releases pollutants about 25 m downwind of the vehicle to avoid self-
contamination.
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Measurements of physical aerosol particle properties

Ultrafine water-based Condensation Particle Counter (UW-CPC, TSI Model 3786): The
particle number concentration is one of the most important aerosol physical properties. Particles
larger than 2.5 nm are detected with a time resolution of 1 s by entering the inlet system before they
get into the saturation chamber and enter a cooled condensation line. Due to the decrease of
temperature air is supersaturated and particles act as condensation nuclei. By condensation of water

particles grow and can therefore be optically detected.

Filter Dynamics Measurement System-Tapered Element Oscillating Mictobalance (FDMS-
TEOM, Rupprecht & Patashnick Co., Inc.): Particulate matter below 1 um aerodynamic
diameter (PM;) was probed with the TEOM mass sensor (15 min time resolution) as a PM; cyclone
was fixed at the inlet system. The measurement is based on a frequency change of an oscillating
tapered element which changes its eigenfrequency dependant on the accumulated mass on the

element. The mass concentration is calculated from the increased mass, the time and flow rate.

Environmental Dust Monitor (EDM, Grimm Model 180): The particles pass a laser beam and
scatter light which is collected using a mirror and transferred to a detector attached on the opposite
site. The particle size can be calculated from the intensity of the scattered light. The particle number
for each size bin is obtained by the counting rate and volumetric flow rate. When the particle
diameter and density is known, particulate mass of particles smaller 1, 2.5 and 10 um with a 6 s time
resolution can be determined from the particle size distribution.

Fast Mobility Particle Sizer (FMPS, TSI Model 3091): Particles were size classified according to
their electrical mobility after cations were generated by an electrical diffusion charger. The
measurement column consists of an inner positively charged high voltage electrode and an outer
cylinder divided into several sensing electrodes. Between both a high voltage is applied. In the
resulting electrical field positively charged particles migrate towards the outer sensing cylinder
perpendicular to the aerosol flow through the cylinder. If particles exhibit a large electrical mobility
(small particles) they reach an electrode near the top of the measurement column otherwise they are
traveling further downstream (large particles). Due to their charge, particles can be detected by

electrometers with a time resolution of 1 s in 32 size channels (7-523 nm).

Aerodynamic Particle Sizer (APS, TSI Model 3321): The APS measures particle size
distributions in the 0.37-20 um diameter size range. Particles are separated into 52 channels
according to their flight time by passing two laser beams. Particles are accelerated by an air
expansion in a nozzle, reach a velocity which depends on their aerodynamic diameter and scatter
light when they pass the laser beams. Scattered light is collected and focused by an elliptical mirror
and detected with a solid-state photodetector (1 s time resolution).

Optical Particle Counter (OPC, Grimm Model 1.109): The optical particle sizer measures the
particle size distribution between 250 nm and 32 um in 31 channels and and with a time resolution
of 6 s. When particles pass a laser beam scattered light is collected using a mirror and transferred to
a detector attached on the opposite site. The particle size can be calculated from the intensity of the
scattered light using a calibration with PSL particles.
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Measurements of chemical aerosol particle properties

High-resolution Time-of-Flight Aerosol Mass Spectrometer (HR-ToF-AMS, Aerodyne
Res., Inc.): The C-ToF-AMS and the vacuum system is described in Jayne et al. (2003), the HR-
Tol-AMS and the data acquisition is explained in Drewnick et al. (2005). DeCarlo et al. (2006)
described the HR-ToF-AMS as well while the PhD thesis of Hings (2006) focuses on a detailed
characterization of the C-ToF-AMS. Therefore only a short summary of the instrument and its

operation will follow.

The HR-ToF-AMS is integrated in a rack which is fixed in MoLa and contains the vacuum system,
the mass spectrometer and the electronics. The vacuum system consists of:

- aerosol sampling chamber

- particle sizing chamber

- particle evaporation and ionization chamber

- chemical analysis and detection chamber.

Firstly, the aerosol is introduced into the instrument through the critical orifice and the
aerodynamic lens assembly. Then it passes a skimmer where most of the surrounding gas is
separated. Particles in the ~40-600 nm size range are focused by the aerodynamic lens into the
vacuum chamber with an efficiency of almost 100%. Then particles enter the particle sizing
chamber and pass through a chopper which provides the starting point of the particle flight time
for the determination of the aerodynamic particle size. Afterwards, particles impact onto a porous
tungsten vapotizer heated up to temperatures of about 600°C where the non-refractory
components flash-vaporize. After being ionized by electron impact (70 eV), positively charged ions
were extracted, orthogonally accelerated by a pulsed electrical field into the time-of-flight mass

spectrometer and detected by multi-channel plates.

The AMS is able to quantitatively measure size-resolved mass concentrations. For this reason, the
instrument operates in the mass spectrum (MS) and particle time-of-flight (PTOF) mode,
alternately. In the MS mode, mass concentrations of individual non-refractory aerosol components
in ambient air (chopper open) and the instrument background (chopper closed) were measured
providing average acrosol mass spectra by subtraction. Species-resolved size distribution data were
obtained based on the particle velocity between chopper and vaporizer implying their specific flight
times.

Multi Angle Absorption Photometer (MAAP, Carusso Model 5012): Black carbon
concentrations are measured with a time resolution of 1 min by optical absorption and scattering of
light at particles collected on a filter tape. Multiple detectors simultaneously register the transmitted
and scattered light to account for the influence of non-absorbing particles.

Polycyclic aromatic hydrocarbon sensor (EcoChem Model, PAS 2000): Polycyclic aromatic
hydrocarbons (PAH) on particles can be measured by a photoelectrical aerosol sensor of which the
basic principle is based on the photoelectric ionization of particles. When particles are irradiated
with electromagnetic radiation and the photon energy is larger than the photoelectric threshold
function, an electron is emitted and the particle gets positively charged. As PAHs exhibit ionization
energies below the UV photon energy they can be measured in contrast to other species. After the
charged particles were absorbed on a filter, situated in a faraday cup, the electrical current can be
measured, providing a measure of the total PAH content on and near the surface of the aerosol
particles (12 s time resolution).

11
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Measurements of trace gases

Airpointer gas measurement system (Recordum GmbH): In an air-conditioned enclosure,
several modules are integrated. Each of them provides different measurement techniques for
registering the individual trace gases sulfur dioxide (SOy), nitrogen oxide, nitrogen dioxide (NO,
NOy), ozone (O3) and CO.

SO is determined by absorption of ultraviolet light (214 nm wavelength). Excited SO2 molecules

emit fluorescence light (330 nm) which is detected by a fluorescence detector.

NOjs and NO are measured based on chemiluminescence via gas phase titration with the following

reactions undetlying the process:

NO + O3 2 NO>* + O, R2.1)
NO* = NO; + hv (R2.2)

NO mixing ratios can be determined by reaction with ozone. The thereby established excited NO,*
molecules emit photons which are detected by a photomultiplier.
To measure NOz it is firstly converted into NO (Mo = molybdenum):

3 NO; +Mo 2 3 NO +MoO; (R2.3)

Afterwards the same reactions occur (R2.1 and R2.2) to achieve NO; mixing ratios which actually
correspond to NOy mixing ratios. By subtraction of the NO mixing ratios from those of NOx, NO»

mixing ratios are obtained.

The O3 analyzer contains a measurement cell with ultraviolet light of 254 nm. Decreased light
intensity due to absorption of O3 can be measured. By using a chemical O3 scrubber which

eliminates O3, the reference signal can be registered and subtracted from the signal.

The CO module uses a heated element to generate an infrared beam with a wavelength of 4.7 um.
The beam is conducted through the CO probe cell consisting of two mirrors on both ends to
reflect the beam between them. The decreased beam intensity due to absorption of CO can be
registered by a photodetector.

Licor gas analyzer (LI-COR Inc., Model 840): The infrared CO; and H2O gas analyzer uses an
optical path where H O and CO; are measured due to the absorption of infrared light (1 s time
resolution). HxO absorbs IR light at a wavelength of 2.595 pm, CO; absorbs IR light at a
wavelength of 4.26 um. CO; and H>O mixing ratios are calculated from the difference in the IR
absorption between reference and sample.

Measurements of meteorological parameters

Weather station (Vaisala, Model WXT520): Wind direction and wind speed are measured using
an ultrasonic anemometer. An acoustic sensor registers rain drops and is used to measure
precipitation via piezoelectric detection. Different parameters such as temperature, ambient

pressure and relative humidity can be measured with capacitive sensors (1 s time resolution).
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Table 2.1: Summary of measured quantities, size ranges and the corresponding particle losses, sampling time
delays and detection limits for the instruments implemented in the mobile laboratory (MoLa). Particle losses
within the given size range boundaries are lower than those provided here; therefore the given losses are

upper limits.

Samp-

Measurement Measured Quantity Size Range/ ling Detection
Instrument (time resolution) (Particle losses) Delay Limits/Accuracy
40 nm (6%) — sulfate: 0.04 ugm>
AMS size-resolved Aerosol 600 nm (2%) nitrate: 0.02 pg m>
Aerosol Mass Chemical Composition (vacuum 43 s  ammonium: 0.05 ug m>
Spectrometer (2 min) aerodynamic chloride: 0.02 ug m>
diameter) organics: 0.09 pg m>
MAAP
Multi Angle Black Carbon Particle 10 nm (4%) — 3
. . 7s 0.1 pgm
Absorption Mass Concentration 1 um (0.2%)
Photometer (2 min)
PAH-Sensor
Z‘:(')yr;‘;ill'cc total PAH 10 nm (11%) — 5 Lngm’
Mass Concentration 1 um (0.3%)
Hydrocarbons
(12s)
Sensor
CPC
Condensation Particle 2.5 nm (45%) — 7 Max. Konz.
Particle Number Concentration 3 um (0.8) > 10° # cm™
Counter (1)
TEOM .
Tapered Element Particle 3
o Mass Concentration <1 um (0.5-9%) 9s 2.5ugm
Oscillating (PM,)
Microbalance (15 min)
s e S e -
Fast Mobility . 523 nm (0.1%) 7s N/A
Particle Sizer Mobility (Drmob)
(1 S) mo
AP Particle Size Distribution
Aersodynamic bzsis zr? AZrozz/nZl:r:i(c) 0.37 um (0.1%) -
. . 20 um (45%) 7s N/A
Particle Sizing (Daerc)
Sizer (15s) aere
OPC Particle Size Distribution 0.25 pum (0.05%) —
Optical Particle based on Light Scattering 32 um (0.002%) 8s N/A
Counter (6s) (Dopt)
03, S0,, CO and NO, 03/50,: < 1.0 nmol mol™
Airpointer NO, Mixing Ratio N/A 6s CO: <0.08 umol mol™
(2 min) NO,: < 2.0 nmol mol™
CO, and H,0 CO,: 1 umol mol™
LICOR LI840 Mixing Ratio N/A 8s  (accuracy)
(15s) H,0: 0.01 pmol mol™
. . . Accuracy:
¥ZI:1(:>Z$:ti(:e& F?F'lrea'o” WSp: 0.3 m s, WDir: 3°,
Met. Station T N/A Os Temp.: 0.3 C°, RH: 3%

Rain intensity, Pressure
(1)

Precipitation: 5%
Pressure: 0.5 hPa
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2.3.2 Data preparation for analysis

Before analyzing the large amount of data gained by the instruments in MoLa within short time
periods, data preparation is a challenge. As DOMINO was the first campaign after MoLa was built,
new approaches of data processing have to be developed to extract data step by step with the
consideration which information are necessary for the subsequent analysis. For this reason,
different data preparation procedures for both campaigns were applied for a better handling of the
datasets.

After the data were converted from diverse instrument formats/software into a common standard
format/softwate (IGOR PRO), outliers due to the instrument failures and local pollution
contaminations, for example by vehicles passing MoLa were hand-selected and removed. Both are
typically characterized by relatively short, large peaks and are therefore clearly visible in the
measured data (see Fig. 2.7). Similarly invalid data points where individual instruments did not work
due to calibrations, software problems, interrupted power supply etc. were removed.
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Figure 2.7: Particulate number concentration time series (CPC instrument) before and after removing of
invalid data points and outliers (measured during the DOMINO campaign).

Before all DOMINO data are converted into a consistent data set including a common 1 min time
axis, the measurement times due to the residence times of the aerosol in the tube system has to be
corrected for. The delays due to the aerosol transport from the roof inlet to the instruments were
subtracted from the time stamps to get the correct sampling time. The sampling delays for the
individual instruments are listed in section 3.1. They are calculated by the individual instrument

flow rates and the geometry of the tube system (delay = nr?h/flow rate).

Additionally, particle losses during the aerosol transport have been calculated using the Particle
Loss Calculator (von der Weiden et al., 2009). The software accounts for the most important
sampling and transport effects (e.g. diffusion, sedimentation, deposition) that affect the
measurements though a sampling probe. While particle losses have a maximum of 45% for 20 um
particles for the APS, for the most instruments and particle sizes used during the campaigns
maximum particle losses are below 25% (see Fig. 2.8). The respective losses are relatively small in
the size range where the majority of relevant particle mass concentrations for this work are
collected: In the size range from 30 nm to 2 um calculated particle losses are below 3% (without
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regarding the AMS: <8%). Therefore, the occurring particle losses can be neglected, since they do
not influence the measurement results significantly and the ambient aerosol was measured mostly
unbiased in this range.
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Figure 2.8: Calculated particle losses for the roof inlet as a function of the particle diameter for all
instruments implemented in MolLa during the DOMINO campaign.

For the analysis of ship plume events, a comprehensive data analysis tool was programmed by
Thomas Klimach for an objective and more efficient handling. On the one hand, the analysis tool
supports characterizing ship emissions by the calculation of the average concentrations and
integrated concentrations “area” for each ship and parameter. On the other hand background levels
without the impact of ship emissions can be obtained using a template. As a detailed description
can be found in the publications in section 3.3 and 3.4, only a short overview is given here.

Transport times through the sampling line and individual internal measurement time constants of
the instruments result in constant delays and broadenings of the individual parameters. The particle
number concentration was the first parameter that quickly increased apparently without instrument-
related delays and it was always enhanced when a ship passed the site. Therefore, the average
number concentration of each ship plume was determined from the start until the end point of the
associated peak, both defined manually. These start and end points of the particle number
concentration of each plume were used as a reference to which the offset and broadening of all
other parameters were referred to. The background concentrations of the measured aerosol and gas
phase species were subtracted from the total concentrations using a linear fit between manually
defined background intervals (pre- and post-plume). Then, the average concentrations, the area of
the peaks and the background can be obtained.

2.3.3 AMS data acquisition, calibrations, detection limits and analysis tools

In the following the examination of the AMS data is described. Several calibrations have to be
performed and correction factors must be determined and implemented in the data analysis
software for providing meaningful quantitative results of the non-refractory aerosol species.
Together with several complex analysis tools large information about aerosol properties can be
obtained (Canagaratna et al., 2007; Sun et al., 2010; Zhang et al., 2011). On the one hand, the
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organic aerosol fraction can be separated in different sources and components using Positive
Matrix Factorization (PMF). On the other hand, the chemical information of single peaks in the
high-resolution mass spectra using Peak Integration by Key Analysis (PIKA) can be obtained.

AMS operations

During the DOMINO campaign the AMS collected averaged high resolution mass spectra and
species-resolved size distributions by alternating through the related operation modes (general
alternation mode), spending 50% of the sampling time in each mode. Since during the expected
short plume intercepts during the ship emission campaign no reasonable size distribution
measurement with the AMS is possible and for not losing measurement time, the AMS was
operated in MS mode only, measuring aerosol mass spectra without size information. For both

campaigns, final AMS data have a time resolution of 1 minute.

AMS calibrations

For data quality assurance a variety of calibrations of the AMS were performed before and during
the campaigns. A particle Time-of-Flight calibration was accomplished prior to the campaigns, used
to convert particle flight times into the corresponding particle diameters. To relate an ion flight
time to the respective m/z, dominant peaks like N* (m/z 14.003), No* (m/z 28.000), Ox* (m/z
31.990), Ar* (m/z 39.962) or W+ (m/z 183.951) are used. The so-called single ion (SI) calibration is
used to determine the signal of background ions and aims to convert the signals into ions s-!. A
calibration of the lonization efficiency (IE) of the ion source was conducted once a week. Hereby,
the ionization efficiency for nitrate (ca. 107 ions/molecule) is determined and related to the other
species. A collection efficiency (CE) factor (Huffman et al., 2005) has to be determined to account
for the fraction of particles that are not detected as they bounce off the vaporizer before
evaporation and to correct for incomplete transmission of particles through the inlet of the
instrument. By comparing AMS together with black carbon measurements with results from the
TEOM (DOMINO) and EDM (ship emission campaign) PM; instruments, a CE factor of 0.5 for
the AMS mass concentrations (organics, sulfate, nitrate, ammonium and chloride) for both
campaigns was found. Very high relative humidity implies less particle bounce resulting in a CE
factor closer to 1 (no bounce). However, when using the CE factor of 0.5, the time series of the
ToF-AMS mass concentrations summed with the MAAP black carbon mass concentrations show a
good agreement with PM; mass concentrations (see Fig. 2.9 for the DOMINO campaign).
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Figure 2.9: Correlation between AMS+MAAP and TEOM PM; mass concentrations during DOMINO
using a CE factor of 0.5. Data points are color-coded according to the relative humidity. (The dotted line
represents the correlation of the PM; mass concentrations if a CE of 1 would be used.)
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AMS detection limits
Additionally, detection limits (LOD) for each species were evaluated on the basis of the method
described by Drewnick et al. (2009). They are defined as:

LOD =3-V2-a(I) @.1)

with o(I) the standard deviation of the background signals (1 min) of the respective species.
Generally, a value of a measurement is considered to be significant if it is at least three times the
standard deviation of the background. The average mass spectrum (difference spectrum) is
determined by subtraction of the background spectrum (closed spectrum, chopper closed) from the
complete mass spectrum (open spectrum, chopper open). As both measurements exhibit the same
standard deviations, the standard deviation has to be multiplied with the square root of two to
obtain the LOD for the mass concentrations. AMS species generally are characterized by large
changes in the background signals originating from contaminations. For this reason, a sliding

window over the whole campaign data set was used for the calculation of the standard deviation.

AMS analysis software

As the AMS generated large data sets during both campaigns and for an easier examination the
standard analysis software SQUIRREL (SeQUential Igor data REtRival,, versions 1.47-1.51) was
used. By means of the analysis software, parameters gained by the calibrations can be included.
Finally, objectively determined chemically resolved time series and particle size distributions are
obtained. The software tools explained in the following are based on the scientific graphing, data
analysis, image processing and programming software IGOR Pro (Wavemetrics, 2012).

Positive Matrix Factorization (PMF, Ulbrich et al., 2009) was used to extract typical organic mass
spectral signatures to different kinds of emission sources and components during the DOMINO
campaign. Beside the marine air mass origins where sulfate is most abundant, in all continentally
influenced source regions organic species dominated the total submicron aerosol mass. For this
reason, being probably involved in particle formation and certainly playing an important role as
condensable species during growth, transformation processes of the organic aerosol in the
atmosphere were analyzed using PMF as well. The PMF model extracts factors corresponding to
those sources and components explaining the majority of the variance of the organic data matrix.
For this reason, PMF allows distinguishing between different aged organic aerosol species implying
an investigation of the oxidation state. However, the selection of the number of factors being
measured is a critical step. Usually, the most reasonable result is taken, explaining the high
subjectivity of this method. This means that PMF data were compared with time series of other
instruments during DOMINO and mass spectra from known sources. After this comparisons, the
four factor solution was selected for this data set including a highly oxidized, low-volatile organic
aerosol (OOA 1), a semi-volatile oxidized OA (OOA 1II), a hydrocarbon-like OA (HOA) and a
wood-burning OA (WBOA). Details about the four factor solution, the identification of the
sources and parameters using correlations with time series of other measured parameters and
reference mass spectra, the uncertainties obtained by choosing different user inputs and a detailed
interpretation of the PMF results can be found within the DOMINO publications in section 3.1
and 3.2. For the ship emission measurement campaign no separation of the organic mass fraction
using PMF was performed as the registered ship plume events vary between 1-5 minutes which
probably cannot be resolved by PMF because for statistical reasons, PMF needs a certain number
of data points. Otherwise, the software probably has difficulties in the processing. However, typical
marker peaks in the mass spectra exist for the different PMF species. Hereby, differences in the
mass spectra are charactetized by m/z 44 (mainly CO:*) and m/z 43 (mainly C;H7+). While the
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OOA 1I exhibits a higher ratio of m/z 44 versus total organics and a lower ratio of m/z 43 versus
total organics than OOA II, HOA can be clearly distinguished from both OOA mass spectra and
generally exhibit a marker fragment at m/z 43. For this reason, both marker fragments were used to
assign differences in the mass spectra. Finally, a separation of the m/z 44 and m/z 43 to the total
organic mass fraction shows that the background was mainly composed of oxidized organic aerosol
while freshly formed HOA dominated in ship emission plumes (section 3.4).

For the speciation of sulfur compounds occurring in marine influenced air masses, PIKA (Peak
Integration by Key Analysis) was used which is a further AMS analysis tool based on SQUIRREL.
PIKA allows the separation of different species with the same nominal mass based on exact m/z
ratios. For this reason, PIKA was used to deconvolve the m/z 79 signal into three peaks from three
different contributions: bromine (Br*), a methanesulfonic acid (MSA) fragment (CH3SO") and an
organic fragment (C¢H7*, see Fig. 2.10). In contrast to Zorn et al. (2008) who used the software
tool TADA which allows to fit the main contributors by Gaussian functions, PIKA additionally
considers the peak shape in the calculation of the mass concentrations. This is particularly
important in the DOMINO data analysis as MSA concentrations are registered near the detection
limit (LOD = 6 ng m3). Zorn et al. (2008) directly measured on the Atlantic Ocean and found
MSA levels being approximately a factor of 10 larger within a lower aerosol background. A detailed
description of marine sources (MSA etc.), further information and interpretation about MSA

concentrations can be found in section 3.1.
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Figure 2.10: Separation of the high-resolution m/z 79 signal into a bromine (Br*), methanesulfonic acid
(MSA, CH3S02") and an organic (CsH7") fraction using PIKA. While the average open spectrum recorded
during beam open measurements is shown in green, the average closed one which represents background
measurements when the beam is blocked is shown in grey. The average difference spectrum is gained by
subtraction of the background from the open spectrum (red). This indicates that MSA is present in marine air
masses during the DOMINO campaign.

2.3.4 Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT)

The Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model offered by the
National Oceanic and Atmospheric Administration (NOAA) Air Resource Laboratory provides an
online calculation of air patcel back trajectories (http://www.atl.noaa.gov/ready.html). Back
trajectories show the history of the air masses on their way to the measurement site. For this
reason, back trajectories allow drawing a conclusion about source regions and their influences and
48 h back trajectories for every 2 hour interval during both campaigns were calculated. However, it
has to be considered that HYSPLIT is intended for transport processes on regional scales due to its
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relatively low grid resolution. Especially for lower trajectory altitudes the model suffers from severe
limitations as small scale processes are not considered (e.g. land-sea breeze, small scale topography
(hills, river valleys)). For this reason and as for the DOMINO campaign trajectories are used to
assign different air masses to source regions, local meteorology was used as second approach for
the identification of the air mass origin. A detailed description of both methods together with a
graph for comparison reasons is shown in section 3.1. However, I want to mention that both
methods of associating measurement data to the source regions provide similar results except those
trajectories spreading directly along the coastline. By detailed analysis it was found that this effect
results from the land-sea-circulation (see Fig. 2.11). The land-sea breeze twist locally measured wind
directions when air is flowing along the coastline in contrast to the back trajectories that were not
influenced by this small scale process. Dependant on the time of day the temperature between land
and sea varies as both heat up differently. While during day the temperature raise is larger on land
implying wind directions are located further north, at night the situation changed and wind
directions were measured further south compared to the back trajectories. For this reason, back
trajectories which pass along the coastline differ slightly but systematically from locally measured

wind directions.
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Figure 2.11: The graph shows differences between wind directions and back trajectories, both determined by
hand in degree during the same time period. While the red dots represent values of individual days, the blue
colored cycle represents average values of the red dots of each day.

2.3.5 Automated Identification System (AIS)

Ship information including ship name, commercial type, length, breath, deepness, speed, position,
gross tonnage and maximum engine power was collected from Automated Identification System
(AIS) broadcasts (www.vesseltracker.com). AIS is a globally implemented identification system
mandatory in all vessels larger than 20 m length or 300 gross tonnages. Specific data of each vessel
are broadcast continuously and serve for the prevention of collisions between vessels. The system
was used to identify the individual ships passing the measurement site and thus assigning the
specific ship characteristics to each of the registered plumes and to classify the measured vessels
into different types.
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Abstract

Measurements of the ambient aerosol were performed at the Southern coast of Spain, within the
framework of the DOMINO (Die/ Oxidant Mechanisms In relation to Nitrogen Oxides) project. The field
campaign took place from November 20 until December 9, 2008 at the atmospheric research
station “El Arenosillo” (37° 5 47.76” N, 6° 44" 6.94” W). As the monitoring station is located at
the interface between a natural park, industrial cities (Huelva, Seville) and the Atlantic Ocean a
variety of physical and chemical parameters of aerosols and gas phase could be characterized in
dependency on the origin of air masses. Backwards trajectories were examined and compared with
local meteorology to classify characteristic air mass types for several source regions. Aerosol
number and mass as well as polycyclic aromatic hydrocarbons and black carbon concentrations
were measured in PM; and size distributions were registered covering a size range from 7 nm up to
32 pum. The chemical composition of the non-refractory submicron aerosol (NR-PM;) was
measured by means of an Aerosol Mass Spectrometer (Aerodyne HR-ToF-AMS). Gas phase
analyzers monitored various trace gases (Osz, SOz, NO, NO, CO») and a weather station provided
meteorological parameters.

Lowest average submicron particle mass and number concentrations were found in air masses
arriving from the Atlantic Ocean with values around 2 pg m= and 1000 cm?. These mass

concentrations were about two to four times lower than the values recorded in air masses of

! Original text and figures published in Atmospheric Chemistry and Physics.
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continental and urban origins. For some species PM-fractions in marine air were significantly larger
than in air masses originating from Huelva, a closely located city with extensive industrial activities.
The largest fraction of sulfate (54%) was detected in marine air masses and was to a high degree not
neutralized. In addition small concentrations of methanesulfonic acid (MSA), a product of biogenic
dimethyl sulfate (DMS) emissions could be identified in the particle phase.

In all air masses passing the continent the organic aerosol fraction dominated the total NR-PM;.
For this reason, using Positive Matrix Factorization (PMF) four organic aerosol (OA) classes that
can be associated with various aerosol sources and components were identified: a highly-
oxygenated OA is the major component (43% OA) while semi-volatile OA accounts for 23%. A
hydrocarbon-like OA mainly resulting from industries, traffic and shipping emissions as well as
particles from wood burning emissions also contribute to total OA and depend on the air mass
origin. A significant variability of ozone was observed that depends on the impact of different air

mass types and solar radiation.
3.1.1 Introduction

Studying tropospheric aerosols is becoming increasingly important as they influence the Earth’s
climate (IPCC, 2007), continental, urban and marine ecosystems and visibility (Querol et al., 2009).
In addition they can have a significant influence on human health (Pope and Dockery, 2006). To
study the influence of natural and anthropogenic pollutants emitted by local and regional sources
measurement campaigns at remote sites are required where the complex mixture of components in
the atmosphere can be observed. This mixture depends on the various source regions influencing
the measurement site as well as their distance, since chemical and physical processing takes place in
an air mass during transport. In addition, particularly in Southern Europe, the season plays an
important role. In the summer months African dust outbreaks, re-circulation of air masses, strong
photochemistry and long-range transport from NW Europe or Western Iberia (Sanchez de la
Campa et al., 2007; Pey et al., 2008) affect the atmospheric composition and levels. The SW of
Spain lies next to the Atlantic Ocean and the Strait of Gibraltar, a major ship route. There are
several large towns and cities, the largest of them Seville, important ports like the one of Huelva, as

well as large agricultural plantations and forests.

The air quality close to the heavily industrialized area around the city of Huelva is significantly
degraded at times. Epidemiological studies (CSIC, 2002) as well as the distribution of cancer
incidents in Spain (Benach et al., 2003) suggest that certain kinds of cancers (e.g. lung cancer) occur
in this region at an elevated rate. Therefore, a number of studies were performed, mainly in and
around Huelva to evaluate the impact of industrial emissions and their characterization in terms of
the chemical composition and potential origin (Fernandez-Camacho et al., 2010b; de la Rosa et al,,
2010; Perez-Lopez et al., 2010; de la Campa et al., 2011; Toledano et al., 2009). In addition, the
interaction of high solar radiation levels as they occur in Andalusia together with elevated
anthropogenic and natural ozone precursor emissions lead to enhanced photochemical ozone
production that can be measured downwind of industrialized regions where the ozone precursor
substances are emitted (Adame et al., 2010a,b; Adame et al., 2008).

So far no comprehensive studies investigating the chemical composition of aerosol particles in
conjunction with measurements of a variety of trace gases were conducted in Southern Spain. The
aim of this study is to present a detailed investigation of the variability of aerosol, trace gas
characteristics and meteorological conditions depending on continental, urban and marine sources
surrounding the measurement site in “El Arenosillo”. Backwards trajectories were calculated and
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compared to local meteorology to classify different air mass categories. The non-refractory
submicron aerosol composition was determined depending on the air mass categories. The sulfate
fraction was further investigated regarding aerosol acidity for the individual air mass types. A focus
is also on organic components of the aerosol, their sources and variations. Furthermore, the
dependence of the diurnal ozone variation associated with meteorological conditions and different

air masses was analyzed.
3.1.2 Overview of the 2008 DOMINO campaign

The 2008 DOMINO (Dzel Oxidant Mechanisms In relation to Nitrogen Oxides) research campaign took
place from the 20™ of November until the 9* of December at the atmospheric research station ”El
Arenosillo” (37° 57 47.76” N, 6° 44" 6.94” W) in the southwest of Spain (Fig. 3.1a), operated by the
INTA (National Institute for Aerospace Technology). The main objective of the campaign was to
characterize the oxidative capacity of the troposphere. For this reason, the focus was to study the
atmospheric oxidation chemistry, to compare the radical and nighttime chemistry and to
characterize the self-cleaning efficiency of the atmosphere in different air mass types. Our
contribution to this project was the investigation of the aerosol particle chemistry, composition,
formation and transformation processes. Therefore, we measured a large number of atmospheric

parameters simultaneously.

The “El Arenosillo” research station lies within a Protected Natural Area in between 3 very
different source regions: the Atlantic Ocean, the town of Huelva (20 km distance) and the nearby
National Park of Dofiana. The Atlantic Ocean itself has relatively low levels of pollutants, however
there are shipping emissions from heavy ship traffic in the Strait of Gibraltar (Pey et al., 2008).
Huelva is a highly industrialized town with three large chemical estates where fertilizer production
industries, petrochemical industries, ammonia and urea industries as well as paper production
industries are situated (Carretero et al., 2005; Alastuey et al., 2006; Querol et al., 2002; Querol et al.,
2004; Fernandez-Camacho et al., 2010a). The nearby National Park of Dofiana on the other hand is
a Nature Preserve Park with a large variety of ecosystems and a unique biodiversity (de la Campa et
al., 2009). Situated in the west of the Guadalquivir River, it is a UNESCO Biosphere Reserve and
Heritage of Mankind consisting of marshlands, pine forests, preserves and moving sand dunes.
Beyond it at 70 km distance from the site lies the city of Seville, the capital of Andalusia
(population: 704,000). However it is less industrialized than Huelva (population: 149,000) which is
located at the southwestern end of the Andalusian region and is surrounded by the rivers Odiel and
Tinto and the Atlantic Ocean (Fig. 3.1c). The predominant wind directions at the station during the
time the study took place are WSW, NW and NNE transporting air from Seville, Huelva, the
Continent and the Atlantic Ocean to the measurement site (Fig. 3.1b).

In order to study the variability of the particle loading, composition, size distributions as well as
trace gas and meteorological parameters in different types of air masses whose origin is well
defined, the campaign was conducted in winter. This offers the advantage to achieve a better
understanding of the characteristics, sources and processes as typical summer features in this part
of Southern Europe are reduced: enhanced photochemistry or recirculation periods that typically
occur in spring and summer seasons in this part of Southern Europe (Pey et al., 2008) would
contribute to a more complex study scenario.

In the beginning of the campaign from 20% of November until the 3 of December fair weather
conditions with sunny days and clear sky prevailed. Therefore, a stable nocturnal boundary layer
existed and low altitude emissions for example from Huelva were accumulated and measured at
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elevated concentrations. Only on two nights (November, 28-29 and November, 29-30) short
precipitation periods occurred which did not change the atmospheric composition significantly as
the wind originated from the marine source region and concentrations remained as low as before.
During the last 6 days of the campaign (December, 3-9), it was cloudy with nearly constant
temperature, relative humidity and air pressure near ground.

Atlantic
Ocean

0 10 20km
[ B

Figure 3.1: Map of Spain (a) showing the location of the field measurements (c) and an angular histogram of
the wind directions recorded during the campaign (b).

3.1.2.1 Setup for ground based measurements of aerosol, gas phase species and
meteorology

Key instrumentation

Measurements of the ambient aerosol and several trace gas mixing ratios were performed using
MolLa, a mobile platform for aerosol research (Drewnick et al., 2012). During this campaign
physical acrosol particle properties in PM; were detected by the ultrafine water-based Condensation
Particle Counter in the 5 nm to 3 um size range (CPC 3786, TSI, Inc.) as well as the Filter
Dynamics Measurement System Tapered Element Oscillating Microbalance (FDMS-TEOM,
Rupprecht & Patashnick Co., Inc.) (see Table 3.1). For particle size information, a Fast Mobility
Particle Sizer (FMPS 3091, TSI, Inc.), an Aerodynamic Particle Sizer (APS 3321, TSI, Inc.) as well
as an Optical Particle Counter (OPC 1.109, Grimm) were used to cover a particle size range from 7
nm until 32 um. The chemical composition of the non-refractory (NR) aerosol in the submicron
range was measured by means of a High-Resolution Time-of-Flight Aerosol Mass Spectrometer
using the “V-mode” (HR-ToF-AMS, Aerodyne Res., Inc.). The black carbon concentration in PM;
was determined by a Multi Angle Absorption Photometer (MAAP, Thermo E.C.) and polycyclic
aromatic hydrocarbons on particles were appointed by the PAH-Monitor (PAS 2000, EcoChem.
Analytics). Mol is also equipped with two instruments to detect various trace gases. An Airpointer
(Recordum GmbH) measures the gas phase species SOz, CO, NO, NO2 and Os. CO2 and H>O
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were monitored using a LICOR 840 gas analyzer (LI-COR, Inc.). A weather station (WXT 510,
Vaisala) provided the most important weather parameters such as ambient temperature, relative
humidity, air pressure, wind speed, wind direction and rain intensity.

Sampling setup

During the field campaign the roof inlet of Mola, which is normally available for stationary
measurements was used. Next to the roof inlet an extendable mast with the meteorological station
was fixed, both for measurements in 10 meters height. Short branches were used to connect several
instruments with the main inlet system. The sampling line is optimized for a flow rate of about 90 1
min and therefore a pump with flow control was used for regulating this flow independant of the
set of instruments operating. The inlet was optimized and characterized for transport losses and
sampling artifacts (von der Weiden et al., 2009). One of the main characteristics is the occurring
aerosol particle loss. Table 3.1 contains particle loss information for all instruments calculated using
the Particle Loss Calenlator (von der Weiden et al., 2009). While particle losses have a maximum of
45% for 20 um particles for the APS, for all other instruments used during the campaign maximum
particle losses are below 25%. The respective losses are relatively small in the size range where the
majority of relevant data for this work is collected: In the size range from 30 nm to 2 um calculated
particle losses are below 3% (without regarding the AMS: <8%y). Therefore the occurring particle
loss can be neglected since they do not influence the measurement results significantly and the
ambient aerosol was measured mostly unbiased in this range.

Transport times through the sampling line differ slightly for the individual instruments, so the
sampling and measurement times are not identical. Therefore the time stamp for each instrument
has to be corrected dependent on the residence time of the aerosol in the tube system. The
calculated delays for all instruments were subtracted from the time stamps to get the correct
sampling time. The sampling delays for the individual instruments are also presented in Table 3.1.
The time resolution used for this analysis was 1 min for all instruments beside the TEOM which

generated 15 min data.

Quality assurance for aerosol chemical composition measurements

For data quality assurance a variety of calibrations of the AMS were performed before and during
the campaign. A particle Time-of-Flight calibration was accomplished prior to the campaign, used
to convert particle flight times into the corresponding particle diameters. For determination of the
instrument background and several distinct instrument parameters, measurements using a high-
efficiency particulate air (HEPA) filter as well as a calibration of the lonization efficiency (IE) of
the ion source were conducted once a week. The sensitivity of the detector was monitored
permanently and calibrated frequently as well.

A collection efficiency (CE) factor (Huffman et al., 2005) has to be determined to account for the
fraction of particles that are not detected as they bounce off the vaporizer before evaporation and
to correct for incomplete transmission of particles through the inlet of the instrument. Usually this
factor is determined by comparing AMS measurements with results from other instruments or filter
measurements. This factor usually ranges between 0.5 (for 50% particle loss) and 1 (no bounce) and
depends mainly on the measurement conditions, for example relative humidity or particle
composition. For the DOMINO campaign, a CE factor of 0.5 for the AMS mass concentrations
(organics, sulfate, nitrate, ammonium and chloride) was used. When using this typical CE factor,
the time series of the ToF-AMS mass concentrations summed with the MAAP black carbon mass
concentrations show a good agreement with TEOM PM; mass concentrations (ratio
PMans+maar/ PMreom = 0.97, R*=0.6).
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Table 3.1: Summary of measured quantities, size ranges and the corresponding particle losses, sampling time
delays and detection limits for the instruments implemented in the mobile laboratory (MoLa). Particle losses
within the given size range boundaries are lower than those provided here; therefore the given losses are

upper limits.

Samp-

Measurement . Size Range/ . Detection
Measured Quantity . ling .
Instrument (Particle losses) Limits/Accuracy
Delay
40 nm (6%) — sulfate: 0.04 pg m>
AMS . 600 nm (2%) nitrate: 0.02pgm>
size-resolved Aerosol . 3
Aerosol Mass Chemical Composition (vacuum 43 s ammonium: 0.05pugm
Spectrometer P aerodynamic chloride: 0.02 pg m>
diameter) organics: 0.09 ug m>
MAAP
. 0, -
Multi ArTgIe Black Carbon Particle 10nm (4%) 7s 0.1pug m>
Absorption . 1 um (0.2%)
Mass Concentration
Photometer
PAH-Sensor
Polycyclic
1 11%) — R
Aromatic total PAH S n:: EO 3/;)) 8s 1ngm 3
Hydrocarbons Mass Concentration W =
Sensor
CPC
. 0, -
g::ccijjgsatlon Particle > gmrsz(soé)) 7s N/A
Number Concentration H )
Counter
TEOM
Tapered Element Particle o 3
Oscillating Mass Concentration <1um (0.5-9%) s 2:5Hgm
Microbalance (PM,)
FMPS Particle Size Distribution 7 nm (9%) —
Fast Mobility based on Electrical 523 nm (0.1%) 7s N/A
Particle Sizer Mobility (Dmob)
AP
Aersod namic Particle Size Distribution ~ 0.37 um (0.1%) —
. Y based on Aerodynamic 20 um (45%) 7s N/A
Particle Sizin (Daerc)
Sizer & aero
oPC Particle Size Distribution  0.25 pum (0.05%) —
Optical Particle based on Light 32 um (0.002%) 8s N/A
Counter Scattering Cross Section (Dopt)
O;: < 1.0 nmol mol™
SO,: < 1.0 nmol mol™
Airpointer 0, SO,, CO and NO, N/A 65 2 < whnmotmol |
NO, Mixing Ratio CO: <0.08 pmol mol
2 J NO,: < 2.0 nmol mol™
CO,: 1 pmol mol™
LICOR LI840 E/Ici);ianngtzi(c)) N/A 8s (accuracy)
& H,0: 0.01 pmol mol™
Wind speed & Direction
Met. Station Temperature, RH, N/A Os N/A

Rain intensity, Pressure
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During normal operation, the AMS collected averaged high resolution mass spectra and species-
resolved size distributions by alternating through the related operation modes, spending 50% of the
sampling time in each mode. The detection limits (LOD, Table 3.1) for each species were evaluated
on the basis of the method described by Drewnick et al. (2009). They are defined as:

LOD =3-v2-o(I) 3.1)
with o (I) the standard deviation of the background signals of the respective species.
3.1.2.2 Back trajectories and air mass classification

To classify different source regions that are reflected in the aerosol and trace gas composition of
the air arriving at the measurement site, 48 h back trajectories at 10 m arrival height above ground
level were calculated for every 2 h during the whole campaign using the HYSPLIT (Hybrid Single
Particle 1agrangian Integrated Trajectory) model (Draxler and Rolph, 2003). To analyze the measured
data of chemical and physical aerosol particle properties as well as gas phase parameters that are
associated with different source regions the whole dataset was divided according to back
trajectories that correspond to similar air mass histories. For this assignment we assume that the
respective data one hour before the arrival time and one hour thereafter “belong” to each trajectory
and associate these data in the further analysis with the source region defined by the trajectory. Fig.
3.2 shows a map including back trajectories classified into 6 air mass categories based on air mass
origins and pathways. The resulting air mass categories with the corresponding angles of the
limiting trajectory arrival directions as well as the measurement time in percent of the entire
measurement period are:

- “Seville” (65°-82°, 6%)

- “Continental” (340°-65°, 15%)

- “Portugal+Huelva” (310°-328°, 3%)
- “Marine+Huelva” (285°-310°, 18%)
- “Portugal+Marine” (265°-285°, 15%)
- “Marine” (140°-265°, 6%).

To be classified as “Seville” calculated back trajectories had to cross Seville (latitude and longitude
for “Seville” category borders: 37°16°11'N, 5°54°33""W and 37°24°55"'N, 6°5'1""W) before
approaching the measurement site. Air masses labeled as “Continental” contain air transported
from Spanish inland areas over pine and eucalyptus forests to the station. While
“Portugal+Huelva” trajectories mainly travel over Portugal before passing Huelva and then the site,
trajectories corresponding to “Marine+Huelva” firstly travelled over the Atlantic Ocean (Huelva
category borders: 37°19°1'N, 6°50°36""W and the coastline). In contrast to “Portugal+Huelva” air
masses with trajectories spreading preferentially over the northern part of Huelva city,
“Marine+Huelva” trajectories extend over the whole area of the city. Finally, the fifth
(“Portugal+Marine”) and sixth (“Marine”) category include marine influenced air masses with the
difference that “Portugal+Marine” trajectories also passed Portugal. For each air mass type aerosol
as well as gas phase and meteorological parameters were analyzed separately. In total, 63% of the
measured data were considered in our examinations. The remaining data are associated with
trajectories that passed along the boundaries of the categories and cannot reliably be associated with
any of the six categories.
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Figure 3.2: On the left side a map of the Iberian Peninsula is shown including 48 h backwards trajectories
calculated for every 2 hours using HYSPLIT. The zoom-in at the right shows the transport direction of the
classified air mass types at the measurement site. 6 air mass categories corresponding to different source
regions were separated: “Seville” (purple), “Continental” (green), “Portugal+Huelva” (red), “Marine+Huelva”
(orange), “Portugal+Marine” (light blue), “Marine” (blue).

HYSPLIT is intended for transport processes on larger spatial scales due to its relatively low grid
resolution. Especially for lower trajectory altitudes the model suffers from severe limitations.
Therefore, under the influence of mesoscale processes, HYSPLIT is not able to reproduce local
meteorology adequately. However, during the DOMINO campaign synoptic conditions dominated
also regional transport which can therefore be reproduced sufficiently accurate down to the lower
boundary layer by HYSPLIT calculations as was shown by thorough sensitivity analyses and

comparison to measurement data (personal communication, J. A. Adame Carnero, 2012).

As second approach for the identification of the air mass origin local meteorology was used
measured at the sampling site. Here the whole measured data set was divided into different sectors
according to the wind direction registered by the meteorological station in 10 m height. In order to
avoid associating stagnant air masses with potential contamination from local sources with
individual source sectors all data measured during times with wind speeds below 1 m s were not
used for further processing. Hereafter, 3 different source regions associated with individual wind
directions were identified, called “Continental”, “Utrban” and “Marine”.

In Fig. 3.3 locally measured wind direction data were compared for both classification methods.
The three different wind direction ranges of the “Continental” (340°-110°), “Urban” (285°-330°)
and “Marine” (140°-265°) sectors are shown as grey shaded areas. Red colored box plots reflect the
local wind directions measured during the arrival times of the back trajectories associated with
various air mass categories. For the “Seville”, “Continental”, “Marine+Huelva” and “Marine” air
mass categories the measured wind directions agree quite well with the wind sectors associated with
the same source regions. Contrary, measured wind directions of the “Portugal+Marine” air masses
are not located within any of the wind direction ranges because this air mass type could not be
separated using the wind direction method since a gap had to be selected between land (Huelva)
and marine influenced air masses. For the “Portugal+Huelva” and “Marine+Huelva” air mass
categories the directions of the trajectories differ slightly but systematically from locally measured
wind directions because registered wind directions are influenced by the land-sea-circulation. This
effect results in wind directions measured at the site, which was located directly at the shore,
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oriented further south — compared to the direction of the trajectories — during daytime while during
the night they are rotated more towards the north.
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Figure 3.3: Comparison of wind directions associated with the classified air mass categories (HYSPLIT) with
wind direction ranges used for the identification of the three sectors. The wind directions associated with the
HYSPLIT air mass categories are presented as box plots (blue marker: mean, box: 25-75% percentiles with
median, whiskers: 5% and 95% percentiles) while the wind direction ranges are shown as grey shaded area.

In summary, the classification of air mass types made on the basis of back trajectories is more
robust than that based on wind directions. HYSPLIT enables a more exact apportionment of air
masses as it considers not only local conditions but also regional and long-range transport
influences. However, both methods of associating measurement data to source regions provide
similar results when regarding both “Huelva”-related air mass categories as “Urban” and the
“Seville” and “Continental” air mass categories as “Continental”. Although very similar results are
obtained with both methods the use of HYSPLIT to identify air masses gives the possibility to
separate the data into additional air mass types that cannot be identified on the basis of wind

directions alone (e.g. “Seville”).

In Fig. 3.4 time series for several of the measured parameters that are discussed below are shown
for the whole campaign. The time intervals associated with the classified air mass categories are
indicated as shaded areas in different colors. As shown in this figure, for the “Continental”,
“Marine+Huelva” and “Portugal+Marine” air mass categories the air mass origin persisted over
relatively long periods on several days. Therefore the influx from other source regions into these air
masses is very unlikely. On the other hand, the “Portugal+Huelva” category was registered only for
short time intervals and only on a single day. Therefore for this air mass category, influx from other
source regions by re-circulation of air masses in varying wind fields cannot be excluded, even
though the back trajectories do not show any evidence for this effect. The “Seville” category was
measured during two approximately half-day long periods on two different days. Significant
differences in the measured parameters have been found for the two time intervals because
different phases of new particle formation events have been probed during these times. However,
even though mixing with “Continental” air masses is likely, the increased concentrations measured
during these two periods, compared to typical “Continental” concentrations, suggest that actually
air masses that at least partially passed Seville have been probed here. Generally both “Marine”
petiods show very similar evolution of the measured time series, characterized by low
concentrations over extended time intervals. During the early phase of the first period increased
concentrations of some aerosol parameters could be an indication of re-circulation of continentally

influenced air masses. However, also ship emissions could be the cause of these elevated
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concentrations. Land-sea breeze has been identified to slightly twist locally measured wind
directions when air is flowing along the coastline. However, its effect seems to be sufficiently small
to prevent significant mixing of marine and continentally influenced air masses in the identified
source categories. As also shown in Fig. 3.4, the highest concentrations observed on Nov 28, 2011
were not considered in the study due to an air mass change occurring during this time. Trajectories
for this time period show a complex path and a trend, moving further to the West from hour to
hour. Therefore, they were not classified into one of the categories. A more in-depth analysis of the
influence of topography and transport height on trajectory calculations was performed by scientists
of INTA (National Institute for Aerospace Technology) and will be published elsewhere.
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Figure 3.4: Time series of several parameters (wind direction (red), number (grey) and PM; mass (brown)
concentrations, black carbon (black), ozone (blue), sulfur dioxide (SO2, black), nitrogen oxide (NOy, red),
AMS species (organics (green), sulfate (red), nitrate (blue), ammonium (orange), chloride (purple), OOAI
(purple), OOAII (salmon), WBOA (brown), HOA (grey)) measured during the DOMINO campaign and
discussed in the paper. The classified air mass categories are indicated as shaded areas behind the traces
(“Seville”  (purple), “Continental” (green), “Portugal+Huelva” (red), “Marine+Huelva” (orange),
“Portugal+Marine” (light blue), “Marine” (blue)).
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3.1.3 Results
3.1.3.1 Aerosol composition of selected air mass categories

PM; concentrations: The chemical composition of the submicron aerosol, divided into the most
common AMS species (organics, sulfate, nitrate, ammonium, chloride) and black carbon (BC) is
presented for each of the air masses in Table 3.2 and in the pie charts of Fig. 3.5. Here the total
PM; mass concentrations are defined as the sum of all AMS and BC mass concentrations. The
lowest average PM; mass concentration was found in air masses transported over the Atlantic
Ocean (1.7£1.1 pg m3) (see Table 3.2). This value was about two to four times lower than the
values recorded in air masses of “Continental” (3.912.6 pg m3) and urban (“Huelva”/”Seville”,
4.0+3.1 and 6.9+3.4 pg m?) origins. Even though the difference in PM; concentrations is not
significant within the one standard deviation boundaries, the trend is clearly evident. Despite the
large variability within each category the values for the air from the Atlantic Ocean largely differ
from those of the other two categories. Regarding the whole campaign, total PM; average mass
concentrations were 4.0+2.5 pg m=3 while black carbon contributes 7.9% (0.32 ng m-3) to this value.

Seville Continental P+Huelva
10% 9% 4% 7%
0.4% 0.4%
v v m Organic
= Sulfate
5.5 ug m3 3.9 ugm’3 6.9 ug m3 Ammonium
= Nitrate
M+Huelva P+Marine Marine = Chloride
2%, - 1%10% b = BC
A  I'm 00A|
@ % | = 0OAIl
= HOA
9 = WBOA
4.0 pg m-3 1.7 ugm3 1.7 ug m3 = Residuum

Figure 3.5: Pie charts of the submicron aerosol composition of the PM; for each air mass type consisting of
organics (green), sulfate (red), ammonium (orange), nitrate (blue), chloride (purple) and black carbon (black).
Organic material was further separated into OOA I (datk purple), OOA II (salmon), HOA (grey) and WBOA
(brown) using PMF. The residuum (light blue) cannot be associated with any of these sources or components.

Particulate organics: Firstly, we note that the organics, sulfate and nitrate NR-PM; (non-
refractory particulate matter with d, <1 um) aerosol concentrations show the most significant levels
and also the most contrasting variations dependent on air mass origin. Therefore they largely
determine the chemical character of the aerosol. The highest organic matter fraction (64%) was
measured in the “Continental” air mass category. Biogenic precursor emissions in addition to
emissions from frequent biomass burning activities originating from the surrounding pine and
eucalyptus forests and the agricultural fields were transported downwind towards the coastal
measurement site and generate secondary organic aerosol mass. In addition, anthropogenic sources
also result in the generation of organic particulate matter. While the consistently high organics
content is the dominant fraction in all air masses that passed the continent, in the “Marine”
category sulfate plays the major role. To distinguish between different types of organics and to gain
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further insights into sources and processes affecting the organic composition results of a factor

analysis study are presented in section 3.4.

Non-sea-salt particulate sulfate: Generally, sulfate is a more regionally influenced component.
While in “Continental” influenced air masses 13% (0.49£0.27 pg m3) of PM; consists of “sulfate”,
in the “Marine+Huelva” air mass category a fraction of 28% (1.1£0.81 ug m-3) was registered. In
the marine boundary layer (MBL) sulfur compounds are quite common (Chatlson et al., 1987; Zorn
et al., 2008) as the ocean is a large source for atmospheric sulfur (Barnes et al., 20006). In addition,
shipping emissions of marine transport in the Strait of Gibraltar play an important role as reported
by Pey et al. (2008). Therefore, “sulfate” is the most abundant species of the “Marine” submicron
non-refractory aerosol with a fraction of 54% (0.91£0.43 pg m-3). The “sulfate” aerosol is further
characterized (see section 3.3) by analyzing the acidity since it affects aerosol hygroscopic growth,
toxicity and heterogeneous reactions (Sun et al., 2010).

Particulate nitrate: As a result of a wide variety of industrial and traffic emission sources located
in Huelva, nitrate formed by photochemical oxidation of nitrous oxides is the major inorganic
fraction of the aerosol composition in the “Portugal+Huelva” (13%, 0.88+0.50 pg m3) air mass
category. While in “Marine+Huelva” (9.5%, 0.38+0.36 ug m?3) and “Seville” (8.4%, 0.46£0.22 pg
m3) air masses nitrate occurs as second most abundant inorganic fraction. It is well known that
nitrate is a major content in fine particles from cities, urban and industrial regions (Takami et al,,
2005). In addition, source apportionment studies conducted in the Andalusian region showed
higher average nitrate values in stations with a high traffic influence (de la Rosa et al., 2010).
However, ammonium nitrate is volatile and reacts quickly during transport (Takami et al., 2005).
The large variability of concentrations within the air mass categories is caused by the different kinds
of emissions from short distances and changing wind directions.

Particulate ammonium: As a major fraction of total inorganic species, nitrate is followed by
ammonium in all air mass types except both “Marine” categories where even less nitrate than
ammonium was observed. Nevertheless, ammonium precursor sources in the marine boundary
layer (Jickells et al., 2003) are not sufficiently abundant to neutralize the present sulfate. For the
continentally influenced air masses instead, sources of ammonium include agricultural activities,
manures, biomass burning or soils (Bouwman et al., 1997; Hock et al, 2008). The fertilizer
production industries in Huelva (Perez-Lopez et al, 2010) provide an increased delivery of
ammonia (Carretero et al, 2005) resulting in highest ammonium concentrations in
“Portugal+Huelva” (0.4520.38 pg m3) and “Marine+Huelva” (0.4320.33 pg m-3) air masses.

Particulate chloride: The measured chloride content is in the order of 0.4% to 3.6% within all air
masses. However, average chloride values are not dominant in the “Marine” air mass categories as
the ToF-AMS cannot measure sea salt (sodium chloride) with significant efficiency (Zotn et al.,
2008). In contrast, both “Portugal+Huelva” (3.6%; 0.25£0.55 pg m-3) and “Marine+Huelva” (1.6%,
0.062%0.060 ng m-3) air masses are influenced by industrial emissions (e.g. organic chloride species)
likely responsible for up to nine times enhanced PM; chloride concentrations compared to
“Continental” (0.41%; 0.016 £0.047 pg m-3) air mass types. Lowest chloride values were registered
in the “Seville” category (0.36%, 0.020+0.020 pg m3). Since the measured chloride concentrations
are either below the detection limit (0.02 pg m3) or the resulting mass concentrations show large
variability we cannot identify clear differences within the individual source categories for this

species.
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Table 3.2: Averaged submicron mass concentrations and fractions of total PM; for the common HR-ToF-
AMS species and black carbon within the categorized air masses. For each category the total time of
measurements is listed that are used for the evaluation. For each species, standard deviations are listed as an

estimate for the inner-category variability.

Seville Continental P+Huelva P+Marine Marine
inpgm? 26 h 60 h 11h 59 h 26 h
AMS-Org 3.242.2 2.5+1.7 4.2+1.5 1.8+1.3 0.78+0.63  0.46+0.42
% 58 64 61 45 46 27
AMS-sO,  0.88%0.29 0.49+0.27  0.62+0.33 1.140.81 0.50+0.44  0.91+0.43
% 16 13 9.0 28 29 54
AMS-NH,  0.35%0.12 0.22#0.11  0.45+0.38  0.430.33 0.1740.15  0.15%0.089
% 6.4 5.6 6.5 11 10 8.8
AMS-NO,  0.46£0.22 0.29+0.18  0.88+0.50  0.38+0.36  0.094+0.078 0.080+0.054
% 8.4 7.4 13 9.5 5.5 4.7
AMS-Chl  0.020£0.020  0.016#0.047  0.25+0.55  0.062+0.060  0.023+0.027 0.022+0.024
% 0.36 0.41 3.6 1.6 1.4 1.3
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Black carbon: The influence of air mass histories is also evident in average black carbon (BC)
mass concentrations. Enhanced average BC fractions were measured in polluted Huelva (7%) and
“Continental” (9%) air masses (see Table 3.2) while lowest BC mass fractions occur in the
“Marine” (3%) influenced air mass category, being typically below the detection limit (0.1 pg m-3).
Therefore, an air mass history change leads to a change in measured BC mass concentrations at the
site as well.

Aerosol mass concentrations: Fig. 3.6 illustrates the dependence of average mass concentrations
measured with the TEOM (filled brown) and AMS+MAAP (hatched brown) in PM; as well as
averaged aerosol number concentrations (CPC, grey) on air mass types. Although both mass
concentrations are characterized by large variability (in terms of standard deviations), it is obvious
that for all marine influenced source regions TEOM slightly exceed AMS+MAAP mass
concentrations. This is likely due to sea spray which is the major soutce of particulate matter within
the marine boundary layer, consisting of sodium chloride aerosol particles (Warneck, 1988), which
cannot be measured efficiently with the AMS. For the “Seville”, “Continental” and
“Portugal+Huelva” air mass categories AMS+MAAP concentrations are larger than TEOM mass
concentrations. This could be due to volatile substances that are potentially not completely
registered using the TEOM.

Particle number concentrations: The number concentration levels within the “Continental”,
“Marine+Huelva”, “Portugal+Marine” and “Marine” air mass categories show significant
variability, reflected in large standard deviations. For the first two of these source sectors the large
variability is caused by the frequent occurrence of particle nucleation events. For the

“Portugal+Marine” category particle nucleation is also possible however, we can neither cleatly
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identify nor exclude such events unambiguously. Another potential cause is the inhomogeneous
mixture of polluted continental air with clean marine air, and for the “Marine” category the
generally low values are associated with significant variability, potentially caused by individual ship
emission plumes. Despite the strong variations in number concentrations, a general trend is clearly
visible and major differences occur between the group of “Continental”, “Marine+Huelva” and
“Portugal+Marine” air masses compared to the group of “Seville”, “Portugal+Huelva” and
“Marine” air masses: The ratios of particle number to particle mass concentration bar heights in
Fig. 3.6 differ significantly between these two groups of air masses. While the brown colored bars
corresponding to PM; mass concentrations referred to the grey ones representing number
concentrations are approximately four times as high for the “Marine” category and 2 times as high
for “Seville”, almost the same bar heights were obtained for the “Continental” and
“Portugal+Marine” air mass categories. The presence of freshly produced aerosol originating from
nearby particle sources in “Marine+Huelva” air mass types affect both physical aerosol
concentrations in a way that large particle number concentrations associated with lower aerosol
mass concentrations were measured, compared to the other air mass types. On the other hand the
aging of the aerosol during regional transport of urban emissions like it is the case for “Seville” or
aged “Marine” aerosol is expressed in lower number but enhanced particle mass concentrations.
Due to the fact that “Marine+Huelva” air mass trajectories extend over the whole area of Huelva
city compared to “Portugal+Huelva” crossing mainly the north of the city, related concentrations
behave differently. Typically, the relation of the particle mass and number concentration shows low
correlation (Buonanno et al., 2010). Similar information is provided by the following particle size
distributions with additional details.
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Figure 3.6: Averaged particle number (grey) and mass (brown) concentrations for the individual air mass
categories. While hatched brown bars represent averaged submicron PM; mass concentrations determined by
adding HR-ToF-AMS species and black carbon concentrations, brown filled bars show PM; mass
concentrations measured using the TEOM. Standard deviations show the variability for the mentioned
parameters within each air mass category.

3.1.3.2 Variability of particle size distributions

Fig. 3.7 shows the size distributions of averaged number, surface and volume concentrations
measured for the different air mass categories using the FMPS (a) and the OPC (b). The FMPS
covers the particle size range 7-523 nm (a), whereas the OPC particle size range is from 320 nm
until 32 pm (b). The FMPS registers the mobility diameter of the aerosol particles while the OPC
measures the optical particle diameter. Since the optical properties of the measured particles are not
known well enough, no attempt was made to convert these different particle diameters into a
common type of particle diameter. Therefore, both size distributions are shown in separate panels

and each mode is discussed separately.
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Aging of aerosol particles is often associated with coagulation of small particles with each other or
onto larger pre-existing particles and with condensational growth of vapors onto available particle
surfaces, resulting in an increase of particle size with time, in a decrease of number concentrations
and in a change of the particle composition as well. Under the condition that particles are larger
than 40 nm several hours after particle formation started, e.g. during the growth phase of a
nucleation event, changes in particle composition can be investigated using the AMS. However, this

topic is the focus of a future publication.

Within the measured FMPS mobility diameter size range, modes in the averaged number
distributions were found in the nuclei mode nearly without exception within all continental and
Huelva influenced air mass categories. FMPS number size distributions are clearly influenced by
frequently occurring particle formation events within these air mass categories. This impact is
shown in Fig. 3.7a using solid and dotted lines of the same color for data where all measurements
are considered or where nucleation periods are excluded for the “Continental” and
“Marine+Huelva” air mass categories. For the “Portugal+Marine” category we also measured a
mode around 10 nm but we can neither identify nor exclude unambiguously new particle formation
events for this source category. The significant urban pollution in Huelva causes the highest particle
number concentrations for “Portugal+Huelva” including particles in a wide size range with a mode
diameter around 30 nm. In Huelva-related air masses, new particles are also formed by nucleation.
In addition industrial exhaust gases condense onto pre-existing particles. Nevertheless, as new
particle formation is dealed within a future paper, we will not further go into details here. For the
“Marine” air mass category, the monomodal number size distribution with low total number

concentrations indicates processed aerosol.
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Figure 3.7: Averaged particle size distributions in the size range of 7 nm until 32 um for all air mass types
using the FMPS (a) and OPC (b) data. The FMPS registers particle diameters in a size range of 7-523 nm
(Dmob) while the OPC covers the particle size range 320 nm until 32 um (Dop). Dotted lines in the number
distribution show averaged concentrations without considering new particle formation events for the
“Marine+Huelva” and the “Continental” categories. The observed discrepancies could be due to the fact that
both instruments base on different measurement methods and both reach their limits regarding the smallest

and largest channels.
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The sutrface area size distributions (Fig. 3.7) with accumulation mode diameters around 150 nm
have a similar monomodal shape for each category beside for the “Portugal+Huelva” air masses
which are five times as high as those from “Marine” air mass types. The extreme urban pollution in
Huelva with maximum number concentrations in the 30 nm size range result in maximum surface
area concentrations and in a fronting of the particle surface area distribution as well.

The volume size distributions measured primarily using the OPC (Fig. 3.7b) show interesting
features in the coarse mode up to 2 um optical particle diameter. Volume concentrations of all
marine influenced air masses are higher than those originating from “Continental” or urban source
regions. While the averaged volume size distributions for “Marine” and “Portugal+Marine” air
masses both have their maxima at 5.7 wm and also a similar shape, the “Marine+Huelva” size
distribution is clearly shifted towards larger diameters and therefore has its dominant mode around
10 wm. The major particle source in marine enviroments is sea spray therefore sodium chloride
particles contribute significantly to the volume size distributions in “Marine” and
“Portugal+Marine” air masses. The “Marine+Huelva” size distribution is affected by both, sea salt
particles and particles originating from Huelva’s industries. “Continental” and “Seville” categories
have neatly the same volume concentrations and shape, but compared to all marine influenced air

masses they are shifted towards larger optical particle sizes.
3.1.3.3 Variation of the acidity of the submicron aerosol

The aerosol variability between different air mass types was further characterized by analyzing the
contributors that influence the aerosols’ acidity since it has an important impact on both, aerosol
hygroscopic growth, toxicity as well as heterogeneous reactions (Sun et al., 2010). In this context we
examined the relative abundance of the inorganic ToF-AMS species sulfate, ammonium and nitrate
in the submicron PM; aerosol, particularly with regard to the differences in the ion balance in

dependence of the air mass types.

A scatter plot of the sum of molar sulfate, nitrate and chloride versus molar ammonium is shown in
Fig. 3.8a to illustrate the degree of neutralization for the individual air mass classes. Sulfate was
multiplied by a factor of 2 to reflect the molar ratio of sulfate versus ammonium in ammonium
sulfate. The black line (1:1) indicates fully neutralized aerosol. Data points below this line are
associated with alkaline aerosol as ammonium concentrations are higher than needed to neutralize
the anions while points lying above this line are associated with acidic aerosol. For most of the
points primarily in “Seville”, “Continental”, “Marine+Huelva” and “Portugal+Marine” air masses
the correlation of measured ammonium versus inorganic anions indicates that a major fraction of
PM; submicron aerosol was slightly acidic for most of the time while also neutralized aerosols
occur. In “Portugal+Huelva” air masses the sum of all inorganic AMS anionic compounds (sulfate,
nitrate, chloride) exceeds ammonium which implies an acidic aerosol. As mentioned before, acidic
sulfate originating from “Marine” air masses measured at this coastal site is due to negligible
contribution of ammonium in this region. Like shown in the studies of Jickells et al. (2003)
ammonium sources are not very abundant in the MBL therefore particulate ammonium
concentrations are much smaller than the concentration necessary for the neutralization of sulfate
and nitrate (Coe et al., 2006; Allan et al., 2004; Allan et al., 2008). Although sodium chloride is the
most abundant species in the marine boundary layer, the AMS only measures the NR-PM; aerosol
fraction and therefore does not measure sodium chloride with significant efficiency (Zorn et al.,
2008). For this reason we assume measured chloride is mostly present as ammonium chloride if it is
neutralized, hence it is included in the calculations of the ion balance. Regarding all air mass
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categories the averaged equivalent ratio is larger than one (see Fig. 3.8a), indicating that the aerosol

at the measurement site was generally rather acidic.

Another focus was put on speciation of sulfur compounds expected to be found in the aerosol
from the different source regions. While previous studies in Pittsburgh identified a sulfur mixture
of ammonium sulfate (INH4)2SO4), ammonium bisulfate (NH4sHSO4) and also small amounts of
sulfuric acid (H2SO4) (Zhang et al., 2007), Zorn et al. (2008) included the identification and
quantification of methanesulfonic acid (MSA) in the analysis, which can be found ubiquitously in
marine environments. Fig. 3.8b shows a scatter plot of acid-related hydrogen (H*) present in the
particle phase versus the molar sulfate concentration in the submicron particles. The H* molar
concentration was estimated by subtracting the ammonium (NH4*) molar concentration from the
molar concentrations of the anions sulfate (SO4%), nitrate (NO3) and chloride (Cl) (Zhang et al.,
2007):

[H*] = 2 ¥[SO2] + [NOs] + [CH — [NH,*] (3.2)

The black lines in Fig. 3.8b indicate the molar ratios that would correspond to (NH4)2SOs,
NHiHSO4 and HoSOy; the dashed line agrees with 50% (NH4)2SO4 and 50% NH4HSO4. To
quantify the various “sulfate” aerosol components for the different air mass types in Table 3.3 the
percentage of ammonium sulfate (NH4)2SO4), ammonium bisulfate (NH4HSO,), sulfuric acid
(H2SOy) and methanesulfonic acid (MSA) were calculated as follows:

NH4* excess (mol) = NH4* (mol) — NOs3 (mol) — CI- (mol) (3.3)
SO4* excess (mol) = SO4* (mol) — NHs*excess (mol) / 2 (3.4
% HaSO4 = SO excess (mol) / SO42total (mol) * 100 (3.5
% MSA = MSA (mol) / SO4*total (mol) * 100 (3.6)
% (NH4)2SO4 =100 — % HaSO4 — % MSA (3.7

The fraction of NH4HSO, for each category can be calculated stoichiometrically based on the
molar ratios of (NH4)2S04 and HzSO..
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Figure 3.8: Correlations illustrating the difference of the ion balance (a) dependent on the air mass origin.
The scatter plot (b) serves for the identification of the sulfur species ammonium sulfate ((NH4)2SOy),
ammonium bisulfate (NH4HSOy) and sulfuric acid (H2SO4) within the different aerosols. Points represent 2
min average values.
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The “sulfate” classes (NH4)2SO4, NH4HSO4 and HoSO4 were distinguished on the basis of the
presence of the potential counter ions as we cannot separate the different sulfate species directly in
our measurements. Therefore, we assume that ammonium first reacts with nitrate and chloride in
the particles and chemical equilibrium exists. Likewise, excess ammonium reacts with sulfate to
form ammonium sulfate in an equilibrium reaction. Finally, sulfate that could not be neutralized by
ammonium has to be present as ammonium bisulfate or sulfuric acid. In Table 3.3 the relative
contributions of the species (NH4)2SO4, NH4HSO4 and HoSOy to total “sulfate” are presented. For
calculating  MSA  concentrations the Peak Integration by Key Analysis  software (PIKA,
http://cites.colorado.edu/jimenez-group / ToFAMSResources, De Catlo et al. (2006)) was used to
deconvolve the 7/z 79 signal into three peaks: Bromine, a MSA fraction, and an organic fragment
(CeH7) as described in Zorn et al. (2008). As shown in Table 3.3, the analysis indicates that MSA
accounts for only a minor degree (1%) of the total “sulfate” component class when “Marine” air
masses arrive at the measurement site while MSA concentrations in the other categories are below
the detection limit (6 ng m~).

Table 3.3: Percentage contribution of ammonium sulfate ((NH4)>SO4), ammonium bisulfate (NH4HSOy),
sulfuric acid (HoSOy) and methanesulfonic acid (MSA) to the species class “sulfate” for the selected air mass
categories.

ammonium ammonium sulfuric .
methanesulfonic

9 If isulf; i

" (W050) (NHSO) (g0 0 (MSA
Seville 28 72 0 below LOD
Continental 50 50 0 below LOD
Portugal+Huelva 0 72 28 below LOD
32 68 0 below LOD
Portugal+Marine 26 74 0 below LOD

Marine 0 74 26 1

Unlike in the studies of Zorn et al. (2008) a major fraction of the “sulfate” class in the “Marine” air
mass category is contributed by ammonium bisulfate (74%) while sulfuric acid (26%) is the second
major contributor (Fig. 3.8b). While sulfuric acid is produced from dimethyl sulfide (DMS)
originating from phytoplankton or anaerobe bacteria (Chatlson et al., 1987) and from sulfur dioxide
(8O from shipping emissions (Zorn et al., 2008), ammonium bisulfate is the result of the
neutralization reaction between sulfuric acid and ammonia. In comparison, “Portugal+Huelva” air
masses are influenced by nitrate precursor emission sources in Southern Huelva, causing the
binding of a significant fraction of the available ammonium. This results in an ammonium bisulfate
(72%) to sulfuric acid (28%) ratio that is even more acidic than those within the “Marine” air mass
category (Table 3.3). On the contrary, ammonia is mostly present in the terrestrial boundary layer
hence sulfurous aerosols are mostly composed of ammonium bisulfate and ammonium sulfate in
the “Seville”, “Marine+Huelva” and “Portugal+Marine” air mass types. For the “Continental” air
mass category the ammonium sulfate to ammonium bisulfate ratio is balanced. This can also be
seen in Fig. 3.8b based on the corresponding data points reflecting the 50% (NH4)2SO4/50%
NH4HSOy, line. Similar results were found during the OOMPH (Otrganics over the Ocean
Modifying Particles in both Hemispheres) campaign: Zorn et al. (2008) found only a minor fraction
(20-50%) of neutralized aerosol during pristine marine dominated periods while continentally
influenced air masses are often neutralized.
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3.1.3.4 Factor analysis of the organic aerosol using Positive Matrix Factorization (PMF)

Another major objective of this study is to identify the main components and sources of the
submicron organic aerosol. For this purpose positive matrix factorization (PMF) (Paatero, 1997;
Paatero and Tapper, 1994) was used to analyze the AMS organics information using the evaluation
tool developed by Ulbrich et al. (2009). Results of this analysis for the whole campaign period show
four “factors”, representing different aerosol types that explain an average of 97% of the total
organic mass and can be associated with aerosol sources and components. Oxygenated organic
aerosol (OOA I) was the major component that contributes on average 43% of the particulate
organic mass during the whole measurement period. While OOA 1, a highly-oxygenated OA mostly
represents secondary organic aerosol (SOA), OOA II accounting for additional 23% of the organic
mass, represents a less-oxygenated/processed, semi-volatile OA (Ulbrich et al, 2009). A
hydrocarbon-like organic aerosol type (HOA, 16%) as well as aerosol from wood burning
emissions (WBOA, 15%) were identified in this study by comparing the mass spectra of the PMF
factors to measured ambient reference spectra  (http://cites.colorado.edu/jimenez-

group/AMSsd/).

Comparison of mass spectra with reference spectra

In Fig. 3.9a calculated average mass spectra of all four PMF factors (OOA I, OOA II, HOA,
WBOA) are shown. Significant mass fragments for highly-aged OOA I (Fig. 3.9a/1) are /3 18, 27,
41, 43, 44, 55, 69 while marker peaks at 7/% 27, 29, 41, 43, 55, 67, 79 are characteristic for OOA 1T
(Fig. 3.9a/2). Both factors correlate well with reference spectra shown in Lanz et al. (2007)
(R?=0.96 for OOA I; R*=0.90 for OOA 1I). Unlike in the studies of Lanz et al. (2007), Zhang et al.
(2005) and Ulbrich et al. (2009) the HOA mass spectrtum found in this work (Fig. 3.9a/3) is
dominated by /% 44 and therefore 7/% 18 and 17 mass fragments are enhanced as well because
their calculation was bound to 7/z 44 in the analysis. Apart from this, the typical characteristic
peaks for hydrocarbons (7/z 41, 43, 55, 57, 69, 81, 95) exist. Therefore, we assume this factor
represents a “slightly oxidized HOA”. For this reason, the HOA reference spectrum (Zhang et al.,
2005) does not correlate very well (R*=0.58) with our HOA spectrum. Moreover, regarding the
high resolution mass spectra at 7/3 44, the CsHs* peak (m/z 44.06) ovetlaps the COz* peak (m/z
43.99) and could not be separated with the AMS as the mass resolution was too low. Therefore, this
could also be a reason for the enhanced /% 44 signal which is not associated with oxidized organic
aerosol. In addition a spectral pattern was determined in the fourth factor in this study which is
similar to the wood burning reference spectrum in Lanz et al. (2007) (R*>=0.83), containing
prominent peaks at 7/% 15, 29, 41, 55, 60, 69, 73, 91 (WBOA, Fig. 3.9a/4).

Quality assurance for the mathematically calculated PMF results

To validate the PMF results a variety of tests has been performed with the data set. One of these
validation exercises concerned the weighting of particular 7/z. For these tests PMF has been
petformed using different sets of input parameters (weighting of patticular m/z in the input mass
spectra) and the related results have been compared to each other. According to these calculations
the individual 7/z in the average mass spectra of the four factors (OOA I, OOA II, HOA, WBOA)
have an uncertainty in the order of 5%; also the calculated mass concentrations associated with the
four factors have an uncertainty of approximately 5% if lowest aerosol mass concentrations were
not considered. PMF computations consider so-called “fpeak” values that allow examining
“rotations” and “seeds” to explore additional solutions by starting the algorithm from several
pseudorandoms (Ulbrich et al., 2009). Both variables have to be set by the user in the data analysis
process. Since no clear rules exist which values have to be used for “fpeak’ and “seeds” this results
in an additional uncertainty of the peak intensities of the mass spectra of 17-34% dependent on the
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factor if “fpeaks” were varied, while the uncertainty varies between 2-19% with a change of the
“seeds”. The uncertainty of averaged mass concentrations of the time series varies between 13-36%
for the different factors when “fpeak” is varied. For a variation of the “seeds” this uncertainty is in
the order of 1-10%. Generally the HOA and WBOA factors have a larger uncertainty than OOA I
and OOA 1I. After several tests were conducted with PMF, we decided to take the four factor
solution using “fpeak” and “seed” values of zero. However, it has to be noted that these factors are
subjectively selected and result in the uncertainties in both the mass spectra and average mass
concentrations described above. Additionally, the instrument uncertainty of the AMS (25-30%) has

also to be taken into account.

By adding an additional fifth factor in the PMF analysis a meaningless factor appears as a
consequence of “splitting” of one of the previous factors like also described in the studies of Sun et
al. (2010). Therefore, this factor did not improve the PMF results. To assure the best possible PMF
solution the factors were further tested, not only on the basis of the mass spectral (MS) signature
but also correlations of the OOA I, OOA 1I, HOA and WBOA mass concentration time seties (see
Fig. 3.9b) with those of other measured aerosol species, trace gases and meteorological parameters

were accomplished.
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Figure 3.9: Mass spectra (a), correlations (b) and diurnal variation box plots (c) of OOA I (dark purple, 1),
OOA 1I (salmon, 2), HOA (grey, 3) and WBOA (brown, 4) organic aerosol types. Mass spectral markers were
compared to reference spectra (not shown). The four factors were correlated with aerosol species (sulfate,
nitrate, 7z/z 60 as levoglucosan tracet, black carbon), trace gases (nitrogen oxide, sulfur dioxide) and
meteorological parameters (air temperature) (b). Box plots of the diurnal variation for the whole campaign (c)
show the median, mean and the 25%/75% petcentiles. The whiskers indicate the 5%/95% intetquattile span.
Points in the correlations (b) represent 2 min average values.

Diurnal cycles and correlations of particulate organics with aerosol and gas phase species
In Fig. 3.9b/1 the sulfate mass concentrations are cotrelated with those of the PMF OOA T factor.
Unlike in the studies of Lanz et al. (2007), Zhang et al. (2005) and Ulbrich et al. (2009) OOA I is
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only weakly correlated with particulate sulfate. This might be due to the variety of types of emission
sources around the measurement site. On the one hand the strongly industrialized Huelva estuary
or the marine category, where sulfate plays an important role (54% of total aerosol, Table 3.2) and
on the other hand source categories with lower sulfate abundance cause extreme changes of sulfate
concentrations as discussed in section 3.1.3.3 with changing meteorological conditions (wind
directions). For this reason, also the sulfur dioxide mixing ratios vary between 0.3 ppb in the
“Marine” and 2 ppb in the “Marine+Huelva” air mass category and correlate reasonably with
sulfate concentrations (R*=0.4) but not with OOA I. These variations in sulfur dioxide and sulfate
concentrations do not necessarily have to be associated with changes in OOA I concentrations
since OOA I has its sources in a different set of air mass categories compared to sulfate.

According to the diurnal cycle (Fig. 3.9¢/1) OOA I does only show a weak photochemical
dependence as expected, since it reflects aged highly-oxidized OA. Contrary, the temporal behavior
of OOA 1II, a less aged semi-volatile organic aerosol component shows typical maximum
concentrations at night. This could be explained by the strong anti-correlation of the diurnal OOA
IT cycle with the temperature cycle (Fig. 3.9¢/2) which could be the reason for an accumulation of
oxidized organic products in the vapor phase during the day that condense onto the particles
surfaces preferentially during the night (Lanz et al, 2007). AMS-nitrate is also a temperature-
sensitive species correlating reasonably well with OOA II (R?=0.5, Fig. 3.9b/2).

As observed in many previous studies (Lanz et al., 2007; Zhang et al., 2005) prominent features of
the HOA diurnal patterns around 08:00-13:00 UTC and 20:00 UTC (Fig. 3.9¢/3) result from
morning and evening rush-hours and other human activities. The HOA time seties is correlated
with the primary emission tracer black carbon (R*=0.6) but not with NOy (R?=0.2). NOy is formed
by oxidation of nitrogen in combustion engines at high temperatures and is also emitted by
industrial sources and biomass burning. Hence, like mentioned by Lanz et al. (2007) NOx is not
only a marker for traffic emissions and HOA should not be regarded as pure vehicle exhaust
marker, likely resulting in the relatively poor correlation observed between these species.

The WBOA temporal evolution was correlated with AMS /7 60, which is typically associated with
Levoglucosan known as major molecular marker for fine particulate wood and biomass burning
emissions (Alfarra et al., 2007; Schneider et al., 20006). Fig. 3.9b/4 shows the temporal behavior of
both mass concentrations which are correlated well (R*=0.9), supporting the identification of this
factor. The WBOA diurnal pattern shows increased concentrations during the night until the late
morning which decrease afterwards, likely due to a combination of domestic heating and boundary
layer height cycles. However, WBOA concentrations are more dominant in the evening (Fig.
3.9¢/4) similar to studies carried out in Zurich (Lanz et al., 2008). Maximum average values of the
WBOA diurnal pattern at night probably result from domestic heating. Comparing the results for
the different source regions the characteristic daily cycles of the four factors resemble each other
because independant of the source strengths in the individual air mass categories effects like

boundary layer height or temperature cycle affect all air mass categories in the same way.

Particulate organics in the different air mass types

As discussed in section 3.1.3.1 Fig. 3.5 depicts the average composition of NR-PM; that belongs to
the individual air mass categories. Here the total organic signal frames the average mass fractions of
each of the OA components (OOA I, OOA II, HOA, WBOA) as well as the residuum in the green
pie. The fractional contribution of the four components differs dependent on the air mass category.
Nevertheless, low-volatile OOA I can be found in each air mass type as the major submicron
aerosol fraction besides all marine influenced air masses where sulfate plays the most important role
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(section 3.3). Referred to the OA fraction OOA I is approximately in the same order (35% in
“Portugal+Marine” up to 49% in “Continental”) in all air mass categories. The less aged OOA 11
component appears as second most abundant fraction of the OA in all air mass types with a
contribution of approximately 25% beside the “Marine” category that has a lower OOA 1I fraction
of 13%. Over marine environments particle aging is a characteristic feature (Topping et al., 2004),
resulting in a more oxygenated and a less volatile aerosol. In contrast, in continentally influenced air
masses typically freshly produced biogenic and anthropogenic organic material exists, resulting in
OOA 1I aerosol after photochemical processing. HOA concentrations are expected to be most
prominent downwind of the urban city Huelva, however HOA aerosol undergoes rapid losses due
to oxidation while it is transported (Zhang et al., 2007). Like in the studies of Zhang et al. (2007),
we also found OOA concentrations similar or even enriched when the air was transported
downwind of urban areas, likely due to condensation of vapors onto the pre-existing particles and
oxidation of HOA, respectively. In contrast to all other air mass types, the “Marine” category
contained HOA as the second most abundant organic aerosol component (25% of total OA)
potentially originating from shipping emissions. In “Portugal+Huelva” air masses WBOA levels are
more prominent and exceed HOA which is likewise the case for the city Zurich (Lanz et al., 2008).
Due to the beginning of the winter season in the south of Spain with cooler temperatures and rain,
domestic heating is an important contributor to this aerosol type as people heat using wood. This
becomes apparent in increased WBOA concentrations especially in the evenings. In addition, as the
measurement site is surrounded by pines and eucalyptus forests with agricultural activity WBOA

average values around 7% in all continentally influenced air mass categories were measured.
3.1.3.5 Meteorological conditions and ozone variability

In order to evaluate ozone behavior it is necessary to understand the conditions and processes like
the regional transport of ozone and its precursors as well as meteorological variables that have a
significant influence on ozone production. To study the impact of meteorological conditions on
ozone variability at the measurement site, wind speed and direction, temperature and relative
humidity data were analyzed. The measured temperatures exhibit a characteristic diurnal cycle as
expected (Fig. 3.10a) for the El Arenosillo location. The ozone mixing ratio is strongly associated
with wind speed and direction as these meteorological parameters affect the transport and
dispersion of ozone and its precursors (Adame et al., 2010). As indicated in Fig. 3.1 the wind blew
mainly from the first, third and fourth quadrant and therefore air masses from Continental Europe

and from the Atlantic Ocean arrive at the measurement station.

Using only the data from the “Continental” source region, we found a general characteristic daily
ozone cycle in “El Arenosillo” that mainly follows this scheme (Fig. 3.10a):

- In the early morning hours minimum ozone levels exist around 07:00 UTC until ozone mixing
ratios increase as photochemical reactions begin.

- Then, the ozone levels follow the intensity of the solar radiation with a delay of approximately 3 h.
Maximum ozone mixing ratios occur at approximately 15:00 UTC.

- When the solar radiation intensity decreases ozone levels also decrease and reach the lowest values
at night (around 23:00 UTC) when the night inversion layer is present. Low nocturnal ozone mixing
ratios are caused by the absence of ozone generation associated with in-situ destruction of ozone,
titration by NO and dry deposition (Adame et al., 2010a).

This general pattern agrees with previous findings at coastal sites in the Southwest of the Iberian
Peninsula in El Arenosillo (Adame et al., 2010a,b).
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Figure 3.10: Summary of the ozone variability at the measurement site. A general characteristic evolution of
the daily ozone cycle for “El Arenosillo” using the “Continental” air mass category data is presented in (a).
The temperature was measured using a meteorological station while solar radiation values are just for
illustration. While ozone levels follow the solar radiation with a delay of approximately 3 h, a delay of 2 h was
registered relatively to the temperature trends. Wind roses (speed and direction) colored by the ozone mixing
ratio at eatly afternoon (12:00-16:00 UTC) (b) and at night (21:00-06:00 UTC) (c) show that the ozone levels
depend not only on the diurnal solar radiation cycle, but also on air mass origin associated with different
precursor concentrations and composition.

To study both, the diurnal variability of ozone and its association with various air masses, we
display wind roses of ozone mixing ratios (showing the wind direction and speed dependence)
around its concentration maximum (12:00-16:00 UTC) and at night (21:00-06:00 UTC) in Fig.
3.10b and 10c. The variability of ozone at this coastal measurement site depends both, on
meteorological conditions (diurnal cycle of solar radiation and temperature) as well as on the
transport of air masses with ozone precursors originating from different source regions. Maximum
ozone mixing ratios (47 nmol mol!) were reached in the afternoon around 15:00 UTC with largest
levels in air masses coming from NE where ozone precursor substances (like NOy, CO and VOC)
from Seville have sufficient time to form ozone before arriving at the measurement site. During the
nocturnal period lowest ozone mixing ratios with values of about 23 nmol mol were measured for
this wind direction. A similar behavior but with smaller amplitude of the diurnal cycle is observed
in “Continental” air masses. Due to the low number of data points from the “Seville” air mass
category, the associated diurnal cycle is not well represented. Therefore, we show the diurnal cycle
of the “Continental” air mass category in Fig. 3.10a. This source region is not as strongly affected
by the transport of industrial and traffic emissions therefore midday ozone mixing ratios are lower
(39 nmol mol!) compared to “Seville” air masses. As a consequence of the absence of solar activity
at night the ozone mixing ratios decrease to 25 nmol mol!. Ozone mixing ratios in the NW wind
direction are influenced by the strong urban pollution including different types of emissions
originating from Huelva. The wide spectrum of emissions leads to decreased ozone levels caused by
titration by nitrogen oxides that are produced by industries and traffic. In contrast to the “Seville”

category, the transport distance (20 km) for “Huelva” air masses to the station is not sufficient to
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allow the ozone precursor substances to generate ozone completely. Therefore ozone mixing ratios
for this air mass type are low and vary between 36 nmol mol! at noon and 16 nmol mol-! at night.
Compared to all the other diurnal cycles discussed before, the ozone pattern is quite different in the
“Marine” category (SW) where about 40 nmol mol! occur late at night (13:00 UTC). Interestingly,
almost the same concentrations were measured during afternoon. We assume that no ozone

destroying substances are available over marine environments.
3.1.3.6 Inner- and inter-category variability

The variability of particulate and trace gas concentrations and composition within the individual air
mass categories has also been determined. This allows comparing the observed differences between
air mass categories (inter-category variability) with the variability of the same parameters within the
individual air masses (inner-category variability). The inner-category variability was determined as
the relative standard deviation of the concentration values associated with the air mass in question.
Contrary the inter-category variability was calculated as the relative standard deviation of the

average concentrations of all air mass categories.

Generally, for most of the species the inner-category variability is larger than the inter-category
variability. While for several parameters like organic aerosol concentrations (Table 3.2) or ozone
both types of variability are very similar, only for nitrate larger differences are observed between the
different air masses than within the individual air masses (Table 3.2). For the ozone mixing ratios
the lowest variability was observed. While for total particle mass concentration and the
concentrations of most of the secondary aerosol components (ammonium, sulfate, nitrate, OOA I)
medium inner-category variability levels were observed, the largest variation in aerosol parameters
was observed for the particle number concentrations as well as for the concentrations of black
carbon, semi-volatile OOA (OOA II) and biomass-burning related organic aerosol (WBOA). As an
example, Fig. 3.11 shows the time series of the particle number concentration data for three
different air masses (“Continental”, “Marine+Huelva”, “Marine). Standard deviations of the
number concentrations represent the inner-category variability and show the large variations within
the individual air mass categories, which exceed the differences between the various average values.
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Figure 3.11: Time series of the number concentration (CPC) for three different air masses (“Continental”,
“Marine+Huelva” and “Marine”) and corresponding inner-category variability determined based on the
relative standard deviations of the measured data.

Significant differences from the above-mentioned general trends have been observed for several air
quality parameters in some of the air mass categories. Extraordinary large inner-category variability
for several parameters like black carbon, total and PMF-classified organics and particle number and

46



Chapter 3 Results

mass concentrations have been observed for the marine influenced air mass categories. This is due
to very low background concentrations that are interspersed with much larger concentrations in
emission plumes, e.g. from individual ships. Contrary to this high variability, for ozone the lowest
inner-category variability is observed in the “Marine” category likely due to the wide absence of
sources and sinks. Particularly low variability was observed for inorganic secondary species
concentrations as well as particle number concentrations in the “Seville” and partially “Continental”
air mass categories, likely associated with reasonably well-aged and mixed aerosol and low
abundance of sources in the close vicinity of the measurement site.

3.1.4 Discussion & Summary

The aim of our study is to evaluate typical values and the variability of aerosol, trace gas and
meteorological parameters using measurements with the mobile laboratory (MoLa) at the interface
of marine, urban and continentally influenced air masses in Southern Spain. This provides both,
valuable information about the air composition in this part of Spain and how these parameters vary
with air mass origin. To evaluate separate air masses with differentiated continental, urban and
marine origin, the campaign was accomplished in winter. The advantage compared to summer
measurements in this region is a well-defined origin of air masses with lower disturbance by
intensive photochemistry and recirculation periods which affect the aerosol and trace gas
phenomenology additionally and therefore contribute to a more complex study scenario.

To provide the best possibility of studying the variability of air quality parameters with varying
source regions not only air mass trajectories but also local meteorology measured at the sampling
site was used to classify different types of air masses. Although similar results were obtained from
both methods, the classification made on basis of backwards trajectories is more conclusive
compared to that using wind directions measured with the meteorological station. Consequently,
using backwards trajectories six air mass types (“Seville”, “Continental”, “Portugal+Huelva”,
“Marine+Huelva”, “Portugal+Marine”, “Marine”) were distinguished and associated aerosol and
trace gas parameters were further characterized.

Organics, sulfate and nitrate NR-PM; aerosol mass concentrations show the most significant
variations and therefore they largely determine the chemical character of the aerosol from different
source regions. While 64% of the PM; in “Continental” air masses consisted of organics, sulfate is
the most abundant species in the “Marine” air mass category (54%).

Like in the studies of Phinney et al. (2006) who identified sulfuric acid to be a dominant sulfate
species in the marine environment, further analysis regarding the acidity show that in the “Marine”
air mass type the species class “sulfate” is mainly composed of ammonium bisulfate (74%) and
sulfuric acid (26%) as ammonium concentrations are significantly too low for sulfate neutralization.
Similar as in the studies of Zorn et al. (2008) we also identified MSA in marine air masses, resulting
from oxidized DMS that is released from phytoplankton. Nevertheless, it only contributes to a
minor degree to the total sulfate fraction (1%). On the contrary, ammonia is more abundant in the
terrestrial than in the marine boundary layer. Hence, sulfurous aerosols are mostly composed of
ammonium bisulfate and ammonium sulfate in  “Continental”’, “Marine+Huelva” and
“Portugal+Marine” air masses.

As a result of a large number of industrial emission sources and road traffic in Huelva, nitrate is the
major inorganic fraction of the aerosol composition in the “Portugal+Huelva” influenced air mass
category. However, compared to a number of studies performed next to urban locations (DeCarlo
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et al., 2008; Stolzenburg and Hering, 2000; Salcedo et al., 20006) registered nitrate concentrations in
this work are substantially lower. As reported in source apportionment studies in the Andalusian
region, higher nitrate values were observed with increased influence of traffic (de la Rosa et al,,
2010). As the number of registered cars in Huelva is low (Viana et al., 2007), this is a possible
reason why in the corresponding air masses lower nitrate concentrations were measured.

The influence of air mass histories is reflected in average black carbon concentrations as well as in
number and volume size distributions. Air masses originating from polluted Huelva and “Seville”
source regions are associated with larger particle number concentrations and smaller particle sizes
while lowest number concentration values with larger particle sizes are associated with “Marine” air

mass types.

By using Positive Matrix Factorization (PMF) we showed that almost the entire organic aerosol can
be categorized into one of the four classes OOA I, OOA II, HOA and WBOA. Our measurements
show that OOA I is the most abundant submicron aerosol fraction in those air masses (“Seville”,
“Continental”; “Portugal+Huelva”) that have not been in contact with marine air masses where
sulfate plays a more important role. As mentioned by Topping et al. (2004) over marine
environments particle aging is a characteristic feature, thus the highly-oxygenated OOA I occurs
also as major organic aerosol fraction in the “Marine” category. HOA was found as second most
abundant organic aerosol fraction in this air mass type, possibly originating from ship emissions. In
the “Seville”, “Continental”, “Marine+Huelva” and “Portugal+Marine” air mass categories, the less
aged OOA 1I is the second dominant organic fraction. Although we have expected large HOA
fractions in “Huelva” air mass categories, because urban areas are typically rich of HOA sources,
only relatively low HOA levels have been observed, likely due to rapid losses of HOA that can
result in decreased levels already at locations close to the emissions (Zhang et al., 2007). In addition,
as traffic emissions are low due to the low number of registered cars in Huelva (Viana et al., 2007)
HOA concentrations are probably reduced as well. Beside OOA I, WBOA occurs as a further
dominant species in “Portugal+Huelva” air masses likely resulting from domestic heating. As
people are using wood for heating purposes the wood burning source strength is becoming more
apparent in the evening and night, in agreement with our findings of the WBOA cycle. Previous
studies (Lanz et al., 2007; Zhang et al., 2005) observed prominent features of the HOA diurnal
patterns around 08:00-13:00 UTC and 20:00 UTC from various anthropogenic activities. The
diurnal variability of organic particle types can also be influenced by the solar radiation and
temperature cycle. As OOA 1 reflects highly-aged processed OA, it only shows a weak
photochemical dependence. In contrast, the temporal behavior of OOA II shows typical maximum
concentrations at night as a consequence of accumulation of oxidized organic products in the vapor
phase during day that condense onto particle surfaces at night like mentioned by Lanz et al. (2007).

Another main interest of our study was the investigation of ozone mixing ratios that depend on the
solar radiation modified by precursor concentrations, chemical and physical processes and
meteorological parameters. In agreement with previous findings at coastal sites (Adame et al.,
2010a,b) a general characteristic daily ozone cycle was observed in the continental and urban air
mass types. Contrary, in marine air masses almost the same concentrations during day and night
were registered, potentially due to the general absence of sources or sinks. Largest ozone mixing
ratios were measured in the “Seville” category where ozone precursor substances had sufficient
time to form ozone by photochemical reactions (Liu and Chan, 2002; Cremades et al., 2000) during
the transport from Seville (70 km distance) to the site. Huelva air masses instead are characterized
by lower ozone mixing ratios likely caused by titration of ozone by nitrogen oxides and transport
times that were too short to allow the formation of ozone from precursors. Consequently, the
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registered maximum and minimum concentrations depend more on the source regions and source
distances, the diurnal variability of ozone levels depends more on meteorological conditions (solar
radiation/temperatutre).

The variability within and between the categories were calculated in order to compare the observed
differences between the air mass categories with the variations within the individual air masses.
Generally, for most of the species the inner-category variability is larger than the inter-category
variability. Large inner-category variability for several parameters such as black carbon, PMF-
classified organics and particle number and mass concentrations have been observed for marine
influenced air masses, likely due to the generally very low background concentrations that are
interspersed with much larger concentrations in emission plumes, e.g. from individual ships. Nitrate
concentrations instead show the highest inner-category variability due to different kinds of source
regions and their characteristic emission types. Generally, for most of the species the inner-category
variability is larger than the inter-category variability, therefore the measured concentrations vary to
a larger degree within the individual air masses than the average concentrations of the different air
masses differ. Although the inner-category variability is often larger than the inter-category
variability, which is calculated over the whole set of source categories, there are significant

differences between individual categories for individual parameters.

In summary, the variability of the air composition associated with different source regions and
distance from sources affects the particle loading, composition, size distributions and acidity as well
as trace gas and meteorological parameters at a certain site. Additionally, the season has an
important effect on the air composition and levels. Therefore, to provide a full characterization of
the variability long-time measurements are required to study the characteristics, sources and
processes in this part of Southern Europe where several different influences lead to a complex
study scenario. However, in the context of this study an overview of typical air mass characteristics
dependent on various source regions for this season can be obtained.
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Abstract

The variability of the air composition associated with advection from different source regions
affects the emergence and temporal evolution of particle nucleation events. Physical and chemical
parameters of the ambient aerosol (particle number and mass concentration, size distributions from
7-523 nm), various trace gases (NOi, SO, Os, HxO), the OH reactivity and meteorological
parameters (solar UV radiation, ambient temperature, relative humidity, air pressure, wind speed,
wind direction and precipitation) were simultaneously measured in “El Arenosillo” on the SW coast
of Spain. The DOMINO (Die/ Oxcidant Mechanisms In relation to Nitrogen Oxides) campaign took place
from November 20 until December 9, 2008. As the monitoring site was located at an airshed
interface between an industrial city (Huelva), the Spanish continental interior and the Atlantic
Ocean, new particle formation and growth events were classified according to associated back
trajectories and local meteorology. Additionally, new particle formation events were separated
according to the strength of particle formation and the growth profile. “Regional” nucleation
occurred over large spatial scales of several hundred kilometers over the continent, characterized by
a sharp transition of the fine particle aerosol fraction to a predominant mode around 10 nm, with
subsequent and persistent growth. “Plume” events were measured when pollution from the
industrialized Huelva estuary was superimposed on regionally formed nucleation events. These
were characterized by stronger particle bursts and clear bimodal size distributions during the
growth period indicating the addition of freshly formed particles of urban origin. Thus, different
influences of anthropogenic and biogenic emissions onto particle formation and growth in urban
and continental source regions can be identified. Here, we focus on precursor gases which favor the
occurrence of new particle formation and characterize the chemical submicron particle composition
before new particle formation and during growth using the Aerosol Mass Spectrometer (Aerodyne
HR-ToF-AMS). Sulfuric acid, which was dependent on the availability of anthropogenic SO; is
suggested to be the main precursor contributing to particle formation. Sulfate concentrations were
substantially higher during the initial formation stages of “plume” events compared to “regional”
events that were characterized by lower PM; concentrations principally composed of organics. All
new particle formation events exhibited organic matter as predominant constituent during the

2 Original text and figures not yet published (June 2012) but submitted and reviewed by Atmospheric
Environment. A shortened version has been accepted.
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growth period. A detailed analysis of the organic mass spectral fingerprint shows oxidized organic
compounds being the main contributors to growth. As one aspect of this study was to identify
favorable nucleation conditions we also focus on non-event days observed when air masses
originate from the Atlantic Ocean.

3.2.1 Introduction

Atmospheric particle formation and subsequent growth have been observed in different locations
including forested (Kulmala et al., 1998; Dal Maso et al., 2005), coastal (O'Dowd et al., 2002a; Liu
et al., 2008), rural (Weber et al., 1997; Wiedensohler et al., 2002; Paasonen et al., 2009) and urban
areas (Alam et al., 2003; Stanier et al., 2004; Wehner et al., 2004; Fernandez-Camacho et al., 2010).
Although the latter locations were expected to be less favored for such processes due to the higher
condensational sink causing loss of condensable species onto pre-existing particles, numerous
studies have now established that nucleation events also occur in urban or polluted environments.
However, very limited data exist concerning new particle formation events that are superimposed
by pollution plumes. While Wu et al. (2007) mentioned to observe a so-called “plume” event,
Sakurai and coworkers investigated “plume” events regarding hygroscopicity and volatility (Sakurai
et al, 2005). However, the influence of pollution plumes (e.g. industrial or ship emissions)
overlapping new particle formation events has not been investigated in detail although it is known
that they emit additional precursors and could therefore strongly affect the particle formation and
growth processes from regular nucleation events.

Regardless of the environment, nucleation events are characterized by bursts of ultrafine particles
which are potentially hazardous to human health (Oberdorster et al., 2002). Once grown to ca. 40-
100 nm, these particles have a radiative effect on climate since they may act as cloud condensation
nuclei (Spracklen et al., 2008; Merikanto et al., 2009). Literature on the identification of natural and
anthropogenic precursor species contributing to particle nucleation and growth is relatively rare or
limited to few species. While laboratory measurements of Sipild et al. (2010) proposed that one or
two sulfuric acid molecules and water in the atmosphere are sufficient for new particle formation,
Metzger et al. (2010) and Zhang et al. (2009) suggested organic precursors (organic acids)
additionally play a role in the formation of a critical nucleus. Kerminen et al. (2010) found
ammonia in laboratory measurements being involved in nucleation, however based on quantum
chemical calculations they suggested amines to be more important than ammonia in assisting
nucleation. Measurement studies of the nanoparticle chemical composition performed by Wang et
al. (2010) showed organics are involved in heterogeneous reactions forming non-volatile
compounds which contribute to particle growth.

In recently published measurements at the CERN Proton Synchrotron, it was found that nucleating
sulfuric acid clusters include nitrogen-containing bases or amides (Kirkby et al., 2011). As ternary
(NH3-H2SO4-H20) nucleation theory is unable to quantitatively explain atmospheric boundary-
layer nucleation, Kirkby et al. (2011) suggested organic compounds to be involved in atmospheric
nucleation. However, as current technology does not allow studying the composition of particles of
sizes around 1 nm directly, the details of the nucleation mechanism cannot be finally described yet
(Zhang, 2010). Additionally, dependent on location and meteorological conditions, the precursors
can vary substantially (Kulmala et al., 2005; Boy et al., 2008). In urban areas, for example, more
sulfuric acid is available contributing to particle nucleation and growth compared to less human
affected environments (Kulmala et al., 2005; Zhang et al., 2009).
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Uncertainties also exist about the meteorological influence on particle nucleation events. Some
studies (Birmili and Wiedensohler, 2000; Boy and Kulmala, 2002; Stanier et al., 2004) found solar
UV radiation to be an important meteorological factor that triggers photochemical reactions. Other
environmental factors such as low temperature and relative humidity are suggested to have
significant influence on new particle formation (Hamed et al.,, 2007). However, not all particle
nucleation studies agree on these influences making it difficult to predict events or derive

parameterizations.

The aim of this study is to present a detailed investigation of the characteristics and differences of
new particle formation and growth events that occurred over large spatial scales and are partially
affected by different kinds of pollution sources depending on the air mass origin. Back trajectories
were calculated to investigate the variability of the air composition associated with advection from
different source regions. Additionally, we focus on precursor gases which favor the occurrence of
new particle formation and we characterize the chemical particle composition during new particle
formation and growth. Finally, meteorological and gas phase conditions under which new particle

formation events occurred or are inhibited are juxtaposed.
3.2.2 Methodology
3.2.2.1 Sampling time and location

The measurements during the DOMINO (Die/ Oxidant Mechanisms In relation to Nitrogen Oxides)
campaign were conducted at the “El Arenosillo”-Atmospheric Sounding Station (37° 05’ 47.76” N,
6° 44 6.49” W), a platform of the Atmospheric Research and Instrumentation Branch of the
Spanish National Institute for Aerospace Technology (INTA) dedicated to atmospheric
measurements in the southwest of Spain (Fig. 3.12) from November 20 until December 9, 2008.
The site was located near the Doflana National Park, a large nature reserve of pine forests and
marshlands with sandy soil, near the Atlantic coast (300 m) to the south of the site. In relation to
the measurement station, the city Huelva (pop. ca. 0.5 million) is located 20 km to the northwest
while the distance to Seville (pop. ca. 2 million) is about 70 km to the northeast.

3.2.2.2 Predominant wind directions and transport of pollutants

As the monitoring site is located at an airshed interface (Fig. 3.12) local air composition and quality
was affected by advection from various continental, urban and marine sources determined by the
transport patterns of air arriving at the measurement site. Predominant wind directions during this
study period ranged from WSW through NW to NNE being untypical during winter time in this
sampling area (Adame et al, 2010). They transported polluted air from Seville (and continental
Spain) and more locally, from the strongly industrialized area of Huelva characterized by different
kinds of industrial point sources (Querol et al., 2004; Alastuey et al., 2006; Sanchez de la Campa et
al., 2007). These include the production and processing of metals and mineral and chemical
industries (fertilizer production industries, petrochemical industries, ammonia and urea industries)
in the southeast of Huelva city (Punta del Sebo and Nuevo Puerto areas). Towards the north, paper
and wood processing industry and the food and beverage sector is situated (Tartessos area). Waste
and waste water management as well as the energy sector is geographically scattered around Huelva.
Air masses from the continent and the Atlantic Ocean affected the site as well. Moreover, desert
dust is also a prevalent aerosol type in this region occurring mostly during February-March and in
the summer months (Toledano et al., 2007), however not during the study period. In addition, the
land-sea breeze system may affect atmospheric processes but this mainly occurs in spring and
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summer time with lowest occurrence in the cold months and up to 30% of the days between May
to September with a maximum of 70% in August (Adame et al., 2010). A detailed investigation of
the different kinds of air masses, their characteristics, processes, typical sources of aerosols and
trace gases during the DOMINO campaign can be found in Diesch et al. (2012). Previous
publications on surface measurements in this area show levels and temporal variations of surface
ozone (Adame et al., 2010), particulate mass levels (gravimetric) and chemical composition (de la
Campa et al., 2009), submicron particle size distributions (Sortibas et al., 2011).
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Figure 3.12: Map of Spain including 48 h backwards trajectories calculated for every 2 hours using
HYSPLIT. Dependent on the trajectory pathways and air mass origins (continental/urban) new particle
formation events were classified into “regional” (green and blue) and “plume” (red and orange) events. The
zoom-in at the lower right shows the location of the monitoring station.

3.2.2.3 Instrumentation and data quality

Measurements of ambient aerosol were performed using the mobile laboratory “Mola”, a mobile
platform for aerosol research (Drewnick et al, 2012). The complete set of instrumentation
implemented in Mola and used for the analysis of nucleation events during this study is listed in
Table 3.4. PMi-number and mass concentrations were measured and a size distribution instrument
was used to cover the particle size range from 7 to 523 nm. The chemical composition of the non-
refractory (NR) aerosol was measured by means of an Aerosol Mass Spectrometer (AMS) as well as
the black carbon concentration (MAAP) was determined in PM;. Gas phase species measurement
instruments monitored various trace gases (NO, NOg, SOz, O3, H2O) in the air and a weather
station provided meteorological parameters (ambient temperature, relative humidity, air pressure,
wind speed, wind direction and precipitation). The integrated ultraviolet solar irradiance was
registered from 286 to 363 nm. The mixing layer height calculations are based on meteorological
balloon soundings by R. Sander twice a day during the campaign (unpublished data). The OH
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comparative reactivity instrument, that determines species in the gas phase (Sinha et al., 2008; Sinha
et al., 2009; Sinha et al., 2010) was located in a measurement container adjacent to MoLa. For
stationary measurements the roof inlet of MoLa with a sampling height of 10 m above ground level

was used next to a second extendable mast (10m) housing the meteorological station.

Table 3.4: Instruments implemented in the mobile laboratory (MolLa) and in its vicinity, used to investigate
new particle formation events in this study.

Measured parameter

Instrument

Model

number concentration

ultrafine water-based Condensation
Particle Counter

CPC 3786, TSI, Inc.

mass concentration

Filter Dynamics Measurement System
Tapered Element Oscillating Microbalance

FDMS-TEOM,
Rupprecht&Patashnick Co.,
Inc.

particle size distribution

Fast Mobility Particle Sizer (7-523 nm)

FMPS 3091, TSI, Inc.

chemical composition

High-Resolution Time-of-Flight Aerosol
Mass Spectrometer

HR-ToF-AMS, Aerodyne
Res., Inc.

black carbon

Multi Angle Absorption Photometer

MAAP, Thermo E.C.

SOz, NO, NOZ and 03

Airpointer

Recordum GmbH

H,0

LICOR 840 gas analyzer

LI-COR, Inc.

ambient temperature,

weather station

WXT 510, Vaisala

relative humidity, air
pressure, wind speed,
wind direction,

rain intensity
ultraviolet solar
irradiance

(from 286 to 363 nm)
OH Reactivity

Brewer MK-Ill double monochromator
spectrometer

Scintec-Kipp & Zonen

Custom built and integrated
at MPI, Mainz

Comparative Reactivity (Glass reactor and
Quadrupole Proton Transfer Reaction-Mass
Spectrometer)

For data quality assurance:

- particle losses for all instruments were estimated using the Particle Loss Calculator Software (von der
Weiden et al., 2009). It was found that particle losses can be neglected as in the size range where the
majority of relevant data were measured, particle losses do not influence the measurement results
significantly.

- transport delays through the sampling inlet were determined and subtracted from the time stamps
for each instrument to calculate the sampling times from the measurement times.

- calibrations of the AMS (particle sizing calibration (once per campaign), detector gain calibration
(every second day), ionization efficiency calibration (once per week)) were performed regularly
during the campaign and a collection efficiency (CE) factor of 0.5 for the AMS mass concentrations
was determined by comparing AMS (PM: non-refractory species) plus MAAP (PM; black carbon)
with TEOM PM; mass concentrations to correct for incomplete transmission and collection of the
particles in the AMS.

- detection limits were calculated for each parameter, measured by the AMS, as described in
Drewnick et al. (2009).
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A summary of the measured quantities, size ranges, particle losses, sampling time delays and
detection limits for all instruments implemented in MoLa during this study as well as detailed
information on the operation and the data analysis is presented in Diesch et al. (2012). Further
information of the mobile aerosol research platform is given in Drewnick et al. (2012). For this
analysis, a uniform 1-min time resolution for all instruments was used except for the TEOM where
the smallest time resolution amounts to 15 min. The detection limit for the OH reactivity
measurements during this study was 3.5 s and the overall uncertainty of the measured OH
reactivity was ~20% (Sinha et al., 2012).

Two different types of diameters were used in this study: the FMPS size distribution instrument
registers the electrical mobility diameter (Dmob), the AMS measures the aerodynamic particle
diameter in the free-molecular flow regime (Dy.). Both diameters depend on the dynamic shape
factor (y) and Dy, in addition, on the particle density. While the aerodynamic lens of the AMS is
able to focus particles with 100% efficiency in the 40-600 nm vacuum-aerodynamic particle size
range (Liu et al., 2007), particles in the 20-1200 nm size range can be detected as well, but with
decreased efficiency. Nevertheless, the AMS is not able to measure freshly formed particles in the
early nucleation stages and therefore it is not possible to investigate chemical species that form the
nucleus, but those that contribute to growth. To distinguish between particles that were involved in
growth and the background aerosol, the AMS size distribution was divided into the “ultrafine”
(<100 nm) and the “accumulation” mode (>100 nm).

3.2.2.4 Back trajectory analysis and classification of new particle formation events

In order to determine bulk air mass motion affecting the site, 48-h back trajectories at 10 m arrival
height above ground level were calculated for every 2 h during the entire measurement period using
the HYSPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) model (Draxler et al.,
2009). The GDAS (Global Data Analysis System) generated and maintained by the ARL (Air
Resources Laboratory) have been used as meteorological data input. To analyze different categories
of new particle formation and growth events, the measured physical and chemical aerosol particle
as well as gas phase parameters were segregated on the basis of the back trajectories showing similar
air mass histories. For this purpose we assume that the measured data one hour before the arrival
time and one hour thereafter “belong” to each trajectory. Fig. 3.12 shows a map including the back
trajectories that correspond to each of the identified types of new particle formation events.

Dependent on the trajectory pathways and air mass origins new particle formation events were
classified into 2 classes:

- “regional” events occurring in continentally influenced air masses (green traces) and

- “plume” events measured when trajectories pass the urban source region Huelva (red traces).
Continentally influenced air masses contain air transported from Spanish and Portuguese inland
areas over pine forests to the station in contrast to Huelva-influenced air masses that firstly
travelled over the Atlantic Ocean (beside the 3 orange trajectories), then passed Portugal and
Huelva before they reached the site.

The HYSPLIT trajectory analysis addresses the regional and long-range transport properties of air
masses, but as a second criterion for the evaluation of new particle formation events, local
meteorology at the sampling site was taken into account. The following wind direction ranges
limited by the different air mass histories for each of the measured events were used for the

analysis:
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-340-65° for “regional” events

-285-310° for “plume” events.

Further information about the different classification methods can be found in Diesch et al. (2012).

Furthermore, in order to avoid stagnant air masses with potential contamination from local sources
to influence the results, all data measured during times with wind speed below 1 m s were not
used for further processing.

3.2.2.5 Formation rate, growth rate, and condensational sink

The following three parameters were used for the description of new particle formation events:

- Particle formation rates (FR, particles cm s') were estimated on the basis of the particle number
concentration in the 7 up to 20 nm size range from the event starting time until the time of
maximum number concentration assuming a linear increase without accounting for coagulation
losses. The start time of an event is characterized by an abrupt rise in the particle number
concentration.

- Particle growth rates (GR, nm h-') were determined by fitting the increase of the arithmetic mean
diameter (AMD) for the size distribution range below 100 nm lineatly between the event start
(smallest AMD) and the maximum diameter when the growth has ended as described in Jeong et al.
(2010).

- The condensational sink? (CS, cm) was determined by integration of the size distribution over
the 7 nm to 523 nm (i.e. the FMPS upper size limit) size range based on the formulation by Stanier
et al. (2004):

CS = X BiDmon,iNi 3-8
where f; is the transitional regime correction factor which is in the range of 0.04 to 0.83, Dyop

the particle mobility diameter and N; the particle number concentration of the size bin i.
The transitional regime correction factor was calculated according to Fuchs and Sutugin (1970):

_ Kn+1
P = s knreirikne1 39)
by using the Knudsen number:
22
Kn =7— (3.10)

where A represents the mean free path of gas molecules (under standard conditions 4 =67 nm). As
the condensational sink was integrated over the size range of the FMPS only, the actual
condensational sink would be slightly underestimated when larger particles exist, particularly when
aged air masses are present. However, in order to avoid the even larger uncertainty when merging
data from the FMPS and OPC instruments, particles larger than 523 nm were neglected which
account for <10% of the total particle surface (see Diesch et al., 2012).

3 The condensational sink provides a measure of the available surface area for condensation of gases. The
larger the condensational sink the less favourable the new particle formation.
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3.2.3 Results
3.2.3.1 Characteristics of the nucleation events

New particle formation and growth events were identified on the basis of the evolution of the
particle size distributions and the particle number concentrations. From November 20 until
December 9, 2008 eight new particle formation and growth events were observed. The events
started in the morning between 9.30 a.m. and 1.30 p.m. (UTC) and grew between 12-20 hours until
the particles reached sizes of about 100 nm.

For in-depth discussion of the new particle formation events, the events have been divided into
two classes and two sub-classes with similar conditions as follows:

- The so-called “regional” nucleation events (Fig. 3.12, associated with the green and blue colored
trajectories) occurred in air masses that have a large geographical homogeneity and are
characterized by starting times in the morning or early afternoon. They have a sustained growth
profile over several hours (Kulmala et al., 2004; Stanier et al., 2004).

- Pollution-influenced nucleation events (red and orange in Fig. 3.12); hereafter called “plume”
events were measured when pollution from a point source, in our case the strongly industrialized
Huelva estuary, was superimposed over a “regionally” formed nucleation event as also found by
Sakurai et al. (2005) and Wu et al. (2007).

- “Regional” nucleation events were further classified by the methods described in Mikeld et al.
(2000) and Dal Maso et al. (2005) according to the intensity of the particle formation (formation
rate) and the distinctness of the particle growth profile. A “Class 1” new particle formation event
(green colored in Fig. 3.12) exhibits intensive particle formation as well as continuous growth with
only small size distribution fluctuations. Also for “Class 2” events (blue colored) clear particle
formation and a following growth period are observed. However, Class 2 events did not exhibit
such an intensive particle formation and also showed larger fluctuations in the size distributions.

- As one aspect of this study was to identify conditions that favor new particle formation, in
addition, days without nucleation (non-event days) as well as days that can either be classified as
non-event or event-day are also considered.

Although nucleation events were detected under sea-breeze and non-sea-breeze conditions in a
long-term study from 15 July 2004 to 31 July 2006 performed at the “El Arenosillo” station,
Sorribas et al. (2011) found no differences in the observed “regional” nucleation events within both
types of conditions. In contrast, differences were found during the growth period of the “plume”
events. However, since in winter the sea breeze is less pronounced, we did not further evaluate this
influence on the measured new particle formation events. Although we only observed 8 new
particle formation events during the DOMINO campaign, comparing the major features of these
individual case studies with those observed over a two year period by Sorribas et al. (2011), they
appear to be representative for the “El Arenosillo” area.

In Fig. 3.13, diel variations of the particle number concentration in the 7 up to 20 nm size range for
all days of the classified new particle formation events are shown. The start of the individual events
is characterized by a significant increase of nucleation mode particles reaching maximum number
concentrations from N7z = 4600 up to 80,000 cm? while the maximum particle number
concentrations range between N = 20,000 and 180,000 cm-3, respectively (Table 3.5). To show the
differences in the particle number concentrations between nucleation and non-nucleation event
days, as an example, one of these days was added in Fig. 3.13.
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Depending on the air mass origin, new particle formation events differ in the starting times and
intensity. While “plume” events (starting times between 9:30 and 10:40 a.m.) are characterized by
the largest formation rates (4-13 cm s), a lower rate was determined for the “regional” Class 1
event (3.9 cm? s1) and the lowest formation rates were found for Class 2 events (0.6-2.2 cm™ s)
(Table 3.5). Compared to “regional” events, in “plume” events relatively strong industrial emissions
are superimposed onto the advected particle concentrations, leading to increased particle number
concentrations and resulting in higher formation rates. However, the formation rates of “plume”
events are difficult to determine. Due to the different kinds of point sources situated in Huelva City
(see Section 2.3) that do not have a constant level, particle number concentrations show significant
variations dependent on the path of the air masses through this area and the time. Both, “regional”
Class 1 and Class 2 nucleation events are continentally influenced and have similar air mass
histories. For this reason they exhibit similar characteristics. However, different intensities and
starting times of the events depend on the particular characteristics of the measurement day. Class 2
events started between 00:30 and 01:30 p.m. (UTC) on workdays (incl. Saturday) characterized by
high particle number (blue traces in Fig. 3.13), nitrogen oxide and particulate organics
concentrations between 8 and 10 am. (Fig. 3.14) probably originating from vehicular traffic
emissions. Likewise, before the start of the Class 2 events higher mass concentrations were
observed in contrast to the Class 1 event that was registered on a Sunday starting at 10:30 a.m.
(Table 3.5). Additionally, during the “regional” Class 1 event, the height of the boundary layer was
1300 m in the afternoon (4 p.m.) and a relatively high UV solar irradiance was observed. The
relatively high boundary layer led to lower concentrations in the eatly morning hours while due to
the high UV solar irradiance a high particle formation rate was observed. Instead, “regional” Class 2
events are characterized either by high UV solar irradiance or by a high boundary layer height (see
Table 3.5) which results in lower particle formation rates due to the loss of precursors onto pre-

existing particles.

Comparing the diel patterns of particle number and mass concentrations of nucleation and non-
nucleation event days, particle formation caused substantially higher number, as opposed to mass
concentrations as also found by Alam et al. (2003). Number concentrations vary significantly
between continental, urban and marine source regions. However, new particle formation events

even cause larger variations in the number concentrations.
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Figure 3.13: Diurnal variations in particle number concentrations (N7.20) for all new particle formation event
classes are shown. Additionally one of the days without nucleation (black) is added for comparison.
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Table 3.5: Summary of times, types, conditions and corresponding parameters determined for the different
new particle formation events (*indicates average values calculated during the nucleation period). The
boundary layer heights were determined by the change of the potential temperature gradient at approximately
4 p.m.. The UV solar radiation levels reflect daily average values.

L Formationrate  Growth rate cond. sink*
Date Starting time Event Jem? st /nm ht Jem?
22.11.2008 01:00 p.m. Class 2 0.6+0.05 4.510.04 0.009
23.11.2008 10:30a.m. Class 1 3.9+0.2 2.810.04 0.003
24.11.2008 10:40 a.m. "plume" 12.9+2.2 - 0.008
25.11.2008 01:30 p.m. Class 2 1.610.2 2.8+0.2 0.006
26.11.2008 01:00 p.m. Class 2 0.710.07 4.2+0.1 0.004
30.11.2008 09:30 a.m. "plume"  10.3+0.8 2.31£0.05 0.009
01.12.2008 09:30 a.m. "plume" 4.0+0.4 2.0£0.1 0.01
02.12.2008 00:30 p.m. Class 2 2.210.1 2.1+£0.03 0.006
Date Starting time  Event 7:::(_'3 N3-20 7::::(_; Niot jc:)i:bv
22.11.2008 01:00 p.m. Class 2 5925 20202 0
23.11.2008 10:30a.m. Class 1 26038 73941 0.5
24.11.2008 10:40 a.m. "plume" 59087 177730 2.9
25.11.2008 01:30 p.m. Class 2 11388 30682 0.3
26.11.2008 01:00 p.m. Class 2 4647 23078 0.04
30.11.2008 09:30 a.m. "plume" 78555 120570 4.4
01.12.2008 09:30 a.m. "plume" 30823 100830 9.8
02.12.2008 00:30 p.m. Class 2 17185 38917 0.4

. NO,* max. O; H,O*
Date Starting time  Event / ppbv /ppbv / pptv
22.11.2008 01:00 p.m. Class 2 1.9 43 9.5
23.11.2008 10:30a.m. Class 1 0.3 41 8.2
24.11.2008 10:40 a.m. "plume" 3.4 44 10.5
25.11.2008 01:30 p.m. Class 2 0.6 40 7.3
26.11.2008 01:00 p.m. Class 2 0.9 40 3.6
30.11.2008 09:30 a.m. "plume" 4.6 40 8.5
01.12.2008 09:30 a.m. "plume" 8.3 40 8.0
02.12.2008 00:30 p.m. Class 2 0.9 37 6.0

. avg. Boundary
Date Starting time Event 7:/|n RH /n:zx. T uv layer height
? /Wm? /m

22.11.2008 01:00 p.m. Class 2 35 23 18 80
23.11.2008 10:30a.m. Class 1 29 22 16 1300
24.11.2008 10:40 a.m. "plume" 47 18 11 1300
25.11.2008 01:30 p.m. Class 2 41 15 8 1250
26.11.2008 01:00 p.m. Class 2 24 13 12 150
30.11.2008 09:30 a.m. "plume" 49 14 17 450
01.12.2008 09:30 a.m. "plume" 52 12 15 1450
02.12.2008 00:30 p.m. Class 2 37 14 17 -
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3.2.3.2 Particle size distributions of classified new particle formation events

Before analyzing the size distributions of the classes of new particle formation events, we briefly
discuss the limitations of the analysis of such events when measurements are observed at a single
fixed site. Measurements at a fixed location imply different air parcels arriving at different times and
therefore not the same air mass can be observed over extended time intervals. This means that the
air masses have to be relatively homogeneous over larger spatial scales (IKulmala et al., 2001; Stanier
et al., 2004; Lunden et al., 2000) in order to be able to observe particle formation events over
several hours as in our studies. Otherwise the typical size distribution pattern would be interrupted.

The top panels of Fig. 3.14 a-c display image plots of the temporal evolution of the particle size
distribution for the “regional” Class 2 (Fig. 3.14a), a Class 1 (Fig. 3.14b), and a “plume” event (Fig.
3.14c) measured by the FMPS. All three events started on average 4.211.7 hours after sunrise and
show a sustained growth profile over an extended time period reaching maximum arithmetic mean
particle diameters between 35 and 60 nm. These data indicate that new particle formation occurred
after the break-up of the nocturnal inversion layer, initiated and driven by the photochemistry.

The evolution of the size distribution of a “plume” event (Fig. 3.14c) cleatly differs from those of
non-pollution-influenced “regional” events (Fig. 3.14a,b) by showing an additional mode at about
10 nm that indicates the occurrence of freshly formed particles of industrial origin relatively close to
the measurement site. In addition, large fluctuations in the size distribution pattern were observed
for this type of event due to the fact that small changes in wind directions cause diverse industrial
point sources and emissions to influence the measurement site. Additionally, these emissions are
not constant over time. Therefore, “plume” impacted nucleation events are typically characterized
by a broader “banana”-shaped size distribution trend. For the same reason, the evolution of the
arithmetic mean diameter (AMD) of particles determined by fitting the FMPS size distribution
differs for “regional” and “plume” events. Both event types are characterized by an abrupt decrease
in the AMD at the start of the event due to the formation of newly formed particles and a
subsequent gradual increase during the growth period. Due to the additional influence of freshly
produced particles formed in Huelva “plume” events frequently show a second mode around 10
nm.

By fitting the increase of the AMD over the growth period linearly, the average growth rate of
nucleated particles during this study was determined to be 3.0£1.0 nm h! and varied from 2.0 to
4.5 nm h' during the individual events (Table 3.5). Regarding average growth rates for the different
nucleation event classes, the lowest mean rate was determined for “plume”-impacted nucleation
events (2.2 nm h-') while larger growth rates were observed for the “regional” Class 1 (2.8 nm h-1)
and Class 2 (3.4 nm h') events. Therefore, an inverse trend in the particle growth rates compared

to the formation rates is recognizable, which also exists within the group of Class 2 events.

Together with the existing background aerosol newly formed particles compete for the available
condensable material. In addition to condensational growth they can be scavenged by the
background aerosol particles. Thus, under conditions of high condensational sink new particle
formation only occurs when the condensable vapor concentrations are sufficiently large, resulting in
fast growth of nuclei mode particles before they are scavenged by larger ones. Therefore, larger
growth rates were typically observed in more polluted areas (Birmili et al., 2003; Kulmala et al.,
2005) while smaller ones are a feature for relatively clean environments (Weber et al.,, 1997; Dal
Maso et al.,, 2005). In case of the “plume” events identified in our measurements, particles were
formed and initially grow over the continent like during “regional” nucleation events. Therefore,
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Figure 3.14a: Changes of the particle size distribution and the corresponding arithmetic mean diameter,
variations in the particle number concentration, condensational sink, SO mixing ratios as well as mass
concentrations of the typical AMS species (organics, sulfate, nitrate, ammonium, chloride) for a “regional”
Class 2 event are depicted. Mass distributions for periods before the nucleation event started and during the
growth period together with corresponding pie charts of particle composition are shown integrated over the
ultrafine (<100 nm) and accumulation mode (>100 nm) size range, respectively. The gaps in the graph result
from periods where either wind speeds are smaller than 1 m s-! or wind directions did not fall into the limited
range.
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Figure 3.14b: Symbols and variables as in Figure 3.14a for a “regional” Class 1 event are depicted.
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comparable growth rates were observed for both types of events. However, when “plume” event
air masses pass the city of Huelva they are impacted by diverse pollution sources that both, affect
the nucleation period and also contribute material during the growth phase, resulting in an
additional mode around 10 nm. As growth rates depend upon the available condensable vapor
concentrations but also on the available particle surface, this additional particle surface area leads to
slightly decreased average growth rates for “plume” events. The negative correlation that exists
between the formation and growth rates within Class 2 events indicates that the fewer particles that
are formed, the stronger they can grow, assuming that similar condensable vapor concentrations
and meteorological conditions exist. Furthermore, it suggests that different kinds of species are
involved in nucleation and in growth processes. Therefore the potential contribution of species to

nucleation and growth is discussed in detail in the following sections.

The “plume” event corresponding to the orange colored trajectories (Fig. 3.12) differs from the two
others, both in red. The air masses that were observed during its particle formation phase included
a more aged and processed aerosol since the associated trajectories have passed over the continent
for a long time before reaching Huelva and the site. In contrast, during the growth period a
relatively fresh aerosol was observed because the associated air mass trajectories spent a shorter
time over the continent. Due to this difference in air mass conditions for the two phases, the
particle formation period cannot be compared with the growth period. Therefore, no growth rate

was determined for this event.
3.2.3.3 Atmospheric conditions and composition during the nucleation periods

In the following, the prevailing atmospheric conditions observed during the nucleation periods
(first hour after the onset of the new particle formation events) is investigated and compared using

a range of measured parameters.

An important parameter, the condensational sink (CS), which is calculated from the FMPS size
distribution provides a measure of the available surface area for condensation. Based on our
calculations, the average CS during the nucleation period for the “regional” Class 1 event (CS =
0.003 cm?) is lower than that observed during the start of the Class 2 events (CS = 0.006 + 0.002
cm?; average * standard deviation) (Table 3.5). The CS of the Class 1 event decreased in the early
morning hours due to the development of the boundary layer and consequently a lower average CS
was observed for this event. Instead, during Class 2 events conditions are less favorable for
nucleation due to a higher CS. Even though these CS values decreased after 10:00 h (UTC) at the
beginning of the events the values were still higher than those of the Class 1 event. “Plume” events
exhibit larger CS values (CS = 0.01 £ 0.003 cm-?) during the nucleation period due to the influence
of the pollutants in the urban atmosphere (Table 3.5). High levels of condensational sink can
suppress new particle formation by scavenging freshly formed particles and absorbing condensable
vapors (Kerminen et al., 2001; Monkkonen et al., 2004) resulting generally in higher formation rates
of “clean” compared to “pollution” events. However, in case of the “plume” events observed in
this study a strong nucleation (formation rate) characterized by high particle number concentrations
was observed. In addition during these events high sulfur dioxide (SO2) concentrations were
present (Fig. 3.14). Generally, a wide range of concentrations was observed for SO, (Table 3.5). For
“regional” events lowest average SO» mixing ratios (0-0.5 ppbv) were measured during the
nucleation period. While higher average SO mixing ratios (2.9-9.8 ppbv) characterized by large
fluctuations were measured during “plume” events that were influenced by a variety of industrial
emission sources. As SOz is the main precursor for gaseous sulfuric acid (H2SO4) which is thought
to be one of the key species in particle formation (Kulmala et al., 2005; Boy et al., 2008; Berndt et
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al., 2010) the product of ultraviolet (UV) light intensity (integrated over the 286-363 nm wavelength
range) and SO mixing ratios during the nucleation period can be used as a proxy for the H.SO,
production (Stanier et al., 2004). In Fig. 3.15, a scatter plot of the CS versus this HoSO4—proxy
(UV*SOy) is shown for the nucleation periods of all events. Depending on whether favorable
conditions for nucleation exist or not, the graph was divided into two regions: in the upper part
with large condensational sinks and low sulfuric acid-proxy, nucleation is observed faitly rare, while
in the lower region new particle formation is more common as favorable conditions are present
(Stanier et al., 2004). All data points corresponding to the “plume” and “regional” Class 1 events
are below this CS : UV*SO; line. The relative locations of the data points for these two types of
events imply that the nucleation periods of the pollution-influenced nucleation events are
characterized by higher SO» levels and condensational sinks compared to the Class 1 “regional”
nucleation event. “Regional” Class 2 events differ from both other classes as some of the data
points fall into the upper left region where nucleation is not as favored because the sulfuric acid
production is low and additionally the existing surface area for condensation is slightly enhanced
compared to the “regional” Class 1 event. In agreement with the findings by Stanier et al. (2004)
and Hamed et al. (2007), while this plot generally represents important parameters for particle
nucleation also microphysics and meteorology may play important roles.

74| m "regional” Class 1 event
-].|® "regional” Class 2 events
o +4-|m "plume" events

condensational sink / cm

0.001 T T T T T T T T T T T TTTTT
0.1 1 10 100 1000

UV*SO, / W m™ ppbv

Figure 3.15: The condensational sink correlates with the product of ultraviolet light (UV) and SOg, a proxy
for the HxSOy4 production for “regional” Class 1 (green-shaded), Class 2 (blue-shaded) and “plume” (red-
shaded) events. The black line separates regions where nucleation is generally observed (lower right) and
regions were nucleation is not very common (upper left). Data are one minute averages during the nucleation
period (1 hour after the start of the individual events). The repeatability of the data points is exemplarily
represented at some points.

In order to examine the differences in condensational sinks of “regional” Class 1 and Class 2 events
compared to the “plume” events during the nucleation period, the chemical particle composition
measured using the AMS was further analyzed. During the nucleation period, the non-refractory
submicron aerosol composition was dominated either by organics or sulfate depending on the
classification of the new particle formation events. In Fig. 3.16 the correlation of organics versus
sulfate is shown for all nucleation periods, color-coded with the CS. While organics dominated the
submicron aerosol during the nucleation period of the “regional” Class 2 events, sulfur species were
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the major components which influenced the condensational sink during “plume” events. For the
“regional” Class 1 event lowest CS values associated with lowest organic and sulfate concentrations
were observed. Both, organics and sulfate are largely determined by the aerosol sources. On the one
hand due to biogenic precursor emissions originating from the sutrounding pine forests, on the
other hand due to the influence of anthropogenic emission soutrces. For this reason, the patticle

composition during the nucleation and growth period is further investigated in the next section.
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Figure 3.16: Scatter plot of the non-refractory submicron organic versus sulfate acrosol mass concentrations
color-coded with the condensational sink for the nucleation period of “regional” and “plume” nucleation
events. The repeatability of the data points is exemplarily represented at several points.

3.2.3.4 Particle composition during new particle formation events

Classical binary (H2SO4, H2O) and ternary (H2SO4, H2O, NH3) nucleation theories failed to explain
the frequency and intensity of new particle formation events. Thus, further species such as organic
components were suggested to contribute to nucleation and growth as well (Kulmala et al., 2002;
Kirkby et al., 2011). Here, we provide results from measurements of the chemical composition of
the submicron aerosol during the new particle formation events and identify the species that

participate in “regional” and “plume” nucleation events.

Temporal variation of submicron aerosol species

The evolution of the particle composition during “regional” Class 1, Class 2 and “plume”
nucleation events is pictured in Fig. 3.14 (third panel from top). The aerosol particle characteristics
before particle formation, during the nucleation and during the growth periods significantly differ
between the classified types of events. Already before the nucleation starts, different influences of
anthropogenic and biogenic emissions onto the aerosol composition in air masses from urban and
continental source regions can be identified. Days of “regional” nucleation events are characterized
by high organic mass concentrations of 4-5 pg m? very early in the morning. Due to the
development of the mixing layer height the organics concentrations decreased and reached
minimum levels (0.5-2.5 ug m3) during the new particle formation periods. Due to the morning
rush hour days of Class 2 events exhibit an increased aerosol mass loading dominated by organics
and nitrate, starting at about 9 h. A clear difference to this behavior is observed before the start and
during the initial stages of “plume” events where the submicron aerosol is substantially affected by
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sulfate, neutralized to a certain degree by ammonium. This is caused by the additional occurrence of
freshly formed particles of industrial origin.

The growth period of “regional”’-influenced new particle formation events is characterized by an
increase of the organics, sulfate, nitrate and ammonium concentrations, starting 5-8 hours after the
nucleation bursts occurred. However, the organics were the first species that contribute to growth
and provide the largest fraction to it. The time delay between the rise of the number concentration
(N7-20), associated with the nucleation start, and the increase of the AMS mass concentrations is
needed for freshly formed particles to reach the size range that can be registered by the AMS (i.e.
diameter larger than 20-40 nm). Particle mass concentrations during “plume”-influenced nucleation
events varied strongly depending on the additional influence of anthropogenic emissions. In
contrast, during the growth period comparatively low mass concentrations were measured
dominated by organics and sulfate. Sulfate and ammonium both show the same evolution during
“regional” and “plume” nucleation events. As also mentioned by Zhang et al. (2004) and Allan et al.
(2006) aerosol particles were mostly acidic during nucleation events as there was not enough
ammonia present to fully neutralize the existing sulfate, nitrate and chloride. Sometimes
condensable nitrate species were available in the gas phase and significantly contributed to the
particle composition during the growth period of “regional” and “plume” events as well. Besides
the four species (organics, sulfate, ammonium and nitrate) chloride played only a minor role in
particle growth.

Dynamics of the size-resolved AMS composition

As the AMS simultaneously measures the particle composition and size distribution, it enables a
detailed investigation of the species that contribute to growth, represented by the ultrafine mode
(dva<100 nm), as well as of the background aerosol, represented by particles larger than dv,=100 nm
(accumulation mode). Since some of the size distribution data are significantly affected by
electronic noise, before averaging and integration over the 20-100 and 100-1200 nm size range,

those data with more than three times the regular noise were removed.

The chemical particle composition and corresponding total mass concentrations of the ultrafine
and accumulation modes depend strongly on the sampled air masses. “Regional” events that
occurred in less-polluted air masses from continental source regions are characterized by an
accumulation mode mainly composed of organics (AMS size distributions in Fig. 3.14a,b). As
shown in the pie charts in Fig. 3.14a,b that correspond to the time periods before nucleation started
and to the growth periods of “regional” Class 1 and Class 2 events, respectively, the organic
content in the >100 nm size range amounts to more than 70% while sulfate, ammonium and nitrate
only contributed to a minor degree to the composition of the background aerosol. In contrast,
sulfate dominated the background aerosol (44%) during the start of “plume” events (Fig. 3.14c)
while organic matter is the main contributor (52%) during the growth period of these events. This
suggests that for “plume” events both, organic species as well as sulfate play important roles in
aerosol growth. As the ammonium fraction is smaller than needed to neutralize the sulfate mass
fraction, particles were slightly acidic.

Although only very small mass concentrations were observed in the ultrafine mode, the aerosol
composition for this size range can be characterized using the AMS. Since in all measured cases
new particle formation started on the continent, the ultrafine mode aerosol is dominated by organic
matter during the growth period of “regional” (>80%) as well as “plume” (52%) events. This
indicates that the growth is mainly driven by condensable organic species. However, ammonium,
sulfate and nitrate were also found to be present in ultrafine particles during the growth period.
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Nevertheless, the fraction of these three inorganic compounds is appreciably smaller during
“regional” compared to “plume” events where a large fraction of sulfate (25%), ammonium (10%)
and nitrate (11%) was involved in particle growth (Fig. 3.14c).

Investigation of the organic mass spectral fingerprint

To further investigate those species that mainly contribute to the growth of the particles, the
average mass spectrum of the background aerosol (that was assumed to be the same as before the
growth period) was subtracted from the average mass spectrum during the growth period in order
to obtain organic mass spectral fingerprints of the freshly condensed material. Mass spectra of the
“regional” and “plume” events obtained by this method are shown in Fig. 3.17. They indicate that
the different characteristic m/z fractions occurred, independant of whether nucleation events were

continentally or urban influenced.

Mass spectra of the growth periods of “regional” Class 1 and Class 2 and of “plume” events (Fig.
3.17) show an increased contribution of m/z 44 compared to m/z 29, representing a rather
oxidized organic aerosol. The ratio of these signals is larger during “regional” compared to “plume”
events, implying a more processed and therefore more aged aerosol. Instead, the signal at m/z 43
(CsH7*, CoH30) results from primary as well as secondary organic matter. Although the allocation
is not distinct it serves as a marker when compating the m/z 44 with the m/z 43 signal to total
organics as it is shown in Fig. 3.30 and explained in section 3.4.3.2. Elevated ion signals at m/z 27
and m/z 29 indicate biogenic, less aged secondary OA (SOA) potentially produced by the oxidation
of VOCs from plants (Kiendler-Schatr et al., 2009) while those at m/z 41, 43, 55, 57, 69, 81, 95
(CoHon+1™, CoHo2na™) mainly correspond to heavily saturated and non-oxidized hydrocarbon-like

organic aerosol species.

Using the Positive Matrix Factorization (PMF) tool (Ulbrich et al., 2009) to separate the submicron
organic aerosol, four classes associated with various aerosol sources and components were
identified: a highly-oxygenated and low volatile OA (OOA 1), a semi-volatile OA (OOA 1I), a
hydrocarbon-like OA (HOA) and a wood burning-related OA (WBOA). While a detailed analysis
of these factors during the DOMINO campaign is presented in Diesch et al. (2012), in this study
we focus on the variability of these organic aerosol classes during new particle formation and
growth.

The increase of the total organic mass concentration during particle growth is mainly linked to an
increase of OOA 1. OOA 1 reflects a highly-oxidized OA while the m/z 27, 29, 41, 43, 55, 67, 79
mass fragments primarily correspond to OOA 1I. This behavior reflects the photochemical
processes associated with the generation of secondary organic aerosol, which showed larger OOA
concentrations during growth due to the accumulation of oxidized organic compounds in the vapor
phase during the day that condensed onto the particle surfaces. HOA is enhanced during morning
and evening rush hours and other human activities while WBOA, characterized by m/z 60, is a
marker for fine particulate wood and biomass burning emissions. The m/z signals associated with
HOA and WBOA are enhanced during both, “regional” and “plume” events (Fig. 3.17) indicating
that species originating from anthropogenic emissions condensed onto the submicron aerosol.
However, due to the strong industrial emissions originating from the Huelva estuary, “plume”
events are characterized by larger m/z signals corresponding to these classes, compared to
“regional” events (Fig. 3.17).
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Figure 3.17: Comparison between organic mass spectral signatures observed during growth periods of
“regional” and “plume” nucleation events. For comparability the mass spectra were normalized to the total
ion current.

3.2.3.5 OH Reactivity

Characteristic features are also found in the total atmospheric OH reactivity values, measured as
reciprocal OH lifetimes. The OH reactivity provides a measure of the concentration of species that
can be oxidized by OH radicals. This includes a subset of potential acrosol precursors. Considering
all days where nucleation took place, a diel variation of this parameter was observed in the profiles
with average maximum OH reactivity levels of 42 s between 1-2 p.m. (UTC) and lowest values
(average: 20 s!) in the early morning hours (Fig. 3.18). Thus, the OH reactivity shows a delay of 1-
2 h relative to the solar UV radiation cycle and correlates well with the temperature cycle. The
median of 20-40 s (Fig. 3.18) is significantly higher than the range observed for the entire
campaign period (8 to 22 s, Sinha et al. (2012)). Thus it appears that higher OH reactivity levels
create favorable conditions for nucleation.

Regarding the temporal evolution of the OH reactivity in Fig. 3.14, maximum values were typically
observed prior to the increase in the organic mass concentrations, indicating a large load of
chemically reactive species in the atmosphere. The highest OH reactivity was observed for the
“regional” Class 2 event with an average value of 70 s during the new particle formation period
(Fig. 3.14). However, due to a wind direction change values from 2 until 7 p.m. were not
considered as they did not fall into the defined wind direction range. The “regional” Class 1 event
reached lower average maximum values of about 50 s! while lowest maximum OH reactivity values
of about 30 s exist during the “plume” event in Fig. 3.14. Generally, for continentally influenced
air masses, these values are markedly higher compared to those observed during studies in the
tropical rainforest of Suriname where highest observed reactivity values of about 60 s were
measured (Sinha et al., 2008). For comparison, in boreal forests values in the order of 9 s! were
found (Sinha et al., 2010). The values measured during DOMINO are broadly comparable to those
measured in suburban Japan (average values of 30 s in Tokyo, Sadanaga et al., 2005).

During the growth periods of all new particle formation event classes, the OH reactivity markedly
decreases and reaches lowest values in the early morning hours at the end of the particle growth as
a consequence of consumption of the potential precursor species during the night. In comparison,
during non-event days the OH reactivity stays quite constant during this period with average values
of 12 s (Sinha et al., 2012).

Generally, it was found that higher OH reactivity levels during the nucleation period subsequently
lead to a higher particle growth rate and higher organic mass concentrations as more precursors for
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condensable vapors are available that condense onto the particle surface later on (Fig. 3.18). For
one of the “regional” Class 2 events we observed an opposite OH reactivity behavior in relation to
this general finding. However we do not have any explanations for this.
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Figure 3.18: Diurnal variability of the OH reactivity shown as box plots (blue marker: mean, box: 25-75%
percentiles with median, whiskers: 5% and 95% percentiles) and solar UV radiation cycle on nucleation-event
days show good correlation. In the lower plot, the correlation between the OH reactivity during the
nucleation period (1 hour after the start of the individual events) and corresponding growth rates are shown
for all events where OH reactivity data were measured (coefficient values: a = -22+11; b = 19+3.4). The

three new particle formation events of which the temporal evolutions are presented in Fig. 3.14 are bold
highlighted.

3.2.3.6 Meteorological and gas phase parameters during new particle formation events

A further focus of this study is to analyze the effects and differences of meteorological and gas
phase parameters on the occurrence and type of nucleation events. Relationships between
meteorological and gas phase conditions during new particle formation events are also discussed as
part of this section.

The wind direction has the most important influence on new particle formation events observed at
a certain site, because it defines the advection of air masses from different source regions to the
site. The calculated air mass back trajectories that agree well with the locally measured wind
directions (Diesch et al., 2012) indicate that nucleation events took place only when the site was
influenced by continental air masses while under marine conditions they do not occur. The reason
for this behavior is likely the low abundance of precursor gases e.g. organics and ammonia and
adverse meteorological conditions (high relative humidity levels, low wind speeds) in the marine
environment that prevent the formation and growth of particles, although enhanced SO levels
together with a low condensational sink were found. In the 60-90° wind direction range (air masses
passing over Southern Spain only) new particle formation occurred as well. However, as this wind
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direction range was registered rarely during the campaign only snatches of growth were observed
that cannot be further evaluated.

Significant differences were found in the relative humidity (RH) values associated with the different
nucleation event types. The more the air masses were affected by the Atlantic Ocean, the higher the
RH. Therefore, “regional” events are characterized by low RH levels frequently below 45% around
noon, associated with the highest daily RH wvariation. Slightly higher RH values (~50% during
noon) with similar diel cycles were measured for “plume” events. In contrast, during non-event
days with marine influenced air masses no strong daily RH variation was observed and minimum
RH levels around 75% occurred. Additionally, RH levels above 90% were registered during two
nights of the campaign. Since precipitation occurred on these days, the growth period of a “plume”
nucleation event was inhibited and the event was therefore not further evaluated.

Variations of the discernible humidity during cloudy days, when the solar UV radiation was
reduced, did not have a effect on the occurrence of particle formation and growth events. Although
generally a higher relative humidity leads to a higher condensational sink due to the growth of pre-
existing aerosol particles (also dependent on other atmospheric parameters), nucleation can also
take place under such conditions as shown in the case of the ”plume” events. Although clouds
occurred at times during the nucleation events, particle nucleation event days are typically
characterized by diurnal solar UV radiation cycles with maximum values around 25 W m-2,

As for the solar UV radiation, typical strong daily temperature cycles during “regional” and
“plume” event days were gathered contrary to days where no nucleation was observed, which are
characterized by smaller temperature variations. Daily average temperatures were found to be lower
(20%) on event than on non-event days.

Although low average wind speeds were obtained during the whole campaign, average wind speeds
were slightly higher on event days than on non-event days (about 10% before the start of the new
particle formation events). A negative correlation of the wind speed and the condensational sink
was observed because stronger winds are likely associated with a better mixing of the boundary

layer leading to lower aerosol concentrations and thus condensational sink values.

Ozone plays an important role in the production of condensable organic species directly through
reactions with VOCs and indirectly by contribution to the formation of OH by daytime photolysis.
These condensable organics then speed up the growth of initially formed molecular clusters which
indirectly prevents coagulation scavenging as there is less time available for coagulation (Hamed et
al., 2007). Water vapor reduces new particle formation as it was suggested to react with the
stabilized Criegee intermediates that were formed during the ozonolysis reaction with organics
(Bonn et al., 2002). The reaction products decompose into volatile, non-condensable products (Boy
et al., 2008). The absolute water vapor concentrations are enhanced during non-event days and anti-
correlate with ozone mixing ratios whose diurnal cycle and concentrations are lower during non-
event days. Considering only nucleation event days, we find larger growth rates on days with
enhanced ozone mixing ratios. This is an indication that the above mentioned processes also
occurred during this study.

The fact that the production term of the H2SO4 proxy (UV*SQOy) increased in line with the particle
formation rates of the different nucleation event classes indicates that sulfuric acid plays an
important role during new particle formation as also mentioned in several other studies (Stanier et
al., 2004; Hamed et al., 2010; Yue et al., 2010). Especially before and during the initial formation
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stages of “plume” events high SO mixing ratios originating from the urban Huelva estuary were
measured that were converted into H>SOy as soon as the photochemistry began. Therefore, highest
formation rates were observed during sulfur-rich “plume” events compared to sulfur-poor
“regional” events that were associated with lower formation rates as in the studies of Yue et al

(2010).

The differences in particle formation rates between the two subtypes of the “regional” events are
likely associated with the weekday morning rush hour identified by elevated NOjy, organics and
number concentrations prior to the Class 2 events while the Class 1 event was observed on a
Sunday and did not show such features. Additionally, the Class 1 event is characterized by both, a
high solar UV radiation and a high boundary layer height in contrast to the Class 2 events. For this
reason, higher condensational sinks existed during the start of the Class 2 events, which depleted
condensable vapors and therefore reduced the formation of particles.

3.2.4 Discussion

Numerous studies have dealt with particle formation in urban atmospheres (Dunn et al., 2004,
Wehner et al., 2004; Wu et al., 2007) where generally a high condensational sink is responsible for a
lower formation rate (Alam et al., 2003; Gao et al., 2009; Jeong et al., 2010). The “plume”-impacted
events observed in this study differ in their characteristics from the so-called pollution events
formed in urban environments by the fact that during the growth period a second mode around
d,=10 nm was observed. As Sakurai et al. (2005) who measured “plume” events superimposed
upon regional events in Atlanta which were characterized by extremely high sub-10 nm particle
concentrations, we also think that the second mode was photochemically formed during the
transport of the plume to the measurement site. Thus this mode reflects freshly formed particles
that have roughly constant age over extended measurement time intervals due to the constant
transport times from the confined source of Huelva to our measurement site. In addition, high
anthropogenic SO emissions coincided with 10 nm particle number concentrations as also found
by Sakurai et al. (2005). This additional particle surface and the associated loss of condensable
material results in smaller average growth rates during “plume” compared to “regional” nucleation
events. While particle formation rates are positively correlated with SO» mixing ratios and the
H>SOq proxy, average growth rates show an inverse dependence, indicating different species were
involved in particle formation and growth as mentioned by Kulmala (2003). This anti-correlation
between the formation and growth rates also exists within the group of Class 2 events that are
subjected to similar conditions. If one assumes that similar condensable vapor concentrations and
meteorological conditions existed during the particle growth of these events, the less freshly formed
particles are produced, the stronger particles can grow with the same amount of available
condensable matter. A further possible explanation for this phenomenon has been shown by
Kiendler-Scharr et al. (2009) who conducted simulation experiments in a plant chamber and found
that isoprene suppressed the formation but increased the growth of freshly formed particles (Yue et
al., 2010). Isoprene reacts with OH which is necessary to produce nucleating vapors. The isoprene
OH oxidation products did not contribute to the nucleation process but instead to growth.
However, biogenic emissions (isoprene, acetone, benzene, toluene) from the surrounding forest
were not strong during this period (Song et al., 2012).

Under atmospheric conditions, it was generally thought that organic vapors do not participate in
the initial particle formation (Kulmala et al., 2004), but there is some evidence that biogenic
emissions might play a role in this process (Becker et al., 1999; O'Dowd et al., 2002b). Likewise, our
study is in agreement with these observations as no events were observed when clean marine air
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masses passed the site although favorable conditions for new particle formation existed
characterized by low condensational sinks and elevated SOz levels. Therefore, in agreement with
the findings by Stanier et al. (2004) and Hamed et al. (2010) non-event days cannot be distinguished
reliably from event days in the condensational sink — H2SO4 proxy scatter plot (Fig. 3.15) and thus
this diagram shows favorable, though not necessary, conditions for new particle formation. This
indicates that either the low presence of (a) certain essential precursor gas(es) such as
organics/ammonia or meteorological conditions were not sufficiently available in the marine
environment for particle formation and growth. Other possible contributors responsible for new
particle formation at a coastal site in Ireland (Mace Head) are iodine-containing species released
from macro-algaec (O'Dowd and Hoffmann, 2005, Hoffmann et al., 2001), that did not play a

significant role in the present study.

Due to the limited measurement capabilities of the AMS we cannot directly investigate which
species were involved in the initial new particle formation process. Nevertheless, measurement
results of the chemistry and dynamics of ultrafine and accumulation mode particles during
“regional” and “plume” nucleation events show that primarily oxidized organic compounds
condensed onto the freshly formed particles. Therefore, these species played the most import role
during the growth periods as also pointed out in several previous studies (Allan et al., 2006; Ziemba
et al,, 2010; Cottrell et al., 2008). In agreement with a study in Pittsburgh presented by Zhang et al.
(2004) who found sulfuric acid in the earliest formation stages, we also found sulfate to dominate
the submicron aerosol prior and during “plume” particle formation coinciding with large SO»
mixing ratios before and during nucleation. While nitrate from NOjy emission sources only
temporarily contributed to the non-refractory submicron aerosol, Hock et al. (2008) found
significant amounts of aerosol nitrate being involved in growth events, observed in rural southern
Germany.

The source region variability did not only influence aerosol and gas phase parameters during
particle formation and growth but also affected the meteorological parameters as well. Favorable
conditions for the nucleation events observed in this study are relatively low H2O concentrations
associated with low RH levels, otherwise high condensational sinks can prevent new particle
formation as found in several other studies (Jeong et al., 2010; Boy and Kulmala, 2002; Komppula
et al., 2003). Linked to this, when we observed higher wind speeds we found lower condensational
sinks likely due to a better mixing of the boundary layer, resulting in more favorable conditions for
new particle formation. In this study, during the presence of low pressure systems, which are often
associated with precipitation, we did not observe new particle formation. However, only on two
nights (November, 28-29 and November, 29-30) short precipitation periods occurred and the wind
originated from the marine source region where generally no new particle formation events occur.
Instead a strong solar UV radiation and temperature cycle was found to be crucial for producing
precursor gases essential for nucleation like also mentioned by Hamed et al. (2007). Additionally,
the OH reactivity was found to correlate with the temperature cycle on nucleation-event days. In
our study the OH reactivity levels have been on average 70 s for the “regional” Class 2 and 50 s-!
for the “regional” Class 1 event before particle growth started. Compared to studies performed in
the tropical rainforest of Suriname where highest observed reactivity values were measured in the
order of 60 s during the peak of diel emissions (Sinha et al., 2008), measured average levels in our
study are markedly higher which indicates the high load of chemical reactants.
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3.2.5 Summary

Variations in particle loading and composition, measured size distributions and gas phase
parameters have been associated with variations in the wind direction linked to different types of
source regions surrounding a measurement site at the southwestern coast of Spain. Only very
limited data exists concerning new particle formation events which are superimposed by pollution
plumes as most studies have focused on new particle formation in “clean” or in “polluted” ambient
air. For this reason, a detailed analysis of “regional” and “plume”-affected new particle formation
and growth events, observed when continental and urban influenced air masses reached the
measurement site, was accomplished within the framework of the DOMINO project. Although the
characteristics and differences of only eight events were addressed in this study, implying only a few
case studies were presented, they seem to be representative for the “El Arenosillo” area. Nucleation
events occurred under sunny conditions with elevated SO2 mixing ratios and low condensational
sinks indicating a significant contribution of HoSOy to this process. Comparing “plume” with
“regional” events, an increase in anthropogenic SO3 in the “plume”-related events is associated
with increased particle number concentrations and corresponding formation rates. A different
finding, the delineation between particle formation and growth rates can be understood in terms of
different sources contributing to the individual nucleation stages: SO: is mainly emitted by
anthropogenic, organic matter instead by both, biogenic and anthropogenic sources. However,
there is some evidence that other species (e.g. organics, ammonia, iodine) are, in addition to H2SOy,
involved in the initial new particle formation process as non-event days were associated with marine
air masses despite existing favorable conditions like minimum condensational sink and ubiquitous
existence of sulfurous species. A study of the ultrafine and accumulation mode aerosol particles
during the growth period of “regional” and “plume” nucleation events showed that they were
principally organic in composition. Inorganic particulate mass (sulfate, nitrate, ammonium) was also
detected in the particles, more in the case of “plume” events and less during “regional” events. By
detailed analysis of the mass spectral signatures during growth preferentially oxidized organic
species were found to condense onto the particle surfaces. We also examined meteorological and
gas phase parameters that were present during particle nucleation and found a typical diurnal solar
UV radiation, temperature, wind speed and ozone cycle to be favorable for such events while high
relative humidity, water vapor concentration and precipitation associated with low atmospheric
pressure inhibited new particle formation events. However, the largest influence on “regional” and
“plume” new particle formation events was found to be the air composition associated with
different air mass origins. This is also the first study that investigates the link between OH reactivity
and new particle formation in the atmosphere. Combining OH reactivity measurements in future
aerosol studies could provide a valuable proxy for gas phase reactivity levels favoring aerosol
formation.
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Abstract

Measurements of the ambient aerosol, various trace gases and meteorological parameters using a
mobile laboratory (MoLa) were performed on the banks of the Lower Elbe in an emission control
area (ECA) which is passed by numerous private and commercial marine vessels reaching and
leaving the port of Hamburg, Germany. From April 25-30, 2011 a total of 178 vessels were probed
at a distance of about 0.8-2 km with high temporal resolution. 139 ship emission plumes were of

sufficient quality to be analyzed further and to determine emission factors (EFs).

Concentrations of aerosol number and mass as well as polycyclic aromatic hydrocarbons (PAH)
and black carbon were measured in PM; and size distribution instruments covered the size diameter
range from 7 nm up to 32 pm. The chemical composition of the non-refractory submicron aerosol
was measured by means of an Aerosol Mass Spectrometer (Aerodyne HR-ToF-AMS). Gas phase
species analyzers monitored various trace gases (O3, SOz, NO, NOz, COy) in the air and a weather
station provided wind, precipitation, UV solar radiation and other parameters. Together with ship
information for each vessel obtained from Automatic Identification System (AIS) broadcasts, a
detailed characterization of the individual ship types and of features affecting gas and particulate

emissions is provided.

Particle number EFs (average 2.6e+16 # kg!) and PM; mass EFs (average 2.4 g kg') positively
correlate with the fuel sulfur content and depend on the engine type and performance. Observed
PM; composition of the vessel emissions was dominated by organic matter (72%), sulfate (22%)
and black carbon (6%) while PAHs only account for 0.2% of the submicron aerosol mass.
Measurements of gaseous components showed an increase of SO, (average EF: 7.7 g kg!) and NOx
(average EF: 53 g kg!) while O3 decreased when a ship plume reached the sampling site. The
particle number size distributions of the vessels are generally characterized by a bimodal size
distribution, with the nucleation mode in the 10-20 nm diameter range and a combustion aerosol
mode centered at about 35 nm while particles > 1 um were not found. “High particle number
emitters” are characterized by a dominant nucleation mode. By contrast, a third weaker mode at
150 nm primarily occurred for “high black carbon emitters”. Classifying the vessels according to
their gross tonnage shows a decrease of the number, black carbon and PAH EFs while EFs of SO»,
NO, NO2, NOy, AMS species (particulate organics, sulfate) and PM; mass concentration increase

with increasing gross tonnages.
3.3.1 Introduction

Gaseous and particulate emissions from marine vessels gain increasing attention due to their
significant contribution to the anthropogenic burden of the atmosphere, the change of the

4 Text and Figures submitted in Atmospheric Chemistry and Physics.
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atmospheric composition and the impact on local and regional air quality and climate (Corbett and
Fischbeck, 1997; Endresen et al.,, 2003; Eyring et al., 2005a; Eyring et al., 2010). Increased NOy
levels caused by ship emissions can be seen along the shipping routes via satellite measurements
(Beitle et al., 2004). In addition, these emissions have a significant impact on the ozone chemistry
and increase hydroxyl radical concentrations thereby having an influence on the oxidation power of
the atmosphere (Lawrence and Crutzen, 1999). Ship emission-related black carbon, a major light-
absorbing species and sulfuric acid, an efficient light-scattering species, both formed during
combustion processes are suggested to have an important impact on the earth’s radiation budget
(Endresen et al., 2003; Petzold et al., 2008; Eyring et al., 2010). Cloud condensation nuclei (CCN) in
ship exhaust indirectly affect global radiative forcing, visible in satellite images as so-called “ship
tracks”, regions downwind of ships characterized by increased solar reflectivity due to marine
stratiform clouds (Hobbs et al., 2000; Durkee et al., 2000; Dusek et al., 2000).

Due to the large variety of impacts a broad interest exists in emissions from marine vessels.
However, only sparse literature is available on the large range of ship emissions that depend on
engine type and technology, operation conditions and the different kinds of fuel types. The
available experimental studies can be separated in:

-Laboratory engine studies (Lyyranen et al., 1999; Kasper et al., 2007; Sarvi et al., 2008)

-On-board studies performed on a ship in operation (Cooper, 2001; Agrawal et al., 2008; Fridell et
al., 2008; Moldanova et al., 2009)

-Studies tracking individual ship emission plumes by using aircrafts or ships (Hobbs et al., 2000;
Osborne et al., 2001; Sinha et al., 2003; Chen et al., 2005; Petzold et al., 2008; Lack et al., 2009;
Murphy et al., 2009; Williams et al., 2009; Moldanova et al., 2009)

-Stationary measurements affected by ship plumes (e.g. harbors) (Lu et al., 2006; Agrawal et al.,
2009; Healy et al., 2009; Ault et al., 2010; Jonsson et al., 2011).

Since a significant fraction of the emissions even from ocean-going vessels occurs close to land,
such emissions may have a strong impact on air quality in coastal and port regions (Corbett et al,,
1999). For this reason, global regulations exist to restrict commercial marine vessel emissions
(IMO, 2009). Additionally, so-called emission control areas (ECA) have been defined to reduce
local and regional ship-related pollution. Having a potentially important role as air pollutant and on
climate an improved understanding of the emissions, a detailed characterization of the chemical
composition and processing of particles and their dependence on characteristic vessel parameters is

desirable. However, literature is only sparse as recently summarized in Jonsson et al. (2011).

In this study, highly time-resolved stationary measurements of air pollutants were performed on the
banks of the Lower Elbe which is passed by a large number of ocean-going vessels of different
types entering and leaving the port of Hamburg. Using a mobile laboratory, chemical and physical
aerosol properties as well as trace gas properties of ship emissions were characterized in this ECA
next to populated areas. Emission factors (EFs) were determined for individual vessels for particle
number and black carbon, polycyclic aromatic hydrocarbons and chemical PM; species as well as
the trace gases sulfur dioxide and nitrogen oxide. In addition particle size distributions were
measured for each ship separately. By using ship information data gathered via Automated
Identification System (AIS) broadcasts, we are able to extract vessel characteristics that affect gas
and particulate emissions. The number of vessels sampled allows the categorization of ships into
different types and the identification of relationships between EFs and ship properties.
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3.3.2 Experimental Methods
3.3.2.1 Measurement campaign

The ship emission measurement campaign was conducted near the Elbe river mouth in Northern
Germany (Fig. 3.19a) between April 25 and 29, 2011. 178 commercial and private vessels were
probed during the 5 days of sampling, with 139 of the measured ship plumes being of sufficient
quality to be considered in the analysis. The remaining ships could not be evaluated because plumes
overlapped, e.g. when vessels from both directions pass the Elbe and their plumes reach the
measurement site at the same time. The measurement sites (53°50’ N, 9°20” E; Fig. 3.19b) wete
located near Freiburg/Elbe between Cuxhaven and Hamburg on the banks of the Elbe, chosen to
be located directly downwind of the ship tracks. The Elbe is daily passed by numerous ocean-going
vessels entering and leaving the port of Hamburg, the second largest freight port of Europe. The
measurements were conducted in an emission control area (ECA) where the ship fuel sulfur
content is legally fixed not to exceed 1% by weight since July 01, 2010. The predominant wind
directions during the study period were N-NO (see trajectories in Fig. 3.19a) transporting relatively
clean air from the Baltic and North Sea to the measurement sites. At the measurement sites, the
Elbe is about 2 km wide. For this reason most vessels were probed and identified at a distance of
about 0.8 and 1.2 km, reflecting the main shipping lanes (downstream/upstream the Elbe). Duting
the 5 days of sampling similar meteorological conditions existed (no rain, similar temperatures, RH)
which allows to directly compare individual vessel plumes.
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Figure 3.19: Map showing the location of the measurement sites including 48 h backwards trajectories
calculated for every hour using HYSPLIT for each measurement day (a). As the wind direction range was N-
NO, the measurement sites were located downwind the Elbe. The zoom-in at the lower right shows the
positions of the measurement sites (green points) and the shipping lanes on the Elbe (b).
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3.3.2.2 Instrumentation

During the campaign, a comprehensive set of aerosol and trace gas instruments was used,
implemented in the mobile laboratory MoLa, a mobile platform for aerosol research (Drewnick et
al., 2012). This included an ultrafine water-based Condensation Particle Counter (CPC 3786, TSI,
Inc., 2.5 nm-3 um) for particle number concentration measurement and an Environmental Dust
Monitor (EDM 180, Grimm) measutring PMi, PMas and PMio. Size distributions in the size range
from 7 nm until 32 um were measured using a Fast Mobility Particle Sizer (FMPS 3091, TSI, Inc.,
dmob = 7-523 nm), an Aerodynamic Particle Sizer (APS 3321, TSI, Inc., daero = 0.37-20 pm) as well
as an Optical Particle Counter (OPC 1.109, Grimm, dope = 0.25-32 pm). Concentrations of non-
refractory (NR) submicron aerosol species were detected by means of a High-Resolution Time-of-
Flight Aerosol Mass Spectrometer (HR-ToF-AMS, Aerodyne Res., Inc.) using the medium mass
resolution mode (“V-mode”). A Multi Angle Absorption Photometer (MAAP, Thermo E.C))
registered black carbon concentrations in PM; and polycyclic aromatic hydrocarbons on particles
were measured by the PAH-Monitor (PAS 2000, EcoChem. Analytics, size range: 10 nm-1 um).
Additionally, for measuring various trace gases MolLa is equipped with the Airpointer (Recordum
GmbH) which monitors SO,, CO, NO, NO; and O3 mixing ratios and the LICOR 840 gas analyzer
(LI-COR, Inc.) that measures CO; The WXT 510 weather station (Vaisala) provided
meteorological parameters (ambient temperature, relative humidity, air pressure, wind speed, wind
direction and rain intensity) — for further information see Drewnick et al. (2012).

During the ship plume measurements the roof inlet of MoLa was used which is designed for
stationary measurements. Alongside the inlet line, an extendable mast with the meteorological
station was fixed, both reaching a height of 7 m above ground level. In order to capture as many
data points of the ship plumes as possible, high time resolution of the measurements is essential.
Most instruments have a time resolution of 12 s or less, besides the AMS and MAAP instruments
that measured in 1 min time intervals. Since during the expected short plume intercepts no
reasonable size distribution measurement with the AMS is possible and not to lose measurement
time, the AMS was operated in MS mode only, measuring aerosol mass spectra without size
information.

3.3.2.3 Data quality assurance

Although the sampling inlet of Mola was optimized for minimal transport losses and sampling
artifacts, characteristic particle losses for all instruments were estimated using the Particle Loss
Calculator (von der Weiden et al., 2009). In the size range where the majority of data were
measured the respective losses are relatively small (particle losses for all instruments were below 3%
and AMS <8% in the 30 nm to 2 pm size range). For this reason, the occurring particle losses were
neglected as the measurement results were not significantly influenced and the ambient aerosol was
measured widely unbiased.

Several AMS calibrations were conducted during the study. A calibration of the Ionization
Efficiency (IE) of the ion source was performed before the beginning of the campaign and after its
end. Several distinct instrument parameters and the instrument background were determined using
measurements through a High-Efficiency Particulate Air (HEPA) filter. Every second day, the
detector gain was calibrated. To account for particles that cannot be detected as they bounce off the
vaporizer before evaporation or due to incomplete transmission through the AMS inlet system a
Collection Efficiency (CE) factor has to be determined (Huffman et al., 2005). This CE factor was
estimated by comparing the sum of the AMS species (organics, sulfate, nitrate, ammonium and
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chloride) concentrations and the MAAP black carbon mass concentrations with the EDM PM;
mass concentrations. When using the typical CE factor of 0.5 for the AMS measurements a
satisfying mass closure was generally found. However, occasionally the AMS plus MAAP speciated
aerosol concentrations are lower than the EDM PM; mass concentrations. This difference is likely
due to sea salt, which cannot be measured with the AMS with high efficiency.

3.3.2.4 Analysis of plume events to determine emission factors

For an objective and more efficient handling of the comprehensive data set of chemical, physical
and gas phase characteristics from 139 individual ship exhaust plumes, a data analysis tool (Fig.
3.20a) was custom-programmed. The analysis tool supports the characterization of the ship
emissions as it calculates emission factors for each ship and parameter using the CO: balance
method which assumes that all of the carbon in the fuel is emitted as COz (Hobbs et al., 2000).
Therefore, this approach of calculating emission factors of the pollutants accounts for dilution of
the exhaust plume.

The emission factor of the species x (EF,) is provided in grams or number of x emitted per
kilogram of fuel burned (g kg! or # kg!). It is defined as the ratio between the average excess
concentration of species x (Ax) in pug m3 (3.11) or # cm? (3.12) in the measured emission plume
above the ambient background level and the average excess CO2 concentration (ACO3) in mg m>.
In addition, the molar ratios of COz (44 g mol') and carbon (12 g mol!) convert CO; to carbon
concentrations. The mass fraction of carbon in marine diesel fuel is w.=0.865 (Lloyd’s Register,

1995). Thus, the emission factor in grams of a certain species per kg fuel burned is:

-3
EFx (g kg—l) _ Ax (pgm™>) - W, (3.11)

_ C(gmol™1
ACOZ (mgm 3) . W

The uncertainties of the emission factors were calculated by means of Gaussian error propagation

as follows: \/ (Ax)? + (ACO,)?. Size-separated particle number emission factors (dEFn/dlogDy)
were determined by using equation (3.12) for each of the particle size bins individually:

Ax (#cm™3)
C(gmol™1)
CO, (gmol™1)

EE, (#kg™1) = w, - 1012 3.12)

ACO, (mgm™3)-

Determination of emission factors using the plume analysis tool

- Firstly, the average concentrations of all measured parameters of each ship plume were calculated.
Dependent on the instrument, ship emissions were registered with different but constant delays and
broadenings as shown in the time series in Fig. 3.21. These effects result from the transport times
through the sampling line that slightly differ for the individual instruments and the internal
measurement time constants of the instruments. Therefore, the sampling and the measurement
times are not identical and this delay must be corrected for. As shown in Fig. 3.21, the number
concentration was the first parameter that quickly increased apparently without instrument-related
delays and it was always enhanced when a ship passed the site. Therefore, the average number
concentration of each ship plume was determined from the start until the end point of the
associated peak, both defined manually (Fig. 3.20b, blue lines). These start and end points of each
plume in the number concentration data were used as a reference to which the offset and
broadening of all other parameters were referred to. The offsets and broadenings for each
parameter were identified using several very distinct plume events and are shown in the third
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column of the table in Fig. 3.20a. Some measured parameters which did not exhibit an offset and
broadening are explained in section 3.

- Secondly, the CO; balance method implies the removal of the background from each ship plume
and parameter individually to calculate the excess concentrations. The background concentrations
of the measured aerosol and gas phase species were subtracted using a linear fit between the
manually defined background intervals 1 and 2 (pre- and post-plume, green lines in Fig. 3.20a and
b).
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Figure 3.20: Cutout of the ship analysis tool which calculates emission factors for each ship and parameter
showing particle number concentration (CPC) time setries (a). Emission factors were calculated using
manually selected start and end points in the number concentration time series for each ship plume (b). For
the other parameters a constant delay and broadening (a, third column of the table on the right) with respect
to the number concentration measurement was applied for calculating the average concentrations. The
background was subtracted by using a linear fit between the background intervals 1 before and 2 after the
ship plume, both hand-selected for each plume and parameter (b).

By referring the excess of the emitted species Ax to ACO; and therefore to the quantity of fuel
used, plume dilution can be corrected under the assumption that the ratio of the emitted species x
to COxz is conserved during plume expansion. For this reason, we assume that the same dilution of
x compared to the chemically inert tracer gas COs exists. This method is limited by all field
measurements as transformation processes cannot be completely excluded. For non-conservable
emissions, where quick particle coagulation, deposition and chemical processing occur downwind
of the ship exhaust emissions Petzold et al. (2008) utilized the term “emission indices”. However,
according to Hinds (1999) coagulation processes of emissions after leaving the stack did not occur
to any significant degree. For this reason and as we cannot identify which species are not conserved
the term “emission factor” will be retained in this study. It should be noted that relatively fresh
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emission plumes were probed during this study. Dependent on the meteorological situation and the
distance between ship and sampling site the ages of the registered plumes vary between 1-5
minutes.

A further limitation of the method is that in addition to COg,, carbon is emitted as carbon
monoxide (CO), methane (CH4), non-methane organic compounds (NMOC) and particulate
carbon (PC). A CO enhancement was not registered during any of the ship plume encounters. The
occurrence of CHy, NMOC and PC is assumed to be relatively small. Therefore the assumption

that most of the carbon is emitted as COz is a good approximation providing an upper limit for the
EFs.

3.3.2.5 Different types of ships studied

Ship information including ship name, commercial type, length, breadth, deepness, speed, position,
gross tonnage and engine power was collected from Automated Identification System (AILS)
broadcasts. AlS is a globally implemented identification system mandatory in all vessels larger than
20 m length or 300 gross tonnages. Specific data of each vessel are broadcasted continuously and
serve for the prevention of collisions between vessels. The system allows identification of the
individual ships passing the measurement site and thus assigning the specific ship characteristics to
each of the registered plumes and to classify the measured vessels into different types.

The resulting 7 vessel types and the corresponding number counts as well as the length range of
each type measured are:

- Container ships (89, 99-366 m)

- Tankers (35, 35-265 m)

- Ferries & RoRos (9, 51-180 m)

- Cargo ships (15, 82-193 m)

- Reefer & bulkcarriers (5, 145-229 m)

- Riverboats (17, <30 m-134 m)

- Others: tugboat, coast guard and dredging ship (8, 27-56 m).

Although only a limited number of ships for some of the vessel types were measured, the aim of
this study to cover a spectrum of ship types and volumes for evaluating the associated
dependencies in the emission factors was reached. Within individual ship types a large range of ship
volumes/lengths exists. For this reason, the gross tonnage is a key parameter for characterizing the
variety of vessels. The gross tonnage is a measure for the ships volume and depends on the ships
length by a power function (Hulskotte and van der Gon, 2010). Additionally, the ships gross
tonnage is typically directly proportional to the engine power.

3.3.3 Results
3.3.3.1 Identification of plume-related species

The ship plumes registered by MoLa can be identified as more or less pronounced peaks in the
time series of several parameters (Fig. 3.21). Those parameters for which a significant enhancement
over the background level was observed when a ship passed the site were considered in the further
analysis. For this reason, as for every parameter the Limit of Detection (LOD) is different the
number of ships for which EFs could be determined varies. The cutout of the time series (Fig.
3.21) shows 9 ship plumes. An individual plume lasted for about 5 minutes, dependent on the
characteristic broadening of each parameter that was caused by the different instrumental time

constants. For the third event in the depicted time series two plumes were registered
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simultaneously. Therefore they cannot be separated and further evaluated. Additionally, the signals
are not perfectly synchronous in time as the aerosol transport times through the sampling line
slightly differ for the individual instruments.

Figure 3.21 shows several typical characteristics of the measured plumes. In the top panel the size-
resolved particle number concentrations are displayed showing dominant modes in the 10-120 nm
size range when ship exhaust was sampled. A sharp increase was also observed in the total number,
black carbon, PAH, SO,, NOj, CO; and the particulate organic and sulfate mass concentrations
which are directly affected by ship engine exhaust. In addition, apparently some of the emitted
species indirectly affect particulate ammonium and chloride which were observed to increase in
several of the plumes. Finally, O3 was indirectly affected which often rapidly decreases from
background concentrations at the plume onset due to reaction of ozone with NO forming NO»
(Lawrence and Crutzen, 1999).

No significant increase compared to the background levels was found in the particle size
distributions of the APS and OPC. Apparently the impact of the ship plumes on the aerosol in the
size range larger than 250 nm is either very small or simply not reflected in the data due to the poor
counting statistics in this particle size range. This is also the reason that no enhancement in the
PM25,10 was observed due to ship emissions. EDM PM; instead did not increase when a ship
passed the site as particles smaller 250 nm cannot be measured by this instrument but were
determined by approximation based on size distributions in the 250 nm-32 um size range. Finally,
for CO no significant variations due to the plume were observed, reflecting very small CO
concentrations within the emissions.
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Figure 3.21: Cutout of the time series for relevant parameters showing 9 ship plumes. Here the third plume
event consists of two different ship emission plumes which are overlapped and were therefore not further
evaluated. Shown are aerosol measurements like the size-resolved and total number concentration (FMPS,
CPC), black carbon (MAAP), PAH (PAS) and non-refractory species (organics, sulfate, ammonium, chloride,
AMS) concentrations as well as gas phase measurements of SOz, NOy, CO» and O3 (Airpointer, Licor).
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3.3.3.2 Characterization of emissions

In this section the typical emission factors (EFs) for the measured parameters and particle size
distributions for all measured vessels are presented while a detailed characterization for separated
types of vessels is discussed in the next section. The EFs (in terms of quantities emitted per kg of
fuel burned) of all parameters averaged for all vessel plumes measured during the campaign are
summarized in Table 3.6. An overview of the correlations between EFs and vessel characteristics
together with the Pearson correlation coefficients (R?) are listed in Table 3.7. Although the obtained
correlation coefficients are generally low, trends observed within this study for the parameters are
visible and depend on a variety of factors which are discussed.

Particle number EFs: All vessel plumes were found to contain particles in the 10-250 nm size
range (Fig. 7). However, large differences of the particle number EFs between the individual vessels
were observed (EFmin=5.7e+14 # kg, EFna=1.4e+17 # kg'!; see Fig. 3.22). The emitted particle
number concentrations mainly depend on the kind of fuel the vessels used. As sulfuric acid is
known to be an efficient particle nucleation precursor (Schneider et al., 2005), the sulfur content in
fuel is a key parameter influencing the particle number emissions. The average particle number EF
for all vessels encountered is 2.6e+16 + 1.9e+16 # kg! (Table 3.6).

Black carbon EFs: A completely different relationship to the vessel characteristics was observed
for black carbon (BC) EFs. While also a large range of BC emissions (EFnin<LOD (0.1 pug m3),
EFmx=0.84 ¢ kgl; see Fig. 3.22) were measured for various ships, generally BC values increased
with decreasing vessel speed. A lower vessel speed implies a lower engine load and less complete
combustion process for which reason BC is formed. Therefore, we assume BC EFs depend mainly
on the operating conditions of the engine. The average BC EF determined for all vessels in this
study is 0.1520.17 g kg'! (Table 3.6).
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Figure 3.22: Scatter plot of particle number versus black carbon emission factors for the individual vessel
types (“Type 17: orange, “Type 2”: green, “Type 3”: blue). While the grey box highlights the highest 10% of
PN emitters, the brown one reflects the 10% highest BC emitters. Only a small overlap (3 vessels) exists with
high-emitters of both pollutants which were therefore not considered in the analysis. High PN or BC emitters
are among the smaller vessels. Dots which represent gross tonnage values larger than 30000 (blue) show a
proportionality of PN and BC EFs. Some vessels are black-coded as no gross tonnage values exist for vessels
smaller than 20 m length or 300 gross tonnages. Error bars were determined by means of Gaussian error
propagation.
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Fig. 3.22 shows a scatter plot of particle number and BC EFs for all ships probed during this study.
The grey box highlights the 10% highest particle number emitters (10 vessels as EFs of 99 ship
emission plumes could be calculated for both, PN and BC emitters), the brown box highlights the
10% highest BC emitters (10 vessels). While the highest 10% of PN emitters account for 23% of
the total average particle number EF, the highest 10% of BC emitters cover 37% of the total black
carbon EF. Only a minimal overlap among the two types of high-emitters exists — three vessels are
characterized by both, high particle number as well as high BC EFs. The lack of overlap can be
explained by the different processes leading to high particle number or high BC emissions: New
particle formation is less favored when high black carbon concentrations exist as the larger surface
area causes loss of condensable species onto pre-existing particles. Therefore, high black carbon
emissions suppress new particle formation by scavenging freshly formed particles and absorbing
condensable vapors (Kerminen et al., 2001) resulting in lower particle number concentrations — and
vice versa. However, considering all vessel plumes a weak positive correlation of the particle
number and BC EFs was obtained (EFcpc BC[g kg'!]) [# kg!] = 1.9e+16 + 3.4e+16 - BC[g kg''],
R?=0.1) as generally a more incomplete combustion process leads to higher particulate as well as
BC emissions.

Sulfur dioxide EFs: SO emissions depend on the sulfur content of fuel burned and therefore on
the type of fuel used. A higher fuel quality requires lower fuel sulfur content resulting in reduced
SO; emissions. From the average SO EF of 7.7+6.7 g kg-! (Table 3.6) and the particulate SO4 EF
(0.54£0.46 g kg, the sulfur content in fuel can be calculated as follows:

EF [SO, (kg kg™')]
S0, (gmol~1)

BF [504 (eg kg ™M) | -1].
507 (mo) S (g mol )] 100

(3.13)

% S by weight :[ - S(gmol™) +

Typically in the measured plumes the first term which accounts for the SOs-related sulfur in the
fuel contributes 95% of the total fuel sulfur content, as expected. In agreement with the marine fuel
regulations in the North and Baltic Seas (ECA, MARPOL Annex VI, 2010) which requires vessels
to burn low-sulfur fuel not to exceed 1% sulfur by weight, the average sulfur content in this study
amounts to 0.4% averaged for all vessels (see Table 3.6). Two vessels did not stand on the rules and
exhibit larger levels (see Fig. 3.232). However, when considering the measurement uncertainties
only one vessel exhibited slightly enhanced fuel sulfur contents.

As shown in Fig. 3.23a the particle number EFs increase with increasing SO2 EFs (EFcpc (EFso2(g
kg!]) [# kgl = 1.7e+16 + 1.0e+15 - EFsoog kg'!], R?2=0.2), and thus with higher fuel sulfur
contents (EFcpc(sulfur[%]) [# kg'!] = 1.7e+16 + 2.0e+16 - sulfur[%], R2=0.2). This results from the
oxidation of sulfur species in fuel to SO and SO; which reacts to sulfuric acid (H.SOy), the main
precursor for new particle formation.

Nitrogen oxide EFs: In contrast to SO, emission factors of NOy (average value: 53127 g kg-!,
see Table 3.6) apparently depend exclusively on the power of the ship engine. More powerful
engines operating at higher temperatures emit more NOy (Sinha et al., 2003). In addition to an
increase of NO, NO; and NOy, a tendency of higher NO/NO; ratio was found with increased
engine power (EFno/noz(enginepower[kW]) = 0.5 + 3.7e-06 - enginepower[kW], R?=0.01) and
vessel speed (EFno/noz(speed[kts]) = 0.3 + 0.02 - speed[kts], R2=0.02) levels. As nitrogen oxide
reacts with ozone (O3) to NOs, the higher the NO concentrations emitted by the vessels, the lower
the measured O3 concentrations. However, further downwind ozone precursors like hydrocarbons
and NOy will form additional O3 photochemically.
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Figure 3.23: Correlation of the particle number (a) and the submicron aerosol mass (PMi) emission factors
(b) with sulfur dioxide emission factors which are associated with the weight percentage of fuel sulfur.
Additionally, the particle number versus PM; emission factors are shown (c). While graphs (a) and (c) are
colored dependent on the vessel type (“Type 1”: orange, “Type 2”: green, “Type 3”: blue, those not registered
by the AIS system: black), the graph (c) is color-coded with the organic mass concentration emission factors.
The graphs indicate that with increasing fuel sulfur content, the particle number as well as PM| mass emission
factors increase. Error bars were determined by means of Gaussian error propagation.

Chemical particle composition: Ship engine exhaust aerosol is composed of combustion
particles consisting mainly of organic matter (OM), sulfate and black carbon (BC). Ash, a further
exhaust component which was not registered during the campaign, accounts generally for a few
percent to PM; (Petzold et al., 2008). Additionally, in some plumes particulate ammonium and
chloride were measured (see Fig. 3.21) possibly formed by reactions of exhaust species with pre-
existing sea salt and ammonia in the air. However, most of the sulfate species in the plumes are
existent as sulfuric acid making the submicron aerosol acidic.

Analysis of the submicron aerosol (average PM; EF for all vessels: 2.4%1.8 g kg!, see Table 3.6)
shows that sulfate EFs (EFso4(sulfur[%]) [g kg!] = 0.06 + 0.3 - sulfur[%], R?=0.5) as well as OM
EFs (EFor(sulfur[%]) [g kg'] = 0.06 + 4.4 - sulfur|%], R2=0.7) are strongly linearly correlated with
the fuel sulfur content (see Fig. 3.23b). While the relation between fuel sulfur content, SO» and SO,
is obvious, the increase of the organics EF with increasing fuel sulfur content can be explained as
follows: In the cylinders of the engine a fraction of the lubricating oil for neutralizing acidic
products to prevent corrosion is consumed. The higher the fuel sulfur content the more lubricating
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oil is needed (Lack et al., 2009) and consequently emitted. Additionally, the quantity of lubricating
oil use depends on the engine type and performance. Therefore, OM EFs (average value for all
vessels: 1.8+1.7 g kg, see Table 3.6) for individual ships depend on the engine type and the
amount of unburned fuel, i.e. the efficiency of combustion. In contrast to studies which were not
performed in an ECA (Lack et al., 2009; Moldanova et al., 2009) we found OM but not sulfate
(average EF: 0.5410.46 g kg'!) to be the most abundant submicron aerosol species (see Fig. 3.24).
While OM accounts for 72% averaged over all vessels sulfate amounts to 22% of the PM; mass.
The fraction of black carbon EFs to total PM; amounts to 6% considering all vessels. In summary,
PM; emissions depend on fuel sulfur content with EFpi(sulfur[%]) [g kg'] = 0.19 + 6.1 -
sulfur[%], R?=0.6 (see Fig. 3.23b)), the engine type and engine operating conditions. Further
insights into the AMS mass spectral signatures indicate typical fragments of diesel exhaust organic
and sulfate matter which result from unburned fuel and lubricating oil.

m W |Type 3| |h|gh PN emltters| |h|gh BC emltters| |aII plumes|
14% 5% 3% 3% 6%

. 21% 26% 25% 35% 5205 22%
0,
68% 24% 71% 72% 72%
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16gkg” 26gkg” 3.7gkg” 40gkg" 15gkg” 249kg”

Figure 3.24: Averaged chemical PM; composition for the classified “Type 17, “Type 2” and “Type 3”
vessels, high PN/BC emitters and for all plumes calculated using total and chemically speciated PM; EFs.
The PM; composition of all vessel plumes include organics (green), sulfate (red) and black carbon (black)
while organic matter is the most abundant PM; fraction. Sulfate species represent the second most abundant
aerosol fraction beside for the high BC emitters.

Polycyclic aromatic hydrocarbons: PAHs are aromatic compounds formed frequently during
incomplete combustion processes. As some PAHs are classified as human carcinogens, PAHs are
important to be considered. We found PAH EFs weakly depend on the engine power (EF-
pan(engine power[kW]) [g kg!] = 0.005 — 3.5¢-08 - engine power[kW], R2=0.03) - smaller vessels
which include lower power engines emit more PAHs due to a more incomplete combustion. For
this reason, PAH EFs positively correlate with BC EFs (EFpan(EFsc|g kgl]) [g kg'] = 0.003 + 0.02
- EFsclg kg'], R?=0.3). Due to different volatilities of these compounds their presence in the
particle phase depends also on the exhaust temperature (Moldanova et al., 2009). However, with an
average EF of 5.314.7 mg kg! for all vessels, PAHs account on average for 0.2% of the total
emitted submicron aerosol mass.

Particle size distributions: The particle number size distribution EFs of the measured ship
emission plumes covered the size range from 7 to 250 nm (see Fig. 3.25). The relatively fresh ship
exhaust particle number size distributions are characterized by either uni-, bi- or tri-modal
structures. One mode is centered at around 10 nm, the second one at 35 nm and a third, weaker
one is located around 150 nm (brown, Fig. 3.25) particle mobility diameter. However, as shown in
Fig. 3.25 for all vessel plumes (red), the majority of plumes exhibit a bimodal size distribution with
average mode diameters at 10 and 35 nm. Larger than 250 nm, no significant increase of the
particle number concentration compared to the background aerosol was found.

The intensity of the first mode, the nucleation mode varies strongly dependent on the kind of
vessel. The strong variations in particle number EFs of the nucleation mode can be explained by
the different kind of fuels the vessels used and the different engine types (efficiency of operation
and combustion). The formation of HoSO4, the most important new particle formation precursor,
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depends on the sulfur content in the fuel and the engine operation conditions. The efficiency of
coagulation and condensation of freshly formed particles before emission from the stack differ for
the individual vessels for which reason nucleation mode particles vary in size from 10-20 nm.

The second mode, the so-called combustion aerosol mode (Petzold et al., 2008) centered around 35
nm is present in most size distributions of the measured vessel plumes and exhibits the largest
particle number EFs values (Fig. 3.25). Generally, the combustion aerosol mode contains
combustion particles as OM and ash (Petzold et al., 2008). For this reason, lower variations in the
level of particle number EFs were observed as OM is the largest fraction of the PM.

The particle number EFs of the third mode for particles larger than 100 nm are typically 3 orders of
magnitude lower in relation to those of the combustion aerosol mode (Fig. 3.25). The intensity of
this “exhaust particle mode” increases with decreasing speed of the vessels implying a more
incomplete combustion process and a simultaneous increase of black carbon. As only a small
number of high black carbon emitters was measured, the average particle number EFs for all
plumes in Fig. 3.25 (red) did not show this mode.
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Figure 3.25: Averaged size-resolved particle number emission factors in the 7 up to 523 nm size range for
the three types of ship plumes, high PN/BC emitters and for all plumes measured during the campaign.
Error bars represent the variability (standard deviation) within the ship plumes for each size bin.
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3.3.3.3 Classification into different vessel types

Using AIS, the vessels were separated into 7 types (container ships, tankers, ferries & RoRos, cargo
ships, reefer & bulkcarriers, riverboats and others). However, the characteristics of the individual
vessels (size, speed, gross tonnage and engine power) within each of the classified ship types differ
strongly resulting in large variations of the emissions. By detailed analysis, we found the gross

tonnage to be a key factor in grouping different kinds of vessels.

For this reason, vessels were classified in

- “Type 17 vessels which exhibit gross tonnages less than 5000,

- “Type 2” vessels are characterized by gross tonnages from 5000 up to 30,000 and

- “Type 3” vessels exhibit a gross tonnage level larger than 30,000.

Additionally, two vessel types were identified according to their particle number and black carbon
EFs as follows (see Fig. 3.22):

- “high PN emitters” represent those vessels which correspond to the 10% highest particle number
emitters (grey box) while

- “high BC emitters” are characterized being one of the 10% highest black carbon polluters (brown
box).

Table 3.6 summarizes averaged AIS data and chemical, physical as well as gas phase EFs which are
explained in the following for all vessel classes. As three vessels are characterized by both, high
particle number as well as black carbon EFs they were neither considered as “high PN emitters”
nor “high BC emitters”.

Comparison of number and black carbon EFs (see Fig. 3.22): “High PN emitters” are
characterized by high number and typically moderate black carbon EFs. “High BC emitters” show
a completely different behavior — they exhibit high black carbon and moderate particle number
EFs. High black carbon concentrations imply a larger surface area where potential new particle
formation precursors condense onto instead of nucleating. Additionally, high black carbon
emissions inhibit the growth of freshly formed particles as they are scavenged during coagulation.
For this reason, “high BC emitters” exhibit moderate particle number EFs only and vice versa.
While “Type 17 vessels exhibit largest BC and PN EFs, with increasing gross tonnages of the
“Type 2” and “Type 3” vessels, PN and BC EFs decreased, on average. For “Type 3” vessels,
particle number and black carbon EFs are proportional within the measurement uncertainty and
relatively low in contrast to “Type 17 and “Type 27 vessels. Lower particle number and black
carbon EFs can be explained by a more complete combustion which implies higher combustion
temperatures. High BC EFs instead are found for those vessels with typically lower vessel speeds,
engine loads and therefore likely a more incomplete combustion. In contrast to “high PN emitters”
and “high BC emitters” that both are characterized by small average gross tonnages, lengths and
engine powers, “Type 3” vessels with an average length of 286 m reflect the largest ocean-going
vessels passing the Elbe. For this reason, the engine systems of these ships likely differ from those
of the smaller “Type 17 and “Type 2” vessels. Additionally, the exhaust system of the “Type 3”
vessels is larger therefore we suggest that due to an increased residence time of the aerosol in the
ship exhaust system transformation (coagulation and condensation) processes occur increased.
These processes likely result in smaller particle number EFs compared to “Type 17 and “Type 27

vessels.
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Table 3.6: Overview of ship characteristics and Emission Factors (EFs) for the different types of vessels
investigated in this study. Averaged ship data from the AIS system (speed, gross tonnage, volume, length,
engine power), observed mode maximum, sulfur (S) by weight in fuel and EFs (in # per kg fuel or g per kg
fuel) are tabulated. *Sulfur by weight in fuel was calculated as described in section 3.3.3.2.

Type 1 (39 vessels)

Type 2 (59 vessels)

Type 3 (41 vessels)

speed / knots

136

14+3

13+2

gross tonnage / 3.57 m® 2051 + 1205 13983 + 6189 70190 £ 29816
volume / m’ 4580 + 3163 32178 £ 13935 124000 * 45000
length / m 8022 158 + 26 286 +49

engine power / kW 2738 + 2251 11055 + 5238 39064 + 23033
mode maximum / nm 28+ 16 42 +6.2 44 + 6.6

sulfur (S) by weight in fuel* / % 0.22+0.21 0.46 £ 0.40 0.55+0.20
particle number EF/ # kg'1 3.38e+16+3.10e+16  2.64e+16+1.48e+15 1.96e+16+6.96e+15
black carbon EF/ g kg'1 0.21+0.23 0.14+0.16 0.12+0.08
nitrogen oxide (NO,) EF/ g kg™ 43 +£29 57 +£28 65+ 23
nitrogen monoxide (NO) EF/ g kg’1 8.6+6.0 18+ 12 25+11
nitrogen dioxide (NO,) EF/ g kg™ 35+25 38+21 40+ 17

NO/NO, 0.31+0.29 0.66 £ 0.82 0.67 £0.32
sulfur dioxide (SO,) EF/ g kg'1 45+4.1 93+7.9 11+4.0

sulfate (SO,) EF/ g kg™ 0.28 £0.38 0.58 £0.39 0.92 £0.39
organics (Org) EF/ g kg'1 1.0+1.3 2.1+1.9 26+1.4

PAHs EF/ g kg™ 0.0080 + 0.0065 0.0044 + 0.0030 0.0034 +0.0017
PMiorgsoasnc) EF / 8 kg™ 16+1.7 26+15 3.7+1.7

high PN (7 vessels)

high BC (7 vessels)

all plumes (139)

speed / knots

14+3

9.1+3

13+4

gross tonnage / 3.57 m’ 6925 + 4884 9618 + 8037 27214 + 32813
volume / m’ 13984 +11024 15266 + 16470 42632 + 53341
length / m 121+30 10152 153 +88

engine power / kW 6608 + 4047 6273 £ 5167 15545 + 18206
mode maximum / nm 29+9 26+12 35+15

sulfur (S) by weight in fuel* / % 0.51+0.34 0.30£0.23 0.38+0.34
particle number EF/ # kg’1 5.95e+16+1.94e+16 2.46e+1619.77e+15 2.55e+16+1.91e+16
black carbon EF/ g kg'1 0.12+0.14 0.53+0.19 0.15+0.17
nitrogen oxide (NO,) EF/ g kg 57 +23 43+ 11 53+27
nitrogen monoxide (NO) EF/ g kg'1 12+35 9+6 16 +12
nitrogen dioxide (NO,) EF/ g kg™ 45 +24 34+7 37+20

NO/NO, 0.36 £0.22 0.27£0.18 0.55+0.59
sulfur dioxide (SO,) EF/ g kg'1 10+6.9 59+45 7.7+6.7

sulfate (SO,) EF/ g kg™ 0.99+0.82 0.20+0.28 0.54 +0.46
organics (Org) EF/ g kg'1 2.8+2.2 0.8+0.6 1.8+1.7

PAHs EF/ g kg™ 0.0096 + 0.0036 0.0074 £ 0.0090 0.0053 +0.0047
PM(orgssoarsc) EF / g kg™ 40+3.2 15+1.1 24+18
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Table 3.7: Overview of the parameterizations of EF dependencies on vessel characteristics ot dependencies
between each other together with the Pearson correlation coefficients (R?) observed during this study (ep =
engine power).

correlations

y=a+bx a b R?
EFerc (BClg kg™) [# kg™ 1.9e+16 3.4e+16 0.1
EFcpc (EFsoa[g kg™) [# kg™ 1.7e+16 1.0e+15 0.2
EFcrc(sulfur[%)) [# kg™] 1.7e+16 2.0e+16 0.2
EFno/noz2(engine power[kW]) 0.5 3.7e-06 0.01
EFno/no2(speed[kts]) 0.3 0.02 0.02
EFpma(sulfur[%]) [g kg™ 0.19 6.1 0.6
EFpan(engine power[kW]) [g kg™ 0.005 -3.5e-08 0.03
EFpan(EFsclg kg-1]) [g kg™ 0.003 0.02 0.3
EFcpc(EFpmilg kg-1]) [# kg™ 1.7e+16 3.0e+15 0.1
EForg(sulfur[%]) [g kg™ 0.06 4.4 0.7
EFsoa(sulfur[%]) [g ke™] 0.06 0.3 0.5

Comparison of SO; and NOy EFs: The average EFs of both, SO and NOx gas phase species are
higher for “high PN emitters” and “Type 3” vessels compared to “high BC emitters”. Additionally,
with increasing gross tonnage levels (“Type 17, “Type 27, “Type 3”) SOz and NOy (NO, NO; and
NO/NOy) EFs inctease (Table 3.6). SO emissions depend on the sulfur content in the fuel which
also has an impact on the particle number concentrations by production of sulfuric acid (Fig.
3.23a). Additionally, as shown in Fig. 3.23a, PN EFs did not only depend on the fuel sulfur content
but also on the classified vessel types and therefore on the engine type, performance and the
combustion or exhaust system. In contrast, NOy (NO, NOy) is generated by oxidation processes
with nitrogen in air. For this reason, NOx EFs are combustion temperature-dependent. The higher
the gross tonnage levels the higher the NOy EFs and the NO/NOz ratio of the vessels likely due to

higher combustion temperatures.

Comparison of PM; EFs: The particle number EFs increase with increasing PM; EFs (Fig. 3.23c;
EFcpc(EFpmi|g kg'l]) [# kg'!] = 1.7e+16 + 3.0e+15 - EFpmi|g kg'], R2=0.1) as the ship emissions
are characterized by similar size distribution shapes or rather similar ratio of smaller/larger particles.
PM; EFs increase from “Type 17, “Type 2” to “Type 3” vessels (Fig. 3.23c and Table 3.6).
Regarding the averaged chemical composition (see Fig. 3.24), OM was found as the most abundant
submicron aerosol fraction for all types of vessels, while sulfate is the second most abundant
fraction in PM; with ~22%. In contrast, due to the incomplete combustion conditions of “high BC
emitters”, the black carbon fraction (35%) is more abundant than the sulfate fraction (13%) for this
type of vessels. Likewise to the BC EFs, PAH EFs anti-correlate with the vessel size (smallest PAH
EFs for “Type 3” vessels) due to the strong dependence of this value on the combustion process
efficiency.

Comparison of size distributions: Comparing the size distributions and EFs for particle
components of the different vessel types we found the size of the ship engine exhaust aerosol to
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strongly depend on the size of vessel that was probed. Although several factors like fuel quality,
engine type, efficiency of combustion, cooling and dilution of the exhaust or the design of the
exhaust system likely affect size distributions, general differences between the different vessel types
can be identified in Fig. 3.25. Smaller “Type 17 vessels, “high PN emitters” and “high BC emitters”
emit particulate matter composed of freshly formed patticles likely from sulfuric acid nucleating in
the expanding plume (mode around 10 nm) and combustion aerosol particles (mode around 35
nm). Larger fuel sulfur contents imply higher sulfate and organic EFs for which reason both modes
are more pronounced for “high PN emitters”. In contrast, “high BC emitters” exhibit an additional
mode larger than 100 nm. The mode could possibly originate from large soot particles which were
deposited on walls of the exhaust tube system and are then re-entrained into the exhaust gas
stream. “Type 2” and “Type 3” vessels show a totally different behavior with a less pronounced
nucleation mode and no mode larger than 100 nm, reflecting both, the lower number and BC EFs.
The average plumes for all vessel types, exhibited the combustion aerosol mode (~35 nm) likely
including OM or ash. With increasing gross tonnage levels implying “Type 17, “Type 2 and “Type
3” vessels, larger mode diameters were found (Table 3.6).

3.3.4 Discussion with respect to previous studies

The fact that the formation of new particles increases in line with SO2 emissions via the formation
of SOs and H>SOy indicates that the fuel quality, i.e. the sulfur content in the fuel, has an important
impact on particle number EFs as also mentioned in several other studies of passenger car and ship
emissions (Schneider et al., 2005; Chen et al., 2005; Lu et al., 2006; Petzold et al., 2008). For this
reason, limiting the fuel sulfur content can result in a direct reduction of the particle number
emissions. However, as already pointed out by Lack et al. (2009), we also found that beside the fuel
type, the engine type and operation conditions (efficiency of combustion) and probably the engine
and exhaust system play important roles. The average particle number EF of 2.55¢+16 # kg! for all
vessels during this study is within the range presented in the literature varying from 0.4e+16 to
6.2e+16 # kg! (Hobbs et al., 2000; Chen et al., 2005; Lack et al., 2009; Murphy et al., 2009). A very
similar average particle number EF as our average value was reported by Jonsson et al. (2011) who
measured and evaluated particle number and mass EFs also in an ECA. However, our average SO»
emission factor of 7.7 g kg-! which corresponds to an average fuel sulfur content of 0.4% is lower
compared to those in non-ECA studies which probed ships burning marine fuel oil with an average
fuel sulfur content of 2.7% (Corbett and Koehler, 2003; Endresen et al., 2003).

We found a positive correlation between the particle number EFs, fuel sulfur and PM; EFs. OM is
the most abundant PM; fraction (average of 72%): On the one hand, OM increases with increasing
SOy (average contribution to PMi: 22%) as more cylinder lubricating oil is needed to neutralize
corrosive sulfur species. On the other hand, OM emissions depend on the type of engine and the
operation conditions as unburned fuel increases the organic emissions as well as those of black
carbon. The average contribution of black carbon to PM; emissions was 6%, similar to the 4%
measured by Sinha et al. (2003). Our studies show that black carbon depends on the vessel speed
and therefore likely engine load and operation conditions, which might influence the degree of
incomplete combustion. For this reason, not only the fuel sulfur content has a significant impact on
total PMy, also the engine type and operation additionally play important roles. The observed PM
composition cleatly differs from those by Lack et al. (2009) who reported 46% particulate SOy,
39% OM and 15% BC for 211 encountered commercial and private marine vessels in the Gulf of
Mexico. Due to the reduction of the fuel sulfur to 1% by weight, in the ECA in this study higher
OM than sulfate EFs were measured. As a consequence of the reduced fuel sulfur contents, the
reduction of sulfate EFs leads to a less acidic aerosol which positively affects the environment and
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the aerosol chemistry and therefore climate when considering the formation of CCNs. However,
total PM; (EFpmi=ams+Bc) emission factors of 3.3 g kg'! found by Lack et al. (2009) are comparable
with the 2.4 g kgl determined during this study. In comparison, Jonsson et al. (2011) who also
conducted measurements in an ECA in Scandinavia reported an average EFpnis.6-560 nmy Of 2.0 g kgt
determined for 734 individual ships. For this reason, both, particulate mass and number EFs are
well comparable with those received under similar conditions (Jonsson et al., 2011) and, as
expected, they are lower than the global average values of 5.9-7.6 g kg' (Endresen et al., 2003;
Eyring et al., 2005b).

When comparing black carbon and particle number emissions of the ships a totally different
behavior of both features was observed. Similar as shown by Ban-Weiss et al. (2009) for individual
heavy-duty trucks we found minimal overlap between both high black carbon emitters and high
particle number emitters due to the fact that increased black carbon emissions suppress new
particle formation (Kerminen et al., 2001; Monkkonen et al., 2004). This relationship between the
emission levels for both parameters is also reflected in the associated size distributions. An
increased availability of sulfuric acid tends to result in an increase of nucleation mode particles as
also mentioned by Petzold et al. (2008). In contrast, high black carbon emitters exhibit a mode
larger than 100 nm as also mentioned in studies performed by Petzold et al. (2010). Sinha et al.
(2003) as well as Petzold et al. (2008) who analyzed black carbon mass EFs from cruising ships
reported an EFgpc of about 0.18 g kg! which is slightly larger than the average EFpc of 0.15 g kg
determined for all measured plumes during this study. We found that for enhanced black carbon
EFs, NOx EFs drop by up to 50%. Lower combustion temperatures lead to a decrease in NO, NO;
and NOyx EFs (Sinha et al., 2003) and the NO/NO; ratio because under these conditions the
oxidation of nitrogen is less favored. For this reason, NOy EFs (average EFnox=53 * 27 g kg')
largely depend on the engine power and a large range of EFs from 20 to over 100 g kg! were
reported in the literature (Hobbs et al., 2000; Sinha et al., 2003; Chen et al., 2005; Williams et al.,
2009).

Vessels with a gross tonnage of less than 5000 (“Type 17) exhibit the largest black carbon and
particle number EFs. Due to the different setup of the ship engine system, its performance and
exhaust tubes, emissions of larger vessels (“Type 3”) commonly differ strongly from those of
smaller vessels. For this reason, the gross tonnage is an important parameter for distinguishing
different kinds of vessels in terms of emission characteristics as also mentioned by Hulskotte et al.
(2010). Comparing “high PN emitters” with the largest ocean-going vessels characterized by gross
tonnages of more than 30000 (“Type 3”), similar EFs for all particulate physical and chemical as
well as trace gas parameters were found. The only exception is the average particle number EF of
the large vessels which amounts to only a third compared to those of the smaller ships. This
difference is reflected in the average size distributions with less distinct nucleation modes for the
larger vessels, on average. We suggest that the aerosol in the larger exhaust tube systems of the
large ships has more time to coagulate and thus to reduce the number concentrations of very small
particles. PM; mass EFs instead are similar for “high PN emitters” and “Type 3” vessels and
investigated size distributions did not show enhanced EFs of particles above 100 nm. This feature
was also found by Hobbs et al. (2000), Murphy et al. (2009), Petzold et al. (2008) and Kasper et al.
(2007) who investigated size distributions of marine diesel engine emissions and measured major
modes in the 10-100 nm size range but hardly any particles larger than 250 nm. Also, the PAH EFs
depend on the gross tonnage of the vessels: While smaller vessels exhibit larger PAH EFs, the
decrease of PAH EFs with increasing vessel size can be explained by a more incomplete
combustion process in the smaller “Type 17 vessels. In contrast to all other EFs of the registered
parameters (NO, NOz, SO», SO4, Org, PM;) which increase with increasing gross tonnages (i..
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from “Type 1”7 over “Type 2” to “Type 3” vessels) the number, black carbon and PAH EFs

decrease when larger vessels were probed.
3.3.5 Summary & Conclusions

Chemical, physical and gas phase species were measured in a large number of commercial marine
vessel plumes on the banks of the Lower Elbe in April 2011. During the 5 days of sampling 178
ship emission plumes were of sufficient quality to be analyzed providing emission factors. The
information of Automated Identification System broadcasts for the vessels allows providing a
detailed characterization of parameters affecting gas and particulate emissions.

Total particle number EFs were found to increase with increasing fuel sulfur content. Additionally,
the engine and performance as well as the exhaust system appear to affect the particle number EFs.
Smaller particle number EFs were observed for larger vessels, possibly due to enhanced coagulation
in the exhaust system of the larger engines and the more efficient combustion process due to higher
combustion temperatures. For these reasons, the particle number EFs depend on a variety of
parameters like fuel composition as well as engine type, operation and exhaust system.

Similar dependences (on fuel sulfur content, engine type and load) were found for the emission
factors of particulate matter and particle chemical components which are dominated by OM, sulfate
and black carbon. The EFs of the most abundant PM; fraction, the organic matter are positively
correlated with EFs of sulfate, which in turn depend on the fuel sulfur content. In addition, OM is
also dependent on engine type and load because it is associated with unburned fuel and lubricating
oil. Black carbon emissions appear to be mainly a function of the engine type. While contributing
only to a minor degree to PM; on average, black carbon concentrations in the emissions have a
strong impact on particle number EFs. PAHs instead account for 0.2% of the emitted submicron

aerosol mass and are larger the smaller the vessels.

The measurements performed during this study also show an increase of SOz and NOx mixing
ratios while O3 significantly decreased due to reactions with NO when ships passed the site. While
SO is directly related to fuel sulfur content, NO, NO; and NOy EFs increase with vessel speed and
engine power, associated with increased engine load and combustion temperatures.

The size distributions of the ship plume aerosol also show a dependence on fuel sulfur content.
The intensity of the nucleation mode from freshly formed particles in the 10-20 nm diameter range
depends on the sulfur content in the fuel, the engine and the size of the exhaust system which likely
reduces small particles by coagulation and condensation processes. The combustion aerosol mode
in the 35 nm size range was measured for all types of vessels. Vessels characterized by large black
carbon EFs additionally show an additional mode above 100 nm particle diameter. Generally the
exhaust particle size distributions atre influenced by numerous factors including the engine size and

load, cooling and dilution of the exhaust gases as well as the sulfur content in the fuel.

In summary, emission factors of particle number concentrations and size distributions, the
submicron particle chemical components and total submicron particulate matter as well as the trace
gas mixing ratios depend on a multitude of factors including fuel sulfur content, the engine type,
load and performance, and probably the size of the ship exhaust system. Especially fuel sulfur
regulations, as adopted within the emission control areas next to populated regions, directly affect

local climate, air quality and health.
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3.4 Ship emission impact on local air quality and atmospheric chemistry:
Measurements at the Elbe river>
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Abstract

The impact of marine vessel emissions on air quality, climate and the atmospheric chemistry is
increasingly of concern. Due to the fact that ship emissions ate a significant source of air pollution
and contribute to poor air quality in coastal areas fuel regulations exist to limit the emission impact.
To investigate the ship emission impact on local air quality and atmospheric chemistry, in April 25-
29, 2011 a variety of particulate and gaseous measurements were performed on the banks of the
Elbe which is passed by numerous vessels reaching the port of Hamburg, the second largest freight
port of Europe. Emission plumes of 178 ships were individually sampled in the emission control
area (ECA) at a distance of about 0.8-2 km with high time resolution. The vessel plumes were
identified by a more or less pronounced increase of SOz, NOy, CO, mixing ratios, particle counts,
black carbon and PAH concentrations. The chemical submicron aerosol species organics, sulfate,
ammonium and chloride were measured by means of an Aerosol Mass Spectrometer (Aerodyne
HR-ToF-AMS). Ship information for each vessel gathered via Automatic Identification System
(AIS) broadcasts were used to classify vessels into different types.

Container, tanker and cargo vessels together covered ~85% of the ship-related immissions on the
banks of the Elbe as they passed the measurement site most frequently. By detailed analysis of the
submicron aerosol, ship emissions were found to have a contribution of 4% to total PM; which was
composed of organics (71%), sulfate (21%) and black carbon (6%). Additionally, ammonium (2%)
and chloride (0.002%) contributed to PM; as both are formed after emissions left the exhaust stack.
The AMS mass spectral signature exhibited typical fragments of diesel exhaust organic and sulfate
matter. Ship emissions were dominated by a freshly formed hydrocarbon-like organic aerosol while
the background aerosol was composed of an oxygenated organic aerosol. Being the most abundant
sulfate species formed in the expanding plumes, sulfuric acid makes the submicron aerosol highly
acidic. Emitted nitrogen oxide is found to decrease ground-level ozone by 0.4%, on average at the
measurement site.

3.4.1 Introduction

More than 80% of the world’s volume of sales is transported by ships with increasing trends for the
future (Bughaug et al., 2009). This fuel efficient means of transport emits harmful pollutants such
as NOy, SO; and particles (Corbett and Fischbeck, 1997; Eyring et al., 2010) and the International
Maritime Organization (IMO) introduced fuel regulations in 2008 to reduce NOy and SO»
emissions. While today the average global fuel sulfur content amounts to ~2.7% for vessels, it will
be below 0.5% starting from 2020. Special emission control areas (ECA), for example in the North
and Baltic Sea exist which will reduce today’s limit for the sulfur content from 1% to 0.1% in 2015.

5 First draft of a publication which is intended to be submitted to Environmental Science & Technology.
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Particulate and gaseous emissions from vessels contribute to the anthropogenic pollution and
thereby affect local and regional air quality and climate (Fuglestvedt et al., 2009; Eyring et al., 2010).
While black carbon, CO2 and O3 cause positive radiative forcing the contribution of sulfate is
negative. Particles can indirectly affect radiative forcing and therefore climate due to their ability to
act as cloud condensation nuclei (CCN) (Hobbs et al., 2000) which is sometimes visible from the
so-called “ship tracks” (Schreier et al., 2000). Therefore, present-day net radiative forcing from
vessels is estimated to be negative (Endresen et al., 2003; Lauer et al.,, 2007; Eyring et al., 2010).
NOx emissions from vessels increase the Oz and OH levels and therefore also the oxidation power
of the troposphere (Lawrence and Crutzen, 1999). This leads to decreased lifetimes of reactive
greenhouse gases and in turn to a production of aerosol particles. The emitted species also
significantly affect the atmospheric chemical composition (Petzold et al., 2008; Sarvi et al., 2011)
and may contribute to the environmental acidification (Dalsoren et al., 2009; Lonati et al., 2010).

Considerable influences of ship emissions on local air quality exist in coastal areas and in the
vicinity of major harbors where they directly affect a large population (Cotbett et al., 2007). In this
connection, Corbett et al. (2007) estimated up to 60,000 premature deaths result annually. To
investigate the significance of the pollution sources, generally emission inventories on a global basis
were compiled (Corbett and Fischbeck, 1997; Corbett and Koehler, 2003; Endresen et al., 2003;
Eyring et al., 2007). They found that shipping contributes to 15-30% of global anthropogenic
production of NOy while SO, amounts to 5-8% of global anthropogenic SO emissions. A few
authors have analyzed the impact of ship emissions next to harbor areas by conducting stationary
measurements (Agrawal et al, 2009; Healy et al, 2009; Hellebust et al., 2010), others used
dispersion modeling for this purpose (Isakson et al., 2001; Saxe and Larsen, 2004; Viana et al,,
2009). Alastuey et al. (2007) addressed the estimation of harbor activities which impact ambient
particulate matter concentrations. Lu et al. (20006) investigated the composition of emitted particles
in Vancouver. Summarized, the mentioned studies found a considerable impact of shipping on
local air quality in the vicinity of major harbours, particularly caused from NOy, SOz, PM; and
VOC (volatile organic carbon) species.

In this study we focus on chemical, physical and trace gas properties of emissions from ships of
different types and their immission impact. The measurements were performed on the banks of the
Elbe, Northern Germany in an emission control area, in close proximity to populated regions. A
detailed investigation of the submicron aerosol fraction and the chemistry of the ship plumes

compared to the atmospheric background is also provided.
3.4.2 Experimental Approach
3.4.2.1 Measurements

The reported measurements were conducted on April 25-29, 2011 near the Elbe river mouth in
Northern Germany which is located in an emission control area with fuel sulfur contents restricted
to 1% by weight. The measurement sites (53°50” N, 9°20” E; see Fig. 3.26, orange) were located
between Hamburg and Cuxhaven on the banks of the Elbe. The Elbe was passed by commercial
marine vessels, most of them entering and leaving the port of Hamburg. The 178 vessels were
sampled in 0.8-2 km distance from the shipping lanes (Fig. 3.26) using the Mobile research
Laboratory “Mola”. Predominant wind directions are N-NO transporting air from Denmark,
Sweden, the Baltic and North Sea to the measurement sites (Fig. 3.26). During the 5 days of
sampling similar meteorological conditions existed (no rain, similar temperatures, RH) which allows
to directly compare individual vessel plumes.
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Figure 3.26: Map showing the location around the measurement site including 48 h HYSPLIT backwards
trajectories calculated for every hour during the campaign. The zoom-in shows the location of the
measurement sites (orange points) and the shipping lanes on the Elbe (purple) commonly used.

3.4.2.2 Instrumentation

On the platform of the mobile laboratory Mola, a comprehensive set of state-of-the-art
instruments were operated to measure physical and chemical aerosol and trace gas parameters
(Drewnick et al.,, 2012). While the complete list of instruments implemented in MoLa during the
study is given in Diesch et al. (2012), here only the instruments and techniques required for the
measurements presented in this manuscript are described.

Particle number concentrations from 2.5 nm-3 um were detected by the ultrafine water-based
Condensation Particle Counter (CPC 3786, TSI, Inc.). The chemical composition of the non-
refractory submicron aerosol was measured using a High-Resolution Time-of-Flight Aerosol Mass
Spectrometer (HR-ToF-AMS, Aerodyne Res., Inc.). The black carbon concentration in PM; was
determined by a Multi Angle Absorption Photometer (MAAP, Thermo E.C.) and polycyclic
aromatic hydrocarbons (PAH) on particles were appointed by the PAH-Monitor (PAS 2000,
EcoChem. Analytics). MoLa is also equipped with two instruments to detect various trace gases.
The Airpointer (Recordum GmbH) measures the trace gases SOz, NOy and O3 while CO; was
monitored using the LICOR 840 gas analyzer (LI-COR, Inc.). The WXT 510 weather station
(Vaisala) provided the most common weather parameters. In Table 3.8 all instruments and
corresponding parameters are listed. Details on the instrumental parameters, LODs, errors etc. are
provided in Drewnick et al. (2012) and Diesch et al. (2012).

During the ship measurement campaign the roof inlet mast of MoLa was used which was fixed next
to an extendable mast with the meteorological station, both at the sampling height of 7 m above

ground level. The sampling inlet was optimized and characterized for transport losses and sampling
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artifacts (von der Weiden et al., 2009). For measuring the short plume events all instruments were
operated at their highest possible sampling frequency. For the CPC and LICOR the time
resolutions are: 1s, for the PAS: 13s and for the Airpointer: 4s. The AMS and MAAP instruments
measured in 1 min time intervals. Although the AMS is able to measure the particle composition
and size distribution by alternating through the high resolution mass spectra (MS) mode and the
particle time of flight (PTOF) mode, in this study the AMS only operated in the MS-mode. AMS
calibrations (ionization efficiency calibration, detector gain calibration) were conducted during the
study and a collection efficiency factor of 0.5 for the AMS mass concentrations was determined.
Further information on the data quality assurance for the campaign can be obtained from Diesch et

al. (2012).
3.4.2.3 Identification and analysis of ship plumes

Typical ship emissions were registered based on abruptly changing levels of numerous parameters
which persist for 1-5 minutes. The signals are more or less enhanced dependent on the kind of
vessel, the engine type and performance as well as the fuel sulfur content (Diesch et al., 2012).
Typically a ship plume event consisted of a significant enhancement of the total number, black
carbon, PAH, SO, NOy, CO2 and AMS organics, sulfate, ammonium, chloride concentration and a
reduction of O3. A time series of the measured parameters including several ship plumes is shown
in Diesch et al. (2012). The age of the respective plumes vary between 1-5 minutes dependent on

the meteorological situation.

By means of the Automated Identification System (AIS) characteristic ship data (e.g. ship name,
position, speed, type, sizes, gross tonnage) are registered which allow the measured plumes to be
attributed to individual vessels. The system is required in all ships larger than 20 m or 300 gross
tonnages and broadcasts the vessel-specific parameters continuously for collision prevention
reasons.

For investigating the impact of certain vessel types to total immissions on the Elbe, the measured
vessels were classified into 7 types (including the number of encountered vessels and the vessel
lengths):

- Container ships (89, 99-366 m)

- Tankers (35, 35-265 m)

- Ferries and RoRos (9, 51-180 m)

- Cargo ships (15, 82-193 m)

- Reefer and bulkcarriers (5, 145-229 m)

- Riverboats (17, <30 m-134 m)

- Others: tugboat, coast guard and dredging ship (8, 27-56 m).

For a more objective handling of the comprehensive data set of the 178 ship exhaust plumes, a data
analysis tool was custom-programmed based on IGOR Pro.

- For evaluating the emission characteristics, the analysis tool calculates the average values of each
parameter and ship plume from the start until the end of the peak. The peak start and end position
of the particle number concentrations was defined by the operator as this was the first, fastest and
most reliable parameter that increased when a ship passed the site. Dependent on the kind of
instrument, ship emissions were registered with different but constant delays and broadenings. The
delay results from the aerosol transport times through the sampling line while the broadening
occurred from the internal data recording and individual time constants that differ for the
individual instruments. For this reason, the start and end of the particle number concentration was
used as a reference to which the offset and broadening of the other parameters were referred.
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During background conditions no ships passed the site influencing the measurements and the
resulting concentration levels. For this reason, those levels were subtracted using a linear fit
between the background intervals 1 and 2. These were manually defined before and after each ship
and parameter.

- The ship emission impact was determined using the integral over the concentrations as a function
of time implying the area of each peak and parameter corresponding to a vessel without considering
background concentrations. For comparison with the background impact, the sum of the areas of
the individual peaks was related to the measurement time from the beginning until the end of the
campaign.

- The background impact was determined with the help of a mask which includes the ship periods
and subsequently removes increased levels caused by ship emissions. The integral from the
beginning until the end of the campaign hereby represents the background level.

A cutout of the analysis tool and an illustration of the evaluation proceeding based on a single ship
plume as well as the delays and offsets of each parameter are shown in Diesch et al. (2012).

3.4.3 Results and Discussion
3.4.3.1 Impact of ship plumes to total immissions

In this section the immission impact of the ships is discussed together with the influence of the
different ship types to total immissions. The average levels of the background with (“BG+plumes”)
and without (“BG”) ship emission plumes as well as the percentage fractions of the background
and those impacting the site due to ship emission plumes are provided in Table 3.8. Fig. 3.27 shows
the contribution of the different ship types to total immissions.

The impact of gaseous emissions which can cause health damages or influence climate differ
strongly dependent on the kind of parameter. While SO> emissions which depend on the fuel sulfur
content contributed to 7% to total SO, immissions, emissions of NOy even contributed to 39% to
total NOy pollutant immissions observed at the measurement site. The fuel sulfur content
amounted on average to 0.4% since fuel regulations only allow vessels to burn low-sulfur fuel with
maximum sulfur contents of 1% in this area. NOy emissions depend on the engine type and the
vessel speed implying more nitrogen is oxidized the more powerful the engine and the higher the
combustion temperature of the vessel (Sinha et al., 2003). NOy emissions presently range from 9.8-
17 g/kWh dependent on the vessel speed (MARPOL Annex IV, 2010) but they have to reach less
than 3.4 g¢/kWh starting 2016. When the emission impact of SO, and NOy is compared, the stricter
fuel sulfur regulations possibly result in the lower average ship emission influences. Due to
reactions with NO to NO; and Oa, local O3 concentrations decreased when a ship passed the site
thereby having an impact of -0.4% related to the total immissions. However, photochemical
reactions of precursor species (e.g. NOy, hydrocarbons) will contribute to a substantial increase of
O3 further downwind (Lelieveld et al., 2004). For this reason, the contribution from shipping
emissions to the air quality of regions downwind from the emission source depends on the intensity
of local precursor emissions (Song et al., 2010). As carbon dioxide is a2 major greenhouse gas and a
natural constituent of air it contributed at least to total immissions regarding all gas phase
parameters.

Emissions of particulate matter from vessels also affect the measurement site. With an average
contribution of 20% to total immissions, the particle number concentration was found to depend
strongly on the kind of fuel used and the engine operation conditions (Diesch et al., 2012). As ship
plumes were found to contain primarily particles in the 10-250 nm size range the relatively small
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particles can penetrate and diffuse into the lung, circulatory system or accumulate in organs
(Kennedy, 2007). However, the required low fuel sulfur content also reduces the formation of
sulfuric acid which acts as particle formation precursor and results finally in decreased particle
number concentrations. Black carbon emissions instead were produced increasingly with decreasing
speed due to incomplete combustion and accounted for 3% of the total immission impact. Ship
engine exhaust is also composed of particulate organic matter (OM) and sulfate (SO4) matter while
both, ammonium (NH4) and chloride (Chl) were indirectly formed. The highest contribution of 6%
was observed for OM. OM depends on the fuel sulfur content, the amount of unburned fuel and
oil and the engine type (Diesch et al., 2012). Particulate SOy instead depends on the fuel sulfur
content and affected the sampling site by 4%. Due to their indirect formation, NHy4 (0.7%) and Chl
(0.02%) instead contributed only less to the total immission impact compared to the other
measured PM; compounds. PAHs which account for 0.2% to the submicron aerosol mass have an
important role as some of them are being classified as human carcinogens. With a contribution of
12% they had a relatively strong impact to the total immissions. Comparing the particulate number
and PM; mass concentrations a fivefold influence of the number concentration (20%) compared to
the mass concentration (4%) was found as most particles are freshly formed and therefore emitted
in a size range less than 100 nm.

In Fig. 3.27, the fraction of the ship-related immissions dependent on the different vessel types is
shown. The immissions are dominated by container ships (~70%), tankers (~15%) and cargo ships
(~10%) which together cover 80-95% (BC, PAH: ~80%; PN, NOy, CO2: ~90%; SO,, organics,
sulfate: ~95%) of the ship-related air quality impact. This can be explained by the fact that these
ship types were registered most frequently during the campaign. Comparing these results with the
emissions of 89 seagoing ships at berth in the harbor of Rotterdam, oil tankers (30%), container
ships (25%) and ferries & RoRos (20%) were found to cover ~75% of total ship emissions
(Hulskotte and van der Gon, 2010).
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Figure 3.27: Share in immissions of the different ship types to total ship-related immissions on the banks of
the Elbe during the campaign.
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Table 3.8: Instrumentation and measured variables of (1) background (BG, i.e. ship plume measurements
removed from dataset), and (2) data including background and ship exhaust plumes (BG+plumes). The
values are averages (with standard deviations) over the entire campaign period from April 25-29, 2011.

Mola instrumentation measured average concentrations impact in %
quantity BG BG+plumes BG plumes

Trace Gases

Airpointer NO, (ppbv) 46+1.8 7.5+8.7 61 39
SO, (ppbv) 5.4+0.6 59+1.7 93 7
0; (ppbv) 50.4+10.7 50.2+11.4 1004 -0.4

LICOR gas analyzer CO, (ppbv) 387.8+5.9 388.0+ 6.0 99.9 0.1

Particle Properties

ultrafine water-based counts (cm™) 6500+ 2500 8200+7000 80 20

Condensation Particle Counter (2.5nm-3um)

Multi Angle Absorp. Photom. black carbon 0.72+0.26 0.74 £0.27 97 3
(ug m?; <PMy)

PAH-Monitor PAHSs (ng m™) 3.1+15 35+23 88 12
(10nm-1pm)

High-Resolution Time-of-Flight Org (ug m’?’) 46+1.5 49+19 94 6

Aerosol Mass Spectrometer SO, (ug m’?’) 2.0+0.7 2.1+0.8 96 4

HR-ToF-AMS NO; (ug m'a) 1.5+1.1 1.5+1.1 100 0
NH, (g m?) 0.966+0.4 0973+0.4 993 0.7
Chl (ug m'3) ~0.04+£0.03 ~0.04+0.03 99.98 0.02
(<PM;)

sum of Org, SO, mass (ug m’?’) 9.9+4.0 10.3+4.5 96 4

NOs, NH,, Chland BC

(<PM;)
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3.4.3.2 Impact of ship plumes on aerosol chemistry

For a detailed analysis of the ship plume chemistry, emitted particulate chemical species were
further analyzed regarding their atmospheric composition, the acidification and the change of the
oxidation degree. In each subsection the differences between background and plume immissions
were compared to evaluate the ship plume impact.

Atmospheric composition

The submicron aerosol chemical composition of the background and ship plume-related
immissions averaged for the campaign period are shown in Fig. 3.28. The PM; composition of the
background aerosol which contained 47% organic matter (OM), 21% sulfate, 15% nitrate, 10%
ammonium and 7% BC and 0.5% chloride clearly differed from that of the ship emissions.
Particulate emissions from ship engines consisted exclusively of combustion aerosol particles OM
(71%), BC (6%) and of sulfate (21%) particles formed from sulfuric acid in the expanding plume.
Ammonium (2%) and chloride (0.002%) were found to contribute to PM; as well. However, both
were formed indirectly through reactions with ammonia and chloride originating from sodium
chloride (NaCl) in sea salt particles. According to Petzold et al. (2008) ash also accounts to a few
percent of the total mass, however, it was not measured during this study. In inventory studies of
Eyring et al. (2005) sulfate was estimated (14% OM and 5% BC) to contribute with 81% to global
PM mass. For this reason, along with other studies (Lloyd’s Register, 1995; Sax and Alexis, 2007)
they suggested PM emissions mainly result from the fuel sulfur. With a composition of 46% SO,
39% OM and 15% BC, Lack et al. (2009) found a weaker relationship between fuel sulfur and PM.
Although using different methods to best represent the composition of emissions, large differences
occur. However, comparing the study performed by Lack et al. (2009) who sampled >200 vessels in
the Gulf of Mexico, the smaller than expected fraction of sulfate in PM; found in this study can be
explained by sampling in an emission control area. Although the adopted fuel sulfur regulations
lead to significant changes in PM properties, it has to be considered that the engine type and
performance affected OM and BC and therefore PM mass and composition as well (Diesch et al.,
2012).
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Figure 3.28: Chemical submicron aerosol composition when no ship plume influenced the measurement site
(background) and the impact of ship plumes without the background. Variations (relative standard deviations)
of the impact of the background and ship plume PM; composition are shown in table 3.8.
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Acidification

Since the aerosol acidity may have an influence on hygroscopic growth, toxicity and heterogeneous
reactions (Sun et al., 2010) the relative abundance of inorganic submicron aerosol species (SO4%,
NOj and Chl) versus those of the cation NH4* was investigated. To illustrate the neutralization
degree of both, background and ship plume immissions, the scatter plot (Fig. 3.29) shows the acid-
related hydrogen (H*) versus particulate sulfate. Molar H* concentrations were estimated by
subtracting molar NH4* concentrations from the molar concentrations of the anions SO4*, NOs
and Cl.. In this calculation molar SO4* concentrations were multiplied by 2 due to the molar ratio
of NH4* in (NH4)2SO4. The black lines in Fig. 3.29 reflect molar ratios corresponding to a fully
neutralized aerosol (ammonium sulfate, (NH4)2SO4), a slightly acidic (ammonium bisulfate,
NH4HSOy) and strongly acidic aerosol (sulfuric acid, H2SO4). We assume NHy* firstly reacts with
NOs and Chl- while remaining NHy* reacts with SO42. By investigating the aerosol acidity
differences in the ion balance are clearly visible. The background aerosol was slightly acidic as
ammonium sources in the marine boundary layer are not as abundant as would be necessary for
neutralizing the anions SO42 and NOs (Coe et al., 2006; Allan et al., 2008). Ship immissions instead
affect the environment due to their high acidity as particulate SO42 consists of sulfuric acid formed
by oxidation of fuel sulfur. Although NH4* was found to be enhanced during the ship plumes, the
contribution to PM; and therefore to the acidification is negligible. In addition to sulfur
compounds, nitrogen species are important because they affect the acidification and eutrophication
of ecosystems as well as the biodiversity (Eyring et al., 2007). For this reason, further limitations of
SO, implying fuel sulfur as well as NOy from 2016 will have favorable consequences.

= 50x10°

=

c :

o

= 04

S ‘ ‘

®

<8}

R R S 1L O

o

s E

by g | s

= 20— :

g3 | -

c ~ » b

¥ | | j j
5 ‘ ‘

g 10 ~-background
a : : . : :
& fully neutralized - (NH,),SO,
+ 0 L
I

0 10 20 30 40 5oy107°
-3
sulfate / pmol m

Figure 3.29: Correlation illustrating the difference of the ion balance between background (green points) and
ship plumes (blue points). The scatter plot serves for the identification of the sulfur species ammonium
sulfate (INH4)2SO4), ammonium bisulfate (NH4HSO4) and sulfuric acid (H2SO,). While background aerosol
is slightly acidic, ship emissions mainly consist of sulfuric acid which leads to a highly acidic aerosol.

Oxidation degree

In this section we focus on the characteristics and properties of the background and plume-related
emissions of the organic aerosol (OA), the largest fraction of PMi. Total OM can be separated into
a low-volatile oxygenated OA (LV-OOA), a semi-volatile oxygenated OA (SV-OOA) and a
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hydrocarbon-like OA (HOA) dependant on differences in the respective mass spectra. While LV-
OOA, a high-oxygenated OA mostly represents secondary OA with significant mass fragments at
m/z of 18, 27, 41, 43, 44, 55, 69, SV-OOA represents a less-oxygenated/processed aerosol with
marker peaks at 7/ of 27,29, 41, 43, 55, 67, 79. The typical characteristic peaks for hydrocarbons
(m/z 41, 43, 55, 57, 69, 81, 95) exist in HOA. To clearly distinguish between the different OA
species PMF have been used for the evalution. However, as being typical marker peaks an
allocation to different OA components is also possible based on different fractions of m/z 44
(CO2*) and m/z 43 (C.H;0%, CsH7*) to total organics. While LV-OOA exhibit higher fu4 (ratio of
m/z 44 versus total organics) and lower fi3 (ratio of m/z 43 versus total organics) levels than SV-
OOA, HOA can be clearly distinguished from both OOA mass spectra and generally exhibit low
COz* (m/z 44). As presented in Fig. 3.30, we added the fi4 associated with SV-OOA and LV-OOA
reported in Ng et al. (2010) who analyzed 43 AMS datasets and found f44 of the LV-OOA ranged
between 0.13 and 0.21 while SV-OOA amounted from 0.03 up to 0.11. Comparing the ambient
OA of this study without considering ship emission plumes (background) oxidized organic aerosol
mainly contributed to total OA. The degree of oxidation can also be expressed as the ratio between

the oxygen and carbon content of the aerosol.

By detailed analysis of several ambient and chamber studies, Aiken et al. (2008) found the following
relationship between fi4 and the O:C ratio which was used to calculate the O:C ratio stated in Fig.
3.30:

O:C = (0.0382+0.0005)*f44 + (0.0794+0.0070) (3.14)
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Figure 3.30: Scatter plot showing the ratio of m/z 44 to total organics (f44) and m/z 43 to total organics
(f43) to represent the degree of oxidation. I'44 is associated with the O:C ratio. The correlation shows freshly
formed hydrogenated organic aerosol (HOA) reach the sampling site from ship emission plumes while the
background is mainly composed of an oxidized organic aerosol.

For the correlation in Fig. 3.30 it has to be considered that the AMS measures COz in the particle
and gas phase. Normally, gas phase CO; is subtracted by measuring its contribution during a filter
period. As ship emissions increase gas phase COg, the measured particulate CO> signal of each
vessel was corrected for this effect. An increase from 0 to 388 ppm leads to an increase in the m/z
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44 signal of 0.035101 pg m-3 which has to be subtracted dependant on the increase of the CO; level
as follows:

corrected signal = uncotrected signal — 0.035101 / 388 ppm * (388+x) ppm 3.14

Fig. 3.30 shows a scatter plot of fi and fi3 to compare the differences of the organic aerosol
between background and the ship emissions that affected the sampling site. In contrast to the
background aerosol, the organic aerosol consisted of a non-oxidized organic aerosol when ship
emissions reach the sampling site. This likely consisted of primary combustion aerosol species. Fig.
3.31 shows an averaged mass spectrum of the sampled vessel plumes. The relatively fresh exhaust
aerosol was dominated by organic (green) and sulfate (red) fragments likely originating from diesel
fuel and lubricating oil. The organic fragments show dominant features of freshly formed HOA
species: n-alkane, branched alkanes, cycloalkanes and aromatics (mono- and polycyclic aromatic
hydrocarbons). The same result is given in Fig. 3.30 based on the O:C ratio which was below 0.2
for the plume OA compared to 0.7, on average for the background aerosol. For this reason
dominant ion seties including CoHon+1™ (m/z 29, 43, 57, 71, 85) which are typical of saturated and
branched alkanes while CoHon1t (m/z 27, 41, 55, 69, 83) fragments ate representative of alkenes.
Fragments belonging to the CaHans™ (m/z 67, 79, 81, 95, 107, 109, 123) seties ate common markers
of cycloalkane and CsHsCoHon™ (m/z 77, 91, 105, 119) ate indicators for aromatics (McLafferty and
Turecek, 1993). Sulfate components (red) of the exhaust are inferred from the ions S*, SO, SO,*,
SOs*, HSOs*, HoSO4* (m/z = 32, 48, 64, 80, 81, 98). Fragments above 200 known to be associated
to PAHs additionally exist in the mass spectra. Comparing the ship exhaust mass spectra with those
from other studies (Lu et al., 2006; Phinney et al., 2006; Murphy et al., 2009) the major peaks are
the same. However, as ship particulate emissions depend on the engine type, the operation
conditions and fuel sulfur content, variations in the relative peak intensities were found dependent
on the kind of vessel. Additionally, as the exhaust plumes mix with the background aerosol during
dilution after leaving the stack, the relative intensity of the peaks observed during different diesel
exhaust studies also vary.
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Figure 3.31: Averaged HR-ToF-AMS mass spectrum obtained for all (178) ship plumes measured during the
campaign without considering the background. The organic (green) and sulfate (red) mass fractions were
normalized to m/z 43 which always was the highest peak.
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3.4.4 Summary and Conclusions

The measurements reported here were performed in Northern Germany between Hamburg and
Cuxhaven in April 2011. Emissions of 178 vessels were sampled on the banks of the Elbe which is
located in an emission control area. A wide range of chemical and physical parameters and trace
gases were measured with high time resolution to investigate the impact of the vessel immissions
on local air quality and the atmospheric chemistry.

With the information of AIS broadcasts vessels were classified into different types to evaluate their
contribution to the total immission impact.

- By detailed investigation of the influence of gaseous species emitted by the vessels, CO2 was
found to contribute by 0.1% to total immissions while O3 levels decreased on average by 0.4%.
Although the sulfur content in fuel is limited, SOz even contributed with 7% to total immissions.
NOx was found to contribute 39% to total pollutant immissions. However, stricter NOy regulations
from 2016 associated with changes in the engine technology and emission control systems will lead
to a significant decrease of the immission impact.

- Although a reduction of fuel sulfur leads to a decrease of the particulate number immissions, with
an average contribution of 20%, the registered contribution is crucial. Predominantly when
considering that mainly small particles (<100 nm) influence the sampling site that strongly affect
human health. This also explains the fivefold contribution of the number concentration compared
to the mass concentration (4%). The relative influence of ship emitted PAHs with an immission
contribution of 12% need to be mentioned as well, because some of them are classified as human
carcinogens.

- In contrast to several other studies which found sulfate to be the most abundant PM; aerosol
species our study showed OM (71%; 6% immission impact) was the main contributor to PM; while
sulfate (21%; 4% immission impact) and black carbon (6%; 3% immission impact) contributed less.
In addition, ammonium (2%; 0.7% immission impact) and chloride (0.002%; 0.02% immission
impact) affect PM; composition. This results in a number of factors contributing to the PM;
composition and mass and subsequent air quality issues. Hereby, the engine type and performance
in addition to the fuel sulfur content were found to play important roles. For this reason, this study
is useful to compare the influence of the adopted fuel sulfur regulations which will be stricter in the
next years.

- The evaluation of the ship plume chemistry indicates the environmental influence due to the high
acidity of particulate sulfate which is composed of sulfuric acid. In addition to particulate sulfate,
mass spectra are typically dominated by hydrocarbon-like organic aerosol of unburned fuel and
lubricating oil spectral signatures (n-alkanes, branches alkanes, cycloalkanes and aromatics).

- The relative impact of the ship-related immissions during the campaing was dominated by
container ships (~60%), tankers (~15%) and cargo ships (~10%) which cover 80-95% (BC, PAH:
~80%; PN, NOy, CO2: ~90%; SO, organics, sulfate: ~95%) of the air quality impact.

Measuring ship emission plumes has been highlighted to evaluate their impact on local air quality
and atmospheric chemistry, particularly next to populated regions. However, data on ship emissions
are still sparse implying this work contributes to the assessment of potential effects of several

emission-control strategies which will be tightened in the coming years worldwide.
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At the beginning of this work, the Max Planck Institute for Chemistry (MPIC) developed a
compact Mobile aerosol research Laboratory Mola for the determination of a multitude of
chemical and physical aerosol parameters, trace gas and meteorological characteristics. It is designed
for stationary as well as mobile measurements e.g. pollutant mapping, chasing of mobile sources or
quasi-Lagrangian-type investigations.

Within this work, the application during two stationary field campaigns, the DOMINO and ship
emission measurement campaign has demonstrated that the instruments implemented in the mobile
laboratory MoLa are capable of providing valuable quantitative data with high time resolution.
Chemical and physical particulate information, meteorology and trace gas mixing ratios allow the
characterization of natural and anthropogenic emissions. In addition with complementary tools
such as the HYSPLIT trajectory model and the Automated Identification System (AIS) broadcasts,
a comprehensive analysis of a large variety of aspects and links between emission sources,

formation and transformation processes of emissions and related aerosol properties was possible.
Experimental Aspects I: Limitations of stationary MoLa measurements

For measuring high-quality data and for an extensive analysis including a variety of aspects
(measurement location, meteorological conditions (season), distance from sources) it is necessaty to
critically discuss and consider specific issues and limitations of stationary measurements using the
mobile laboratory MoLa.

Stationary measurements using a mobile laboratory have the advantage that measurement locations
which are not influenced by local pollution sources can be selected and locations can be changed
within short times if conditions suddenly change (wind direction, local pollution, precipitation).
Although the measurement sites were situated at a single fixed site during DOMINO and on the
same side of the Elbe during the ship emission campaign, a wind change would have allowed
driving the mobile laboratory MoLa on the other side of the Elbe, to be located directly downwind
of the ship tracks.

A disadvantage of stationary measurements compared to mobile measurements is the loss of spatial
flexibility. However, depending on the measurement location and the meteorological conditions
(wind shifts) different source regions and emission plumes can be sampled. During the DOMINO
campaign, the monitoring station was located at an interface between the continent, two industrial
cities in different distances and the Atlantic Ocean. For this reason, the variability of aerosol,
gaseous pollutants and meteorological characteristics associated with changes in air mass origin was
investigated within the scope of this thesis.
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Additionally, a limitation of stationary measurements is that only snapshots of a certain air parcel
can be measured implying not the same air parcel can be observed over extended time intervals.
For this reason, the detailed investigation of particle formation and transformation processes during
transport of emissions from anthropogenic sources cannot be examined at a single fixed site with
the exception that source regions are relatively homogeneous over large spatial scales as observed
during the DOMINO campaign. During our studies new particle formation and growth events
occurred over several hours and were in detail analyzed with the focus of the characterization of

events that are observed under clean conditions and with superimposed pollution.

Furthermore, the sampling line of the mobile laboratory MolLa during stationary measurements
could be extended to 10 m (10 m during DOMINO, ~7m during the ship emission campaign). For
such low altitudes the HYSPLIT trajectory model, used for data separation according to different
source regions, suffers from severe limitations. As HYSPLIT is intended for the calculation of
transport processes on larger spatial scales due to its relatively low grid resolution, as second
approach for the identification of the air mass origin during DOMINO, local meteorology was used
measured at the sampling site. As no hindrance e.g. hill, building blocked the wind flow similar
results were obtained for both methods. Additionally, influx from other source regions in winter
can be neglected as synoptic conditions dominated and re-circulation of air masses (land-sea
breeze) is relatively low. Nevertheless, HYSPLIT enables a more exact apportionment of air masses

to source regions as it considers the regional/long-range transport processes.
Experimental aspects II: Data processing/Quality assurance

Since the mobile laboratory MoLa was used in the field for the first time during the DOMINO
campaign, no experience existed in the handling of such a large amount of coherent data and the
data processing. Therefore, time and effort was spent in the preparation of the raw data sets to

obtain useful results.

This includes the

-transfer of different formats into a common standard format

-adjustment of data with the MoLa laboratory notebook to remove individual features e.g. power
supply interruptions

-removal of outliers (instrument failures, contaminations) and calibration periods

-application of correction factors

-data quality assurance measures (calibrations, particle losses and transport delays through the
sampling line)

-averaging onto a consistent common time axis (UTC)

to get a consistent and corrected dataset that enables to efficiently investigate all measured

parameters and to extract reliable results for further analysis.

In the meanwhile a common data acquisition software in the mobile laboratory MoLa exists which
displays all measured parameters in real-time and allows the operator to subsequently fix a problem
“close-to-real-time” if an instrument does not work. Additionally, the acquisition software allows
collecting the large amount of data produced by all instruments in a single IGOR experiment file.
This feature saves a lot of time of adding and converting different kinds of individual instrument

files into a single IGOR file with a common time axis.
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Experimental aspects III: AMS data acquisition, calibrations and analysis tools

Much work has been done to assign ambient particulate concentrations to individual sources. On
the one hand a recently developed tool, Positive Matrix Factorization (PMF) was used to identify
and separate different sources of the organic aerosol. On the other hand, the Peak Integration by
Key Analysis (PIKA) tool was used for speciation and quantification of MSA in the high-resolution
mass spectra. However, although both advanced analysis methods developed to HR-ToF-AMS
standard analysis techniques in the meantime, the uncertainties and limitations of the methods to
carefully extract and interpret the processed data have to be considered. Additionally, those of the
AMS instrument are also relevant which will be discussed in the following,.

Firstly, regarding the HR-TolF--AMS instrumental limitations, it has to be considered that

-the AMS intake system is only able to measure with 100% transmission efficiency in the 40-600
nm particle size range. Larger particles increasingly impact on the critical orifice and do generally
not enter the acrodynamic lens system, smaller particles are not focused in the aerodynamic lens
system.

-the vaportizer temperature of ~600°C only allows the determination of non-refractory particles and

-remarkable fragmentation due to electron impact ionization was obtained making the analysis
difficult.

Secondly, it is necessary that the instrument is tuned and calibrated correctly to

-get a maximal mass resolving power including Gaussian-like peak shapes

-obtain a good signal to noise ratio implying lower mass concentration detection limits (SI
calibration)

-convert measured ion signals into aerosol mass concentrations (IE calibration)

-convert particle flight times into corresponding particle diameters (PTOF calibration)

-account for particles that bounce off the vaporizer (CE factor).

In addition to the estimated 25-30% uncertainty introduced by the AMS measurement, further
uncertainties result from the individual user inputs in PMF and PIKA analysis. For this reason and
as the mobile laboratory MoLa provides the facilities of measuring various parameters, time series
of different aerosol types obtained by using PMF were compared with those of other instruments
and with ambient reference mass spectra to validate PMF solutions. For this study PIKA has been
applied to deconvolve and quantify a marker fragment at m/z 79 corresponding to methanesulfonic
acid (MSA). As the MSA calculation was also involved in older software, the ToF-AMS Data
Analysis (TADA) tool was used for comparison purposes. However, TADA does not allow fitting
the peak shape. As MSA concentrations were registered near the detection limit, PIKA was found

to be the better alternative.

Ongoing work on the improvement of the data acquisition tools which help to simplify HR-ToF-
AMS data is done by the Jimenez group of the University of Colorado at Boulder. To improve the
identification of organic emission sources based on environmental data with PMF, further insights
are expected by the recently undertaken custom-programmed tool for high-resolution ToF-AMS
data (HR-PMF). Using HR-PMF, the deconvolution of species with the same nominal mass allows
a more exact identification and quantification of organic aerosol sources. However, further insights
into the organic aerosol fraction are often associated with additional errors (e.g. uncertainties due to
inaccurate fitting/m/z calibration/assignment to individual peaks...). For this reason an exact
calibration, evaluation and quality assurance is essential for a highly qualitative data interpretation.
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A further challenge regarding the PIKA data analysis was to include APES (Analytic Procedure for
Elemental Separation) into the PIKA software. This provides the opportunity to firstly fit each
peak in the high-resolution mass spectrum using PIKA and afterwards calculate immediately for
example the O/C ratio with APES.

Scientific results: Main outcomes of data interpretation, outlook and comparison of
datasets

After data were processed as described, a detailed investigation and interpretation have been
performed which contribute to the limited knowledge in terms of several aspects which are

summarized in the following.
DOMINO campaign

The DOMINO campaign provides both, valuable information about the air composition in this
part of Spain and how these parameters vary with air mass origin. To evaluate separate air masses
with differentiated continental, urban and marine origin, the campaign was accomplished in winter.
The advantage compared to summer measurements in this region is a well-defined origin of air
masses with lower disturbance by intensive photochemistry and recirculation periods which affect
the aerosol and trace gas phenomenology additionally and therefore contribute to a more complex
study scenario. As a result, the variability of the air composition associated with different source
regions and the distance from sources affects the particle loading, composition, size distributions
and acidity as well as trace gas and meteorological parameters at a certain site. While local pollution
sources are characterized by large enhancements of distinct parameters, the components are quickly
diluted and transformed with increasing distance to the sources. Regional pollution instead is
characterized by a more aged, oxidized aerosol with larger O/C ratios as during the transport of the
aerosol transformation processes occur. For this reason, in comparison with urban source regions,
more well-mixed air masses originating from continental and marine source regions were sampled.
These are characterized by time series with lower inner-category variations implying variations
within the air masses. However, comparing the inner-category variability with the inter-category
variability (variations between different source regions), variations within the air mass categories are
generally larger as very low background concentrations (e.g. marine) are interspersed with individual
emissions from point sources (e.g. ships). Additionally, a focus was put on speciation of sulfur
compounds. While sulfate was found to be the most abundant PM; species in the marine air mass
category mainly composed of ammonium bisulfate and sulfuric acid, in addition small amounts of
MSA were identified. Due to the high scientific interest, part of this study was to identify the main
components and sources of the organic aerosol. This was found to be dominant in all continental
source regions and could be categorized into four PMFE classes: OOA I, OOA II, HOA and
WBOA. Although results reveal the identification of some emission sources in ambient air,
improving soutrce apportionment tools will continue to be a challenge as several parameters (time,
location, season, meteorology, different kinds of combustion processes (wood burning, fossil fuel
combustion) influence altering of source profiles.

Among the results obtained by detailed evaluation of different air masses and their variability, the
analysis of individual case studies — of eight “regional” and “plume”-affected new particle
formation and growth events — was accomplished within the framework of the DOMINO
campaign as well. Only very limited data exist that deal with “plume” events, although it is of
particular interest considering most of the continentally formed atmospheric new particle formation
events are superimposed by pollution while being transported, changing the chemical composition,
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concentration of distinct compounds and aerosol properties by intrusion of anthropogenic
pollution. Nucleation events occurred under sunny conditions with elevated sulfur dioxide mixing
ratios and low condensational sinks indicating a significant contribution of sulfuric acid to particle
formation. For this reason, comparing “plume” with “regional” events, an increase in
anthropogenic sulfur dioxide in the “plume”-related events is associated with increased particle
formation rates. A different finding, the delineation between particle formation and growth rates
can be understood in terms of different sources contributing to the individual nucleation stages
(particle formation and growth): sulfur dioxide is mainly emitted by anthropogenic, organic matter
instead by both, biogenic and anthropogenic sources. For this reason, by detailed analysis of the
mass spectral signatures during particle growth preferentially oxidized organic species were found
to condense onto the particle surfaces. The new finding in this context is the positive correlation
between the OH reactivity and particle growth in the atmosphere. This shows that the combination
of OH reactivity measurements in future field and chamber studies could provide a valuable proxy

for gas phase reactivity levels potentially favoring aerosol formation.

For this reason, it will be a future challenge to develop an instrument capable of measuring the
chemical composition of particles in this size range. This will allow studying new particle formation
processes in detail. Together with the investigation of the variability of air masses, these research
fields are particularly important considering the fast industrial development of Asian regions
connected with an increase of anthropogenic emissions. In this context it is important to
understand characteristics of urban source regions and the formation and transformation processes
affected by pollution precursors in contrast to those observed under clean conditions. Additionally,
it is necessary to improve the knowledge of the properties and impact of the atmospheric aerosol
from different sources considering air quality and the important property human health. Also the
radiative impact of the atmospheric aerosol is highly uncertain. For this reason, the investigation of
the background aerosol and its properties plays an important role. To further investigate these
aspects measurement campaigns using MolLa in megacities and further downwind of the emission

sources until real background concentrations are measured is of great importance.
Ship emission measurement campaign

The increase of industrial activities in many countries associated with the increased volume of
international trade implies also an increase of ship tratfic. Ship traffic significantly contributes to the
anthropogenic burden of the atmosphere, changes the atmospheric composition and impacts on
local and regional air quality and climate. Since a significant fraction of the emissions even from
ocean-going vessels occurs close to land, such emissions may have a strong impact on air quality in
coastal and port regions. For this reason, global regulations exist to restrict commercial marine
vessel emissions. However, it is worthwhile to mention that only sparse literature of ship emission
measurements exists which are valuable for assessing the potential effects of several emission-
control strategies. Especially fuel sulfur regulations, as adopted within the emission control areas
next to populated regions, directly affect local air quality and atmospheric chemistry. As a result it
was found that the impact of ships to total immissions depends largely on the kind of the measured
parameter. However, container ships, tankers and cargo vessels together covered most of the ship-
related immissions. In addition to the immission impact, submicron sulfate aerosol was found to be
highly acidic which negatively affects the environment by acidification. The main outcome within
the scope of a detailed analysis of vessel plume characteristics is that emission factors of particle
number concentrations and size distributions, the submicron aerosol composition and total

submicron particulate matter as well as the trace gas mixing ratios depend on a multitude of factors.
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These include the fuel sulfur content, the engine type, load and performance, and probably the size
of the ship exhaust system.

Further restrictions are on the way dealing with a reduction of nitrogen oxide which can be affected
by changes in the engine technology. Stricter regulations of sulfur dioxide from 2016 will further
limit the immissions impact, respectively. For this reason, a further measurement campaign in an
emission control area in 2016 and on the open ocean using MolLa is important. This will provide
the opportunity to compare trends in emissions changes not only on a local scale but even on a
global scale as emission control areas will be created globally in future — based on the results
obtained in the existing ones. For this reason, it is essential that emission inventories implement up-
to-date information in global modeling studies to estimate future changes and the actual impact of
ship emissions.

Comparison of datasets at very different locations
DOMINO campaign

For a better classification of the DOMINO results with those obtained from measurements at very
different environments, key parameters from this work are compared with those from
measurement campaigns in the following regions:

- the Mediterranean region (Crete) in summer, during the MINOS 2001 campaign

- a rural continental region (Hohenpeissenberg), during HAZE 2002

- the South Atlantic remote marine boundary layer, during the OOMPH 2007 cruise
- a rural continental region (Feldberg), during PARADE 2011 and

- an urban megacity (Paris), during the summer MEGAPOLI 2009 campaign.

During DOMINO, particle number concentrations did not only vary strongly due to the influence
of different kinds of air masses but also nucleation events caused abrupt changes in the number
concentrations, resulting in large inner-category variability (see Table 4.1). For the same reason,
number concentrations exceeding 10* cm? occurred during HAZE compared to nighttime
background levels of 1-2:10* cm? (Hock et al., 2008). Additionally, during the PARADE and the
MEGAPOLI campaign new particle formation events in continentally influenced air masses were
observed resulting in large variations of the particle number concentration. However, average
number concentrations during the summer MEGAPOLI campaign (1301326742 cm) are
considerably higher than during DOMINO due to the influence of the Paris emission plume
(Freutel et al., 2012). During MINOS, number concentration levels range between 2-6-10° cm?
(Schneider et al., 2004). These relatively high levels for a remote region can be explained by
backwards trajectories travelling over Eastern Europe.

During DOMINO the lowest average PM; concentrations were measured in “Marine” air masses
(1.7£1.1 pg m3) with “sulfate” being the dominant species. Values for PM; which are two to four
times higher were recorded in “Continental” and urban air masses where “organics” contributed a
major fraction to the total acrosol mass (mean: 4.0£2.5 pg m=3). For comparison, at typical rural
sites in central Europe (Hohenpeissenberg: 6.6£5.4 ug m3; Feldberg: 5.614.4 pg m3) and during
MINOS (Crete, 6.610.93 pg m3) higher average PM1 concentrations were registered. In addition,
the aerosol was composed of a balanced organic to inorganic ratio during HAZE, while “sulfate” as
the major species was measured in Crete. The highest PM; levels and variations were registered
during MEGAPOLI. This can be explained by the influence of different source regions
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(continentally influenced air masses and the Paris megacity emission plume) surrounding the
suburban measurement site. As typical for marine environments, “sulfate” was also the dominating
species during OOMPH (Zorn et al., 2008). However, in comparison with all other mentioned
campaigns, as being mostly within the remote marine boundary layer, lowest average PM;
concentrations (0.6£0.6 pg m-3) were obtained during the OOMPH project.

An in-depth investigation of the “sulfate” fraction of the aerosol showed a strong acidification of
the acrosol during DOMINO and MINOS. However, the largest acidity of the aerosol occurred
during OOMPH where sulfuric acid was the most abundant “sulfate” species. Completely different
conditions were observed during HAZE, PARADE and MEGAPOLI, where particles mainly
consisted of ammonium sulfate, ammonium nitrate and organics. The organic aerosol was mainly
composed of a highly-oxygenated OA during DOMINO and HAZE (see Table 4.1) and together
with the semi-volatile OA, both were approximately four times as abundant as hydrocarbon-like
OA. A totally different OOA/HOA ratio was obtained during the MEGAPOLI campaign
probably due to the increased influence of industrial and traffic emissions from the Paris megacity.

The Mediterranean region is influenced by high solar radiation intensities in the summer months
that lead to high ozone levels reaching 60 ppbv during MINOS in Crete (Berresheim et al., 2003).
With the additional influence of polluted air for example from Fastern Europe during MINOS or
from the Po Valley region (Italy) during HAZE (49 ppbv), high ozone concentrations are the
consequence. The influence of season on ozone levels could be recognized when comparing
MINOS/HAZE and PARADE with DOMINO, which took place in November/December where
lower ozone concentrations were recorded. Although measurements were performed in summer
during the MEGAPOLI campaign, lower ozone levels were observed as being titrated by NO.
Since the cleanest air was found over the Atlantic Ocean even less ozone (17 ppbv) was found
during OOMPH (Williams et al., 2010).

Table 4.1. Overview of the number concentrations, PM; mass concentrations, aerosol neutralization,
OOA/HOA ratios and ozone levels and cotresponding standard deviations within this study and during
HAZE 2002, MINOS 2001, OOMPH 2007, PARADE 2011 and MEGAPOLI 2009.

number conc. PM; conc. rosol

e "am® neuaisation OOMHOA
DOMINO 2008 300-178000 4.0£2.5 acidic 4 3047
HAZE 2002 1000-11000 6.615.4 neutralized 4 49+14
MINOS 2001 2000-6000 6.6+0.93 acidic - 60
OOMPH 2007 - 0.610.6 acidic - 17+2
PARADE 2011 500-23000 5.614.4 neutralized - 38+13
MEGAPOLI 2009 1700-231000 7.9¢5.9 neutralized 1.4 29115

Ship emission measurement campaign

Diesel motor emissions gain increasing attention due to their significant contribution to the
anthropogenic atmospheric burden, chemical composition and the impact on local and regional air
quality and climate. As diesel engines are also used in cars and trucks, the results obtained from the
ship emission measurement campaign were compared with measurements:
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- of 226 individual heavy-duty trucks (Ban-Weiss et al., 2009) and
- emissions registered near a German autobahn and test rig studies (Schneider et al., 2005).

When comparing black carbon and particle number emissions of the ships totally different
properties were observed. Similar as shown by Ban-Weiss et al. (2009) for individual heavy-duty
trucks we found minimal overlap between high black carbon emitters and high particle number
emitters due to the fact that increased black carbon emissions suppress new particle formation
(Kerminen et al., 2001; Monkkonen et al., 2004). This relationship between the emission levels for
both parameters is also reflected in the associated size distributions. An increased availability of
sulfuric acid tends to result in an increase of nucleation mode particles as also found by Schneider
et al. (2005). The fact that the formation of new particles increases in line with SO2 emissions via
the formation of SO3 and H>SOy indicates that the fuel quality, i.e. the sulfur content in the fuel,
has an important impact on particle number EFs as mentioned by Schneider et al. (2005). For this
reason, limiting the fuel sulfur content can result in a direct reduction of the particle number
emissions. In contrast, high black carbon emitters exhibit an additional mode larger than 100 nm as
also reported by Petzold et al. (2008) who analyzed black carbon mass EFs from cruising ships. As
a further result, for enhanced black carbon EFs, NOy EFs drop by up to 50%. Lower combustion
temperatures lead to a decrease in NOy and the NO/NO: ratio because under these conditions the
oxidation of nitrogen is less favored (Schneider et al., 2005). While the overall ratio of organics to
sulfate is strongly dependent on the engine load during test rig studies performed by Schneider et
al. (2005), particulate emissions from ship engines consisted mainly of organic aerosol (organics:
70%, sulfate: 20%). Generally, it has to be considered that ships in contrast to most cars and trucks
did not have particle traps known to efficiently remove soot particles but are not designed to

remove nucleation particles.
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unknown HONO daytime source and its relation to NOa, Atmos. Chem. Phys., 11, 10433-
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These publications provide insights into atmospheric gas phase processes observed during the
DOMINO campaign in the southwest of Spain. The main objectives within the publications are the
study of the atmospheric oxidation chemistry, the comparison of the radical and nighttime
chemistry and the characterization of the self-cleaning efficiency of the atmosphere in different air
mass types. The mobile laboratory MoLa provides additional information for the investigation of
physical and chemical aerosol parameters, meteorological and typical gas phase data. Using a
combination of particulate and individual trace gas data (e.g. OH reactivity, HONO but also typical
ones measured by MoLa), further aspects could be highlichted within each of the publications. For
this reason, by providing a consistent, corrected dataset of the measured MoLa parameters which
allows to efficiently investigate individual parameters, I was named as a co-author.
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Additionally, some of the authors used the same separation in the individual soutrce regions
marine/utban/continental and the corresponding HYSPLIT trajectoties as I used in the DOMINO
publications.
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e von der Weiden-Reinmiiller, S.-L., Drewnick, F, Crippa, M., Prévot, A. S. H., Meleux, F,
Bottger, T., Gallavardin, S., Klimach, T., Zorn, S. R., Diesch, J.-M., Baltensberger, U.,,
Beekmann, M., and Borrmann, S.: Mobile aerosol and trace gas measurements to
investigate characteristics and transformation processes of megacity emissions in the Paris
metropolitan area — an overview, to be submitted to Atmos. Chem. Phys., in review, 2012.

This publication deals with mobile and stationary measurements performed in the Paris
metropolitan area, France within the framework of the European Union FP7 MEGAPOLI project.
The main focus was to investigate the megacity emission plume, their structure and transformation
processes during plume dilution. During the summer 2009 and winter 2010 campaign, in each case
for one week I operated the instruments. During all kinds of measurement strategies, including
cross section measurements for the investigation of the plume structure, quasi-Lagrangian radial
measurements and stationary measurements, high qualitative data were obtained. Also during the
intercomparison measurement where the mobile laboratory MOSQUITA and the French aircraft
ATR took part, data comparison show a good agreement which is presented in this publication as
well.
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Abstract

We study the interactions between atmospheric boundary layer (ABL) dynamics and atmospheric
chemistry using a mixed-layer model (MXLCH) coupled to chemical reaction schemes. Guided by
both atmospheric and chemical measurements obtained during the DOMINO campaign (2008),
numerical experiments are performed to study the role of ABL dynamics and the accuracy of
chemical schemes with different complexity: MOZART-4 and a reduced mechanism of this
chemical system. Both schemes produce satisfactory results, indicating that the reduced scheme is
capable of reproducing the O3-NOx-VOC-HOx diurnal cycle during conditions characterised by a
low NOx regime and small O3 tendencies (less than 1 ppb per hour). By focussing on the budget
equations of chemical species in the mixed-layer model, we show that for species like O3, NO and
NOg, the influence of entrainment and boundary layer growth is of the same order as chemical
production/loss. This indicates that an accurate representation of ABL processes is crucial in
understanding the daily cycle of chemical species. By comparing the time scales of chemical reactive
species with the mixing time scale of turbulence, we propose a classification based on the
Damkéhler number to further determine the importance of dynamics on chemistry during field
campaigns. Our findings advocate an integrated approach, simultaneously solving the ABL
dynamics and chemical reactions, in order to obtain a better understanding of chemical path ways

and processes and the interpretation of the results obtained during measurement campaigns.

1 Introduction

Present day research on atmospheric chemistry covers a vast range of scales and approaches.
Focusing on isoprene, there are for instance highly fundamental studies, either based on a

theoretical approach (Peeters et al., 2009) or on small scale laboratory experiments in reaction
chambers (Paulot et al., 2009), and studies with a more applied approach. Examples of the latter are
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controlled experiments in box models (Sander et al., 2011) and simulations at a global scale using
global transport models (Stavrakou et al., 2010). However, in order to obtain a better understanding
of the chemical system in real-life conditions, field experiments like e.g. TROFEE (Yokelson et al.,
2007), DOMINO (Sérgel et al., 2011; Crowley et al.,, 2011; Diesch et al., 2012) and HUMPPA-
COPEC (Williams et al., 2011) are conducted, the majority of which are strongly modulated by the
diel variability of the atmospheric boundary layer (ABL). This adds further complexity to the
interpretation of the data, which is often undervalued. Here, in analysing the diurnal variability of
the reactants during DOMINO, we propose an integrated approach, simultaneously solving the
ABL development and chemical transformation within a conceptual meteorological model in order
to obtain a better understanding and representation of the daily cycle of chemical species.

The temporal evolution of atmospheric chemistry is controlled by both chemical processes and the
development of the ABL (Ganzeveld et al., 2008; Vila-Guerau de Arellano et al., 2011). Especially
for convective cases characterised by a strong diel cycle, the influence of boundary layer growth and
entrainment plays a crucial role in the diurnal cycle of atmospheric chemical species. As the
influence of boundary layer dynamics acts on similar time-scales (~30 min) as certain chemical
transformations, dynamics and chemistry have to be addressed as an integrated whole.

In this paper we systematically study the effect of boundary layer dynamics on atmospheric
chemistry by quantifying their respective influence by means of a mixed-layer model coupled to a
chemical reaction scheme. Under diurnal conditions, mixed-layer theory is a satisfactory
compromise between a box model (no characterization of ABL dynamics) and more advanced 3-D
(large-eddy simulation, mesoscale or global circulation) models. The simplicity of the mixed-layer
model enables us to obtain insight on the undetlying processes and is very suitable/complementaty
for the interpretation of measurement campaigns. More specifically, we use one day during the
DOMINO (Diel Oxidant Mechanisms in relation to Nitrogen Oxides) measurement campaign,
conducted in November 2008 near Mazagdn, south western Spain. The campaign focussed on the
diel cycle of chemistry in relation to meteorology, combining the measurement of chemical species
with meteorological surface and upper air observations. With (amongst others) ozone, nitrogen
oxides and vertical profiles of temperature and moisture, the dataset provides a unique opportunity
to comprehensively study and validate the interplay between the dynamics and atmospheric
chemistry in the ABL.

Using the measurement data, we reproduce the boundary layer development of a single day during
DOMINO with the mixed-layer model. Two different reaction schemes are integrated in the
mixed-layer model: the Model for Ozone and Related chemical Tracers, version 4 (MOZART-4,
hereafter: MOZART) (Emmons et al., 2010) and an extended version of the reaction schemes used
by Vila-Guerau de Arellano et al. (2009, 2011) and Ouwersloot et al. (2011). The latter consists of a
reduced mechanism of the chemical system. In absence of a complete set of measurements, this
minimizes the assumptions made in the initial and boundary conditions, like e.g. the initial mixing

ratios or surface emissions or deposition.

Our main objectives atre: (1) to quantify the influence of boundary layer dynamics on atmospheric
chemistry, (2) to show the benefits in using conceptual models as a method to obtain a better
understanding and complementary information of measured data and (3) to discuss the current
state of the art of modelling, comparing the complex MOZART chemical scheme with a simplified
reaction scheme.
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Our research approach and structure of the article is as follows: we start in Sect. 2 with a short
description of the mixed-layer model and chemical reaction schemes. In Sect. 3 the large scale
atmospheric synoptic and boundary layer dynamics of the studied day are addressed, followed by
the design of the numerical experiments. In Sect. 4 we discuss the modelled results, comparing
MOZART and the reduced scheme with measurements. Next, we examine the budget equations of
chemical species, separating the influence of boundary layer dynamics (entrainment and boundary
layer growth) from the contributions of other processes like sutface emission/deposition or
chemical transformations. This allows us to study the relative importance of boundary layer
dynamics compared to chemical reactions. This is further supported by studying the characteristic
time scales of chemistry and turbulence as an appropriate indicator of the relevance of chemistry
versus dynamics for fast and slow reacting chemical species. In Sect. 5 we conclude the paper by

summarizing the main conclusions.
2 Mixed-layer model
2.1 Representation boundary layer dynamics

The MiXed Layer CHemistry (MXLCH) model stems from the pioneering research of Lilly (1968);
Betts (1973); Tennekes and Driedonks (1981) on the dynamics of clear and cloudy boundary layers.
In short, the model solves the time development of idealized vertical profiles of dynamic variables
(potential temperature (0), specific humidity (q)) and chemical species (§) like nitrogen dioxide
(NO») or ozone (O3). As shown schematically in Fig. 1, the mixed-layer quantities are expected to
be perfectly mixed by turbulence. Consequently, we can define the mixed-layer variables to be
constant with height:

1 h
(@)= 0@z, n
5
with @=1{6.9.5} and “s” and “h” denote the surface and mixed-layer height. The equations

governing (@) are derived by vertically integrating the one dimensional Reynolds averaged Navier-

Stokes equations, resulting in:

6<¢> B Wiq)as_wa@fh (2)
ot = n ‘S

Here w' g denotes a turbulent flux and Sy contains additional source and sink terms, for
chemical species the production and/or loss rates in chemical reactions. An additional term for
advection has been omitted, but can easily be included in a similar manner like Sp. The mixed-layer
top discontinuity AQ, marking the interface between the unstable mixed-layer and stable free
troposphere, evolves in time as the combined result of mixed-layer growth and changes in the bulk

quantity:

M_(P:@Q')l—‘r a<¢>:y¢(ah—ws) _6<®} (3)

at at ot 8t
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where Opr and yo represent respectively the condition directly above the inversion and the free 5
tropospheric lapse rate (Fig. 1). The mixed-layer grows due to entrainment, opposed by large scale
vertical motions:

ah

=W,

a7~ Ve + Wy, 4)
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where w. and w, represent the entrainment and subsidence velocity, the latter is defined as
ws = (V X Vp)b with V X Vj, the horizontal velocity divergence. The entrainment 10 velocity is
calculated as:

-we,.
W, = v:h . (5)
A6,

Note that virtual temperatures are used to include the influence of moisture on buoyancy (Stull,
1988). In order to close this set of equations, the entrainment flux of (virtual) heat is parametrized
as a negative fixed fraction (B) of the surface heat flux:

W= —Bwo,., (6)

and written into Eq. (5). This relates the entrainment of not only heat, but also moisture and
chemical species to the surface flux of heat and the thermodynamic structure as we is used to
calculate the entrainment fluxes:

W Q= -W.AQ. (7

Buoyancy (mainly controlled by heat) is therefore a key variable, actively influencing the budgets of
chemical reactive species. Explained in words, the tendencies of heat, moisture and chemical
species depend on the mixing of any input at the surface (latent and sensible heat fluxes and, for
chemical species, the emission or deposition fluxes) and the entrained air from the free troposphere
over the mixed-layer depth. Depending on the sign of Ag and therefore the difference between the
mixed-layer and free troposphere, the influence of entrainment on the budget of a chemical species
can be negative or positive. For instance, for the examples shown in Fig. 1., entrainment will
decrease (NOy) as air with a lower mixing ratio is entrained into the mixed-layer. For Os, the
opposite occurs and entrainment will increase (O3).

Yq Yo Ynos Yos
Wsg
Y
w;q'h We w'B'n w'NO5', w'?3'h
A T 0; NOym; ! " O3 entrainment
h Q) {8) (NQ,) (O3) chemical reactions
W*(is W*es 'VCC|N02 emission / deposition

Figure 1: Conceptual representation of the vertical profiles of specific humidity (q), potential temperature (0)
and, as an example, nitrogen dioxide (NO2) and ozone (O3). Within the mixedlayer all variables are constant
with height (Eq. 1), topped by an inversion defined as AQ = Qpr — (@) (Eq. 3). On the right side for
chemistry relevant processes are shown with emissions and deposition near the surface, chemical reactions
within the mixed-layer and entrainment of free-tropospheric air at the mixed-layer top ( =z , Eq.2).

2.2 Representation of chemistry

As a representation for the chemical reactions, two chemical reaction schemes are implemented in
MXLCH: MOZART (Emmons et al., 2010) and an extended version of the reaction schemes used
by Vila-Guerau de Arellano et al. (2009, 2011); Ouwersloot et al. (2011), where the latter consists of
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a reduced mechanism of the chemical system. Despite being less complete in both the number of

chemical species and reaction equations, the reduced scheme has a number of advantages over
MOZART:

1. As the scheme contains less species and equations, the computational costs are minimized
while the scheme still retains the essential components of the O3-NOx-VOC-HOx cycle
(Vila-Guerau de Arellano et al., 2011). Although computational time is no limiting factor
when using a conceptual model like MXIL.CH, use of the reduced scheme can act as a
validation before implementing it in for instance large-eddy simulation (e.g. Ouwersloot et
al, 2011) where the number of reactions does put a serious constraint on the
computational possibilities.

2. Using a limited number of species and reactions, the chemical system remains tractable,

resulting in a better understanding of the main underlying chemical pathways.

3. By including less species, the degrees of freedom are reduced, resulting in less uncertainty
in the initialisation and boundary conditions (emission/deposition vatiability and initial
properties of the mixed-layer and free troposphere) of the model.

The chemical reactions employed in the reduced scheme are presented in Table 1. The reaction rate
coefficients are from the International Union of Pure and Applied Chemistry (IUPAC),
Subcommittee for Gas Kinetic Data Evaluation (http://www.iupac-kinetic.ch.cam.ac.uk/) All
chemical reactions are solved at each time step of dt = 1 s for both the mixed-layer and free

troposphere.
100m
DOMINO Sevilla
) 809120
Huelva
808120
0,046 13.08
.
1104, $15.0
J/-»16.0
lE.U/i *17.0
13.04
2000m
16./[])
17.0¢

Figure 2: Forward trajectories at 100 m and 2000 m calculated by the NOAA HYSPLIT model using
NCEP-GDAS meteorology, starting at Sevilla and Huelva at 08:00 UTC (solid lines) and 12:00 UTC (dashed
lines) on 23 November 2008. The black dot indicates the DOMINO measurement location at El Arenosillo.
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Table 1: Chemical reaction scheme used in the reduced scheme with T the absolute temperature in Kelvin
and y the solar zenith angle. First-order reaction rates are in s~!, second-order reaction rates in cm?
molecule™'s—1. In R19 #»=0 (no OH-recycling), P depicts a product which is not further evaluated in the
chemical reaction scheme. ISO refers to isoprene, where all its oxidation products (MVK; methyl vinyl ketone
and MACR; methacrolein) are lumped into a single species MVK.

Number Reaction Reaction Rate
A1 O,+mv — 0'D+0, 3.00x 1075 x @t
R2 o'D+H,0 — 20H 1.63x 10 °x g™
R3 OD+N, = 0Og+P 215x10" "' x @™
R4 o'D+0, — O, 330x10"""x &%
R5 NO,+Mv — NO+Oy+7P 1.67x 1072 x g™ein
R6 CH,O+ v — HO,+P 1.47x 107 x g™
R7 OH+CO — HO,+P 2.40x107"
R8 OH+CH; — CHiO,+ 7P 2.45x10 2x e T
RO OH+I1S0 — RO, 1.00x 107"
R10 OH+MVK — HO,+CH,O+P 2.40x 107"
R11 OH+HO, — H,0+0, 480x 107" x 67
R12 OH + H,0, — H,0 +HO, 290x10 ZxeT
R13 OH+0; — HO,+ 0, 1.30x10 2 xeT
R14 HO, + NO — OH + NO, 350%x 10" x o™
R15  CH,0, +NO — HO, +NO, + CH,0 + P 280x1072x g%
R16 RO, + NO — HO, + NO, + MVK + CH,0 1.00x 107"
R17 OH+CH,0 — HO,+7P §50x 1072 x T
R18 2HO, — Hz0,+0; :
R19 CH,0,+HO, — P 410x10 ¥ x o™
R20 RO, +HO, — nNOH+P 1.50% 107"
R21 OH+NO, — HNO, 350x10 2 xeT
R22 NO+O; — NO,+O, 3.00x 10 x e
R23 NO, + O3 — NO,+ O, 1.40x 10 P x g1

k= (k1 +k2)/k3; k1=221x 10 P x 6T 1 k2= 1.91x 10 P xeT x i k3= 141.4x 100 x 6T w0

3 Case description

Our numerical experiments are based on measurement data obtained during the DOMINO
campaign, conducted at the Atmospheric Sounding Station — El Arenosillo (37.1°N, 6.7°W, +40 m
am.s.l), a platform of the Atmospheric Research and Instrumentation Branch of the Spanish
National Institute for Aerospace Technology (INTA), dedicated to atmospheric measurements in
the Southwest of Spain. From this dataset, we selected the 23 November 2008 as it was an ideal
day; characterized by a relative small influence of large synoptic scales and with lower build up of
ozone (less than 10 ppb in 10 h). Furthermore, this day was in an intense observation period with
high frequency balloon soundings (hourly, measuring the location, temperature, humidity and
pressure) and comprehensive coverage of the chemical measurements. With high pressure over
Spain (Azores High), it was a cloudless day with a moderate (1-4 ms™') NNE flow in which an
initially shallow stable boundary layer developed into a convective boundary layer with a depth of
approximately 1400 m at 15:00 UTC. Figure 2 shows eight forward trajectories computed with the
NOAA HYSPLIT model (Draxler and Rolph, 2011) using NCEP-GDAS as meteorological input
files with 1° X 1° spatial resolution. The trajectories were calculated in the ABL (near surface, 100
m) and free troposphere (2000 m), starting at the city of Sevilla and the industrial area near Huelva

(petrochemical industry) at 08:00 UTC (ending at 13:00 UTC) and 12:00 UTC (ending at 17:00
UTCQ). In spite of the low resolution, the trajectories indicate that relative clean air was advected
from these areas during 23 November. This is further corroborated by the relative low NOx and O3
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observations in Fig. 4. This ensures that the evolution in the observational chemical data is mainly
controlled by local meteorological events: emission or deposition, chemical reactions or boundary
layer dynamics, rather than transport.

The initial and boundary conditions used in MLLXCH are presented in Tables 2 and 4. The initial
temperature and moisture profiles are based on the atmospheric soundings and meteorological data
measured at 50 m a.g.l. from a tall tower (100 m) available at El Arenosillo. As no measurements of
the surface heat and moisture fluxes are available, we impose typical values given the location and
time of the year. In addition to the experiments with MXLCH, a second experiment is conducted
with a box model to provide a first quantification of the influence of ABL dynamics. With both the
sensible and latent heat flux set to zero, MXLCH behaves as a box model with a fixed height,
temperature and moisture content and no entrainment. The different experiments are summarized
in Table 3. The initial mixed-layer and free tropospheric mixing ratios and surface forcings
(emission/deposition) of chemical species are shown in Table 4. The initial mixing ratios are based
on the DOMINO measurements. All other species (except for molecular oxygen and nitrogen) are

initialized at zero.

Table 2: Initial and boundary conditions used in MXLCH. MXILCH is initiated at 07:00 UTC, #is the elapsed
time since the start of the simulation and #,is the time in seconds between 07:00-17:00 UTC.

Property Value

Initial mixed-layer height 500
h[m]

Horizontal velocity divergence 5x107®
VxV,[s7]

Geostrophic wind (0,0)
U,.V, [ms™"]

Surface sensible heat flux 0.22 sin(mt /)
wé_[Kms™]

Entrainment/surface heat-flux rafio 0.2
B=-wy/we[-]

Initial mixed-layer potential temperature 287
{6) [K]

Initial free-troposphere potential temperature 2885
Be7 [K]

Potential temperature lapse rate free troposphere 0.006
Ve [Km™]

Surface latent heat flux 0.03sin(mt /1,)
wq', [kgkg ' ms™']

Initial mixed-layer specific humidity 53
(@) [gkg™']

Initial free-troposphere specific humidity 45
g [gkg™']

Specific humidity lapse rate free troposphere -0.0012

Yo lokg ' m™]

Table 3: Overview experiments

Name Dynamics Chemistry

BOX750 NONE Reduced
MOZART  MXLCH MOZART
REDUCED MXLCH Reduced
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4 Results
4.1 Temporal evolution dynamics and chemistry

The temporal evolution of the mixed-layer height () and slab averaged potential temperature (0)
and specific humidity (q) is shown in Fig. 3a—c. When around 09:00 UTC the surface sensible heat
flux has broken the ground inversion by heating the ABL, the mixed-layer encounters a rapid
growth of approximately 200 m h~! between 09:00 UTC and 12:00 UTC. As the mixed-layer grows,
air with properties of the free troposphere is entrained into the mixed-layer, causing an increase in
potential temperature (entrainment of relative warm air) and decrease in specific humidity
(entrainment of dry air). Comparison with the measurements show that the mixed-layer model
correctly represents the dynamical evolution of the ABL. Subsidence (Eq. 4, Table 2) plays a
relatively small role and decreases the mixed-layer growth with 200 m throughout the day.
Especially the accurate representation of the mixed-layer height is crucial for the budgets of
chemical species, not only because of its influence on entrainment, but also as 4 is the mixing-depth
of any input or loss at the surface or mixed-layer top (Eq. 2). This encourages frequent probing of
the atmosphere (like e.g. during DOMINO with balloon soundings at a 1 h interval) as the mixed-
layer height is calculated as the maximum temperature gradient of the upper air soundings, and
frequent measurements are needed to capture the rapid development in the early morning. In
addition to the thermodynamic variables, we show in Fig. 3d the photolysis rate of NO», a quantity
driven by ultraviolet radiation. To calculate the photolysis rate of NO,, we use the empirical
expression of Wiegand and Bofinger (2000). Both MOZART and the reduced scheme correctly
reproduce the measured photolysis rate of NO> and in addition (not shown), produce similar results
as the TUV model (Madronich et al., 2011) for the photolysis rates of O3 and CH-O.

Figure 4 shows the diurnal variation of O3, NO, NO; and HNOs. Although the ten dencies are
similar, the results obtained with experiment BOX750 tend to overestimate the mixing ratio
evolution. This is the combined effect of not taking mixed-layer growth and entrainment, the
exchange between the ABL and free troposphere, into account. MXLCH with both MOZART and
the reduced scheme is capable of reproducing the measured mixing ratios. The mixing ratio of Os is
slightly underestimated with MOZART and NO; slightly overestimated using the reduced
chemistry scheme. In spite of being a reduced scheme, the scheme presented in Table 1 is able to
reproduce the observational trend of O3, NO and NO; and same characteristic ratios like
NO,/NO = 2-3. This indicates that in regimes whete ozone increases smoothly, the scheme
performs satisfactorily. Also, given the differences between the observations, the box model and
MXLCH with both reaction schemes, it needs to be stressed that ABL dynamics plays a key role in

reproducing and understanding the measured mixing ratios.

The satistactory results of the reduced scheme are further corroborated by the intercomparison of
isoprene, OH, HO, and H2O; in Fig. 5. For isoprene, MOZART and the reduced scheme both
have different tendencies compared with the few observations, but the mixing ratios are of a similar
order. For OH, HO; and H,O;, both MOZART and the reduced scheme are close to the measured
data where, on average, MOZART underestimates the mixing ratios due to the introduction of
additional reactions that destroy OH. However, the measured OH mixing-ratios are upper-limit
values, possibly overestimating the mixing ratio by up to a factor two (Sérgel et al., 2011). It should
also be mentioned that although we are not accounting for key chemical pathways like the
formation of OH from HONO (So6rgel et al, 2011), our findings provide a comprehensible
evolution of reactants in the ABL. In this respect, although we are missing details near the surface
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(an example is given in Fig. 3 of Vila-Guerau de Arellano et al. (2011)), we take advantage of the
rapid mixing efficiency of the ABL, driven by convective turbulence.

1600 Eli 1.0 1|2 1|4 ].6 § 1.0 1|2 1|4 1|6
204
202
290 =
288 =
500 — MXLCH
400 - — MXLCH 1F - - BOX 1286
- - BOX x%x measurement (sounding)
200 - . _
x%x measurement (sounding) 3 00p measurement (tower) 1284
0 1 1 1 - 1 1 1 1 1 - 1 1
5-5 T UTCI‘ [;I T T T UTCI‘ [JI T
(d) — REDUCED
- - - MOZART 06
oO0o measurement
r 10.5
: {04
I-__(\*l
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—_—

T
™.
1

=

[

xXx measurement (sounding) L 101
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Figure 3: Time evolution of the (a) mixed-layer height, (b) slab averaged potential temperature, (c) slab
averaged specific humidity and (d) photolysis rate of NO», compared to the measurements. In addition to the
results of MXLCH, the fixed conditions of the box model are indicated.

4.2 Budgeting of chemical reactants

MXILCH enables us to further determine the individual contributions of emission/deposition,
chemical transformation and entrainment to the evolution of the (reactive) species, i.e. the different
terms of Eq. (2). We selected four species to examine the variation in time of the contribution of
both dynamics and chemistry. The dynamic part is here defined as the mixing of both surface
emissions/deposition and the entrained air over the mixed-layer depth / whereas the chemical

contribution is the net production or loss rate from the equations in Table 1:

Ds De Cp cl
—t— et P,

6(3)_W’S’S I""”“S'h
ar  _ h h

o ~
dynamics chemistry

+ Sprod ~Sloss- 8)

Figure 6 shows the budgets of O3, NO, NO; and OH. As Fig. 6a shows, the net O3 tendency is
positive throughout almost the entire day (see Fig. 4a) with a maximum increase in O3 around 09:30
UTC. The peak is closely related to the maximum in entrainment (De) of ozone originating in the
free troposphere, at this time caused by (1) the rapid growing mixed-layer (Fig. 3) and (2) the
relative large difference in mixing ratio between the mixed-layer and free troposphere (AO; = 7
ppb). When during the day the O3 mixing ratio increases (decreasing AOs towards zero) and the
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mixedlayer growth decreases, the contribution of entrainment relative to the chemical term
decreases to zero around 14:00 UTC. From 08:00 UTC onwards the net chemical tendency is
positive and equals the contribution by entrainment around 11:00 UTC. After ~13:00 UTC the
total ozone tendency is mainly driven by chemical reactions. This makes that the total O3 tendency
is mainly controlled by dynamics during the morning growth of the ABL and by chemistry in the

afternoon.

The tendency of NO, shown in Fig. 6b, is positive up to 09:30 UTC and negative afterwards, in
agreement with the peak observed in Fig. 4b. Since the initial mixing ratios and thus initial ANO is
zero, the relative contribution of entrainment to the total tendency is small. Only when the mixed-
layer mixing ratio has increased towards its maximum around 10:00 UTC, growth of the mixed-
layer causes entrainment of air with a relative low mixing ratio (ANO = —0.14 ppb), resulting in a
small (negative) contribution to the total tendency. The total tendency is therefore the result of a
balance between the surface emission and the net chemical loss. Despite being forced with a fixed
surface emission (Table 4), Ds decreases throughout the day as the mixed-layer grows, because this
term is inversely proportional to 4 (see Eq. 8). This demonstrates that, without having a strong
influence of entrainment, ABL dynamics still influences the tendencies of chemical species, as
shown by the first RHS term of Eq. (8).

Figure 6¢ shows the budget of NO». With a lower mixing ratio in the free troposphere, entrainment
results in a decrease of NO; which, like for ozone, is the strongest around 09:30 UTC. At the same
time, deposition causes an extra loss of NO,. With the deposition calculated as —vcCno» with ve
constant (Table 4), the contribution of deposition decreases as both the NO, mixing ratio decreases
and the mixed-layer grows. Combined, the dynamical contribution causes a strong negative
tendency during the day. Chemical transformations counter the dynamical contribution. However
only during the morning (when the contribution of entrainment is still small) and late afternoon
(when the mixed-layer reaches its maximum height) the net chemical production is sufficient to

create a net positive tendency of NO».

8 10 12 14 16 8 10 12 14 16

50 T T T T T T T T T —0.25
— REDUCED (a) (h)
5t = - MOZART | 0.20
| --- BOX750 )
©%o0 measurement —
0.15 5
=
010 2
0.05
0.00
=
=
B
=4
z

Figure 4: Measured and modelled mixed-layer mixing ratios of O3, NO, NO; and HNOj; as measured and
modelled with MXLCH (using both MOZART and the reduced chemical scheme) and the box model (using
the reduced chemistry scheme).
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For faster reacting species like OH in Fig. 6d, the tendency is mostly controlled by chemical
production and loss. This indicates that, for species with a short lifetime or high reactivity, the
chemical part of Eq. (8) dominates and the influence of ABL dynamics decreases. This subject will
be studied in more detail in the next section.

Table 4: Initial mixing ratio in both MOZART and the reduced scheme in the mixed-layer ((§)) and free
troposphere (Srr), and surface emission or deposition. All other species except for molecular oxygen and
nitrogen are initialized at zero. The chemistry scheme is initialised at 07:00 UTC, ¢ is the elapsed time since
the start of the simulation and #,is the time in seconds between 07:00-17:00 UTC.

O, NO NO, CH, ISO CO H,0,

(S) [ppb] 31 0 06 1724 0 105 0.1
Ser [ppb] 38 0 0 1724 0 105 0.1

wS ugm3s’] 0 0p4 0 " 0 0

" Deposition flux of NO; is calculated as —vzCyo, with v =0.015 ms™
“w'1S0" = 0.09-sin(wt/14)

4.3 Time scales of turbulence and chemistry

To further substantiate the relative influence of mixed-layer dynamics compared to chemistry, and
to provide a more robust quantification of the relative importance, we examine further the diurnal
variability in terms of the characteristic time scales on which the different species and turbulence
are acting. The Damkd&hler number (Damkohler, 1940), for mixing at large scales defined as the
ratio of the typical turbulence time scale to the time scale of chemistry (Vila-Guerau de Arellano,
2003), is the key dimensionless number to distinguish the influence of turbulence from chemistry:

h _Cg

T;
Dag=—":Tj= —: T.q= —,
ST w ST g ©)

*

with 1 the time scale of turbulence, 1.5 the time scale of chemical species S, cs the concentration of

species S and C; the chemical loss rate of species S. w. is the convective velocity scale, defined as
(Stull, 1988):

W = g_h
© V(6

where g is the gravitational acceleration. The time scale 1. thus increases as the mixed layer grows,

WO s, (10)

while a stronger virtual heat flux (y7g ) enhances turbulent mixing and therefore decreases the

time scale. Based on the Damkdéhler number we can define the following regimes:

- Das £ 0.1 — Slow chemistry where the mixing ratio is controlled by emission/deposition
and ABL dynamics

- 0.1 s Das s 10 — Moderate chemistry where the mixing ratio is governed by ABL
dynamics and chemical reactions

- Das = 10 — Fast chemistry where the mixing ratio is determined by chemical reactions.

Under the regime of a Damkohler number Das 2 10, the influence of ABL dynamics is negligible
for this chemical species and Eq. (8) reduces to only the chemical contributions. In contrast, a small
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Damkéhler number of Das < 0.1 indicates an atmospheric reactive flow where the contribution of
chemical reactions is relatively small compared to ABL dynamics or large scale forcings. For (0.1 <
Das < 10) chemistry and dynamics interact and both the dynamical and chemical term of Eq. (8)
needs to be taken into account. Using MXLCH, we are able to calculate the time scales of
turbulence and the individual chemical species and as such provide an indicator for the relative

importance of dynamics and chemistry.

Figure 7 shows the time scale 1 for both the convective ABL (“turbulence”) and a number of fast
and slow reaction species. For the analysed day during DOMINO the time scale of the ABL
increases from ~400 s at 09:00 UTC to ~1000 s at 16:00 UTC. CO, here the slowest reacting
species, acts on a time scale in the order of 10 days, resulting in a Das « 0.1, indicating that CO for
example is mainly controlled by atmospheric turbulence and transport. In contrast, OH, acts on a
time scale of seconds or less, resulting in Das »10. This confirms the findings of Fig. 6d, where the
OH budget was mainly determined by the chemical transformations. Closely connected with the
chemical lifetime of OH is the OH-reactivity; the inverse of the lifetime (e.g. Di Catlo et al., 2004;
Lelieveld et al., 2008; Sinha et al., 2008). During DOMINO, the reactivity of OH was directly
measured with at 23 November values in the order of 40 s~! (Sinha et al., 2012). With average
reactivities of 1.4 s™! (reduced scheme) and 2 s7! (MOZART), MXLCH underestimates the
reactivity. As the modelled OH mixing ratio fits well to the measurements (Fig. 5), this indicates
that both chemical schemes are missing chemical pathways related to the production and
destruction of OH. This is still an open issue, possibly caused by an incomplete initialization of
anthropogenic volatile organic compounds (VOC). Intermediate species like O3, NO and NO»> act
on a time scale of minutes to hours, within * one order of magnitude of the typical time scale of
the ABL, again corroborating the need to take dynamics and chemical transformations

simultaneously into account.
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Figure 5: Measured and modelled mixed-layer mixing ratios of Isoprene, OH, HO; and H>O; as measured

and modelled with MXLCH (using both MOZART and the reduced chemical scheme) and the box model
(using the reduced chemistry scheme).
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5 Conclusions

In this study we used a mixed-layer model coupled to chemical reaction schemes to systematically
study the influence of atmospheric boundary layer (ABL) dynamics on the time evolution of
chemistry. We selected one day during the DOMINO measurement campaign and designed
numerical experiments to determine the performance of two chemical schemes with different
complexity (MOZART-4 and a reduced mechanism of this chemical system) under realistic
dynamical conditions. Additional experiments with a box model, which neglects the influence ABL
dynamics, display an overestimation in the mixing ratios of chemical species. The mixed-layer
model with both MOZART and the reduced reaction scheme performs satisfactory, reproducing
the measured mixing ratios of key chemical species like O3 and NOx. This indicates that, in
conditions characterized by a low NOx regime and small O3 tendencies, the reduced scheme is
capable of reproducing the O3-NOx-VOC-HOx diurnal cycle. Under these conditions, the reduced
scheme is a useful, more comprehensible and computationally less expensive alternative for
complex schemes like MOZART, for e.g. use in large-eddy simulation.
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Figure 6: Individual budget terms of Eq. (8) for O3, NO, NO and OH. The labels of the individual terms
refer to the notation defined in Eq. (8).

By studying the individual contribution of emission/deposition, chemical transformation, mixed-
layer growth and entrainment to the evolution of the reactive species, it is found that for species
like O3, NO, NOg, the contribution of boundary layer processes is of the same order as the
contribution of chemical transformations. Both O3 and NOs are strongly controlled by entrainment
of relatively ozone rich and nitrogen dioxide poor air originated in the free troposphere. The
change in mixed-layer height, the depth over which any input or loss at the surface or mixed-layer
top is distributed, was shown to be important for the budget of NO.
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Figure 7. Calculated life times of key chemical species and the ABL (top) and the OH-reactivity (bottom),
the inverse of the OH lifetime, as measured and modelled.

By comparing the lifetime of chemical active species with the boundary layer mixing time through
the dimensionless Damkohler number, we demonstrated an effective method to obtain a first
estimate of the relevance of dynamics and chemistry. When classified into three regimes, the
Damkdohler number provides a measure of whether chemistry is controlled by chemical
transformations or ABL-dynamics. When calculated for a number of fast (OH), intermediate (O3,
NO, NOy) and slow (CO) reacting species, this method confirmed the impact of ABL-dynamics on
the time evolution of chemical active species.

Due to its simplicity and transpatrency, the mixed-layer model (MXLCH) used in this study can act
as a useful tool towards a better understanding of (1) the main chemical pathways and processes
that govern the temporal evolution of chemistry and (2) a better understanding of the results
obtained during measurement campaigns. Also, gaining a better understanding of the core physical
and chemical processes involve might be beneficial for the development of new measurement
campaigns or strategies, or to understand new chemical pathways. MXLCH is available from the

authors upon request.
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Abstract

In this study air masses are characterized in terms of their total OH reactivity which is a robust
measure of the “reactive air pollutant loading”. The measurements were performed during the
DOMINO campaign (Diel Oxidant Mechanisms In relation to Nitrogen Oxides) held from
21.11.2008 to 08.12.2008 at the Atmospheric Sounding Station - El Arenosillo (37.1 N — 6.7 W, 40
m asl). The site was frequently impacted by marine air masses (arriving at the site from the
southerly sector) and air masses from the cities of Huelva (located N.W of the site), Seville and
Madrid (located N.N.E. of the site). OH reactivity values showed strong wind sector dependence.
North eastern “continental” air masses were characterized by the highest OH reactivities (average:
31.4 + 4.5 s1; range of average diel values: 21.3 - 40.5 s!), followed by north western “industrial”
air masses (average: 13.8 £ 4.4 s-!; range of average diel values: 7 — 23.4 s7!) and marine air masses
(average: 6.3 * 0.6 s7!; range of average diel values: below detection limit —21.7 s1), respectively.
The average OH reactivity for the entire campaign period was ~18 s and no pronounced vatiation
was discernible in the diel profiles with the exception of relatively high values from 09:00 to 11:00
U.T.C. on occasions when air masses arrived from the north western and southern wind sectors.
The measured OH reactivity was used to constrain both diel instantaneous ozone production
potential rates and regimes. Gross ozone production rates at the site were generally limited by the
availability of NOy with peak values of around 20 ppbV Oj; /hr. Using the OH reactivity based
approach, derived ozone production rates indicate that if NOx would no longer be the limiting
factor in air masses arriving from the continental north eastern sector, peak ozone production rates
could double. We suggest that the new combined approach of in-situ fast measurements of OH
reactivity, nitrogen oxides and peroxy radicals for constraining instantaneous ozone production
rates, could significantly improve analyses of upwind point sources and their impact on regional
ozone levels.

1 Introduction
The hydroxyl radical (OH) plays a central role in the chemistry of the troposphere by controlling

primary oxidation processes of volatile organic compounds (VOCs), daytime photochemical ozone
production and formation of secondary organic aerosol. The hydroxyl radical reactivity (also termed
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total OH reactivity) of an air mass is defined in terms of the total loss rate of OH radicals due to
the presence of OH reactants in the air mass and is expressed as:

Total OH reactivity (s1) =3 £+ omy [Xi] M

where £.x; + onyis the pseudo first order rate coefficient for the reaction of species X; with OH, and
X; stands for individual OH reactants present in an air mass such as carbon monoxide (CO),
sulphur dioxide(SOy), nitrogen oxides (NO, NOy), and VOCs. Direct OH reactivity measurements
are an invaluable tool as they provide a robust measure of the reactive pollutant “loading” of an air
mass, considering that most air pollutants react primarily with the OH radical (Lelieveld et al,,
2004). In addition, by combining direct OH reactivity measurements with simultaneous
measurements of known OH sinks (e.g. CO, NOy and VOCs), it is possible to assess uncertainties
in emissions and modeling of VOC budgets (e.g. Di Catlo et al., 2004). Despite such obvious
importance, only few studies have reported direct OH reactivity measurements till date (e.g. Di
Carlo et al,, 2004; Hofzumahaus et al., 2010; Ingham, 2009; Kovacs et al., 2003; Ren et al., 2003;
Sadanaga et al., 2004a; Sinha et al., 2010; Yoshino et al., 2006). One reason for this is that there are
no commercial OH reactivity measurement instruments, and research instruments that are capable
of making such measurements are based on sophisticated and expensive detectors such as laser
induced fluorescence and proton transfer reaction mass spectrometers (Kovacs and Brune,
2001;Sadanaga et al., 2004b;Sinha et al., 2008). Amongst the available direct OH reactivity
measurement dataset in literature, the sites that have been studied encompass urban, suburban and
forested sites in the United States (e.g. Di Carlo et al., 2004; Martinez et al., 2003; Ren et al., 2000),
Japan (e.g. Sadanaga et al., 2004a; Yoshino et al., 2006), China (e.g. Hofzumahaus et al., 2010),
United Kingdom (e.g. Ingham, 2009), Germany, Suriname and Finland (e.g. Sinha et al., 2008; Sinha
et al, 2010) and Malaysia (Ingham, 2009). Only one study has reported direct OH reactivity
measurements from a coastal site, at the Weybourne Atmospheric Observatory on the North
Norfolk coast, in the UK (Lee et al., 2009). Coastal sites provide the unique opportunity to contrast
the chemistry of very different air masses such as marine influenced conditions, continental air or
even urban and industrial air masses at a single location depending on the surrounding sources and

the prevalent meteorology.

During the DOMINO campaign (Diel Oxidant Mechanisms In relation to Nitrogen Oxides) held
from 21.11.2008 to 08.12.2008 at the Atmospheric Sounding Station -El Arenosillo, located on the
Atlantic coast of southern Spain, direct OH reactivity measurements were made using the
comparative reactivity method described by Sinha et al. (2008). These are the first OH reactivity
measurements reported from Spain and enhance the direct OH reactivity measurement datasets in
literature to include south western Europe.

While several previous field studies (Di Carlo et al., 2004; Hofzumahaus et al., 2010; Ingham, 2009;
Kovacs et al., 2003; Ren et al., 2003; Sadanaga et al., 2004a; Sinha et al., 2010; Yoshino et al., 2006)
have focussed on testing the completeness of the suite of measured OH reactants by comparing the
directly measured OH reactivity with the summed up calculated OH reactivity due the measured
reactants by applying Equation 1, in this study, we did not undertake this since the suite of VOCs
measured during the campaign was not comprehensive enough to justify such an exercise.

Here, we focus on how the influence of air mass origin and history impacts the OH reactivity and
ozone photochemistry at the coastal site El Arenosillo, which is downwind of several large cities in
Spain such as Huelva, Seville and Madrid for substantial periods in the year. Employing in-situ
measurements of OH Reactivity, organic peroxy radicals (RO:"), hydroxy and hydroperoxy radicals
(OH, HOy) and NOy (NO, NOy) we examine the diurnal instantaneous ozone formation regimes
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and rates of production potential in different air masses arriving at the site by a variety of
approaches with implications for the future air quality of the region.

2 Experimental
2.1 Site description and wind sector classification

Figure 1a shows the location of El Arenosillo, (37.1 N — 6.7 W, 40 m asl) in southwestern Spain.
Stone pine trees (Piuus pinea ~ 5-10 m in height) were present in the immediate vicinity while the
Atlantic Ocean was only 300 m south of the measurement site. The urban and industrial areas of
Huelva city and the harbour (also shown in Figure 1a) were located about 35 km north west of the
measurement site. Huelva houses one of Europe’s larger oil refineries and air masses from this
sector contain emissions from related industrial / shipping activity. Madrid (also shown in Figure
1a) was located about 600 km north-north east (~30 degrees) of the measurement site while the city
of Seville was closer and only about 70 km east-north east of the measurement site (~60 degrees).
The wind rose of the measured OH reactivity is shown in Figure 1 b (right panel). Note that the
OH reactivity was highly dependent on the wind sector from which air masses arrived at the site.
The highest OH reactivity was observed in air masses arriving from the north eastern sector,
followed by the north western sector and the southern sector. In order to examine the impact of
these “chemically” different air masses in a meaningful way, measurements of OH reactivity,
nitrogen dioxide, nitric oxide, sulphur dioxide, ozone, formaldehyde, hydroxyl radical, hydroperoxy
radical and the sum of all peroxy radicals (RO2") were binned using three prevalent wind sectors
and the rationale for the wind sector classification is presented shortly. It is worth noting that while
short lived species such as OH radicals are not transported far from their point of production, their
in-situ formation and destruction rates in an air mass does depend on the chemical composition
and hence “history” of the air masses.

Based on dominant types of emission influencing the air masses, three different prevalent wind
sectors were identified for this purpose, namely 1) the continental sector which was influenced
mainly by aged air masses of continental origin (local wind direction: 0-60 degrees 2) the Huelva
sector (local wind direction: 270-340 degrees) which was heavily influenced by industrial and
shipping emissions 3) the ocean sector (local wind direction: 150-270 degrees) which was
characterized by relatively clean marine air except for occasional ship traffic. During the campaign
period, the site received air masses from each of these different source sectors at least 25 % of the
time. Thus, the comparison of the measurements in air masses from these different wind sectors is

statistically reasonable.

The classification of air masses in terms of local wind direction was also checked for consistency
with back trajectories by combining information about the air mass back trajectories calculated
using the NOAA HYSPLIT model with GDAS meteorology (Draxler and Rolph, 2011). For the
Huelva sector and ocean sector the local wind direction was consistent with the calculated air mass
back trajectories, for the continental sector, this was not always the case, the wind direction
sometimes deviating by some 20 degrees from the direction of the corresponding 24-hour back
trajectory. This fact was taken into consideration while choosing the 0-60 degree sector wind
direction for the continental air mass influence, which could otherwise have been a narrower sector

if only wind direction or only back trajectories had been used.

This is illustrated further in Figure 1a which shows selected back trajectories for each sector. Black
and its lighter shades are for the continental sector, red and its lighter shades are for the Huelva
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sector; dark blue and its lighter shades are for the ocean sector, and the different shades merely
indicate trajectories calculated at multiple heights (20 m, 100m and 500m above ground level;
darker the shade, higher the altitude). It should be noted from Figure 1a that the back trajectories
show similar characteristics for air masses arriving at different heights at the site which indicates the
homogeneity of the first few hundred meters. The back trajectories also showed that the air masses
arriving at the site stayed within the convective boundary layer during transport.

The trajectory shown for the continental sector in Fig la (black) corresponds to the highest
measured OH reactivity values for the entire campaign period of 63-83 s-(see Fig 1 b), observed
between 12:00 U.T.C and 14:00 U.T.C on 22.11.2008. Interestingly this was also associated with the
highest wind speeds of the campaign (> 5m/s), which would have favoured long distance transport.
As indicated by the trajectory which arrived at the measurement site at 12:00 U.T.C. on 22.11.2008,
the air masses had passed over Madrid less than 13 hours previously. There is a mountain range
about 1 km high just south of Madrid. Thus, instead of direct advection to El Arenosillo, emissions
from Madrid and surrounding areas may undergo upward and horizontal transport accompanied by
photochemical processing during the daytime boundary layer growth, and mix in with emissions
from Seville and other upwind areas before arriving at El Arenosillo. The red coloured trajectories
(Fig 1 a) depict the air masses that arrived from the Huelva sector at 21:00 U.T.C on 30.11.2008
and was associated with the highest OH reactivity values measured in air masses from this sector of
~25-33 s1, from 21:00 — 23:00 U.T.C. on 30.11.2008, again at high wind speeds (> 4m/s). Finally
the blue coloured trajectories show the air masses that arrived at the site at 02:00 U.T.C. on
07.12.2008. Air masses from this sector generally brought very clean air and were characterized by
low OH reactivity except for the odd NOy and SO; peak. Consequently in air sampled from this
sector, OH reactivity values were often below the instrumental detection limit of 3.5 s-. For the
blue trajectory shown in Fig 1a , measured OH reactivity values were always less than the detection
limit.

| Madrid *

s Aunoesy HO

Figures 1 (a) and 1 (b): Location of the measurement site Base de Arenosillo, 37° 05’ 58” N, 6° 44’ 17 W)
as well as Madrid and Huelva (shown with starts) in Spain with select back trajectories at multiple heights
from each wind sector (left panel) and wind rose plot showing OH Reactivity measurements (coloured
markers and scale), wind speed (radii) and wind direction (angle) for the measurements made during the
campaign (right panel).
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2.2 OH reactivity measurements

OH reactivity was measured using the comparative reactivity method. The method has been
described in detail in previous publications (Sinha et al., 2008; Sinha et al., 2010) hence only a brief
description and details pertinent to the operational parameters during the DOMINO campaign are
described here.

The comparative reactivity method for OH reactivity measurement employs an in situ competitive
kinetics experiment in which a proton transfer reaction mass spectrometer (PTR-MS) is coupled to
a turbulent flow glass reactor. Pyrrole (C4HsN) is introduced into the reactor and its concentration
C1 is monitored with a PTR-MS, in the air exiting the reactor. Then, synthetically generated OH
radicals (JOH] < [Pyrrole]) are introduced into the reactor at a constant rate to react with pyrrole.
This causes C1 to decrease to concentration C2. When ambient air is introduced into the reactor,
the various species present in it compete with pyrrole for the available OH, so that the
concentration of pyrrole increases to C3. Comparing the amount of pyrrole exiting the reactor in
the zero air (C2) and ambient air (C3), allows the introduced air sample’s OH reactivity to be
determined, provided the system is suitably calibrated for pyrrole (Sinha et al., 2009). The following
equation, a derivation of which is available elsewhere (Sinha et al., 2008), yields the measured OH
reactivity signal in terms of C1, C2, C3 and the rate coefficient of pyrrole with the hydroxyl radical
(kp = 1.2 x 10-19 molecules cm? s!(Atkinson et al., 1984):

_(c3-c2)

R. =
(c1-c3)

K,ClL @)
The values obtained using Equation 2 are corrected for deviations from pseudo first order
conditions using the pyrrole to OH ratio (i.e. C1/(C1-C2)), and for the dilution of ambient air
within the reactor. For the DOMINO campaign the pyrrole /OH ratio was ~ 1.7 leading to a
correction factor that lowers the values obtained from Equation 2 by ~ 30 %. Frequent tests (at
least every other day) with air samples of known OH reactivity (a propane gas standard), were
performed and excellent accountability for OH reactivity of the test samples was obtained. These
measurement settings are similar to that employed previously for measurements within a boreal
forest in Finland (Sinha et al,, 2010). Only three differences are worth mentioning. The inlet
residence time during the DOMINO campaign was < 4 s, compared to the inlet residence time of
< 8 s during the previous study in Finland. The reactor residence time was ~ 20 s, resulting in a
total sampling time of 24 s. The second difference was that the main sampling inlets were heated to
a temperature of 40 degree Celsius for the entire campaign period during DOMINO. Thirdly, fast
measurements of OH reactivity were performed by switching rapidly between baseline
(corresponding to C2 of measured pyrrole signal) and the ambient air (corresponding to C3 of
measured pyrrole signal) every 4 minutes.

Ambient air was sampled into the glass reactor at 180 ml min! in a total flow of 300 ml min-!
leading to a dilution factor of 1.7. A Teflon VOC pump was used to draw a fraction of the fast flow
from the ~15 m long main inlet Teflon tubing (12.7 mm outer diameter) which was at a height of
12 m above ground, and fitted with a Teflon filter to prevent particles form clogging the lines.

The detection limit for the OH reactivity measurements during this study was 3.5 s-I. The overall
uncertainty of the measured OH reactivity was ~20 %, obtained by applying the root square
propagation of uncertainties due to 1) rate coefficient of pyrrole + OH (14%), 2) overall flow
fluctuation (10%), 3) uncertainty in value of the pyrrole standard (5%), 4) precision error of PTR-
MS (4%), and 5) error in matching the humidity of the ambient air exactly (5%). NO mixing ratios
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exceeding 10 ppbV in ambient air are known to cause underestimation of the measured OH
reactivity in the comparative reactivity method (Sinha et al., 2008). However, the NO levels in the
ambient air during DOMINO were too low to cause any interference. Values of NO during the
campaign ranged from below 0.01 ppbV to a maximum of 8.2 ppbV in a single event on 05.12.2008
at 12:15 U.T.C. The average value of NO in ambient air for the entire campaign was only 0.21 £
0.6 ppbV, hence no corrections were required for the OH reactivity data on account of the NO
interference during DOMINO.

2.3 Simultaneous ancillary measurements

All other measurements used in this study were collocated and performed from the same mast with
less than 1 m separating the inlets of individual instruments. The only exception were ozone and
sulphur dioxide which were measured from a neighboring inlet (< 3 m away) installed on the mast
of a mobile van at a height of 10 m above ground (Diesch et al., 2012). As details regarding the
measurements of nitrogen oxides, formaldehyde, hydroxyl and hydroperoxy radicals during the
DOMINO campaign have already been described elsewhere (Crowley et al., 2011; Sérgel et al.,
2011) only a short description is given below..

2.3.1 NOy (NO,NO;) Measurements

NO and NO; measurements were made using a high resolution and high sensitivity
chemiluminescence detector (ECO-Physics CLD 790 SR, originally manufactured by ECO-Physics,
Durnten, Switzetland). NO is measured directly, however, NO: is measured indirectly after
conversion to NO using a blue light converter which is a solid state photolytic converter (Droplet
Measurement Technologies, Boulder, CO, USA). The total uncertainty including the precision and
accuracy error was 0.04 ppt + 5% of the measured value for NO and 8.29 ppt + 8% of the
measured value for NO2 for an integration period of 1s. A detailed description of the instrument

and calibration techniques can be found Hosaynali Beygi et al. (2011).
2.3.2 OH and HO; measurements

OH and HO; measurements were made using laser induced fluorescence spectroscopy. Details of
the instrument are available elsewhere (Martinez et al., 2010). The accuracy of the OH and HO»
measurement was * 18 % and the precision for OH was 0.034 pptv and 0.23 for HO», respectively.

After the DOMINO campaign, laboratory tests established an interference for the OH
measurement. To estimate the magnitude of the interference follow up measurements were
performed in the same season in 2009. They indicate an OH interference of about 60 % between
10 am and 3 pm (UTC) (E. Regelin, personal communication). In a recent paper by Fuchs et al.
(2011), an HO; interference is discussed due to presence of RO-radicals, in particular if the RO; is
originating from OH addition to alkenes or aromatics. The author reports for their instrument an
interference of up to 95 % depending on the type of ROo.. In this study we cannot exclude this
possible interference for the HO, measurement presented.

Hence for the purpose of this study, the presented OH and HO, measurements are considered as
upper limits.
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2.3.3 Formaldehyde (HCHO) measurements

A commercially available instrument (AERO Laser model AL 4021, Germany) was used for in-situ
HCHO measurements. This instrument is based on the Hantzsch reagent method. The time
resolution is 160 sec. Detection limit and precision were estimated from the 1o -reproducibility of
in-situ zero and calibration gas measurements as 22 pptv and * 15 %, respectively. The total
uncertainty is estimated to be 29 %.

2.3.4 Sum of peroxy radicals, RO;* = HO,+ X RO: (R stands for organic chain)

ROy were measured using a DUALER (DUAI channeL. peroxy radical chemical amplifiER)
adapted for ground based measurements. The instrument uses the well known PeRCA (Peroxy
Radical Chemical Amplification) technique (Hastie et al., 1991; Cantrell et al., 1993). The technique
converts ambient peroxy radicals into NO,, which is detected by measuring the chemiluminiscence
of its reaction with luminol. There are two identical lines working in alternate modes, i.e., an
amplification mode resulting from the chemical conversion of RO>* into NOz in a chain reaction
above the NO; background levels, and a background mode comprising NO: and all NO; sources
other than radicals in the air sampled and up to the detector such as reaction of NO with Os3, the
decomposition of PAN, etc. (Kartal et al., 2010). For the set up deployed within DOMINO the
total uncertainty of 1 minute averages was 30% for RH at 60% (detection limit 1-3 pptv) and 60%
for RH between 70- 90% ,(5-10 pptv detection limit).

2.3.5 Ozone (0O3), sulphur dioxide (SO2) and meteorological measurements

O3 and SO» were measured using commercial instruments (Airpointer, Recordum GmbH, Austria).
Meteorological parameters like temperature, relative humidity (RH), atmospheric pressure, wind
speed and wind direction were measured with a Vaisala WXT510 15125 (Vaisala, Helsinki, Finland)
meteorological station equipped at 10 m above ground level on the mobile laboratory (MolLa)
(Diesch et al., 2012). Limits of detection and precision were 1 ppb for both SO and Os.

3 Results and discussion
3.1 General trends in OH reactivity and dependency on air masses

Figure 2 (top panel) shows the time series of the 1 minute (gray dots; n = 11584 measurements)
and 30 minute averages (black circles) of the OH reactivity data during the DOMINO campaign.
The OH reactivity ranged from below detection limit (~3.5 s1) to 84 s, the latter being observed
between 12:00 U.T.C and 14:00 U.T.C on 22.11.2008 when air mass that had passed over Madrid
and Seville region less than 13 hours earlier arrived at the site from the Continental sector (local
wind direction: 0-60 Degrees; see also Fig 1 a and Section 2.1). Also shown in the top panel of
Figure 2 are the 30 min averages of the formaldehyde (HCHO) mixing ratios (green circles) and in
the bottom panel, a time series of the ambient temperature (solid black line) and nitrogen dioxide
(NOy) mixing ratios (red circles). Overall, there was considerable variability in the OH reactivity
with an average of 18 = 15 s'! for the entire campaign. The ambient temperature ranged from 2 —
23<C with the first four days from 21.11.2008 - 24.11.2008 generally warmer than the other periods
of the campaign. As shown in Figure 2, formaldehyde (HCHO) an oxidation product formed
during the hydroxyl radical initiated oxidation of many VOCs (Atkinson, 2003), appeared to
correlate with the profile of the measured OH reactivity for extended periods on certain days of the
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campaign such as: 21.11.2008 - 23.11.2008; 30.11.2008 - 01.12.2008; 04.12.2008-06.12.2008 and
07.12.2008-08.12.2008. However, the correlation coefficient between the 30 minute OH reactivity
and formaldehyde data for the entire campaign is only r = 0.5. High NO> values acted as a marker
for pollution plumes arriving at the site. This happened quite frequently as can be seen in Figure 2,
and although the average value for NO; was low (1.9 * 1.9 ppbV for the entire campaign),
occasionally peak values of ~ 13 ppbV were also observed during the campaign (see Fig 2). As
mentioned in Section 2.1, the measurement site was surrounded by a forest of Stone pine trees.
However, Song et al. (2012) who measured biogenic VOCs such as monoterpenes and isoprene
during DOMINO, found their levels to be low (average value of terpenes for the entire campaign
period: 10 pptV) with the highest value 140 pptV of isoprene. This is consistent with previous
seasonal studies of this vegetation (Keenan et al. 2009: Staudt et al. 2000). Aromatic VOCs such as
benzene, toluene and xylene, which were also measured by Song et al. (2011) were marginally higher
with mean values in the range of 10-156 pptV for the entire campaign. Thus the contribution of the
measured biogenic VOCs and the aromatic VOCs to the OH reactivity was negligible.
Unfortunately, other anthropogenic VOCs such as the C2- C8 alkanes and alkenes which are
known to be present in continental, urban and industrial emissions (e.g. Monks et al., 2009) were
not measured during DOMINO so information about their levels is unavailable.
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Figure 2: Time series of the 1 minute (gray dots; n = 11584 measurements) and 30 minute averages (black
circles) of the OH reactivity data during the DOMINO campaign (top panel) and the 30 minute averages of
the formaldehyde (HCHO) mixing ratios (green circles), the ambient temperature (solid black line) and
nitrogen dioxide (NO2) mixing ratios (red circles) (bottom panel).

Figure 3(a) shows a diel box and whisker plot of the measured total OH reactivity at El Arenosillo,
derived from all measurements (n > 11500). The range of OH reactivity even for the same hour of
the day shows considerable day to day variability (Below Detection .Limit. to 48 s!). We note that
except at 10:00 and 11:00 U.T.C, every other time of the day has some values close to the detection
limit of 3.5 s in the 10 percentile (lower whisker). These values correspond to periods when clean
air masses from the ocean sector were sampled at the site (see also Fig 1 b). The average and
median span a range of 9 - 25 s, with the average always greater than or equal to the median,
consistent with frequent pollution plumes being sampled at the site as indicated by the NO; time
series shown in Figure 2. Both median and average OH Reactivity values are generally higher
between 9:00 — 15:00 U.T.C but there does not seem to be a pronounced diel cycle. The strong
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peak between 9:00 — 11:00 U.T.C was probably due to both ship emissions from the ocean (150-
270 degrees ) and traffic emissions from the Huelva wind sectors (270-340 degrees). The average
diel profile for each wind sector, which is discussed next, and the high average NO, and SO, values
between 9:00-11:00 U.T.C in air masses from these sectors which are shown in Figure 4 and Figure
5 appears to support this hypothesis. Figure 3 (b) shows the average diel profile of OH reactivity
for air masses from each wind sector, namely the continental (black markers), Huelva (red markers)
and ocean (blue markers) sectors. Cleatly, the highest average OH reactivity was always in air
masses that arrived from the continental sector carrying aged and processed emissions followed by
the Huelva sector and the ocean sector. The average and diel range of the OH reactivities for each
of the sectors were: continental sector (average: 31.4 + 4.5 s-1; range: 21.3 - 40.5 s°1), Huelva sector
(average: 13.8 £ 4.4 s1; range: 7 — 23.4 s1), ocean sector (average: 6.3 £ 6.6 s°!; range: below
detection limit —21.7 s°!). The highest average OH reactivity of 20 s at 10:00 U.T.C. in the ocean
sector air masses as discussed earlier is likely due to ship traffic and mixed in industrial emissions

from the Huelva harbour area.
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Figure 3 (a) and 3 (b): Diel box and whisker plot of the total OH reactivity at Base de Arenosillo, 37° 05’
587 N, 6° 44’ 17” W) detived from all measurements (n > 11500) duting the DOMINO campaign (top) and
average diel profile of OH reactivity for air masses from the continental (black), huelva (red) and ocean (blue)
wind sectors.
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The average value of 6 s! for the ocean sector is comparable to the average value of 5 s-! reported
by Ingham et al. (2009) and Lee et al. (2009) from the Weybourne Atmospheric Observatory in
UK, which is on the North Sea coast. They are also quite close to the average value of 4 s! reported
by Mao et al. (2009) over the Pacific Ocean during the INTEX-B campaign between 0-2 km above
sea level. Remarkably, the average value of 13.8 s-! for the Huelva sector is quite similar to the
median value of 11.3 s reported by Kovacs et al. (2003) from a site 8 km downwind of Nashville
TN in the United States. Both Huelva city and Nashville TN have large petrochemical industries. In
addition, Huelva also houses Spain’s largest pulp/paper mill. As the distance of these sources was
less than 35 km from the measurement site during DOMINO, emissions from such anthropogenic
sources are expected to have contributed significantly to the OH reactivity in air masses arriving
from the Huelva sector.

The average OH reactivity of ~ 31 s! measured in continental sector air masses is remarkably high
for the fact that there were no obvious nearby strong point emission sources in this sector. The fact
that highest values were observed at the highest wind speeds (see Fig 1 b) and sustained levels of
high average OH reactivity > 20 s by day and night were observed whenever the air came from
the continental sector, also indicates that the species responsible for the high OH reactivity did not
have local sources. Aged air masses can contain significant amounts of reactive oxidation products
formed due to photochemical processing of the primary anthropogenic emissions such as alkanes
and alkenes (Butler et al., 2011). As shown in Figure 1a, the transport time of less than 13 hours for
air masses that had passed over Madrid , implies that a significant fraction of the emissions from
Madrid, and indeed more reactive secondary oxidation products from precursors such as alkanes
and aromatic VOCs (Lee et al., 2009) would still be present in these air masses. Most of the NOy
would however have reacted away, and as shown later in Figure 5, this was indeed the case. Such
high levels of OH reactivity have previously only been observed downwind of or within urban sites
such as the Mexico Metropolitan Area (median: 33 s; (Shirley et al, 2006), New York City
(average: 19 s (Ren et al., 2003) and Tokyo city (Average 30 s'; (Sadanaga et al., 2005). In Section
3.2, we examine the strong wind sector dependence in the diurnal profile of some of the other
measured chemical species as well before discussing the implications of this on zone chemistry in
Section 3.3.

3.2 Diurnal profile of radical species, formaldehyde and sulphur dioxide

Figure 4 shows the measured average diurnal profiles of the hydroxyl radical (OH), hydroperoxy
radical (HO3), sum of peroxy radicals (RO2"), formaldehyde (HCHO) and sulphur dioxide (SO»)
for all the three wind sectors. It can be seen that for all the species shown in Figure 4 with the
exception of sulphur dioxide, the trend of measured values follows the same as that observed for
the measured OH reactivity, namely, continental sector values > Huelva sector values > ocean
sector values. In particular, note that HO,, RO," and HCHO are typically twice as high in air
masses with strong continental influence compared to air masses from the Huelva and ocean
sector, for most hours of the day. The RO;" data at 10:00 U.T.C is not shown due to insufficient
number of ROz"'measurements at this hour from this sector (n = 17) only due to calibration checks
of this particular instrument, whereas all other RO2" data have n > 40. None of these species would
contribute significantly in terms of absolute magnitude to the measured OH reactivity and most are
not even transported due to their short lifetimes but rather produced in-situ. Yet they do suggest
strongly and independantly from the OH reactivity measurements, that the continental air masses
were very different from the other air masses in terms of chemical composition. Also in Figure 4, it
should be noted that SO, is present at several ppb in air masses from the Huelva and ocean sector,
but is almost zero in continental sector air masses. Crowley et al. (2011) have discussed the
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influence of Spain’s largest paper mill which is located in Huelva in terms of malodorous sulphur
emissions at ppbV level. The SO» profile shown in Figure 4 suggests that the Huelva and ocean
sector air masses are characterized by higher sulphur dioxide due to strong sources of sulphur
(refineries, ship traffic, paper mill). The proximity of those strong sources to the measurement site,
would favour more efficient transport of the primary emissions and lower photochemical

processing in contrast to the continental sector air masses.

Such different “chemical” loadings and reactivity from different wind sectors at El Arenosillo, has
important implications for the ozone chemistry at the site, and in the next few sections we examine
the impact of the different air masses on the instantaneous diurnal ozone production regime and
rates using different methods that have been proposed in previous works.

I T
Continental Sector (0-60°)
Huelva Sector (270-340°) —
Ocean Sector (150-270%) _]

8 9 10 11 12 13 14 15 16
Time of the Day (U.T.C/L.T.-1)

Figure 4: Average diurnal profiles of the hydroxyl radical (OH), hydroperoxy radical (HO2), sum of peroxy
radicals (RO2*), formaldehyde (HCHO) and sulphur dioxide (SO3) in air masses from the continental, huelva
and ocean wind sectors.

3.3 Derivation of instantaneous ozone production regimes in air masses

In order to assess whether the ozone production regime was limited by NOy or VOCs or both, two
similar but differently formulated diagnostic methods were applied. The first method is based on
the approach of Kirchner et al. (2001) while the second is a modified version of the traditional
VOC/NOx ratio method as given in Seinfeld and Pandis (2006). Both methods rely on accurate
determination of the ratio of OH reactivity due to VOCs to OH reactivity due to NOy and are
elucidated in detail below.

Conventionally, OH reactivity due to VOCs would require measurements of all individual VOCs
followed by summation of their individual OH reactivities, which is the product of the VOC
concentration and its reaction rate coefficient with the OH radical. The tremendous advantage of
the directly measured total OH reactivity of air masses is that the OH reactivity due to VOCs is
easily obtained by subtracting the OH reactivity of NOy from the directly measured total OH
reactivity.
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The NO, OH reactivity for the air masses analyzed during DOMINO was calculated using NO and
NO:> concentrations (obtained by using respective temperatures and pressures for the measured
mixing ratios) and their pseudo first order reaction rate constants with the OH radical (Atkinson et
al., 2004) as given by Equation 1. Thus,

NO, OH Reactivity = Kopy.no2[NO, |+ Kopono [NO] 3)
and
VOC OH reactivity = Total OH Reactivity — NOx OH Reactivity @

The above approach assumes that OH reactants other than VOCs and NOj, do not contribute
significantly to the directly measured OH reactivity, which is a reasonable assumption since most
other abundant inorganic species (e.g.Os, H2O») react only slowly with OH and SO» contribution to
OH reactivity during DOMINO is negligible.

Method 1: This method is based on the approach of Kirchner et al. (2001) and is quite useful when
both direct OH reactivity and NOy measurements are available as was the case during DOMINO.
Details about the extensive validation of this approach are available in the original work by
Kirchner et al (2001). Briefly, this method makes use of an indicator ratio namely ® = VOCT'oy /
NOsToy which describes the ratio of the lifetime of the OH radical against the losses by reacting
with VOCs and NOx respectively. Since the reactivity is the inverse of the respective lifetime for the
extremely short lived OH radical, ® = NO, OH Reactivity/ VOC OH Reactivity. Kirchner et al.
(2001) tested the validity of this indicator extensively against other indicators such as the O3/NO,
ratio and H>O, / HNOj ratio and found it to be robust. In contrast to the other indicators, ® is not
based on long lived species and therefore permits finding the instantaneous ozone production
regime of an air parcel. As per this indicator method, for ® > 0.2 (* 0.1), the ozone production
regime is VOC limited, whereas for indicator values below 0.01 the ozone production regime would
be primarily NOy limited. The intermediate range of 0.01 < ® < 0.2, indicates that the ozone
production depends strongly on both NOy and VOC levels.

Method 2: This method employs the ratios of VOC to NOy present in an air mass (Seinfeld and
Pandis (2006) and is based on observed characteristics of the average VOC-OH reaction rate
constant in a typical urban atmosphere. Accordingly, a VOC-to NOx ratio > 5.5 is indicative of a
NOy limited ozone production regime, whereas a VOC-to NOx ratio < 5.5 indicates a VOC limited
ozone production regime. For the ratio to be valid, the VOC concentration must be expressed on a
per carbon atom basis. Note that the term VOC as defined in both Method 1 and Method 2 does
not exclude carbon monoxide and methane As mentioned eatlier, both carbon monoxide and
methane and indeed most of the important C2-C8 VOCs were not measured during DOMINO.
However, the ratio of VOC- OH reactivity to NOy -OH reactivity should represent the rates of
VOC and NOx reactions better since reaction rate constants are also taken into account. So in our
modified approach we replaced the ratio of VOC to NOy mixing ratios by the VOC OH Reactivity
to NOy OH Reactivity. This enables us to examine how the modified approach compares with
results obtained using Method 1 while retaining the threshold ratio of 5.5.

Figure 5 shows a summary of the results. The top two panels of Figure 5 show the instantaneous

diurnal ozone production regime for each of the three air mass sectors, namely, continental (black
markers), Huelva (red markers), and ocean (blue markers) using Method 1 and Method 2. The two
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bottom panels show the measured NOx (NO, NO») mixing ratios. Both Method 1 and Method 2
show good agreement within the uncertainty of the individual indicator ratio. This is also not
surprising as the thresholds are not too different at least for the VOC limited ozone production
regime (5 in Method 1 and 5.5 in Method 2). A noteworthy feature is that they seem to be
consistent within the levels of NOy present in the different air masses. For example the ozone
production regime in the continental sector air masses is always a NOx limited regime, and the NOx
mixing ratios measured in these air masses were also the lowest. A characteristic of NOy limited
regimes is that before the end of the day most of it reacts away and this also reflected in the diurnal
trends of NOx measured in air masses from the continental sector. From the data shown in Figure
5, it appears that there are occasions when ozone production in the Huelva and ocean sector air
masses falls under a VOC limited regime. Looking at the high ppbV level NO during these hours
for the Huelva and ocean sectors, this might not seem surprising. However it should also be noted
that on several such occasions (e.g. from 10-14), the values of the indicator ratios in both methods
for Huelva and ocean sector air masses are at the border of the NOy and VOC limited regimes,
making the case for a clear delineation of regimes weak for such cases. Towards the end of the day,
as NOy levels decrease and photooxidation products are formed, the ozone production regime
tends to become NOj limited.

In Section 3.3 we calculate rates of the instantaneous ozone production potential in air masses from
the three sectors using two different methods that have been used in the literature.
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Figures 5: Instantancous diurnal ozone production regime for each of the three air mass sectors, namely,
continental (black markers), huelva (red markers), and ocean (blue markers) using Method 1 and Method 2
(top two panels) and average diurnal NOx (NO, NO») mixing ratios (bottom panels).

3.4 Derivation of rates of instantaneous ozone production potential

Before presenting the expressions used for calculating the rates of the instantaneous ozone
production potential, it is helpful to recall the main steps in ozone production from hydrocarbons.

A generic hydrocarbon RH reacts with the OH radical in the presence of oxygen to form
an alkyl peroxy radical (RO»).
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RH + OH +0O,; — RO; + HO R1)

Next, the alkyl peroxy radical reacts with NO when present,

ROz + NO — RO + NO» R2)
to produce an alkoxy radical that reacts with Oo,

RO + Oz — Carbonyl compound + HO; (R3)
The hydroperoxy radical formed can also react with NO as in Reaction (R2)

HO; + NO — OH + NO» R4)

The NO; molecules photodissociate to form oxygen atoms (O) that combine with molecular
oxygen (Oz) and form ozone (O3):

2NO,+hy —2NO + 20 (R5)
20+ 20,—20; Ro)

Reactions (R1) to (R6) can be summarized as:

RH + 40; + h§ — H,O + 2 O3 + Carbonyl compound (R7)

Based on typical reaction rate constants, generally Reactions (R2) to (R6), as shown above are faster
than Reaction (R1), and thus the latter reaction of the hydrocarbon with the OH radical is the rate
determining step in production of ozone, which actually occurs in two steps (shown below as R1 a
and R1 b) of which the first Reaction (R1 a) is the slower and hence rate limiting:

RH + OH — R + H,0 (R1 2)

R+Oz—>ROZ (Rl b)

The number of O3 molecules formed during the oxidation of a given hydrocarbon depends on the
number of NO to NO: conversions that occur during its oxidation and assuming that all peroxy
radicals react only with NO (a reasonable assumption under sufficient NOj levels) and not amongst
themselves, as a first approximation the ozone production potential due to a generic hydrocarbon
can be expressed as:

O; production potential = £rrr+orr [RH] [OH] x n 5)
where 7 is the number of NO to NOz conversions that occur during the oxidation of RH.

As shown in the above example where two NO to NO; conversions took place, #»=2 is a reasonable
value and is frequently used in Eq. (5) for assessing the Os production potential of a given

hydrocarbon (Hewitt, 1999) and policy for control of VOCs that act as ozone precursors.

Note that using # = 2, from Eq. (5) the total ozone production potential for an air mass can then be
expressed as:

O3 production potential = (VOC OH reactivity of air mass) x [OH] x 2 (©)
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where the VOC OH reactivity of air mass = Y Arp+on [RH].

For DOMINO, the VOC OH Reactivity can be obtained from the directly measured OH reactivity
as explained in Sect. 3.2. OH mixing ratios were also measured using laser induced fluorescence
(Martinez et al., 2010).

The second method of estimating the O3 production potential in an air mass is based on the
approach used previously by Sommariva et al. (2011) that uses measured mixing ratios of ROz, HO;
and NO and is given by:

O; production potential = £roz+no [HO2] [NOJ + Y. £rozi+no [ROzi] [NOJ (™)

In order to apply Eq. (7) for analysis of the DOMINO data, )’ RO»; was obtained by subtracting
the measured HO; from the measured total sum of peroxy radicals (RO2") and the reaction rate
constants were taken from Atkinson et al. (2004). The value used for Aroz+no was 1X10711 c¢m3

molec™! s~

Note that both methods of estimating the total ozone production potential of air masses give
complementary information. The VOC OH reactivity based ozone production approach gives an
estimate of the total ozone production potential of a given air mass and not necessarily the in-situ
gross local ozone production, unless the entire VOC oxidation process takes place at the same site
(which is seldom the case). Also the expression is valid only for air masses where NOx is not the
limiting reactant. Nonetheless it is a very useful expression for a priori O3 production control and
VOC emission control and hence used widely in urban atmospheres where NOy levels are usually
high. The second approach which is based on in-situ measurements of RO2, HOz and NO yields
the gross local in-situ O3 production but again as an upper limit since it also assumes that all the
peroxy radicals react only with NO to form NO> and all the NO; formed thereby, photodissociates
and forms O3 with Oz. In reality NOz can also react with OH forming HNOj, which reduces the
O; formation rate in high NOy environments by removing radicals from the system. As mentioned
earlier, for the current analysis where the focus is on relative differences of the air masses sampled
at the site and their impact on rates of the ozone formation potential, important inferences can be
drawn by applying both methods to the measured data.

Figure 6 shows the diurnal profile of O3 and the instantaneous rates of O3 production potential
(black: continental sector; red: Huelva sector; blue: ocean sector) derived from the in-situ
measurements at El Arenosillo). The average O3 mixing ratios between 07:00 and 16:00 U.T.C for
each of the sectors differs by less than 2 ppb, with the peak values of ~ 40 ppbV occurring at 15:00
U.T.C in air masses from the continental sector. A linear fit (green dotted line in top panel of Fig 6)
to the measured O3 mixing ratios in air masses from the continental sector yields the slope for a net
ozone production of 1.9 ppb/ht.

In stark contrast to similar values for the mixing ratios of ozone in air masses from the different
sectors, the O3 production potential derived using the measured VOC- OH reactivity and OH
values (middle panel of Fig 6) shows the highest rates of O3 production potential for the
continental sector air masses with peak values of about 40 ppb/hr at 11:00 U.T.C., which are
incredibly high considering the actual measured levels of Oj at the site. The peak values in the
Huelva and ocean sector air masses are less than 20 ppb/hr using the same method. Rates of ozone
production potential for the different air masses derived using in-situ measurements of NO, HO»
and ROz are shown in the bottom panel of Figure 6. These show a completely different trend with
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higher rates of ozone production potential for the Huelva and ocean sectors compared to the
continental sector which is the lowest. Remarkably, values of the ozone production potential using
both methods ate quite comparable for the Huelva and ocean sector air masses (0-20 ppb/ht).
Note also that from 13:00 U.T.C onwards both methods shows a steady decrease in the
instantaneous O3 production rates in all air masses and converge to almost zero rates of Os
production at 16:00 U.T.C. It is worth mentioning that the values for instantaneous rates of O;
production obsetved are much lower than the 0- 160 ppb/hr range reported by Sommatriva et al.
(2011) during the TexAQS 2006 study. The main reason for this is that NOx levels, in particular for
NO were significantly lower during DOMINO (average range: ~0.1- 5 ppbV) compared to the
TexAQS study (average range: ~0.7 — 15 ppbV).

The apparently irreconcilable trends in the rates of ozone production potential for different air
masses using the two methods can be understood by noting from Section 3.2, that the ozone
production regime at the site was mostly NOx limited, with air masses from the continental sector
always falling in the NOy limited regime (Figure 5). As mentioned earlier during the description of
the methods, the estimation method based on VOC-OH reactivity, would be expected to perform
accurately (though still an upper limit) only when NOy is not the limiting factor for O3 production.
In contrast the method based on measured HO2, RO> and NO performs better in explaining the
observed ozone production at the site because it represents the local in-situ O3 production and
includes the measured NO values in its formulation.

The combination of both methods however gives both the local and likely regional picture, for
example in response to future NOy increases. The high rates of O3 production potential estimated
by the VOC-OH reactivity based method, show that if strong sources of NOy come up in the
future in the continental wind sector close to the site, O3 production rates at the site could increase
by a factor of 2.

This also implies that places located in the continental wind sector that are currently upwind of El
Arenosillo could potentially be subject to similar impacts in terms of high rates of O3 production
due to the addition of strong NOy sources.
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Figure 6: Diurnal profile of O3 and the instantaneous rates of O3z production potential (black: continental
sector; red: huelva sector; blue: ocean sector) detrived from the in-situ measurements made at Base de
Arenosillo, 37° 05 58” N, 6° 44° 177 W.
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4 Conclusions

The first dataset of direct OH reactivity measurements in ambient air from Spain at the coastal site
El Arenosillo highlights the importance of ditect OH reactivity measurements for classifying air
masses based on their pollutant loading and constraining the in-situ instantaneous ozone
production regimes and rates in combination with measurements of five parameters namely
nitrogen oxides (NO, NOy), hydroxyl radical (OH) and the peroxy radicals (HO2 and RO»).

Although measurements of several important classes of VOCs (e.g. anthropogenic alkenes) were
unavailable during DOMINO, direct OH reactivity measurements enabled classification of
different air masses based on their reactive pollutant loading. Surprisingly, continental air masses
from the north easterly direction with photochemically processed emissions from cities like Madrid
and the Seville area were found to have significantly higher reactivity compared to the relatively
“fresh” industrial emissions from Huelva which was north west of the measurement site at El
Arenosillo. In stark contrast, clean marine air masses arriving at the site from the Atlantic ocean
often had OH reactivity values which were below the instrument’s detection limit (< 3.5 s1). Thus,
extremely high variability was observed at this single site with values ranging from below detection
limit to 85 s, covering the average range of OH reactivity values that have been reported in the
literature from more than three quarters of all sites where such measurements have been performed
(e.g. Table 1 of Lou et al 2010.).

Using two methodologies prevalent in the literature we show that using measurements of three
parameters namely NO, NOz and OH reactivity, one can determine the instantaneous ozone
production regime in different air masses at a single site which may be very helpful for policy
decisions regarding ozone reduction and emissions control at specific locations. Further by
calculating instantaneous ozone production rates using two different methods, we demonstrate the
complementary information provided by both.

In this particular study we found that the potential ozone production rates based on just the
measured VOC OH reactivity and OH radicals at El Arenosillo are very high when air masses
arrive from the continental sector. The other approach of calculating the in-situ ozone production
rates which takes into account NO and peroxy radical levels yields lower values as the site is
predominantly a NOx limited regime.

The complementary information (one local and the other more regional) provided by employing
both methods indicates that if upwind point sources of NOy were to increase north east of El
Arenosillo with VOC emission levels staying the same as observed in this study, then ozone
production rates at the site could potentially increase by a factor of two to 40 ppbV/hr causing a
dramatic increase in regional ozone levels. On the other hand addition of upwind point NOy

sources north west of El Arenosillo would not cause such high ozone production rates.

Such information made possible by direct OH reactivity measurements would be very useful for
environmental impact assessment and policy decisions on urban planning efforts focussed on
ozone reduction. With increasing urbanization and industrialization in the future, adding the OH
reactivity measurements to pollution monitoring networks that already measure criteria air

pollutants like ozone and NOy would provide detailed in-situ ozone production regimes and rates.
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Abstract

Nighttime mixing ratios of boundary layer N>Os were determined using cavity-ring-down
spectroscopy during the DOMINO campaign in Southern Spain (Diel Oxidant Mechanisms In
relation to Nitrogen Oxides, 21.11.2008 - 08.12.2008). N>Os mixing ratios ranged from below the
detection limit (~ 5 ppt) to ~ 500 ppt. A steady-state analysis constrained by measured mixing
ratios of N2Os, NO» and O3 was used to derive NOs lifetimes and compare them to calculated rates
of loss via gas-phase and heterogeneous reactions of both NO3 and N2Os. Three distinct types of
air masses were encountered, which were largely marine (Atlantic), continental or urban-industrial
in origin. NOj lifetimes were longest in the Atlantic sector (up to ~ 30 min) but were very short (a
few seconds) in polluted, air masses from the local city and petroleum-related industrial complex of
Huelva. Air from the continental sector was an intermediate case. The high reactivity to NOs3 of
the urban air mass was not accounted for by gas-phase and heterogeneous reactions, rates of which
were constrained by measurements of NO, volatile organic species and aerosol surface area. In
general, high NO» mixing ratios were associated with low NOj lifetimes, though heterogeneous
processes (e.g. reaction of NoOs on aerosol) were generally less important than direct gas-phase
losses of NOs. The presence of SOz at levels above ~ 2ppb in the urban air sector was always
associated with very low N2Os mixing ratios indicating either very short NOjs lifetimes in the
presence of combustion-related emissions or an important role for reduced sulphur species in
urban, nighttime chemistry. High production rates coupled with low lifetimes of NOj; imply an
important contribution of nighttime chemistry to removal of both NOx and VOC.

1 Introduction

The photochemically driven, OH-initiated oxidation processes during the day are supplemented by
(ot, for several classes of volatile organic compounds (VOCs) such as terpenes or CH3;SCHs,
surpassed by) night-time reactions with the NOj radical (Wayne et al., 1991). The interaction of
NOs3 with VOCs leads to the formation of organic peroxy radicals, and via secondary reactions to
HO; and OH (Platt et al., 1990; Sommariva et al., 2009). NO3 can thus initiate and propagate
nocturnal radical chemistry linking HO, and NOx chemistry and significantly impacting on
oxidation rates of several classes of atmospheric trace gases.
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NO; is formed predominantly in the reaction of NO; with O3 (R1) and is converted to N2Os via
further reaction with NO» (R2). The thermal decomposition of N»Os links the concentrations of
NOs3 and N»2Os via the equilibrium constant, K». Simultaneous measurements of NOj3; and N2Os
(Brown et al., 2003a; Crowley et al., 2010) confirm that (under most conditions) the timescales to
acquire equilibrium are sufficiently short that the relative concentrations of NOj3 and N2Os in the
atmosphere are controlled only by the temperature and levels of NO..

NO,+03; = NO3;+0, R1)
NO>+NO3;+M > NL,Os+M R2)
N>,Os5+M -> NO,+NOs;+M (R3)

The impacts of NOj3 and N2Os on nighttime chemistry depends on their relative rates of loss via
gas-phase and heterogeneous reactions. Whereas NOj3 is lost mainly via gas-phase reactions with
e.g. VOCs (see above), N2Os is removed predominantly by heterogeneous hydrolysis on aqueous
acrosol, which can substantially modify the amount of reactive nitrogen available for daytime
photochemistry. In the polluted boundary layer, this process influences the fate of NOx emissions
and their potential for photochemical ozone formation and also (via heterogeneous chemistry on
sulphate particles) links O3 production rates to emissions of SOz from e.g. power plants or shipping
(Brown et al.,, 2006). It has recently been shown that heterogeneous reactions of N2Os with
chloride containing particles can also represent a significant source of photo-labile chlorine (in the
form of CINO: and Cly) (Roberts et al., 2009; Thornton et al., 2010).

The objectives of this study were to examine the roles and relative importance of gas phase and
heterogeneous processing of NOj3; and N>Os in chemically distinct air masses: urban (strong
anthropogenic influence), continental (mainly biogenic emissions) and maritime. In order to achieve
these objectives the NO3 and N>Os measurements were accompanied by instrumentation for trace

gas and aerosol characterisation (see later).

1.1 NO:; lifetimes

The production rate of NOj is given by k]_[NO 2 ][03] (generally we write 4; as the rate coefficient

for reaction (Ri)) so that its stationary state turnover lifetime, T,(NOs3), can be calculated from
observations of its concentration and those of O3 and NOx:

[NOs]

7ss(NO3) =} N0, 05]

)

Whenever we use the term “NOs lifetimes” in the manuscript, we refer to Ts(NO3).

NOs3 can be removed directly from the air by e.g. reaction with organic trace gases (Wayne et al.,
1991) or indirectly via removal of N»Os via e.g. heterogeneous loss to aqueous particles. As
described previously (Geyer et al, 2001b; Aldener et al., 2006; Crowley et al., 2010) the
contributions of direct and indirect losses of NOs to its lifetime can, in principal, be evaluated if K>
(the equilibrium constant 42 / £2) and [NO,] ate known:
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1
TSS(NOS)zm @)
SS

where £,(INO3) is the overall loss frequency of NOj3 from stationary state and is equal to
% (ki[xJj)+0.25c7(NO3) A+ fdd(N03)+(O.2567/(N205)A+ fiq(N2Os) + fH20)<2[N02]

In this expression, & (cm? molecule! s1) is the rate coefficient for reaction of NO; with trace gas i
at concentration [X]i (molecule cm3), A4 is the aerosol surface area density (cm? cm3), € (cm s1) is

the mean molecular velocity of NOj3 or N2Os, Y(NO3) and y(N2Os) are the dimensionless uptake

coefficients for irreversible reaction of NOs3 or N»Os with aerosol, f dd (8 Is the first-order rate

constant for dry deposition of NO3 or N2Os and fio (s1) represents the homogeneous, gas-phase
loss of N2Os via reaction with water vapour.

Recent measurements of long lifetimes of N>Os even in the presence of high relative humidity
(Brown et al., 2009; Crowley et al., 2010) imply that f120 is too small to be important under most
conditions. The rate of uptake of a trace gas to airborne particles can be reduced by concentration
gradients close to the particle surface, which requires modification of the simple expression for the

heterogeneous loss rate, Khet = 0.25C A, as used in Equation (2). The effective uptake coefficient

(¥ effective) 1s approximated by (Fuchs and Sutugin, 1970):

1 1 0.75+0.283Kn
- =T C)
Vefiective 7 Kn(Kn +1)
3D
where KN'==——— | 1 is the radius of the particle at the maximum of the surface area weighted
C-Tlw

size distribution, and D, is the gas phase diffusion coefficient of N>Os or NOj at the appropriate
pressure and temperature. For N2Os, D, is 0.085 cm? s at atmospheric pressure and 298 K
(Wagner et al., 2008). During the nights of the campaign, the dominant contribution to aerosol
surface area was by particles with diameters of less than ~200 nm. In this case, only uptake
coefficients close to unity require significant correction. For example, an uptake coefficient of ~0.1
would be reduced by transport limitations to ~0.09, whereas a y of 1 would reduce to ~0.5. A value
of 0.5 is therefore the approximate maximum value of Y(N20s) or y(NO3), which can be used to
calculate NOj lifetimes using Equation (2). More realistic (lower) values of vy, derived from

laboratory and field experiments are discussed later.
At low aerosol loading (or low values of ) and negligible dry deposition the term (in Equation (2))

(0.255}/(N205)A+ f4g(N20s) + fHo0 }KZ[NOZ] becomes diminishingly small and NOs

lifetimes are largely independant of NO> concentrations. On the other hand, if gas-phase losses of
NO;j are slow, N2Os chemistry can be important and NOj lifetimes will show a dependence on the
inverse NOz concentration (Heintz et al., 1996; Martinez et al., 2000; Geyer et al., 2001b; Brown et
al., 2003a; Brown et al., 2003b; Aldener et al., 2006; Brown et al., 2009).
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Certain conditions must be fulfilled if Equation (2) is used to examine NOj lifetimes and draw
conclusions regarding direct and indirect loss routes. Firstly, NO3 production rates are governed by
a slow reaction between NO; and Os. Application of a stationary state analysis to NOj lifetimes is
only suited to air-masses where the chemical lifetime of NOj (or N2Os) is sufficiently short that
stationary state is achieved with the transport time from the emission region to the measurement
site (Brown et al., 2003a).

Stationary state is formally achieved when the rate of change of NOj3 and N»Os are zero, ie.
dANOs/dt = £[NO2[O3] + £2[N2Os| — &[NO2|[Os] — £INO3)[NO;] = 0 and dN.Os/dt =
£2[NO2|[NOj3| — £2[N20s] — £"N205] = 0, where £ (NO3) and £”"(N20Os) are summed first order
loss rate constants for any reactions involving NOj3 and N2Os. The approximate time t