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Abstract

The PANDA experiment is one of the key projects at the future FAIR facility, which
is currently under construction at GSI Darmstadt. Measurements will be performed
with antiprotons using a fixed-target setup. One of the pillars of the PANDA program
is hadron spectroscopy, in particular studies related to charmonium spectroscopy. The
high number of expected collisions allows new discoveries and more accurate measure-
ments of the properties of already known particles. The luminosity is a measure of how
efficiently collision events are produced at particle accelerator facilities. Keeping track
of luminosity allows monitoring the performance of the accelerator and thus promptly
provides information for beam parameter adjustments to optimize the performance. In
addition, precise luminosity data is crucial for absolute cross section measurements.

For the PANDA experiment the luminosity will be extracted by monitoring the scat-
tered antiprotons from the pp forward elastic scattering. The dedicated detector sys-
tem, the Luminosity Detector, is currently under construction. The main part of this
work describes in detail the developed reconstruction software and summarizes the
simulation studies. The systematic uncertainties of the luminosity determination com-
ing from the extraction method are expected to be below 0.1 %.

The largest uncertainty is coming from the model description of the elastic scatter-
ing. Depending on which experimental data is used, the systematic uncertainty even
of the most accurate model varies between 1-10%. The background is the second
strongest contribution to the systematic uncertainty. According to simulation studies,
the background contribution can be reduced down to the level of 1%.

In a pp experiment the non-vector charmonium states can be directly produced.
Therefore, the fundamental properties such as mass and width of the non-vector states,
e.g. of the singlet state of P wave charmonium h.(P;), could be measured more accu-
rately than it is currently done with e*e™ colliders. The possible decay modes of the
he(Py) remain an open question. So far only few of them could have been observed.
This work explores the feasibility of the measurement of A.(P;) hadronic decay modes
by PANDA. To select the signal events in large background environment, a model de-
pendent analysis is proposed. The expected signal efficiency is on the level of 40 %.
The background can be suppressed by a factor 10°.



Zusammenfassung

Das PANDA-Experiment ist eine der Siulen der zukiinftigen Beschleunigeranlage
FAIR, die an der GSI in Darmstadt entsteht. Fur die Experimente werden Antiproto-
nen zum Einsatz kommen, die auf ein festes Target geflihrt werden. Der Schwerpunkt
des PANDA-Physikprogrammes liegt auf dem Studium der starken Wechselwirkung im
Energiebereich des Charm-Quarks, und hier im Bereich der Charm- und Charmonium-
spektroskopie. Die zu erwartende Menge an Daten von PANDA ermoglicht sowohl neue
Entdeckungen im Gebiet der Hadronphysik, als auch die Messung von Teilcheneigen-
schaften bereits bekannter Teilchen mit hoherer Prazision als bisher.

Die Luminositat ist ein Maf3 fiir die Haufigkeit von Reaktionen an Teilchenbeschle-
unigeranlagen. Mit Hilfe der Messung der Luminositdt konnen die Strahleigenschaften
des Beschleunigers tiberwacht und gegebenenfalls unmittelbar angepasst werden. Auf3-
erdem ist die genaue Kenntnis der Luminositat fir die Messung absoluter Wirkungs-
querschnitte notwendig.

Die Luminositat des PANDA-Experiments wird durch die Messung elastisch gestreuter
Antiprotonen unter Vorwadrtswinkeln ermittelt. Das zugehorige Detektorsystem, der
Luminositatsdetektor, befindet sich im Bau. Im Rahmen dieser Arbeit wurde die Rekon-
struktionssoftware entwickelt und anhand ausfiihrlicher Simulationsstudien getestet
und charakterisiert. Es wird gezeigt, dass fur die Extraktionsmethode eine systematis-
che Unsicherheit besser als 0.1 % erreicht werden konnte.

Die grofite systematische Unsicherheit kommt von der nur sehr ungenauen Kennt-
nis des hadronischen Anteils des elastischen Antiproton-Proton-Streuung. Je nachdem
welche Daten welchem Modell zugrundegelegt werden, variiert dieser Wert sehr stark.
Im besten Fall konnten abhangig von der betrachteten Schwerpunktsenergie Werte von
1-10 % erreicht werden. Den zweitgrof3ten Beitrag liefern Untergrundreaktionen. Stu-
dien zeigen, dass diese auf ein Level von 1% reduziert werden konnen.

In pp-Experimenten konnen neben Vektor-Zustanden vor allem auch Charmoni-
umzustande mit anderen Quantenzahlen direkt erzeugt werden. Dies bietet die Moglich-
keit, die Eigenschaften des Charmonium-Singulett-Zustandes h.(P;) wie die Linien-
form in einem Energie-Scan-Experiment direkt zu untersuchen und genauer zu bes-
timmen, als das bisher in ete™ -Experimenten moglich war. Die meisten Zerfallskanale
dieses Zustandes sind bisher noch unbeobachtet; deshalb wurde fiir die vorliegende
Arbeit eine Machbarkeitsstudie fiir die Messung hadronischer Zerfélle des h.(P;) mit
dem PANDA-Experiment gewdhlt. Es zeigt sich, dass mit Hilfe eines modellabhéngi-
gen Ansatzes fir die Analyse der Daten eine Rekontruktionseffizienz vom 40 % erreicht
werden konnte, wihrend Untergrundreaktionen mit einem Faktor 10° unterdriickt wer-
den.
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Chapter

Introduction

1.1 Basic Forces in Nature

Macroscopic scale

In everyday life we experience two fundamental forces. The gravitational force that
for instance keeps us on earth and binds the solar system together, and the electro-
magnetic force between electrically charged objects, which for instance holds electrons
and protons together inside atoms. Both forces are mediated over a distance inversely
proportional to the square of the distance between the objects. With the advent of
quantum mechanics in the first decades of the 20th century, it was realized that the
electromagnetic field, including light, is quantized and can be seen as a stream of par-
ticles (photons). In this picture, the electromagnetic force can be thought of as a force
mediated from one object to another by photons. In a similar way the gravitational
force is believed to be transmitted by particles called gravitons. However the gravita-
tional force is weaker than the electromagnetic force by 40 orders of magnitude. Thus
the gravitons have not yet been detected so far [dl.

Microscopic scale

The electromagnetic force binds electrons to the nucleus, because the nucleus and
the electrons carry electric charges. The nucleus itself is composed from protons and
neutrons. E. Wigner [2] showed that there must be two distinct nuclear forces at play
within the nucleus. There are a weak force that is responsible for the radioactive -
decay and a strong one that binds the protons and the neutrons together. Both of
them act only over a very short range, of the size of the nucleus, hence they have no
macroscopic analogue.

Since the middle of 20th century scientists have been trying to understand those
microscopic forces with both theoretical as well as experimental approaches. This is



a particularly changeling task, due to the absence of experience with such kind of in-
teractions in everyday life. However researchers managed to overcome this problem
by construction of special experimental facilities, called particle accelerators, to enter
the microscopic world and instruments, called detectors, which register phenomena
happened there.

1.2 Elementary Particles

Elementary Particle physics aims to study the ultimate constituents of matter and the
nature of the interactions between them. In current understanding, particles are exci-
tations of quantum fields and interact following their dynamics. The set of fundamental
fields and their dynamics are summarized in a theory called the Standard Model.

mass - =2.3 MeV/c* =1.275 GeVl/c* =173.07 GeVic? V] =126 GeVic?
charge - 213 u 213 C 213 t o a H
spin = 1/2 112 172 1 9 0
Higgs
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112 112 142 1 »
down strange bottom photon
0.511 MeWic* 105.7 MeV/c* 1.777 GeVic* 91.2 GeVic*
R -1 -1 0
112 e 112 u 1/2 T 1 ;
electron muon tau Z boson
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1/2 ])e 1/2 .I)]J 12 .I)-[ 1 W
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Figure 1.1: Standard Model of Elementary Particles [f]

The currently known elementary particles can be subdivided in two groups due to
their different roles in the model (Fig. [1.1):

(i) Matteris composed of fundamental fermions constituents (particles with spin=1/2).
There are quarks with third-integer in units of the elementary electric charges, lep-
tons, carrying integral electric charges and electrically neutral neutrino. In addition
to electric charge, quarks also carry another type of charge called color.

(ii) These constituent can interact by exchange of fundamental bosons, which are the
carriers of the quanta of the fundamental interaction or field. The bosons are
characterized by integral spin.



The quarks have not been observed as free particles and seem to be permanently
confined in objects called hadrons. Also quarks come in a variety of types or flavors
(three with charge %e and three with —%e) as do the leptons (three types of charged
and of neutral leptons). The reason for quarks and leptons three generation (" copies")
in flavors is not clearly understood yet.

The picture of fundamental interactions is a bit more clear. We know that some of
them are unified. Therefore they are different aspects of one single interaction. The
weak and the electromagnetic interaction appear to have the same intrinsic coupling of
fermion constituents to the respective mediating bosons and they are different aspects
of the electroweak interaction. The weakness of the weak interaction is explained by
the short-range nature of its mediators, massive bosons W* and z°. The mediator
of the electromagnetic interactions is the massless photon. At energies high enough,
well above a mass scale given by W* and Z° masses, both interactions have the same
strength.

The weak bosons gain mass through the Higgs mechanism by interacting with the
Higgs field. In the mechanism a Higgs field is added to the Standard Model gauge
theory. The electroweak symmetry breaking triggers conversion of the longitudinal
field component to the Higgs boson, which interacts with itself and the other fields
and produces mass terms for the Z and W bosons. Fermions, such as the leptons and
quarks in the Standard Model, can also acquire mass as a result of their interaction with
the Higgs field, but not in the same way as the gauge bosons. The Higgs boson was
predicted within Standard Model already a long time, until it was finally discovered in
summer 2012 at CERN [3], [Z].

1.3 Hadron Physics

A hadron is not a purely elementary particle, due to its internal structure. It contains
quarks. The strong force is not only responsible for interactions between hadrons, but
also for binding quarks into a hadron. Depending on the number of quarks in a hadron it
can be categorized as baryon or meson. Baryons are made of three quarks (e.g. protons
and neutrons). Mesons are made of one quark and one antiquark (e.g. the pion). In
the Standard Model other types of hadrons are not forbidden, such as tetraquarks or,
more generally, exotic mesons, and pentaquarks (exotic baryons), but so far only strong
indication exist for tetraquark states, such as the Z.(3900) [5].

The modern theory of the strong interaction is called Quantum Chromodynam-
ics (QCD). The theory provides a dynamical basis for the quark-model description of
hadrons. Interactions among the quarks are mediated by vector force particles called
gluons, which themselves experience strong interactions. The nuclear force that binds
protons and neutrons together in atomic nuclei emerges from the interaction among
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quarks and gluons. Therefore the theory of [QCD] describes a wealth of physical phe-
nomena, from the structure of nuclei to the inner workings of neutron stars and the
cross sections for collisions of elementary particles at high energies.

Interaction mediated by 3 or 4 gluons makes the physics of [QCD|essentially different
from the mathematically similar theory of Quantum Electrodynamics (QED). In
an electron’s charge is partially screened by vacuum polarization of the surrounding
cloud of virtual electron-positron pairs. The effect can be measured with a probe of
wavelength, which is inversely proportional to the energy scale Q, and described by
a scale dependence, or running, of the fine structure constant o = e2/47r. The fine-
structure constant o specifies the strength of the interaction between charged particles
and photons and determines the magnitude of the fine structure (spin-orbit splitting)
in atomic spectra. In at larger values of Q (at shorter distances), the effective
charge increases as shown on the left panel of Fig.
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Figure 1.2: Coupling constant & in (left) and in (right) as a function of the
energy scale Q [6]

In gluons can fluctuate into further quark-antiquark pairs, and this vacuum
polarization exerts a similar screening effect, tending to increase the effective color
charge at short distances. This tendency is overcome by anti-screening effects that
arise from the contributions of gluon loops to the vacuum polarization. The behavior
of the strong-interaction analogue of the fine structure constant o, = g2/47r depends
on the number of quark flavors. In our six-flavor world o, decreases at large values of
Q or short distances (right panel of Fig.[1.2). This property is called asymptotic freedom.
Increasing of o, at small Q is believed to be responsible for the confinement. Due to the
confinement, if a quark and an antiquark are separated by a large distance, the force
between them does not fall off with distance, while the potential energy grows. This is
the explanation of the empiric fact that quarks and gluons (the degrees of freedom in
never appear as asymptotic states. The physically observed spectrum consists of
color-singlet mesons and baryons. Therefore, although elementary quarks and gluons
are the building blocks of Standard Model, in the detector we observe only hadrons.

The behavior of o at large and small Q subdivides[QCD]in two different regimes. The



regime at large Q is called perturbative. Here asymptotic freedom governs the behavior
of the particles, and their properties can be observed in great detail. In this case the
measured properties are directly related to the quark and gluon degrees of freedom
as they appear in the Lagrangian. is well tested at high energies, where the
strong coupling constant ¢ is small and perturbation theory is appropriate.

In the low energy regime, [QCD] becomes a strongly coupled theory. This is the non-
perturbative regime. At these energies, where quarks seem to be "dressed" with gluons
and quark-antiquark pairs, the connection of the Lagrangian to the microscopic
description is inadequate. The individual quarks and gluons are making up the many-
body system of hadron and can not be examined in isolation. The degrees of freedom
of the[QCD] Lagrangian are not the degrees of freedom that are important in describing
properties like the charge radius, magnetic moments, or the results of spectroscopy ex-
periments in general. Since first-principle calculations using [QCD]are still not practical
for many long-distance phenomena, a number of models motivated by the color struc-
ture of [QCD] have been proposed. Yet the quantitative description of hadron properties
in terms of quarks and gluons remains a challenge.

One of the fundamental questions, which still have to be answered, is the origin
of mass. While the Higgs mechanism explains the masses of the elementary particles,
the mass-creation mechanism for hadrons, e.g. protons, is quite different. Through
the Higgs mechanism light quarks acquire current masses of ~ 3—5MeV. Thus the
sum of the masses of three light quarks is around 10 MeV, which gives only 2 % of the
contribution to the proton mass. The most part of the proton mass is believed to be
arisen from the strong interaction by not very well understood mechanism [[7].

Further progress in our understanding of the strong interaction requires high-precision
data input from experiments in the non-perturbative regime. According to the methods
and tools, experimental Hadron Physics is subdivided into several branches:

- Hadron Spectroscopy
- Hadron Structure
- Hadron Dynamics

Experimentally, studies of hadron physics can be performed with different probes
such as electrons, protons, pions etc. Many recent experiments were using ete™ an-
nihilation. There direct formation proceeds through an intermediate virtual photon.
Therefore it is limited to the vector states (J*€ = 177). Because electrons and positrons
are point-like particles, their collisions are clean and suitable for precise measurements.
However the limit of direct formation to the vector states implies a limited mass and
width resolution for the non-vector states.

In pp annihilation, thanks to the coherent annihilation of the three quarks in the
proton with the three antiquarks in the antiproton, it is possible to form directly states



with any (non-exotic) quantum number combination via intermediate states with the
appropriate number of gluons. Therefore achievement of an excellent mass and width
resolution for all states is feasible. However, due to composite nature of hadron, these
collisions contain a high level of hadronic background and therefore are more challeng-
ing to analyze.

At future PANDA experiment, an antiproton beam will be employed to perform mea-
surements in hadron physics domain. The main part of this thesis is dedicated to studies
for the luminosity measurement at PANDA experiment. The experiment with its physics
program and the detector is introduced in the Chapter[2] As reviewed in Chapter [3]
the itself is a tracking system, which provides an independent luminosity mea-
surement by registration of antiprotons scattered at small angles in proton-antiproton
elastic scattering. The reconstruction of antiproton tracks, which is a subject of Chap-
ter 4} was accurately checked in simulations to ensure good performance and robust-
ness of chosen algorithms. Track reconstruction strongly relies on the exact knowledge
of the [[MD] geometry and its alignment. The influence of a possible misalignment on
the reconstruction accuracy and the method proposed to extract a misalignment from
registered tracks are topics of Chapter|[5] Due to the simplicity of the LMDl as a detec-
tor, a background, mainly particles coming from inelastic interactions at IP, could be a
problem. Dedicated simulations, which are based on our current knowledge of proton-
antiproton inelastic interactions, were carried out and a background rejection scenario
is discussed in Chapter|[6]

The second part of the thesis discusses ideas and a fast simulation feasibility study
of the charmonium state h.. Search of decay modes of the h, to light hadrons will be
interesting, because just few of them were observed so far. At PANDA this search could
be particularly challenging due to high cross sections of non-resonance production of
such final states in pp interactions. In Chapter [7]a model dependent analysis and a
possibility to perform this measurement with a reduced PANDA set-up is explored.



Chapter

The PANDA experiment of FAIR

PANDA is a next generation hadron physics experiment planned for the future Facility
for Antiproton and lon Research (FAIR) at Darmstadt, Germany. It will use antiproton
beams with a momentum between 1.5GeV/c and 15GeV/c interacting with various
internal targets. The experiment has been designed to address open questions from
all sub-fields of Hadron Physics. A comprehensive discussion on the PANDA physics
program can be found in [8]. Here the physics program is discussed basically with
an emphasis on the exploration of interactions between the hydrogen target and the
antiproton beam (pp interactions). Following this discussion, the experimental set-up
is introduced.

2.1 The PANDA physics program

2.1.1 Hadron spectroscopy

The spectrum of light, emitted by an excited atom, directly reflects the fact that atoms
are composed of charged objects, nuclei and electrons, with an electromagnetic force
holding them. Thus the spectrum of the system teaches us about its constituents and
the forces that bind them together. This is equally true for the spectrum of hadrons.

In[QCDI the spectrum is a list of particles that are stable or at least sufficiently long-
lived to be observed. Spectroscopy aims to answer questions about the structure of
hadrons and their properties. Among others, past spectroscopy experiments led to the
development of the quark model. A more precise description of strong interactions,
especially dynamics at long-distance, shall be possible with improved experimental
techniques. The goal of modern experiments is to reach as high statistics as possible.
Significant number of registered interactions is needed to detect rare phenomena, in
particular new forms of hadronic matter like multiquark states.



Gluonic excitations (Glueballs)

Gluons are massless mediator particles of the strong interaction. However, they
carry color, which is the charge of the strong interaction. It allows the formation of
baryon-like bound states of gluons even if no quarks are present. Such a bound state
is called a glueball. Glueballs made up from massless gluons would be massless without
the strong interaction. Their predicted masses arise from the strong interaction. Thus
glueballs offer a unique way to study the mass creation of strongly interacting particles.

However, glueballs are difficult to be identified because their masses (e.g calculated
from lattice predictions [9]]) overlap with these of mesons. And due to the fact
that they have identical quantum numbers, interference between mesons and glueballs
complicates their extraction and identification. Therefore an amplitude analysis of high
statistics data is crucial here.

Charmonium spectroscopy

A charmonium is a bound state of a charm quark ¢ and an antiquark ¢. Below the
threshold for DD production (3.73 GeV), the spectrum consists of eight states. Char-
monium is a good system to test the assumptions of [QCD] Unlike light-quark hadrons,
the value of o for charmonium is sufficiently small ~ 0.3 to make perturbative cal-
culations possible. Furthermore, the relatively small binding energy compared to the
rest mass of its constituents allows c¢ states to be described non-relativistically (with
v2 /c? 22 0.25). Finally, the masses of the bound c¢ states are well separated and narrow
in width, as opposed to the light-quark resonances which have large, often overlapping,
widths.

All eight states have been established, but not all of their properties have been
measured with the same accuracy. This reflects the fact that it is easy to form vector
mesons at an electron-positron collider, while other states need to be detected in the
decay of a vector state. Only the Fermilab experiments E760 and E835 could achieve
the formation of non-vector states. However, the beam time was limited and therefore
decay channels with small cross sections could not be detected. PANDA can be consid-
ered as a successor of the Fermilab experiments, where both the intensity of the beam
as well as detection techniques will be improved. This topic will be discussed in more
detail in Chapter|[7]

Spectroscopy of X, Y and Z states

The XYZ states are unexpected resonances discovered during the last decade that
contain a c¢¢ pair and are above the open heavy flavor DD* threshold. The story be-
gan with the discovery of the X(3872) by the Belle Collaboration in 2003 [11] and its
confirmation by BaBar and others [1]. The X(3872) has comparable branching fractions
into J/wp and J/ym implying a violation of isospin symmetry. The most recent dis-
covery in this context is the charged resonance Z; (3900) by the BESIII Collaboration
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Figure 2.1: The established charmonium spectrum (left) and recently discovered X and
Y states with unusual properties (right)

in 2013 [5]. It decays into J/wzt, which makes it a good candidate for a tetraquark
state with constituents ccud.

The most up to date list of the XYZ states in both the ¢¢ (charmonium) and bb (bot-
tonium) sectors is given in [12]. Many of these states are surprisingly narrow and place
a serious gap in our understanding of the [QCD] spectrum. Various models proposed by
theorists for the XYZ resonances include conventional quarkonium, quarkonium hy-
brids, quarkonium tetraquarks, meson molecule etc. So far none of the models has
provided a compelling pattern for the XYZ states.

Additional hints will be given by future experiments like PANDA , which is going to
measure in the center-of-mass energy range below 5.4 GeV. As can be seen in Fig.[2.1]
masses of the charmonium as well as XYZ states lie within this energy range. PANDA
will contribute to a better understanding or eventually a solution to the XYZ puzzle.
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Open charm spectroscopy

Open charm mesons (usually called D mesons) consist of charm and a light con-
stituent. They are another example of very interesting objects in order to figure out the
specific properties of the strong interaction. D mesons combine the aspect of the heavy
quark as a static color source on one side and the aspect of chiral symmetry breaking
and restoration due to the presence of the light quark on the other. Since a light quark
and a heavy quark are bound together, such mesons can be seen as the hydrogen atom
of [@CD)

The quark model was capable of describing the spectra of D mesons with reason-
able accuracy and even of making predictions, until the new resonances Ds(2317) and
Dy(2460) were found at Belle, BaBar and CLEO. Since these new resonances did not fit
well into the quark model, they triggered a large number of theoretical interpretations.
Those range from models that predict the mass splitting of states due to chiral symme-
try to those proposing tetraquark states or molecules. In order to distinguish between
different models, the precise knowledge of the decay widths of the Dg states would
certainly help. The current upper limit of a few MeV, given by the detector resolutions
of previous experiments, is not precise enough to draw any conclusion [8].

Baryon spectroscopy

Baryons are composed of three valence quarks plus any number of quark-antiquark
pairs (sea quarks). So far all established baryons are 3-quark (qqq) configurations. The
Particle Data Group identifies a baryon by its name and mass [Al. In this scheme, the
name A or X is used for baryons having two light u or/and d quarks and one s quark.
Particles with one light quark are called . Charmed baryons contain a charm ¢ quark
instead of the strange s quark. This is reflected in the suffix of the state name, e.g A..

Baryons containing heavy quarks (like A or X) provide an interesting laboratory for
studying [QCDl They combine two different regimes: the relatively slow motion of the
heavy quark with the relativistic motion of the light quarks. The XYZ puzzle demon-
strates our poor knowledge about the light quark dynamics and the urgent need of
gaining a more accurate understanding. Any further explanations on already observed
states or new predictions are dependent on that. A handful of exotic states have not
been observed yet. This hints at the possibly inadequacy of the dynamical models. As
discussed in (T3], we can learn more on light quark dynamics from singly heavy baryons,
Qqgq, than from the light baryon sector, gqq.

The baryon spectroscopy of light-quark baryons is pursued intensively at electron
accelerators. Whenever the baryons contain strange or even charm quarks, the data
situation becomes extremely sparse. For instance the properties of = resonances were
not improved since the 1980’s [[1z]]. Data came from bubble chamber experiments with
small statistic. While the mass of heavy baryons is measured as part of the discovery
process, no spin or parity quantum numbers of the states have been measured exper-
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imentally. Currently the expectation based on quark model are assigned as quantum
numbers to the states. Such properties can only be extracted by studying the angular
distribution of the particle decays, which are available only for the lightest and most
abundant species. For excited heavy baryons the data sets are typically too small. This
is the main reason for limited knowledge of radially and orbitally excited states. In con-
trast to ground states - whose properties are in good agreement with the quark model
- the spectrum of excited states is much less clear. The assignment of some experi-
mentally observed states with strange quarks to model configurations is only tentative
and in many cases candidates are completely missing [fl.

The PANDA experiment is well-suited for a comprehensive baryon spectroscopy pro-
gram, in particular in the spectroscopy of (multi-)strange and possibly also charmed
baryons. In pp reactions, a large fraction of the inelastic interaction is associated with
channels resulting in a baryon antibaryon pair in the final state. The requirement that
the patterns found in baryon and antibaryon decays have to be identical reduces the ex-
perimental systematic uncertainties. A particular advantage of using antiprotons in the
study of (multi-)strange and charmed baryons is that in antiproton-proton annihila-
tions no additional production of extra kaons or D mesons is required for strangeness or
charm conservation. The baryons can be produced directly close to the threshold, which
reduces the number of background channels, for example compared to high-energy pp
collisions [8].

2.1.2 Hadron structure experiments

Studying the internal structure of hadrons provides a way to probe Quantum Chromo-
dynamics in the non-perturbative domain and can help to unravel the internal structure
of the most elementary blocks of matter. The quark and gluon structure of hadrons can
be best revealed with the help of electro-weakly interacting probes, such as photons
and W, Z bosons. These probes are weakly coupled to quarks and "select" a well de-
fined [QCD| operator. Such operator is expressed in terms of quark and gluon degrees of
freedom of [QCD] Lagrangian. By measuring the reaction of a hadron to such a probe,
one measures the matrix element of the well-defined quark-gluon operator over the
hadron state revealing the quark-gluon structure of the hadron [5].

The phenomenon of asymptotic freedom, meaning that at short distances the in-
teractions between quarks and gluons become weak, suggests that there are weak in-
teractions as inherent property of [QCDl This implies that if one manages to create a
small size configuration of quarks and gluons it can be used as a new probe of hadronic
structure. The possibility to create small size configurations of quarks and gluons is
provided by hard reactions, for example by high energy lepton scattering on nucleon
(protons and neutrons).

Traditionally, nucleon structure has been studied in two complementary ways. How-
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ever, in both cases scattering processes of leptons on nucleons were used. Here it is
necessary to distinguish elastic and inelastic scattering. In the elastic scattering initial
and final particles are the same (left panel of Fig.[2.2). In the inelastic process lepton
scatters on a hadron, but the hadron is "shattered" and emits many new particles (right
panel of Fig.[2.2). Through elastic scattering the charge and magnetization distribu-
tions inside the hadron are studied via measurements of form factors. Generally form
factors provide a distribution of hadron constituents in position space. Through Deeply
Inelastic Scattering (DIS), momentum distribution of quarks and gluons can be studied
and described via parton distributions functions (PDFs). Form factors do not provide any

Figure 2.2: Elastic scattering (left) and deep inelastic scattering (right) [16]]

information about the dynamics of the system, whereas parton distributions do not tell
anything about the position of the constituents. A more complete picture can be gath-
ered from the correlation between position and momentum spaces. These correlations
are accessible through a new kind of functions that generalize PDFs and are therefore
known as Generalized Parton Distributions (GPDs), where the correlation between the
quark/gluon transverse position in a hadron and its longitudinal momentum is encoded.

The common important feature of hard reactions is factorization property. This
gives the possibility to separate clearly the perturbative and nonperturbative stages of
the interactions. Qualitatively speaking, the presence of a hard probe allows creation of
small size quark, antiquark and gluon configurations whose interactions are described
by means of perturbation theory due to the asymptotic freedom of [QCDl This is the
so-called "hard" part of a reaction. The non-perturbative stage (or "soft" part) of such
a reaction describes how a given hadron reacts to this configuration, or how this probe
is transformed into hadrons.
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Hard exclusive antiproton-proton annihilation processes

In the wide-angle Compton scattering process py — pv, the hard scale is related to
the large transverse momentum of the final-state photon. The soft part of the process
can be parameterized using GPDs. In pp annihilations crossed kinematics cause an
inverted process: pp — YY. Although it is not accurate for very low or very high energies,
the factorization approach might be valid for pp — 77y in exactly the energy regime
where PANDA operates [8]. The corresponding amplitudes, which parametrize the soft
part of the annihilation process (i.e. the counterparts of GPDs), are called Generalised
Distribution Amplitudes (GDAs). Measuring this reaction is a challenge since the two-
photon final state suffers from a huge hadronic background. However, current results
from Monte Carlo studies for PANDA look very promising [0

The factorization assumption is suitable for the description of further reactions, like
pp — My where M is any neutral meson (e.g. a ©°, p°, etc) or pp — ¥*y, where y*
decays into an eTe™ or Ty~ pair. All these processes are planned to be studied at
PANDA [8].

Electromagnetic form factors in the time-like region

The interaction of the electron with the nucleon can be described by the exchange
of one photon with the space-like four momentum transfer q> . The lepton vertex is
described completely within For the nucleon vertex, the structure of the nucleon
is parameterized by two real scalar functions depending on one variable g% only. These
real functions are called form factors. The form factors are analytic functions of the
four-momentum transfer g ranging from q>=—oo to q> =+oo. In electron scattering the
form factors can be accessed in the range of negative q” (space-like). The annihilation
process allows to access positive q> (time-like) starting from the threshold of q? =
4mf,. The unitarity of the matrix element requires that space-like form factors are real
functions of q* whereas for time-like g they are complex functions.

The PANDA experiment offers an unique opportunity to determine the moduli of the
complex form factors in the time-like domain. This can be achieved by measuring the
angular distribution of the process pp — e*e™ in g range from ~ 5(GeV/c)2 up to
14 (GeV/c)2. It will then be possible to determine the magnetic form factor up to a
q” of 22 (GeV/c)2 by measuring the total cross section. Measuring the form factors is
particularly difficult, because the expected background from pp — w7~ is about 10°
times higher in the cross section. However according to current results from feasibility
studies this measurement will be possible at PANDA [[17].
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2.2 Facility for Antiproton and lon Research

SIS300

roton
g 5 SIS18

Figure 2.3: The accelerator complex at [FAIR| [18]]

The Facility for Antiproton and lon Research (FAIR) is an international accelera-
tor facility which will use antiprotons and ions to perform research in different fields.
They include nuclear, hadron and particle physics, atomic and anti-matter physics, high
density plasma physics, and applications in condensed matter physics, biology and the
bio-medical sciences. It is situated in Darmstadt (Germany) and it is currently under
construction. [FAIRIwill be based on an expansion of the[GSI|Helmholtz Center for Heavy
lon Research. Roughly 3000 scientists from more than 50 countries are already working
on the planning of the experiment and the accelerator facilities.

An overview of the research center is given in Fig. The already existing [GSI ac-
celerator complex will be used as the starting point of all future particle beams. In the
following only the production of antiprotons will be discussed. The complete descrip-
tion of the facility can be found in [T9].

Production of Antiprotons

Antiprotons are usually generated in inelastic collisions of protons with target nuclei
at rest. The process requires a minimum kinetic proton energy in the laboratory system
above the antiproton production threshold of 6mpc2 = 5.6 GeV, where m,, is the rest
mass of the proton (or antiproton) [20].

A proton linear accelerator (p-LINAC) will feed the Schwerionen Synchrotron (SIS) 18
4 times per second with a 70 MeV proton beam of 35 mA current. Roughly 2 x 102 pro-
tons will be accumulated first, before being accelerated to a kinetic energy of 4 GeV [21].
Next protons are transferred to the [SISl100, a normal conducting magnet synchrotron



15

of a total circumference of 1083.6 m. Several injections from the [SIS18 are needed to
accumulate roughly 2 x 1013 protons before being further accelerated to a final en-
ergy of 29 GeV. An additional acceleration to 90 GeV will be possible in a later stage
of [FAIRI by the [SIS300. Although the production yields increase with the proton en-
ergy, a kinetic energy of 29 GeV instead of 90 GeV is more favorable for several reasons.
For example for protons at 29 GeV the maximum overall yield is already achieved for
an antiproton energy around 3 GeV, which corresponds to a moderate magnetic rigid-
ity of 12.7Tm. For a kinetic energy of 90 GeV the maximum yield is around 9 GeV.
Thus a beam transport system and storage rings with a much higher bending power of
around 30 Tm would be required [20]. The high energetic protons from the[SIS100 are
shot as 50 ns long bunches on a nickel (or iridium) antiproton production target every
10 seconds, operating the target near melting temperatures [22]. The repetition rate
is limited by the cycle length of the successive collector ring (CR]). The remaining pro-
ton accelerator time is shared among experiments parallel to the antiproton production
beam line.

Extraction of Antiprotons

As a result of protons impinging on a solid state target, a large diversity of secondary
particles is being produced. Momentum and angular distributions of the particles are
range very widely. For a high antiproton collection efficiency, a combination of a mag-
netic horn and a momentum separation station is foreseen on the transfer way to the
Antiprotons will be accepted with a momentum of 3.8 GeV/c + 3 % while trans-
verse emittance is expected to be cut to below &, =240 mmmrad by that transfer beam
line setup [201.

Collector Ring

The collector ring provides full acceptance of those separated antiprotons. The
major task is the collection of transported antiprotons, the cooling of the large phase
space and the debunching of the beam within one cycle [23]. The Tab. shows the
key values of the beam parameters in the[CRL

In the first years of physics runs, the pre-cooled beam will be directly fed into the
High Energy Storage Ring (HESR]. A later upgrade will involve the construction of the
Recuperated Experimental Storage Ring (RESR) [2Z].

RESR

The need for a high intensity beam requires an accumulation of antiprotons coming
from the [CRl The [RESRI will be located in the same hall as the [CRl It is designed to
accumulate within 3 hours up to 10! antiprotons at a momentum of 3.8 GeV /c [Zall.
During the accumulation the beam emittance is further reduced by stochastic cooling.
In the operation as an antiproton accumulator, the designed final beam parameters for
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values at injection | at extraction
p[GeV/c] 3.8 3.8
Ap/p (20) 3% 0.1%
€y [mmmrad] 240 5

Table 2.1: Antiproton beam parameters for the [CRl before and after debunching and
cooling within a 10s cycle [23]

the [HESR] are

N 4/5
€y = 0.25mmmrad (170> (2.1)

for the transverse emittance and

A 2/5
2P _33x10°4 (ﬁ) (2.2)
p No

for the relative momentum spread. The beam quality depends on the number of
accumulated antiprotons N and is given in respect to a reference particle number
Np = 3.5 x 10%0 [z3].

2.3 High-Energy Storage Ring

The High Energy Storage Ring (HESR), shown in Fig. is an antiproton synchrotron
and storage ring designed for the momentum range of 1.5 to 15GeV/c [26]. The
antiprotons are injected with a momentum of 3.8 GeV /c into the[HESR]|, which is capable
of accelerating or decelerating them. The advantage of a storage ring is that nearly all
antiprotons that are produced can be used for experiments.

The desired beam quality and intensity will be prepared for two different opera-
tion modes. In the high luminosity (HI) mode a peak luminosity of 2 x 103°cm™=2s~!
is expected. This mode is attained with 10! antiprotons and a target thickness of
4 x 10% atoms/cm?. It should be available in the whole energy range of the HESR| with
a momentum spread Ap/p < 1074,

Higher requirements are necessary in the high resolution (HR) mode with an ex-
pected Ap/p < 4 x 10~> momentum spread. Here a peak luminosity of 2 x 103lcm=2s~!
can be attained with 100 antiprotons and a target thickness of 4 x 10® atoms/cm?.
High resolution beam is particularly beneficial for charmonium spectroscopy. Therefore
this mode is requested up to 8.9 GeV/c.

In order to obtain an antiproton beam with a small momentum spread, the beam
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Figure 2.4: Layout of the High Energy Storage Ring [26]

must be cooled. Cooling is a process to shrink the size, divergence, and energy spread of
charged particle beams without removing particles from the beam. Since the number
of particles remains unchanged and the space coordinates and their derivatives (an-
gles) are reduced, the phase space occupied by the stored particles is compressed. To
accomplish these goals the current scenario foresees to apply electron cooling in the
[HR mode while a high bandwidth stochastic cooling system is utilized to provide the
[HO mode over the entire momentum range of the [HESRI [27].

Stochastic cooling uses the electrical signals produced by individual particles in a group
of particles (called a bunch) to drive an electro-magnet device, usually an electric kicker,
that will kick the bunch of particles to reduce the wayward momentum of that one
particle. These individual kicks are applied continuously and over an extended time.
Thereby the average tendency of the particles to have wayward momenta is reduced.
This beam cooling method has the advantage of being capable to separately cool the
transverse and longitudinal phase space. According to current detailed simulation stud-
ies, with this technique Ap/p < 8 x 107> can be achieved after ~3005s [28].

During Electron cooling the phase space of stored antiprotons can be compressed by
aligning the antiproton beam with a cold dense electron beam. The velocity of the
electrons is made equal to the average velocity of the antiprotons. The antiprotons
lose energy by Coulomb scattering in the electron "gas". Energy loss is transferred
from the antiprotons to the co-streaming electrons until some thermal equilibrium is
attained. This results in a low antiproton beam emittance and a very narrow momen-
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tum distribution. The compensation of heating requires cooling time constants in the
order of seconds after an initial cool down. Stochastic cooling cannot provide adequate
cooling rates, but according to the experience at lower energies, electron cooling is able
to provide the required cooling times. The application of electron cooling in the [HESRI
will require the extension of this technique to the MeV range. Feasibility studies have
shown positive results [29]. Moreover a 2MeV electron cooling system, which is well
suited for the start up phase of HESR] is currently under commissioning at COSY.

The expected beam lifetime is restricted due to various effects. The most important
ones are summarized in table[2.2] The relative loss rate

(Tzzsls) = 1:Gto1 0 (2.3)

is connected to the target thickness n; and the reference particle’s revolution frequency
fo. The inverse 71,4 corresponds to the 1/e beam lifetime. For a target with a thickness
of 4 x 10%® atoms/cm?, the dominating effect is the hadronic interaction. Revolution
frequencies of 443 kHz, 519 kHz, 521 kHz were assumed for the distinct beam momenta
with the corresponding hadronic cross sections o;,s. As a consequence of the momen-
tum dependent influence of the effects, the total expected beam lifetime ranges from
25 min at 1.5GeV/c up to 118 min at 15GeV/c beam momentum.

pbeam

Process 1.5GeV/c | 9GeV/c | 15GeV/c
Hadronic Interaction | 1.8 x 107% | 1.2x 107% | 1.1 x 10~*
Single Coulomb [ 2.9x107% | 6.8 x107% | 2.4 x10~*
Energy Straggling | 1.3x107% | 4.1x107°|2.8x107°
Touschek Effect | 4.9x107° [2.3x 107 [4.9x 1078
Total 6.5x107%|1.7x107* | 1.4x10*

1/e lifetime 1540s 6000s 7100s

Table 2.2: Upper limits for a relative beam loss rate (Tl;;s/s_l) [26]

2.4 The targets

PANDA will use internal targets. These will be introduced at one Interaction Point ([P)
into the HESRL The target inside a storage ring needs to be tuned in terms of size and
thickness. Within the ultra-high vacuum of the storage ring, the target must be a very
dilute and localized clump of matter. The overall area density of the target material
corresponds to a mono-layer of atoms. In case of a gaseous target material, the use
of even the thinnest window is prohibited. A solution for that can be realized by a
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jet of nano- to micro-sized condensed matter particles (clusters, droplets or pellets)
traversing the antiproton beam. Another basic requirements are a homogeneous vol-
ume target density and the absence of any time structure. At present, two different
techniques for the internal target are being developed: a cluster-jet target and a pellet
target, whose properties are presented in Tab[2.3]

pellet target cluster target
effective target thickness 5 x 1015 atoms/cm2 1x10% atoms/cm2
target thickness adjustable  yes (reduced pellet rate) yes (0-max)
volume density distribution granular homogeneous
size transverse to p beam <3mm 2-3mm
size longitudinal to p beam < 3mm 15mm
target particle size 20um nm scale
mean vertical particle distance 2-20mm <10um
target material Hy, D2, N, Ar Hy, Do

heavier gases (opt.) heavier gases (opt.)

Table 2.3: Overview of the properties of the cluster-jet and the pellet targets [30]

The interaction point in a cluster-jet target can only be defined transversely through
the focal size of the stored beam. Longitudinally, the reaction may take place anywhere
along the intersection between the beam and the cluster stream, which typically will
produce about 10 mm uncertainty for the vertex position. In contrast, a pellet target
operated in a not too high frequency mode may allow to measure the interaction point
with a precision up to 100 um using an optical pellet tracking system.

Pellet target

The basic part of the pellet target is the triple-point chamber in which a jet of a
cryogenic liquid is injected through a thin nozzle into a gas of the same element or
helium close to triple-point conditions. Periodic excitations of the nozzle by a piezo-
electric transducer impose jet oscillations along its surface. The axially symmetric jet
disintegrates into drops downstream the nozzle when the perturbation amplitude be-
comes equal to the jet radius. The triple-point chamber ensures that an extremely
regular drop flow can be produced under optimal conditions without disturbances from
evaporation. The drops then pass through a thin injection capillary into the vacuum.
They are cooled due to surface evaporation below the melting point, and a regular flux
of frozen pellets is produced.

The position of individual pellets can be reconstructed by using a pellet tracking sys-
tem based on optical detection devices. This can be done if there is one and only one
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pellet in the beam region at the time of interaction. Unfortunately, even a small ran-
domness in pellet occurrences leads to large variations in the target thickness. In order
to reach the highest luminosity, a thick target with smooth time structure is required.
This is incompatible with pellet tracking. Instead the high luminosity is obtained by
simultaneously having many smaller pellets in the interaction region [30].

Cluster-jet target

A disadvantage of a pellet target is the variation of the luminosity with the pellet flux.
In this respect, clearly, a cluster-jet target with a homogeneous distribution of hydrogen
atoms in the antiproton beam is better. The cluster-jet beam for the internal target in
theHESRis produced by expansion of pre-cooled gas in a convergent-divergent Laval-
type nozzle with micron-sized throat into vacuum. While passing through the nozzle,
the gas adiabatically cools down and forms a supersonic stream of atoms or molecules.
Under appropriate conditions, depending on the type of gas, condensation can take
place and nano-particles, the so-called clusters, are created. The size of such clusters
is strongly influenced by the experimental conditions such as the pressure and the
temperature of the gas before entering the nozzle. Furthermore, the throat diameter
and the shape of the supersonic part of the nozzle influences both the size of these
particles and the total cluster yield. Cluster beams can travel over several meters of
distance in a vacuum without changing their direction or shape. Also they have high
densities.

The density achieved so far is below that of a pellet target, however, the expecta-
tions in current R&D are that the luminosity requirements for PANDA can be fulfilled.
An additional advantage of a cluster-jet target is its homogeneous density profile. Thus,
it is possible to focus the antiproton beam at highest phase-space density [30].

Both targets are connected to their source above the PANDA detector and to a dump
below the PANDA detector by a thin pipe going through the whole detector and the
magnet. A fixed cross with the beam pipe is installed at the interaction point. Be-
side hydrogen, internal targets of heavier gases, like deuterium, nitrogen or argon, will
be available. For the dedicated Hypernuclear physics setup, even static primary and
secondary targets are currently being developed [8].

2.5 Luminosity profile

The quantity measuring the ability of a particle accelerator to produce the required
number of events from the channel under study is called luminosity. It is the propor-
tionality factor L between the number of events per second (event rate) dN /dt and the
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cross section o of a channel of interest:

dN I
= — Lo (2.4)
Luminosity is not related to any particular reaction. It is a global characteristic of the
experimental conditions and can be described in terms of the beam and target parame-
ters. The incoming beam is characterized by the flux @, i.e. the number of particles per
second. The target is described by the density pr and its length [. For a fixed-target

experiment the luminosity is defined as:
L=3®prl (2.5)

If the target parameters are constant, the time evolution of the luminosity follows
the shape of the antiproton beam intensity. There are several option in order to provide
constant luminosity. For instance, by increasing the target density to compensate of
decreasing number of antiprotons in the beam. This can be achieved either by a con-
stant increase of the target density or by increasing overlap of the beams by a shift of
the target beam. Both scenarios require a fast feedback loop provided by a luminosity
online monitoring system. It is expected that the luminosity can be kept constant at a
10% level [37].
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Figure 2.5: Typical operation cycles of the HESRIwith the RESR [26]

For successful physics experiments at[HESRInot the peak luminosity is important but
the cycle average luminosity L. For a constant target density it is given by:

B ’L’[l—exp (—%)}
L=Ly- (2.6)
texp +tprep

L depends on the peak luminosity Ly at the beginning of the run, the experimental
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data taking time f.y, and will be reduced by the beam lifetime 7 as well as the beam
preparation time # .. Fig.shows the expected average luminosity for a target with
constants density of 4 x 10%° atoms/cm2 and 10 antiprotons in the beam. Although
the peak luminosity reaches the value close to 2 x 1032cm=2s~! the average luminosity

is twice as low and around 1 x 1032cm—2s7 !,
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Figure 2.6: Difference between instant (blue) and time average (red) luminosity [31]

2.6 PANDA detector
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Figure 2.7: Artist’s view of the PANDA experiment [32]

Fig. shows the basic layout of the PANDA detector. It consists of a 4m long
Target Spectrometer with a 2T superconducting solenoid magnet and Forward
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Spectrometer (ES) with a 2 Tm resistive dipole magnet. Both are instrumented to detect
charged and neutral particles emitted at large and backward angles (TS) and at angles
between 0° and 20° (ES), respectively. The[TSIhas an onion-shell like design surrounding
the [P, which is very similar to the design of collider experiments. The [ESis formed by
an arrangement of subsystems along the beam axis in forward direction.

2.6.1 Detector requirements
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Figure 2.8: Basic detection concept [33]

To fully exploit the physics potential of the experimental conditions, the detector
must provide a very accurate spatial resolution and a high reconstruction efficiency for
a set of final states. Therefore, a multi-purpose detector is best suited. The design
must also be compatible with different target systems.

For a complete event reconstruction the detection of both charged and neutral par-
ticles is required. Full 2z azimuthal coverage and good [PID| are mandatory to identify
multi-particle final states and to study correlations within the produced particles. The
fixed-target setup implies a Lorentz boost with a y factor ranging from 1.2 to 2.9. It
corresponds to a large difference in the typical event topologies and a large dynamic
range of emitted particles. Thus, the detector must be also suited to accurately track
slow particles with momenta of about 100 MeV /¢ and to detect soft photons. Moreover,
a very low material budget is needed to reduce multiple scattering effects.

The overall detection concept is shown schematically in Fig. Most PANDA sub-
systems serve several tasks at once. For example a very important task of the tracking
system is the determination of secondary vertices (decay points) of short-lived parti-
cles. In this context, D mesons with mean decay lengths ¢t about 0.1-0.3mm are of
particular interest. These can be identified only by a vertex detector close to the In-
teraction Point ([P). However, the tracking system not only registers tracks of charged
particles, but also measures their momenta and energy loss. Thereby the tracking sys-
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tem contributes to an event topology (tracks and vertex) determination, to the particle
identification and reconstruction of full dynamics. Neutral particles, especially those
which do not necessarily decay into charged particles (photons, pions, 7, etc., require
dedicated detection systems for their registration and identification.

A main feature of PANDA is the need for the highly flexible trigger. Due to the
similarity of interesting and background reactions in terms of the signatures, a sophis-
ticated filtering strategy needs to be applied. It goes far beyond conventional hardware
based trigger schemes. The concept of the PANDA data acquisition system bases
on a trigger-less read-out. The detector’s front-end electronics (FEE) and con-
tinuously sample and buffer data without any classical gated trigger signal. This ap-
proach principally allows to pre-analyze the data in an appropriate way before deciding
to keep or reject a particular part of the data. Technically, this task puts a tremen-
dous load on the [DAQ] system. The information allowing to effectively separate signal
from background reactions has to be provided during data taking. Thereby it requires
high-level reconstruction procedures in the online environment. The high intensity of
the quasi-continuous beam will lead to an interaction rate up to 20 million antipro-
ton annihilations per second. It represents a technical challenge in terms of high-rate
capability for the detector components, the trigger and the data acquisition systems.
The expected radiation level for the detector components will stay roughly one order of
magnitude below the one of the LHC experiments [33]. The decision whether a certain
fraction of the data stream should be written to the data storage or not is made by the
online software trigger. This software package includes online reconstruction, event
building and algorithms for data classification [37].

The PANDA apparatus will consist of tracking detectors (MVD, STT, GEM), electro-
magnetic calorimeters (EMC), a muon system, Cherenkov detectors (DIRC, RICH) and
a time of flight (TOF) system. For high-precision spectroscopy and background sup-
pression a relative resolution of particle momentum and energy on the percent level
is required. In the following, the main components of the PANDA detector and their
expected performance are described briefly.

2.6.2 Magnets

Appropriate magnetic fields are essential for a momentum reconstruction and subse-
quent particle identification of charged particles. The two large spectrometer magnets
of PANDA are designed to provide an ideal combination of fields. A solenoidal magnetic
field of 2T around the interaction region and a dipole field of up to 1T for particles
emitted at forward angles below 5(10)°.

Solenoid magnet
Fast and high-precision charged particle tracking can be achieved only with homo-
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geneous magnetic field. Thereby the solenoid should provide a magnetic field of 2T
with a homogeneity of better than 2% in the region of the charged-particle detec-
tors. This can be achieved by a superconducting solenoid with an inner radius of 90 cm
and a length of 2.8 m. The coils of the magnet are placed outside the electromagnetic
calorimeter in order to avoid dead material in front of it. The iron yoke is segmented
to incorporate muon chambers in a range telescope arrangement. The cryostat for the
solenoid coils contains two warm bores 100 mm in diameter, one above and one below
the target position, to allow for insertion of internal targets.

Dipole magnet

The forward direction is important for PANDA because it is a fixed target experiment.
Most of the particles will go forward due to momentum conservation. The magnetic
field for the charged-particle tracking in the forward direction is provided by a dipole
magnet with a one-meter gap and an aperture of more than 2m. The magnet cov-
ers the entire angular acceptance of +10° in the horizontal direction and only £5° in
the vertical direction to avoid a huge gap between the two poles. The magnet will be
a conventional magnet with a maximum bending power of 2 Tm. It will deflect the
antiproton beam by 2.2° at its maximum momentum of 15GeV/c. This will be com-
pensated by two correcting dipole magnets placed both upstream and downstream of
the PANDA experiment into the [HESRIring.

2.6.3 Tracking system

Figure 2.9: Tracking system of the PANDA experiment

High resolution measurement of charged particle trajectories will be provided by
three tracking systems in the [TS (the Micro Vertex Detector, the Straw Tube Tracker
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and the Gas Electron Multiplier Stations) and by the Forward Tracker system in the [ES],

as shown in Fig.[2.9

Micro Vertex Detector

The is the most inner sub-detector system in the target spectrometer, op-
timized for the detection of secondary decay vertices of short lived particles such as
D-mesons and hyperon decays. It is based on radiation hard silicon pixel detectors
with fast individual pixel readout circuits and silicon strip detectors. It consists of four
barrel layers in the central part, with an inner radius of 2.5cm and an outer radius of
13cm, surrounding the beam pipe and of six detector discs arranged perpendicular to
the beam. This ensures the best acceptance for the forward part of the particle spec-
trum. The vertex resolution is expected to be below 35 um in perpendicular to the beam
line plane and below 100 ttm in the z-coordinate. Also the [MVDI will help to improve
the transverse momentum resolution for tracks of charged particles. In addition it is
capable of charged particle identification by measuring the energy loss dE/dx of slow
particles. It contributes to the global particle identification decision up to a momentum
of 500 MeV /¢ for kaons and up to 1 GeV /c for protons [35].

Straw Tube Tracker (STT)

The [STT is the main tracking detector for charged particles in the PANDA target
spectrometer and consists of 4636 single straw tubes of 150cm length, arranged in a
large cylindrical volume around the IP. The basic module is a planar double-layer of
tubes in order to resolve the left-right ambiguity of the track position with respect to
the wire. The[STTl encloses the [MVDI (the inner tracking). It is followed in beam direc-
tion by a vertical setup of GEM disks for adding track points in the forward polar angle
range, as discussed in the next section. The main tasks of the[STTl are the precise spa-
tial reconstruction of the helical trajectories of charged particles in a broad momentum
range from about a few 100 MeV /¢ up to 8 GeV/c. The expected resolution for charged
tracks is ~ 150 um in perpendicular to the beam line plane and ~ 1 mm along the beam
line. Also the particle momentum can be extracted from the reconstructed trajectory in
the solenoidal magnetic field. Another important task for the STTlis the measurement
of the specific energy loss (dE/dx) for particle identification. The PID information from
the[STTlis needed in particular to separate protons, kaons and pions in the momentum
region below 1 GeV/c [36].

Gas Electron Multiplier (GEM) Stations

Particles emitted at angles below 22° are tracked by three planar stations placed ap-
proximately 1.1 m, 1.4m and 1.9 m downstream of the target. Each station consists of
double planes with two projections per plane. Double-sided read-out pad plane, which
is located in the middle of each [GEMI-Disc, allows particle track position measurement
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in four projections. The high number of projections per [GEM-Disc ensures unambigu-
ous determination of the particle trajectory position with a resolution of better than

100 um [37).

Forward Tracker Stations

The [ETS performs a tracks reconstruction and momentum analysis of charged par-
ticles deflected in the field of the PANDA dipole magnet. It covers an angular accep-
tance defined by the aperture of the magnet equal to +-10° horizontally and +5° ver-
tically with respect to the beam direction. The momentum acceptance extends above
0.03-Ppeam- The dependence on the beam momentum Py, is introduced by scaling
the field in the dipole magnet according to the beam momentum.

The consists of three pairs of planar tracking stations: one pair is placed in
front, the second behind the dipole magnet and, while the third pair is placed inside
the dipole magnet gap. is based on straw tube (10 mm in diameter) detectors of
the type proposed for the The detection planes are built of separate modules,
consisting of 32 straws arranged in two layers. Each tracking station consists of four
double-layers: the first and the fourth one contain vertical straws (0°) and the two
intermediate double-layers — the second and the third one — contain straws inclined
at +5° and -5°, respectively. The planned configuration of double-layers allows to
reconstruct tracks in each pair of tracking stations separately, also in case of multi-
track events [37].

2.6.4 Electromagnetic Calorimeter (EMC)

Figure 2.10: Electromagnetic Calorimetry in the PANDA experiment

The [EMC identifies and absorbs e™ |, e, and ¥ particles. Combination of high count
rates together with the proposed compact design of the target spectrometer requires a
fast scintillation material with a small radiation length. In recent years lead tungstate
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(PbWO4) crystals have been investigated as a high density inorganic material. It can
provide good energy resolution for photon and electron detection even at an intermedi-
ate energies. Crystals with a length of 20cm (i.e. 20 X) are going to be used. Expected
an energy resolution for photons and electrons is about 1.54 %/+/E[GeV1+0.3 % in an
energy range from a few MeV to 10 GeV. These crystals allow a pion/electron discrim-
ination for momenta above 0.5 GeV/c. The EMd as shown in Fig has a geometric
coverage of ~ 96 %.

For the detection of photons and electrons in the [ES a Shashlyk-type calorime-
ter with high resolution and efficiency is employed. The detection is based on lead-
scintillator sandwiches read out with wave-length shifting fibres passing through the
block and coupled to photo-multipliers. The lateral size of one module is 110 mm x
110 mm with a length of 680 mm (20 Xg). A higher spatial resolution will be achieved by
sub-dividing each module into 4 channels of 55 mm x 55 mm size coupled to 4 PMTs.
To cover the forward acceptance, 351 modules, arranged in 13 rows and 27 columns
at a distance of 7.5m from the target, are required. With similar modules, based on
the same technique as proposed for PANDA , an energy resolution of 4 %/+/E[GeV] has
been achieved [38]].

2.6.5 Particle Identification (PID)

Barrel

Muon System
Figure 2.11: Particle Identification systems in the PANDA experiment
The PANDA detector is equipped with various particle identification systems provid-

ing the ability of classifying particle species over the whole kinematic range in addition
to the dE/dx measurements from the tracking and information from the [EMC
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Detector of Internally Reflected Cherenkov light

Two DIRC sub-systems are going to be used. The Barrel is placed around the
[STTl as main component for hadronic[PID] in the barrel section. It uses synthetic fused
silica bars as Cherenkov radiators to provide a pion-kaon (and proton) separation for
particle momenta up to 3.5GeV/c at polar angles between 22° — 140°. Another disc-
shaped (Disc is placed in the forward endcap of the target spectrometer.
Pions and kaons with momenta up to 4 GeV/c and with polar track angles below the
acceptance of the barrel DIRC down to 10° in horizontal and 5° in vertical direction are
identified here.

The Barrel DIRC design is based on the BaBar[DIRd [39] with several improvements,
such as focusing optics and fast photon timing. It has a radius of 47.6 cm and 80 radi-
ator bars with a length of 250 cm and a cross section of 1.7cm x 3.3cm in the baseline
design. Five bars form one barrel section. Mirrors are attached to the bar in the down-
stream direction to reflect the photons towards the readout at the opposite end, where
they are coupled out and focused via lenses into an expansion volume. This volume
(with a depth of 30cm) is filled with mineral oil. Micro-channel plate photomulti-
plier tubes (MCP-PMT) are attached to the backside of the volume with a pixel size
of 6.5mm and about 15.000 — 20.000 readout channels in total. For the [PIDI process
two spatial coordinates and the time of the detected photon are measured. With these
3D-patterns, likelihoods for different particle hypothesises are calculated. The ex-
pected performance of the Barrel DIRC is a single photon Cherenkov angle resolution
of about 10 mrad and at least 20 detected photons per track at the complete angular
range, providing at least 3¢ pion/kaon separation up to 3.5GeV /¢ momentum [0].

The forward endcap Disc[DIR s a novel device. It consists of an octagonal disc with
a diameter of 2m, made of 20 mm thin synthetic fused silica. It is centered around the
beam axis and divided into four optically independent segments. Cherenkov photons
are internally reflected to the rim of the segments, where, behind dichroic mirrors for
dispersion mitigation, they are collected by focusing light guide elements. As for Barrel
DIRdthree parameters are registered for each individual Cherenkov photon in the plate:
time, angle and position. This sub-system will provide 46 pion-kaon separation up to
a momentum of 4 GeV/c [41].

Aerogel Ring Imaging Cherenkov Counter (RICH)

To enable the /K and K/p separation in the forward region (polar angles of 5° —
22°) a RICH detector is proposed. The favored design is a dual radiator RICH detector.
Two radiators, silica aerogel and freon (C4Fyg) gas, with two different indices of refrac-
tion 1.0304 and 1.0137, provide a m/K/p separation in a broad momentum range from
2GeV/c to 15GeV /c. The total thickness of the detector is reduced to the freon gas
radiator (5 Xp), the aerogel radiator (2.8 Xp), and the aluminum window (3 Xy) by using
a lightweight mirror. The mirror focuses the Cherenkov light on an array of phototubes
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placed outside the active volume [37].

Time of Flight System (TOF)

A Time of Flight system called Scintillating Tiles (SciTil)) between the Barrel [DIRCland
the[EMdwill be used for the identification of slow charged particles at polar angles from
22° to 140° which do not emit Cherenkov light in the [DIRCl For optimal separation of
most of the different types of produced particles (e, u, #*, p, K*), the time resolution
must be better than 100 ps. A fast and reliable timing detector will help in the global
event building of the triggerless PANDA experiment with an average interaction rate of
20 MHz.

ThelSciTillconsists of plastic scintillator tiles as the basic unit with a size of 3x3x0.5 cm3.
Two silicon photo multipliers are attached to different edges of each tile to spot as many
photons as possible and to provide a relative timing. Four tiles share a common readout
and form a quad module. One section contains 90 quad modules and 16 sections form
the barrel TOF, with a total of 5760 scintillating tiles. Scintillating tiles are beneficial
because they keep the material budget in front of the[EMC small and yield 100 detected
photons per tile. A first discriminator threshold provides excellent timing by triggering
the first arriving photon. A second higher threshold distinguishes the event from noise
counts. The time resolution of the[SciTill can therefore be in the order of 100 ps.

In the [ES a wall of slabs made of plastic scintillator and read out on both ends by
fast photo-tubes serves as a time of flight counter placed at about 7 m from the target.
Similar detectors are also placed inside the dipole magnet in order to detect low mo-
mentum particles which do not exit the dipole magnet. The time resolution is expected
to be in the order of 50 ps thus allowing a good /K and K/p separation up to momenta
of 2.8GeV/c and 4.7 GeV /¢, respectively [42]].

Muon Detection System

Muons are identified at the outermost part of the detector as they pass the inner
systems without major interactions. The Range System (RS) technique was chosen in
PANDA for muons registration in a laminated iron absorber. Mini Drift Tubes (MDT)
will be used as detectors with corresponding front-end electronics. The [RS structure
is a well-known solution for detecting muons when they are stopped by the absorber
and when they cross the whole iron. In the first case, it is possible to roughly estimate
the energy of the muons. The stopping power of iron is about 1.5 GeV per meter of
absorber for relativistic muons with dE/dx = 2MeV /g. The kinetic energy of muons up
to 700 MeV can be measured by the Muon System as a stand-alone. Adding information
from the[EMC the maximal detectable energy extends to ~ 900 MeV. Above this energy
muons will escape the system [43].

The solenoid magnet will be instrumented with 2600 MDTs of the muon system.
Additional muon filters with 700 MDTs will be moved between the solenoid and the
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dipole magnet (Fig. [2.11). Another range system (is not shown on Fig. for mea-
suring muons equipped with 900 MDTs will be installed at the downstream end of the
In the [ES the Range System also serves as a coarse hadron calorimeter based on a
track pattern. At energies of 3—15 GeV hadrons mostly produce a shower, while muons
mostly undergo multiple scattering processes. As demonstrated in [43] the RS is ca-
pable to discriminate pions against muons with an efficiency above 90% for particles
with a kinetic energy in the range of 500—1200 MeV.

2.6.6 Luminosity Detector (LMD)

Luminosity is an important parameter for many measurements at PANDA. It reflects the
number of interactions, which happened between the antiproton beam and the target.
There are many effects which could influence the luminosity behavior within one filling
HESR| cycle as well as the average luminosity. Therefore, it is crucial to measure the
luminosity with high accuracy. A dedicated stand-alone and completely independent
system, the Luminosity Detector (LMDJ), is developed for this purpose. The is the
most downstream detector in the PANDA setup. The requirement to measure elastically
scattered antiprotons at small angles could only be fulfilled about 11 m downstream of
the[[Pl There interacting particles with polar angles between 3 mrad<6<9 mrad are far
from the non-interacting beam particles to be identified with a tracking station. Four
detector planes with a radius of about 15cm are equipped with in total 400 actively
cooled high voltage monolythic active pixel sensors (HY=MAPS)). They are placed re-
tractable inside a vacuum box. The coverage of the full azimuth angle ¢ is required to
evaluate complex systematic effects by the accelerator beam and the complex magnetic
field structure. The reconstructed tracks are propagated back to the[[Plto determine the
shape of the cross section. A fit of the expected cross section to the angular distribu-
tion provides an absolute number for the time integrated luminosity with an excellent
precision on the permille level. The accuracy finally depends on various parameters and
is aimed at the result to be better than 5%. Moreover, instantaneous feedback for the
target system and the Detector Control System system is planned for steering
and monitoring purposes.
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The Luminosity Measurement

Existing solutions, like the one chosen by experiment E835 at Fermilab, for the luminos-
ity determination are not suitable for PANDA due to specific experimental conditions,
such as the fixed-target experiment in the storage ring and the magnetic field around
the [Pl This led to the development of a new concept for the measurement and the
dedicated device, Luminosity Detector (LMD, for this task.

Below, the conception of the luminosity measurement is discussed after an illustra-
tion of the importance of this quantity for experiments at PANDA. It is followed by the
review of the pp elastic scattering process, which is chosen as a reference channel for
the luminosity determination in our case. Currently, the accuracy of the cross section
of this process is the main limitation on the precision of the luminosity determination.
A comparison between models and existing data is also presented here. The chapter is
concluded by an overview of the design, which is currently under construction at
the Helmholtz-Institut Mainz.

3.1 Motivation

Keeping track of luminosity allows a monitoring of the performance of the accelerator
and gives promptly the information for beam parameter adjustments to optimize this
performance. Besides that, the precise knowledge of the luminosity is necessary for
many measurements planned with the PANDA experiment. Below it is illustrated for
two general cases.

3.1.1 Cross section measurements

The goal of a cross section measurement is to extract the probability that a certain
process occurs. This is done by searching for events of the process and counting them.
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In some cases a lot of effort is needed to ensure that all interesting events are counted
or to even find any of these events. The main interest is the probability in order to
compare the results between different experiments. Thus the number of found events
always has to be normalized to the number of interactions in a data sample, the absolute
or time-integrated luminosity. A cross section, which describes the probability of the
process, is calculated as

. Nobs _kag

& [Ldt

where N, is the number of registered events, Ny, the number of expected background
events, € the efficiency of the experimental set-up for extracting the events and [ Ldt
the luminosity integrated over the time of data accumulation. As it is clear from Eq.[3.1]
the luminosity provides the needed normalization for the physics process under study.
Moreover the errors on the luminosity determination will propagate to the accuracy
of the cross section measurement and to the accuracy of parameters extracted from
a cross section. E.g for the electromagnetic form factors it was shown that both Gg
and Gy; moduli of the complex form factors in the time-like domain can be extracted
only if the luminosity is known with a precision of a few percents. Otherwise only the
determination of the ratio between Gg and Gy, is possible [17].

(3.1)

3.1.2 Precision measurements of resonance parameters

The example given above illustrates the necessity for the absolute measurement of
the time-integrated luminosity. Sometimes an accurate knowledge of a relative time-
integrated luminosity could be sufficient. e.g. the relative luminosity plays an impor-
tant role for studying resonance formation rates with PANDA in energy scan exper-
iments.The precise measurement of the width of a resonance in antiproton-proton
annihilations was developed and successfully applied by the fixed-target experiments
E760/E835 at Fermilab [4Z]]. The improved complementary-scan technique [45] was
based on the analysis of the excitation curves obtained by scanning the resonance twice:
at constant orbit and at constant magnetic bend field. The precision was dominated by
the statistical uncertainty.

The resonance parameters were determined by a maximum-likelihood fit to the
excitation curve of the measured rate (Fig.3.1). For each scan point (subscript i), it was
assumed that the average number of observed events u; depends on the line shape of
the investigated resonance (e.g a Breit-Wigner function ogw;) and on the center-of-
mass energy distribution (the beam profile) B;, as follows:

w =2 {Si/GBwr(W)Bi(W)dW—i—Gbkg , (3.2)

where w is the center-of-mass energy, & the extraction efficiency, .Z; the time-
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CM energy

Figure 3.1: lllustration of energy scan experiments

integrated luminosity, and Opke a function which describes the shape of the constant
background. The integral is extended over the energy range of the measured resonance.
The spin-averaged Breit-Wigner cross section for a spin-J resonance of mass M and
width I" formed in pp annihilations is

(2J+1) 167 (Cplow/I) T
(284 1)2w? —4m?> T2+ 4(w—M)?>’

ogw(w) = (3.3)
m and S are the (anti)proton mass and spin, while I'j, and I'oy¢ are the partial resonance
widths for the entrance (e.g. pp) and exit channel under study. The resonance mass M,
width T, ‘area’ (Ijnloue/I") and the background cross section opxgwere left as free pa-
rameters in the maximization of the log-likelihood function log(A) = Y ;log P(u;, N;),
where P(u,N) are Poisson probabilities of observing N events when the mean is .

This technique led to the most precise measurement of the width of the resonance
W(2S) (T'y(25)=290425 (sta)+4 (sys) keV). This precision would not have been possible
without the accurate normalization of each data point with respect to its integrated
luminosity (see Sec.[3.2.2).

3.2 Alternative methods for luminosity determination
at fixed-target experiments

3.2.1 COSY

The luminosity determination by using the accelerator and target parameters is based
on Eq. The beam current within a storage ring can be measured by the accelerator
group directly. The target thickness cannot be established simply through macroscopic
measurements.
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When a charged particle passes through matter it loses energy through electromag-
netic processes and this is also true inside a storage ring where a coasting beam goes
through a thin target a very large number of times. The energy loss, which is pro-
portional to the target thickness, builds up steadily in time and causes a shift in the
revolution frequency in the machine which can be measured through the study of the
Schottky spectra. Assuming that other contributions to the energy loss outside the tar-
get are negligible or can be corrected for, Knowing the characteristics of the machine
allows the effective target thickness to be deduced. This effect has been investigated
with an internal proton beam of energy 2.65 GeV at the COSY accelerator using the
ANKE spectrometer and a hydrogen cluster-jet target [46].

Most experiments with ANKE at COSY ran with a coasting beam without cooling,
which offered the possibility to use the energy loss in the target as a direct and in-
dependent method for the luminosity determination. The energy loss 6T per single
traversal of the target, divided by the stopping power dE /dx of protons in hydrogen
gas and the mass m of the target atom, yields the number ny of target atoms per unit
area which interact with the ion beam:

oT
nr = (dE Jdx)m (3.4)
Over a small time interval At, the beam makes fpAr traversals, where fj is the revolu-
tion frequency of the machine. If the corresponding energy loss is AT, Eql3.4 may be
rewritten as:

AT (3.5)
nr = .
= HdE Jdx)mAt 32
In terms of the change in the beam momentum p, nr can be calculated as:
1+y ATyAp
= .6
" ( v ) Fo(dE Jdx)mpoAt (3.6)

where Ty and pg are the initial values of the beam energy and momentum,

1
and y = (1 — B?)7 2 is the Lorentz factor. In a closed orbit, the fractional change in
the revolution frequency is proportional to that in the momentum:

A 1A
ar_ L4/ (3.7)
po M fo
where 1 is the frequency-slip parameter. Putting these expressions together:
I+y\1 1 ATy o f
_ — L .8
" < Y ) 1 (dEjdxym f2 8t G:8)
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Here B, ¥, po, and Ty are determined from revolution frequency and nominal circum-
ference of the accelerator. dE /dx is evaluated from the Bethe-Bloch formula. The
frequency shift Af is measured by analyzing the Schottky noise of the coasting proton
beam and the m-parameter by studying the effects of making small changes in the
magnetic field [46].

The result contains a contribution arising from the residual gas in the ring. The
systematic correction for the residual gas effects lead to a systematic uncertainty of
4 %. The uncertainty of the 1 determination added another 3% to the systematic
uncertainty. Adding these errors quadratically, the total error in the target thickness
determination at ANKE was 5 %. The beam current np was accurate to 0.1 %, therefore
the determination of the luminosity via the beam energy-loss method was 5%, the
same as for the target thickness.

This method is not limited to proton beams and therefore can easily be applied to any
fixed-target experiment with an ion beam, including antiprotons, and thus is planned to
be used at[HESR|too. It should be mentioned that at the HESRIthe antiproton beam will
be cooled compensating for the energy loss and multiple scattering of the antiprotons
in the target material (straggling). Therefore this method requires dedicated sessions
of data taking and cannot be used for the luminosity determination in parallel to physics
experiments at PANDA.,

3.2.2 E760/E835

The luminosity can also be determined by measuring a reference channel with the well
known cross section. In the most simple case, the number of events of the reference
channel are counted and the luminosity can be extracted from EqJ2.4] The cross section
of such a channel should be known with high accuracy and be relatively large to ensure
a high amount of events from the reference channel during a short time for reliable in-
stantaneous luminosity monitoring. In e™e™ annihilation experiments the channel used
for monitoring is typically Bhabha scattering (ete™ — eTe™) for which absolute cross
sections can be calculated accurately from QED [Al]. For hadronic reactions one does not
have such an ideal channel for monitoring purposes. The only pp cross section which
is accurately known is that for elastic Coulomb scattering, but this is always accom-
panied by the contribution of the strong interaction, which is poorly known. Therefore
to obtain the absolute luminosity one has to analyze the characteristic shape of the
differential cross sections of this reaction (see Section [3.3.1)).

The E760/E835 luminosity monitors were based on making absolute measurements
of the differential cross section of pp elastic scattering at extreme forward angles by
measuring the energy of the recoil protons in dependence on the scattering angle as
close as possible to the limiting polar angle 8=90° or ¢=90-6=0° [48]. As shown
in Sec. at such angles an accurate absolute normalization is possible. Another
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Figure 3.2: Schematic of the Luminosity Monitor. Left: assembly view; top right: the
detector pan as used in E760; bottom right: the detector pan as used in E835 [7]

important advantage was that the recoil proton energies had a momentum of only a
few MeV, thus the protons could be detected in solid state detectors of excellent energy
resolution and stability.

The luminosity monitor (Fig. consisted of a vacuum enclosure suspended just
below the pp interaction region at 90° to the p beam. At its bottom there was a
pan containing an assembly of five solid state detectors on a carriage. During the
E760 running it was found that the antiproton beam orbit could occasionally undergo
radial shifts of several mm. These shifts lead to errors in the luminosity measurements.
Therefore for E835 the luminosity monitor was redesigned and contained detectors
fixed left and right of the beam axis at 0, =3.496+0.005° and ag=3.51140.005°. The
detectors were silicon surface barrier (500 um deep) and Si-Li drift (3000 um deep)
of an area of ~ 1x5cm? each, deployed according to the expected maximum recoil
energy at different recoil angles. The carriage could be moved such that the detectors
sampled all recoil energies, from a¢=0° to 6°. Displacement of the beam from the central
orbit caused an asymmetry in the counts in the fixed detectors on different sides. For
orbit displacements of an magnitude of < 1.5 mm the asymmetry (L —R)/(L+ R) was
calculated to be less than 2 % and no corrections were applied to the average luminosity.
If the asymmetry was larger than 2 %, the beam orbit was adjusted to its central value.

Both the instantaneous luminosity (integrated over 2 min) and the time-integrated
luminosity (integrated over a whole run extending over several hours) were monitored.
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The statistical error for the time-integrated luminosity was < 0.3%. The systematic
error was estimated as ~ 2.1%, arising mostly from the uncertainties in the elastic
scattering differential cross section parameterization [47].

3.3 The luminosity determination at PANDA

The luminosity measurement foreseen for PANDA is based on the experience of the
E760/E835 experiments. As for Fermilab experiments, pp elastic scattering will be ex-
ploited for this task. The main difference comes from the fact that the at PANDA
will not register the recoil protons, but the scattered antiprotons at small angles. Nev-
ertheless the theoretical description of the process is the same.

For a more accurate luminosity determination as well as in order to better suppress
background events, the strategy for the measurement of the luminosity with the [LMDI
is not only counting the events which hit the LMD], but also reconstructing of their
scattering angles. Therefore differential counting will be done, i.e counting the number
of scattered antiprotons versus the scattering angle 6. The luminosity will be extracted
by fitting the theoretical model from Eq. [3.9] to the differential counting rate.

3.3.1 Elastic pp scattering

Proton-Antiproton elastic scattering can be described in terms of a Coulomb f,,,; and
a hadronic fj.q amplitude. Usually the differential cross section is presented as a sum
of three terms:

dGel o T i) o dccoul dGhad do—interf
dt - kzlfcoul € +fhad‘ - dt + dt + dt (39)
with the following representation for each part:

dOeous 4Ty, G*(1)(hc)?
e B212

AOhad  _ —G%(1+p2)eb’ (3.10)
dt 167(Fic)? '

dGimerf  QpMOT

G2(1)e2" (pcos(8) + sin(5))

e Bl

where gy is the fine structure constant, G(¢) = (1+A)~?2 is the proton dipole form-
factor with A = |t|/0.71(GeV /c)? and § is the Coulomb phase. Therefore doé—';’”l can be
calculated very precisely. In contrary the physical quantities of the hadronic contribu-
tion, such as or (total cross section), p (the ratio of the real part to the imaginary part
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of the forward elastic scattering amplitude) and b (nuclear slope) must be determined
experimentally [48].

500 P,=5.7 GeVic
g : 0-total
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E - LMD range
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100~ —
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Figure 3.3: Differential cross section versus momentum transfer [¢|

Fig. illustrates the contributions to the differential cross section according to
Eq. in case of the beam momentum p;,, 5.7GeV/c. The Coulomb part of the
differential cross section is dominating at small momentum transfer ¢. At large ¢ the
hadronic cross section dc;# is dominating. The accuracy of the hadronic cross section
is limited due to sparse experimental data available for the determination of the b,
p and ot physical quantities. Therefore the region of small momentum transfers is
preferred to omit the model dependencies and the resulting systematic uncertainties
in the determination of the luminosity.

The scattering angle 6, is directly related to the magnitude of the momentum
transfer |¢| by

t| = |pp _pIIﬁ‘ = —2P§ms(1 — €08 (Ocms)) (3.11)

For a fixed target experiment with the momentum p, = 0 of the proton at rest the
relation between the magnitude of the momentum transfer and the scattering angle 6
in the laboratory system is described by

|t| =2psin(0/2) (3.12)

For the PANDA detector it is not possible to measure the recoil proton at very small
momentum transfers. Mainly because the energy of these very slow protons is too
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small to exit the beam pipe or to pass the or the Measurement at higher
momentum transfers, when energy is enough to go through the beam pipe, still would
be complicated due to curling of the protons in the 2 Tesla solenoid field. And at much
higher momentum transfers the Coulomb part of the differential cross section would
not be visible in the data at any momentum of the beam.

14
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Figure 3.4: Region available for the luminosity measurement at PANDA (green) and
range for the KOALA experiment in terms of momentum transfer |¢|

However it appears feasible to measure the forward scattered antiproton. The an-
tiprotons scattered below 3 mrad are planned to be reused in the beam of [HESRl Thus
only larger angles can be used for the luminosity measurement. The [[MD] will be able
to register scattered antiprotons with scattering angle 6 between 3 and 9 mrad m Un-
fortunately in this angular range the Coulomb part is not dominating for large beam
momenta. Fig shows the range covered by the[[MDlin terms of [t| in dependence of
the beam momenta of PANDA. The blue line on this plot indicates the [¢| value at which
the Coulomb part is equal to the hadronic part of the elastic scattering cross section.
At higher [¢| values the hadronic part becomes large than the Coulomb part. Already at
Pyeam ~ 3.5GeV/c the hadronic part contributes to the events registered by the
and for Ppeam >12GeV /c it dominates in the measurement range. Therefore the
uncertainties of the models for estimation of the hadronic part impact the accuracy of
the luminosity extraction for the beam momentum values above 3.5GeV/c.

"The upper bound is limited by size of the beam pipe.
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3.3.2 Models and their uncertainties

The hadronic part of forward elastic scattering cannot be calculated from first principles.
There are different ways to describe the differential cross section of this term. Currently
there are two models available. One is called DPMl model [49]. It is a part of the
background events generator in PANDAroot framework (in more details discussed in
the following chapters). Another one is called the E760 model, because it was tuned
and used in the E760 experiment for the luminosity extraction [50]. The last one is not
implemented as a generator in the PANDAroot framework yet. Nevertheless, as shown
by results of in the following, it is more accurate and most probably will be used for the
luminosity extraction and the production of the simulation data in the future.
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Figure 3.5: Contribution of the terms to the elastic pp scattering cross section inte-
grated in the scattering angle 6 between 3—9mrad (solid line — estimation according
to [DPM] elastic scattering model, dashed line — estimation according to E760 model)

Fig.[3.5/shows the contributions of the terms in Eq.[3.9| to the elastic scattering cross
section integrated in the LMDl range for the both models. These two models give only
slightly different predictions concerning the relative contributions of different terms
of elastic scattering. Therefore in estimations related to count rates in the LMD] e.g
radiation damage, the DPM generator is well suited too.

3.3.2.1 model

As discussed in (491, the description via Eq. [3.10] fails to describe the differential cross
section behavior at large |¢| values. A more complicated function is introduced for this
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purpose in the generator:

dOpaa

- Ap-[e/P — Ay - 1722 4 Ay - /02 (3.13)

Parameters Ay, Ay, A3z, 11, 1, were extracted from previous measurements at six different
beam momenta. These fit results were taken to establish the momentum dependence
of the parameters (f; was kept fix at value 0.0899 for all momenta). All parameters
follow the function:

x = cta-e Pan/d (3.14)

where x denotes Ay, Ay, Az or t» and ¢, a, d are constants extracted from the fit. The
values used in the [DPM] code are indicated in Tab.[3.1on the left.

In order to determine the uncertainty of the [DPM| model, the uncertainty of all pa-
rameters is needed. These are not provided in [£9]. Also the parameters in the
generator software code and the values in [49]] do not match. Therefore the fit of the
beam momentum dependence for each[DPM| parameter was repeated. Comparison with
the [DPM parameters is presented in Tab.[3.1and Fig. The fit result is close to the
parameter description used in the[DPM]| code. The difference stays below 1 %.

Parameter [DPM] value fit value

Al d 115. 115.7 £ 7.9
a 650 656.9 *+ 31.9
d 4.08 4.03 &+ 0.32

A> c| 0.0687 | 0.0687 £ 0.0087
a 0.307 0.300 &£ 0.143
d 2.367 2.406 +1.184

153 C -2.979 -2.978 + 0.096
a 3.353 3.354 £ 0.096
d 483.4 471.4 £132.9

Aj C 0.8372 0.8411 £+ 0.1002

a 39.53 40.07 £ 51.97
d 0.765 0.761 £+ 0.292

Table 3.1: DPM| parameters for the elastic scattering and their parameters for the mo-
mentum dependence

For the estimation of the model uncertainty, the error of each parameter has to be
propagated via Gaussian error propagation. An uncertainty of function f(a,b) depen-
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Figure 3.6: Momentum dependency of Ay, Ay, t» and A3 parameters of the model
(points — the data, blue line — the momentum dependence as used in the DPM]| gen-
erator software, red line — fit results obtained in this work (Tab. , red band shows
0.95 Confidence Level of the fit)

dent on some measured parameters a and b has the following form:

2
Af = (|‘3—£«Aa) (A (315)

This formula is applied to the parameters of the [DPM| model. Derivatives of the pa-
rameters are calculated from Eq3.13}

IF — [,t/211 t/2t572

oA e — A€l

a_F =-2.A; _e(t/2t1+t/2t2) +2A1Azet/t2

dA;

JoF t/ty

9A; ¢ (3.16)
JoF t

I A e/ 1A, ot/2 412001 L

&t] 1[ ¢ +Az-e ]tlz

8_F :AlAz[e(t/211+l/2t2) — (A +A43) -e’/’2]i
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The parameter errors AA(, AA;, AA3 and At, are estimated from the fit results as
fit function uncertainties at 0.68 Confidence Level. For the fixed parameter t, an error
Aty = 0.01 is assumed independent from the energy.
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Figure 3.7: The uncertainty of the differential cross section of DPM| model as a function
of the momentum transfer |¢| at P;,, 15 GeV/c (maximum value [t|=0.05 on the plot
corresponds scattering angle of the antiproton 6=15mrad)
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Figure 3.8: The relative uncertainty of the cross section integrated over different polar
angles ranges in dependence on the beam momentum Py, (for the DPMI model)

Fig.[3.7]shows the uncertainty of the differential cross section in dependence on the
momentum transfer at the beam momentum P;,;, 15GeV/c. In addition the contribu-
tion to the uncertainty of each parameter to the total model uncertainty is plotted. The
contribution from the parameter A; dominates the model uncertainty. Contributions
due to Ay and Aty parameters are already small and contributions due to A3 and 1, are
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negligible. This is also valid for lower beam momenta.

Fig. presents the uncertainty of the cross section integrated over different 6
ranges and normalized to the integrated elastic cross section in the same range. As
one can see from this plot, at low energies, where the Coulomb part is dominating (e.g
for Py, below 3.5 GeV/c), the expected uncertainty is below 2%. In the intermediate
range (for P;;, between 3.5 and 12 GeV/c), where both, the Coulomb and the hadronic
parts contribute in the LMD range, the uncertainty of the model varies, but stays below
10 %. And for high energies (for P4, above 12 GeV/c) the model uncertainty rises and
goes up to 20 %.

3.3.2.2 E760 model

The experiment E760 [50]] used the parameterization given in Eq. in order to de-
scribe the differential cross section % in dependence on the four-momentum trans-
fert. In the publication of its successor experiment E835 [47]] the following dependence

on the model parameters from beam momentum is given:

or = c+a~pl;g,
= C¢—a:Piab, (3.17)
p = c+a pup

It is claimed in [7]) that this parameterization is valid in the beam momentum range
of 2-8GeV/c. It led to a 2.1 % systematic uncertainty in the luminosity determination
(arises mainly from parameterization of p). Momentum dependency for the accuracy
of the determination is not indicated. However the value and uncertainty of each pa-
rameter was determined from experimental data at particular energies.

Parameter E760 model | Fit to E760 data | Fit to E760 data
(fixed or) (free or)
or c 34.48 35.38 £ 0.89 55.66 & 5.99
a 89.7 89.6 £ 0.4 758.1 £1979.6
d -0.7 -0.72 £ 0.03 -2.94 + 2.27
b C 13.64 13.64 + 1.04 12.60 £ 0.99
a -0.2 -0.21 &+ 0.19 0.019 &+ 0.178
P C -0.12 0.059 £ 0.021 0.12 £ 0.04
a 0.03 -0.015 &= 0.004 | —0.029 + 0.007

Table 3.2: E760 parameters for the elastic scattering and their parameters for the mo-

mentum dependence
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The momentum dependence of the parameters was reproduced by fitting the pa-
rameters or, b and p values given in [50]. Again the extracted uncertainties of the
fit parameters are propagated in order to get the uncertainty of the E760 model. As
described in [47], the parameter or was not used in the fit and fixed to the values
obtained from the previous experiments. As shown in Tab.[3.2]and in Fig.[3.9|there is a
significant discrepancy between the fit results and the p parameter extracted from the
E760 experiment (Fig. bottom left). In addition, also a fit was performed without
fixing the values of the or (to compare with the or-free analysis in the [50]). In this
case the discrepancy to the values from the E760 is even larger. However, the fit for
parameters values from the or-fixed analysis give a better agreement with E760 data
for the differential elastic cross section published in [50]]. For the further study the
description of the momentum dependence of the parameters o7, b and p are obtained
from the fit with fixed or. This model is referred as E760-like below.

o [ ¥ data a
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Figure 3.9: Momentum dependency of b and p parameters in the E760 model (points
— the data, blue line — the momentum dependence as used in the E760 experiment,
red line — fit results obtained in this work (Tab.[3.2), red band shows 0.95 confidence
level of the fit)

With the assumption that the parameters are uncorrelated, the uncertainty for the
differential cross section can be again obtained via Gaussian error propagation (Eq.[3.15)
with the following derivatives:

OF  20r(1+p2)e bl 2F

ooy 167(hc)? ~ or
OF  —|t|c2(1+ p?)e bl
= e = —lF 19

OF 2pcie bl 2pF

op  l16xm(hc)?  (1+p2)

The parameter errors Aor, Ab, Ap and Ar, are estimated from the fit results as a
function uncertainty at 68 % Confidence Level. In Fig.[3.10the uncertainty contribution
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of each parameter to the total model uncertainty is shown at P;,;,=15 GeV /c. The con-
tributions of o7 and p dominate at small |¢| and the contribution from the parameter

b dominates at large |t|.

A(do/dt), mb/(GeVic)?

= total uncertainty

E o, contribution
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Figure 3.10: The uncertainty of the differential cross section of the E760-like model as
a function of the momentum transfer |¢| at Py, 15 GeV /¢ (maximum value |¢|=0.05 on
the plot corresponds to the scattering angle of the antiproton 6=15mrad)
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Figure 3.11: The relative uncertainty of the cross section integrated over different polar
angles ranges in dependence of P, (for the E760-like model)

Fig. presents the relative uncertainty of the cross section integrated over differ-
ent O ranges and normalized to the integrated elastic cross section in the same range.
The model uncertainty is around 2 % at the beam momentum 1.5 GeV /¢ and goes down
to 0.1 % between 3—6 GeV/c. Afterwards it rises slowly and at the highest beam mo-
menta (P;,, 15GeV/c) goes up to 2%. In the range of 2—-8GeV /c beam momentum
for which the model was originally provided, the model uncertainty is below 0.5 %.
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3.3.2.3 Comparison of the models with the data from previous elastic pp scatter-
ing experiments

In the Durham HepData base [57] 38 measurements of the differential pp elastic scat-
tering cross section are listed. The data is summarized in Appendix[B] A short overview
is presented in Fig. where measurements are sorted by the beam momenta P;,,
and the four-momentum transfer ¢ ranges for all found past experiments. The data
used for parameter determination of the[DPMland E760 models are marked by differ-
ent colors. InDPMonly data with wide t-range (between 1072 and 1 (GeV/c)?) is used.
This is natural, since the DPM group aims to reproduce the differential cross section in
a wide ¢ range [/}

§ 16— - - not used
& 14i —m used in DPM
D_§ E ——used in E760
12—
10 = v
81—
6; A“:‘. -
4:—  —— - -
- | u
2
- 1 1 lllHM 11 llHlM 1 1 lllHM 11 lllHM 1 1 llHlM 1 I
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[t], (GeV/c)?

Figure 3.12: [t| ranges for previous pp elastic scattering measurements

For the comparison of the and the E760-like models with data, missing sys-
tematic errors are added to the data as suggested in [57]. A few examples of the com-
parison are provided in Fig. For all energies, at large [t| the E760~-like model
rapidly decreases and predicts a vanishing differential cross section. The model
is more realistic and predicts non-zero values for large |¢|. However, due to the large
uncertainty of the DPM| model, this prediction is rather inaccurate.

The |¢| range, which will be available for the luminosity measurement at PANDA | is
energy dependent. It varies between 10°—1072 (GeV/c)? (see Fig. . Most of the
experimental data are available at a relatively large |¢| compared to the LMD |¢| range
(Fig. 3.12). Only a few measurements are available in the range and are used to
evaluate the relative systematic uncertainty between each model, the [DPM| model and

2For further parameter improvement it might be useful to combine data from different experiments, for
example at P;,;, 8 GeV/c
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Figure 3.13: Comparison of the [DPM] and E760-like models with experimental data at
Piap 1.6 GeV /c (top, data from [52]1)), 5.6 GeV /c (middle, data from [50]]) and 16 GeV /¢
(bottom, data from [53]); right plot shows a zoom to small |¢| values
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Figure 3.14: Discrepancy between the models and the experimental data available in

the polar angle range 6 between 2—10mrad

Prap, GeV/c | Af44 DPM, % | A4, E760-like, % | Reference
2.607 19.76 4 9.92 11.53 £ 10.63 (54]
3.7 4.17 £ 2.80 4.07 £0.93 (501
4.07 1.67 £ 4.25 0.26 £1.15 (501
4.2 8.14 £7.10 10.17 £ 5.24 (551
5.6 7.01 £ 3.47 0.35+£0.71 (50l
5.72 10.69 & 2.65 1.89 £+ 0.55 (50]
5.94 10.56 £ 2.58 3.04 £0.55 (501
6.0 3.15£7.36 13.26 £ 4.97 (551
6.23 8.29 £ 3.49 1.91 4 0.63 (501
10.0 1.61 £+ 3.45 5.99 +2.48 (551

Table 3.3: Discrepancy between the models and the experimental data available in the
polar angle range 6 between 2—10mrad

the E760-like model, and data. The discrepancy between a model and data is calculated
as:

A %—?(expd) - ‘é—‘;(model)
(o]

12 (oxp) (3.19)

The result is presented in Fig. and Tab. in terms of average discrepancy Aﬁj{,‘,’D
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between the models and the data in the[[MDIt-range, where the hadronic contribution
is dominating. The error bars on the plot include the model uncertainties as well as
the experimental errors. It is no surprise that the E760-like model is in good agree-
ment with the experimental data obtained by this experiment [50] with discrepancies
of ~4 %. However, for data not used for the determination of the parameter functions
of the E760-like model, the discrepancy is as large as 13 %. The [DPM model has dis-
crepancies on the level of 10 % for the E760 data. Only the data at 10 GeV/c beam
momentum [55] the model describes better than the E760 model. To conclude,
the E760 model would be preferred for the luminosity extraction, because it was op-
timized for the region of small momentum transfers. However, new measurements in
the low-t region are desirable to confirm the model description at low energies, e.g.
the description by the E760-like model. It would also be important to extend the mea-
surements up to 15GeV/c in order to cover the complete beam momentum range at
PANDA where up to now no data points exist.

3.3.2.4 KOALA experiment

Due to the limited acceptance of the detector, the LMDl can only measure a small range
of the momentum transfers |¢|. The strong correlations between the fit parameters
make it difficult to accurately determine the luminosity together with the unknown
parameters of the hadronic part of the elastic scattering within such a small range of
the |¢| distribution (see Appendix. These parameters will be measured by a dedicated
Key experiment fOr PANDA Luminosity determinAtion before PANDA starts
data taking.

Hydrogen
cluster target
beam

H Recoil detector

“ A

Recoil detector

Tracking detector

Figure 3.15: Sketch of the [KOALAl experiment at [HESRI [56]]
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The KOALA experiment at[HESR] shown in Fig. will measure antiproton-proton
elastic scattering in a large range of the four momentum transfer |¢| [56]]. The |¢| range
available for KOALA is shown in Fig.[3.4| by the yellow band. The idea is to measure the
scattered beam particles at forward angles by a tracking detector (a prototype of the
and the recoil target protons near 90° by detectors which are able to measure the
angle and the energy of the recoil protons. The recoil detector will measure both the
kinetic energy and the polar angle of the recoil protons to achieve a strong background
suppression. A coincidence between the recoil detector and the forward measurement
will help to reach |r| values down to ~10~3 (GeV/c)2. Simulations show that in such
an extended [f| range, not only the luminosity, but also the parameters o7, b and p
can be determined with a precision better than 1% [56].

3.3.2.5 Model uncertainty caused by the momentum uncertainty

All models for the process of elastic scattering are energy dependent. In addition, in the
experiment the beam momentum will be known only with limited accuracy. This can
affect the systematic uncertainty of the model. Fig.[3.16|shows the resulting systematic
uncertainty of the E760-like model in dependence on the beam momentum in the
polar angle range 6 between 2—10mrad, if the beam momentum deviates from the
nominal beam momentum by 0.001%-10%. The systematic uncertainty introduced by
the beam momentum deviations becomes significant for AP=10"2.P;,;, and dominate
the systematic uncertainty for AP=10"1.P;,p. In the last case the uncertainty increases
up to ~ +5%.

From the [HESRlwe expect an uncertainty of the beam energy value of ~ 0.1 MeV in
the charmonium region, which gives AP/P;,;, ~1077 Bl At such values the introduced
systematic uncertainty is very small and stays below 0.005%.

3at beam momentum ~5 GeV/c
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Figure 3.16: The uncertainty of the E760-like model for P=P;,;, - AP with AP=107>-P;,
(top), AP=1073-P;,;, (center), AP=10"!.P;,, (bottom). Squares indicate P=P;,, — AP,

triangles P=P;,;, + AP
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3.4 The Luminosity Detector

The goal for the measurement of the absolute time-integrated luminosity at PANDA
is to be better than 5%. Currently the accuracy is limited by the model uncertainty.
Nevertheless, the registration and reconstruction of the scattered antiproton tracks
should be performed with high accuracy to ensure that no significant uncertainty is
introduced there.

During the design phase of the luminosity detector, a significant effort was made to
ensure a reliable system with an optimal resolution building on current technologies.
Extensive simulations studies were performed to make sure that the design will work in
the experimental environment. The developed reconstruction algorithms were verified
in these studies. The software algorithms together with the simulation results are
presented in following chapters. The detector construction has just started and it is not
part of this work. Therefore, only the main features relevant for understanding of the
simulation results are discussed below. For more information the interested reader is
referred to the [[MDI Technical Design Report [32].

Linear Shift Mechanism

Detector Planes
Vacuum Box

Transition Cone

Figure 3.17: The Luminosity Detector at PANDA
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The[LMDlis the most downstream detector in the PANDA setup, starting from 10.5m
behind the It consists of 4 detector planes, where the first plane is placed at
z=11.24m and the following 3 in distances of 20cm, 10cm and 10cm with respect
to each other (Fig.3.17).

To minimize the multiple scattering effect on elastically scattered antiprotons, which
should be registered in the [MD], the detector is operated in a vacuum box. Antiprotons,
elastically scattered at small angles, go inside the beam pipe and pass only a transition
foil before being detected in the sensitive material of the The transition foil
is a cone made of a laminate of a robust foil (polymide or boPET) and a conducting
aluminum foil. The cone plays two important roles. First of all it is shielding the sensors
from the electromagnetic fields of the intense non-interacting antiproton beam. And
the smoothly changing diameter of the cone minimizes distortion of the stored beam
in the HESR], to avoid a rapid change of the conductivity of the beam pipe. Secondly the
beam pipe vacuum of up to 102 mbar is separated from the detector vacuum which is
expected to be orders of magnitudes worse due to the outgassing of various detector
components.

The detector planes consist of 400 thinned HV-MAPS produced as individual 2x2 cm?
squares. HV-MAPS is a technology which combines biased silicon pixel detectors with
smart diodes. Fig. shows a block scheme of a smart diode. Starting from a p-

TE CR-RC Discriminator Latch Bus driver

‘ Amplifier
Readout bus
Tune DAC

I
I

Bias resistance

AC coupling PMOS NMOS 50V

Figure 3.18: Block scheme of one smart diode

substrate, isles of n-wells are doped into the substrate. The depletion region of the
pn-junction is further increased by the application of a reverse bias voltage of typically
50-60V. The thickness of the region is below 10 um and a charged particle passing
this region will generate about ~700 electron-hole pairs. The electric field collects
electrons in the n-well where charge sensitive electronic is implemented. In a readout
chain charge collection is followed by an amplifier with a shaping time of 1 us. Shaping
is implemented on each diode to reduce noise. The shaped signal of each diode is
connected by a metal layer with its own discriminator outside of the sensitive area
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where digitization is performed.

In the final HV-MAPS design a pattern of smart diodes will be placed on one 2x2cm
sensor. Space of about 50 um around the active area has to be reserved for a guard ring
to reduce edge effects of the electric field of the depleted regions. Moreover, digitization
of the signals requires accurate timing and a large number of metal layers. Therefore a
special region along one side of the sensor of about 500 um width is used to implement
that part of the readout chain. Smart diodes are 70x70 ,um2 large n-wells and are placed
with a pitch of 80 um.

2
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digitization \ Mfyf"

Figure 3.19: (left) Simplified layout of the HV-MAPS design; (right) Arrangement of 10
HV-MAPS on one CVD diamond

Since the HV-MAPS technology consumes power, the heat has to be conducted from
the sensitive area to a liquid cooled support structure. As a rigid solution polished
diamond plates produced in a CVD process were chosen. In that way the best heat
conductivity is combined with the shortest radiation length.

To ensure as close to 27 as possible acceptance around the beam pipe, a design of
partially overlapping sensors was chosen, where 10 sensors are grouped on one module
of a plane. On each side of the CVD diamond 5 sensors are arranged as illustrated
in Fig. (right). Sensors will be glued in groups of 3 and 2 along one side of the
edge of the diamond. The same arrangement is chosen for the back side of the CVD
diamond. What remains uncovered is a rhomb between the two groups as well as a
small insensitive area next to the beam pipe. Some area is covered by sensors on the
front as well as on the back side. This allows for precise alignment of the sensors of
one module. However it also requires special treatment during hit reconstruction (see
Chapter[4)).

Although the HV-MAPS will be thinned down to 50 ttm, the total radiation length of
a sensor module is expected to be ~0.37 %, which would correspond to a ~350 um thick
silicon sensor. The total material budget of one detector plane is illustrated in com-
ponents by Fig. The thickness of resin as an adhesive material between polymide
and aluminum traces as well as the glue between CVD diamond, sensors and the flex
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Figure 3.20: Components of one half of a double sided module and the corresponding
thicknesses; The pie chart shows the relative contributions

cable depends on the production process and is still matter of ongoing studies. The
thickness of the CVD diamond will be reduced if possible.

The support structure (half plane, Fig. is made by CNC machines out of alu-
minum with an embedded cooling pipe. They are produced by melting aluminum around
an already bent stainless steel pipe in a mold. The support structure does not only cool
the heat produced by the HV-MAPS but also the heat from front-end electronics, which
have to be placed in vacuum next to the sensors.

During the injection or acceleration phase, the beam conditions could be very bad,
such that the sensors of the are in danger to be hit by the primary beam. Thus
it was decided to construct the sensitive area retractable: The plane array was divided
into 2 halves. Each half is attached to one linear shift mechanism driven by a stepper
motor with sub-micrometer precision and can be retraced by ~ 10cm.

A precise positioning of the HV-MAPS on the CVD support module, the modules
within the cooling frame, and the support structures (half planes) among each other
within one detector half are subjects of dedicated studies. Currently an accuracy of
£200 um seems to be achievable.

No detector can be built without detailed simulation studies. Basic ideas are tested
with simple geometrical models. In parallel, the technical work on the design is done
and a more sophisticated simulation model is introduced to give feedback for the opti-
mization of the design. As soon as a suitable design is found, performance studies are
carried out and further input for the design optimization is given.

A realistic software model of the detector together with a well understood recon-
struction software (Chapter|[4)) allows us to monitor important parameters like resolu-
tion and efficiency during the design optimization. The need of retractable halves of
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Figure 3.21: Half plane acting as a cooling and support structure of 5 modules. The
aluminum structure contains a stainless steel pipe for cooling liquid

the LMDJ requires a fast and efficient alignment scenario. As a possible solution a soft-
ware alignment method based on reconstructed tracks was proposed. In Chapter [5] it
is shown that this alignment method can deal with the expected misalignment scales.
The performance was also checked during detailed background studies (Chapter [6)). It
was shown that secondaries produced in non-sensitive parts of the [[MDI (such as the
cooling structure or the vacuum box) can be suppressed after the track reconstruction
and thus a change of materials is not needed.



Chapter

Extraction of the luminosity

For the determination of the luminosity, the differential cross section in dependence of
the scattering angle has to be extracted from data. The data reconstruction includes
several necessary steps: finding and fitting of the tracks of the elastically scattered
antiprotons and backtracking them to the interaction point in order to get rid of the
influence of the magnetic field.

A complete simulation of the PANDA detector components and their response to
the passage of particles has been developed within the PandaRoot framework [57]. It
is designed that way that the same reconstruction and analysis algorithms will work on
the simulation output as well as on data. This chapter gives an overview of the frame-
work and describes all procedures related to the track reconstruction in the luminosity
detector and related performance studies.

4.1 PandaRoot framework layout

The software framework is a collection of software packages and tools for the descrip-
tion of the single detector components and the simulation of physics reactions. The
layout is organized such as to allow the re-use of well known programs and tools, com-
mon to particle and nuclear physics simulations. One basic concept of the framework
is its modularity, the possibility to switch algorithms and procedures at any point in
the chain of processes. Hence a set of interfaces and data input/output are provided to
connect all these tools properly.

Almost all experiments at the future FAIR facility are using the following features of
organization of their software packages:

- External Packages with the commonly used packages as Geant3 and Geants (prop-
agation of particles through matter written in Fortran [58] and C++ [59]), VMC
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(Virtual Monte-Carlo [60]), ROOT (Plotting, fitting, graphics etc. [61]), Pythia [62]]
and auxiliary tools

- FairRoot handling the framework (data 1/O, interfaces, infrastructure). The task
is to provide all steps of the data processing up to the physics analysis stage.
Data is stored in a ROOT file, using ROOT objects handling with chains, trees and
branches.

- DetectorRoot detector framework (detector simulations and data reconstruction).
For the Panda experiment such framework is called PandaRoot.

The PandaRoot framework user should add detector class implementations for the
transport model and reconstruction tasks, which are processing the data. A typical chain
of generating and processing of simulated data contains the following ingredients:

1. Event Generator:

The event generator produces in each event a set of particles according to the in-
vestigated physics reaction or detector studies. Particles are defined by their type
and four-momentum, point of origin and time. Those properties are randomly
distributed by the selected model. In PandaRoot for this purpose several gener-
ators are available. The "BOX" generator provides a uniform distribution for all
variables. It also has possibility to choose a certain variable range. A generator
for single-channel generation is called EvtGen [63]]. And the DPM [64] generator
provides the full description of all antiproton-proton reactions.

2. Transport Code (VMQC):

The particle transport through matter is simulated by Geant [58],[59]. The Virtual
Monte-Carlo interface (VMC) allows to switch between the different Geant ver-
sions as well as to introduce other packages. Each sub-detector has its own geom-
etry description (usually in ROOT format) and definition of the active and passive
elements. For all materials in which particles can interact according to physical
processes, such as ionization, showering or Cherenkov emission, they react with
the detector material and loss of energy is estimated. Interaction of particle with
the detector material (e.g position and energy loss) is saved in each event. This
data is called MCHits and it is accessible for the analysis of the performance of
the reconstruction steps.

3. Digitization:
All Monte-Carlo data is processed to model the detectors response. The threshold,
efficiency and amplification can be adjusted according to the measurements of
real detector response. The digitized data formats in the simulation must be the
same as those obtained in a real implementation (a prototype detector or even
the final setup). This data is called DigiHits and is used as input information for
reconstruction of the events.
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4. Local Reconstruction:
The digitized data is subject of a local reconstruction procedure which associates
DigiHits to information with a physical meaning, like a 3D space point, a total
energy loss or a Cherenkov angle. For tracking sub-systems during this step track
reconstruction is done, which usually includes track search and track fit.

5. Global Reconstruction:
At this stage, locally reconstructed information is sorted to produce valuable input
for further analysis. This sorting procedure can include assignment between re-
constructed data from different subsystems as well as merge of local information
to improve reconstructed parameters (i.g two parts of one charged particle track
in neighboring subsystems). Particle identification at Panda is performed globally,
taking into account information from all sub-detectors.

6. Physics Analysis:
The analysis tools have to deal with a collection of information based on four-
momenta, positions and the identity of the reconstructed particles in a unified
way. Particle combination, selection mechanisms and manipulation tools (like
boosting between lab and center of mass frame) are provided. Furthermore, a set
of fitters is available to fit the four momenta and positions of particles (e.g. from
a decay) under different types of constraints.

For the luminosity measurement, only information from the luminosity detector is
essential. This means only locally reconstructed information is used and steps 5 and 6
are not needed. Fig.[4.1]shows the reconstruction chain in the[MDIstep by step, starting
with hit reconstruction up to back propagation of tracks to the interaction point. In the
following sections each step is discussed in detail.

Hit Track Track Back propagation
reconstruction search fit to IP

Figure 4.1: Track reconstruction chain for the luminosity detector
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4.2 Hit reconstruction

Charged particle going through the sensor creates an excitation in this solid-state ma-
terial. The sensors of the luminosity detector have a pixel structure with a size of
80 um. The digitized data contains the information about the position of the charge
collected at the pixel. First of all, pixels are combined to clusters. The central position
of the channel with the highest charge yield in a cluster gives an uncertainty on the
coordinate position [65]]:

Ouigi = d/V12=23um (4.1)

A better resolution (0y;,; ~ 15 m) for clusters with two or more pixels can be obtained
by using the center of gravity as position of the cluster, which utilizes the digital charge
measurements as weight. The average position is calculated by:

Y= Y. qixi
Yixi

with charge g; deposited at a pixel with coordinate x;. In the design of HV-MAPS it is
not possible to measure the deposited charge due to the very small active layer thick-
ness. The simulation shows that the fraction of events where a single cluster contains
more than one fired pixel is below 40 %. Therefore one cannot achieve a significant
improvement in spatial resolution even if a measurement of the charge deposit would
be possible.

For pixels, the x and y coordinates are defined in the local sensor frame. To obtain
the hit (3D point) in the global frame, the x and y coordinates are recalculated in the
global frame and the z position of the sensor in the global frame is added as the z
coordinate of the hit. All corrections due to sensor and module alignment (Chapter|s))
are applied during this step.

As it was mentioned in Chapter[3] in order to achieve the full acceptance in angle ¢
both sides of the planes will be equipped with sensors. Some of those sensors overlap
and a charged particle can hit pixels on both sides. These hits on different sides of
the diamond wafer do not contain any new information and are merged together for
simplicity of the usage in the track search procedure. To be merged, hits should fulfill
the following conditions: both hits must come from different sides of the same module
and the difference in x(y) coordinate 6x(8y) should be smaller then oy(oy), which is
determined by pixel resolution and set to ~30 um. The drawback of sensors overlapping
is @ 38 % larger radiation length compared to the single sided areas. The non-uniform
material budget (overlapping and non-overlapping areas) is taken into account in the
track fit procedure (Section |4.4)).

(4.2)
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4.3 Track search

Nowadays, tracking systems usually measure up to hundred hits per track, which de-
mands quite complicated pattern recognition algorithms, but makes track reconstruc-
tion more robust against loss of hits in a track. In case of the[LMD], there is only a small
number of hits per track and all of them have to be used. Two different algorithms were
developed for the track search. Their performance was studied in events with multiple
tracks per event hitting the

4.3.1 Track Following

(a) (b) (c)

Figure 4.2: Track Following algorithm

(a): A track candidate seed between two first planes
(b): Search for a hit within corridor on the next plane
(c): Enlarged corridor for a hit search on the last plane

As it is clear from the name, Track Following (TE) is a simple routine which follows
the track. Here a track candidate seed is built by two points of neighboring planes
(Figl4.2]a) and then propagated to the next plane (Figl4.2]b). If the difference between
the hit on the next plane and the track line is less then a certain distance (corridor),
the hit is attached to the track and the track candidate is propagated to the last plane,
where it is looking for the nearest hit once again (Fig[4.2|c). This procedure is repeated
until all track candidate seeds between the first two layers are checked.

Sometimes it can happen that a hit on one layer is missed (broken sensor or error
during hit reconstruction). To make the reconstruction possible in this case a special
missing plane algorithm was implemented. It takes combinations between the first and
the third (and the second and the third) layers as a track candidate seed and also allows
for further track candidate propagation in case the hit on one of the planes was not
found within the corridor [66].
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4.3.2 Cellular Automaton

The second algorithm implemented for track search is the more sophisticated Cellular
Automaton (CA)), which was originally developed for the HERA-B experiment [67]] and
is used in many other experiments like ALICE [68]], CBM [69]], etc.

(a) (b) (c)

Figure 4.3: Cellular Automaton algorithm

(a): All possible cells are build

(b): Search for neighboring cells

(c): Cells arranged during evolution by number of neighbors

This algorithm deals with cells: segments between two hits on different planes
(Figls.3|a). The cell state defines the place of the segment in an optimizing sequence
(e.g. track candidate). In the beginning all cell states are set to zero because each
segment can, in principle, initiate the optimal sequence.

The cell state is updated accordingly to number of neighboring cells, which it has.
Two cells are called neighbors, if they can form a straight line together, e.g. if they
satisfy following rules:

- They share one point on a common plane
- the breaking angle o between the two cells is such that (1 —cosot) < O Wmax

The parameter d Wyuqx is not exactly zero. Due to multiple scattering a particle is
scattered while going through the material of the planes. And due to the pixelation the
coordinate of a pixel is always defined in the middle of the pixel. So between planes
separated by a distance z, (~10cm), hits could be relatively shifted by the pixel size
dpixet (80 um). One can assume that the breaking angle o is roughly the sum of the
multiple scattering angle and the angle due to pixelation:

o= 9]{;;66 + (Xdigi (43)

d . . . .
where Ogigi ~ "Z‘;el ~ 8x 1074, 6,5 ~ /2 Oys and Oys is calculated according to
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multiple scattering estimation [fl:

13.6-1073 X X
Oys = ————(1+0.038Ln(—)), (4.4)
with the radiation length of a sensor XLO and the momentum p of the particle. For small

angles, the approximation d Ymax = (1 —cosa) ~ 0‘72 can be used. Tableshows the
estimation of the 6 Y4 parameter for different beam momenta. However, this simple
estimate does not work in all cases. Due to the non-uniform material budget within
one module, it has overlapping sensors and holes between the sensors. Thus the break-
ing angle between cells corresponding to one track can be different from the average
multiple scattering angle, e.g. if the track goes through the hole between the sensors
on one plane, but is scattered in such way that on the next plane it will go through
sensors on both sides.

Pheam, GeV/c | 0,7¢, rad | 8 Wy
15 44,1070 | 81077
11.91 5.5-10° | 810/
8.9 7.4-107° | 9-107
4.06 1.7.107% [ 1107©
1.5 5.2.10~% | 2:107°

Table 4.1: Estimation of O W4, values for tracks with different momenta

Therefore the influence of 6 Y,,4 on the track reconstruction was studied with simu-
lated data. The tracks were generated with the BOX generator uniformly within 8 range
between 2 to 11 mrad and in the ¢ range between —0.35 and 0.3 rad, which corresponds
to one sensor module of the[LMDL After reconstruction, the number of missed and fake
tracks was counted. A missed track is a track which is lost during reconstruction and
a fake track is a track which is reconstructed out of a mixture of hits from different
tracksﬂ Figshows the dependence of the number of events with missed and ghost
track versus the breaking angle 8 Y., for the simulation of antiproton tracks with mo-
mentum of 1.5 GeV /c. According to this result, § Y,y Was chosen slightly larger than
is was estimated (2 x 107%) and set to 5 x 10~%. For momenta above 1.5 GeV/c, the
estimated values work quite well and they are used during the reconstruction.

The evolution process in the Cellular Automaton is divided into forward evolution and
backward pass. During forward evolution the automaton takes each cell and looks for its
leftward neighbors. If there is such a neighbor and its state is equal to the cell’s state,
the cell’s state will be increased by one. When the automaton completes a loop over

"The more detailed determination of missed and fake tracks is given in Section
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Figure 4.4: Influence of W,y parameter on number of missed (left) and fake (right)
tracks for simulation with Pyeq, = 1.5GeV /c (orange dashed line is the estimated value,
gray dashed line is the chosen value)

all cells, their previous states are simultaneously replaced by the increased ones. This
process is iteratively repeated until there are no neighboring cells with the same states.
At the end of the forward evolution, the state of each cell is equal to the length of a track
candidate that can be traced leftwards starting from this cell (Fig ¢). The backward
pass starts with investigating the set of cells that have the highest state. These cells
are considered as the first segments of track candidates. For each cell the automaton
performs a loop over the cell’s leftward neighbors looking for the best prolongation of
the track candidate. To be a prolongating one a cell must have a state lower by unity.
If such a cell is found, the automaton assigns it to the track candidate, looks for its
leftward neighbors and so on. The candidate tracing stops when a segment with the
state of zero is assigned to the candidate.
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4.3.3 Comparison of performance for track search algorithms

The main goal of any track search algorithm is to find all tracks correctly with a minimal
number of missed tracks and a minimal number of fake tracks. For the[LMDla significant
amount of missed tracks as well as fake tracks could lead to changes in the shape of
the distribution of the reconstructed 0 angles. It could cause difficulties and systematic
error in extraction of the luminosity by fitting the theoretical model to this distribution.
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Figure 4.5: Multiplicity of events within one readout time frame at Ppeq,=1.5GeV /¢
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Figure 4.6: Multiplicity of events within one readout time frame at Py, =15 GeV/c

Elastic pp scattering is a process with naturally low track multiplicity. Due to the
kinematic constrains, only the scattered antiproton can reach the [LMD| from this pro-
cess. However, particles from inelastic pp interactions can reach the too. And
secondary particles can also leave tracks in the The last two processes could
produce higher track multiplicities than just 1 track per event. The multiplicity de-
pends on the interaction rate. Due to different total pp cross section, the interaction
rate is different for different beam momenta, e.g. at Ppeun =15 GeV/c the interaction
rate is 10MHz and at Ppeu,=1.5GeV/c it is 25 MHz. According to the current de-
sign, the readout cycle (time resolution) of the LMDI[DAQ]is expected to be 25 ns [32].
Fig.[4.5]and Fig.[4.6]show the average number of generated tracks, which contribute to
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the number of fired pixels on the same plane (one side) within a 25ns time frame at
Ppeam=1.5GeV /¢ and Pp,q,,=15GeV /¢, respectively. In this study, the DPM generator
with a simulation of elastic and inelastic pp interactions was used. Due to background
particles, the multiplicity can go up to 10-30 tracks in one time frame. In order to
prevent tracks loss in the case when hits from the same track are registered in differ-
ent time frames on different planes, the track search will be done not within one, but
within several time frames, e.g. 3-4 time frames. For the simplicity, in the following
discussion combined time frames, used for the track reconstruction, are called events.
By increasing the number of time frames used for the track reconstruction, number of
events with higher track multiplicity is also increased. If only one time frame is consid-
ered for the track search, contribution of events with more than 1 track/events is 5.3 %
at at Ppean=1.5GeV/c (Fig. and 7.2 % at at Ppeqn=15GeV/c (Fig.[4.6). In case of 4
time frames, contribution of events with more than 1 track/event goes up to 11.4 % at
at Ppeam=1.5GeV/c and 9.1 % at at Ppeu,=15GeV /c. Also one should remember that
the fraction of the background events strongly depends on the background model EL
For an accurate background treatment, all tracks have to be reconstructed.

In case of events with high multiplicities, the track search becomes a challenge due
to the small number of hits per track. To make sure that the developed track search
algorithms can deal with these high track multiplicities, special tests were performed.
For those tests the BOX generator was used, where tracks were generated within the 6
range of 4—8 mrad and full ¢ angle coverage. The same simulated data sample was used
for the track search with the Track Following and the Cellular Automaton algorithms
to ensure that differences in the results are caused only by the searching methods and
not by statistical fluctuations in the simulated data.

The reconstructed tracks were compared with generated information on the hit level
and sorted out into following categories:

- Good Track: contains 65 % Pl of the hits from the same simulated track
- Missed Track: simulated track was not found
- Fake Track:

— Split Track: simulated track was reconstructed twice

— Ghost Track: reconstructed track contains mixture of hits from different sim-
ulated tracks

2A more detailed discussion about background studies is given in Chapter|[6]
3For tracks constructed from three hits, at least two hits should belong to the same particle. And for tracks
with four hits, the requirement is at least three hits should belong to the same particle.
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Missed Tracks

The results from the study of missed tracks in dependence on the track multiplicity
are presented in Fig. (for antiproton with momentum 1.5GeV/c) and Fig. for
15GeV/c). At small momenta, track losses for Cellular Automaton are significantly
smaller. This can be explained by the possibility of a more precise tuning of this algo-
rithm. The internal parameters of the[CAlare not so tight as for the [THalgorithm. The
difference between the[CAland the[TE for high momentum tracks is not significant any
more and both have similar performance.
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Figure 4.7: Average number of events with missed tracks (left) and average number of
missed tracks per event with missed tracks (right) in dependence on track multiplicity:
red - Cellular Automaton, blue - Track Following; circles - missed due to small amount
of hits; squares - track search losses (momentum 1.5GeV/c)

Sometimes tracks cannot be reconstructed due to a too small amount of recon-
structed hits. For each track search algorithm there is the requirement for at least 3
hits on different layers of the detector. This means a track which leaves only 2 hits
in the LMDl will be lost by default. Fig. shows the number of missed tracks versus
the number of reconstructed hits (before hit merging). For both cases half to one third
of the missed tracks are lost due an insufficient number of hits, independently from
the simulated track multiplicity. Also this plot confirms that the[CAlalgorithm can deal
better with high multiplicity events. e.g. in case of 20 tracks/event, around a few per-
cents of all missed tracks are tracks with maximum possible number of non-merged
hits (8), but for [[H this fraction is as high as 16 %.

Fig. shows the angular distribution of the missed tracks, which indicates which
tracks (generated 6 and ¢ values) are lost. From Fig. left it is clear that scattered
tracks going through holes between sensors cannot leave enough hits in the detector.
The red area corresponds to holes between the sensors. Concerning the track search
algorithm losses (Fig. right), they mainly happen in regions close to the holes and
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Figure 4.8: Average number of events with missed tracks (left) and average number of
missed tracks per event with missed tracks (right) in dependence on track multiplicity:
red - Cellular Automaton, blue - Track Following; circles - missed due to small amount
of hits; squares - track search losses (momentum 15 GeV/c)
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Figure 4.9: Amount of missed tracks in dependence on the number of non-merged hits
for the Cellular Automaton (left) and Track Following (right) algorithm. Momentum
1.5GeV/c

can be explained by re-scattering of the tracks at the edges of the sensors.

Fake Tracks

The results from a study of fake tracks in dependence on the track multiplicity are
presented in Fig. (antiproton momentum 1.5GeV/c) and Fig. (15 GeV/c). In
the following, some examples are given in order to illustrate possible reasons for fake
tracks. For all examples below, tracks go through the regions of modules where sensors
are glued on both sides. Although during the reconstruction hits on different sides of
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Figure 4.11: Average number of events with fake tracks (left) and average number of
fake tracks per event with fake tracks (right) in dependence on the track multiplicity:
red - Cellular Automaton, blue - Track Following; circles - hits mixture; squares - split
tracks (momentum 1.5GeV/¢)

one module will be merged, for the track assignment if a track is reconstructed properly
one has to go back to separated hits.

Example 1: Split track

The most simple case for split tracks appearance is a double reconstruction of one
track: as a 4 hit tracks and as a 3 hit track (Fig (left)). Such a situation is pre-
vented by the track filtering task, which compares tracks with at least 2 common hits
and saves only the best of them in the list of reconstructed tracks [4]

4in more detail Track Filter task is discussed in Section
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Figure 4.12: Average number of events with fake tracks (left) and average number of
fake tracks per event with fake tracks (right) in dependence on the track multiplicity:
red - Cellular Automaton, Blue - Track Following; circles - hits mixture; squares - split
tracks (momentum 15 GeV/c)

Example 1 Example 2 Example 3

Figure 4.13: Possible reasons for split and ghost tracks

Example 2: Split track

It also can happen that two tracks are close to each other and each of the recon-
structed tracks contains points from different simulated tracks. In Fig (center)
there are two reconstructed tracks and the majority of the hits for both tracks belongs
to the same simulated track. Such a situation cannot be resolved by the track filter
since both reconstructed tracks contain only one commonly merged hit. Within rank-
ing of those reconstructed tracks into the categories, one of the tracks will be marked
as a good and another one as a split track.

Example 3: Ghost tracks
Figls.13|(right) shows the situation when both simulated tracks were scattered dur-
ing the propagation through the detector planes. After the track finding step, one track
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was found as a mixture of hits on 3 layers (blue dashed line). And another one was not
reconstructed perfectly, because it does not contain the required 65 % of hits from one
simulated track (orange dashed line). So they both would be marked as ghost tracks
and the corresponding simulated tracks would be marked as missed tracks. The track
filtering step can only delete those tracks if they are not passing the cuts on track an-
gles. But the most probably, both tracks will pass the cuts, because their directions are
quite close to the expected one.

The angular distribution of fake tracks is presented in Fig. (left) for split tracks
and in Fig. (right) for ghost tracks. Plotted values are the reconstructed values
after the track fit. Split tracks are distributed rather uniformly in the region of the LMD]
acceptance, which is not surprising, because these tracks just duplicate real tracks.
Some of the ghost tracks appear as tracks with reconstructed angles below and above
the[[MDl|acceptance. Such tracks can be suppressed for sure even by simple rectangular
cuts. Track filtering (as presented in Section [4.5) suppresses the number of events with
fake tracks from 0.7 % (Fig. down to 0.03% at 1.5 GeV /¢ and from 3.5 % down to
0.02 % at 15GeV /¢ and increase number of events with missed tracks only by ~0.1 %.

Brec:mrad
Brec:mrad
N
IS

AR IAN HaaRN
mwom

Figure 4.14: The ¢ and 6 distributions of the split tracks (left) and ghost tracks (right)
for track search with Cellular Automaton in simulation with 20 trks/ev. Both histograms
are normalized to the number of events in the histogram.



74

4.4 Track fit

The parameters of a track-candidate after the track search are defined as a line segment
between the first two points of the track. To obtain a more accurate description of the
parameters, a fit based on all measured hits is performed. Since tracks in the luminosity
detector are almost straight lines, the track model in the track fit procedure should be
relatively simple and contain only 4 parameters But our task is not a pure geometrical
one and trajectories cannot always be described by a simple straight line. For a particle
with low momentum, energy loss and multiple scattering have to be treated rigorously.
Due to the design of the luminosity detector, the energy loss is not an issue and the
main task for a track fit algorithm is to take into account the multiple scattering effects.
To meet this requirement, the least squares estimation with breaking lines technique
[70] was developed based on the Minuit [71] minimizer from the ROOT framework.

4.4.1 Straight line fit with weighted hits

track
fit
real
track

incoming
track
z

Figure 4.15: A particle scattered on measurement planes (red line is the path of the
particle, dashed blue line is the track fit result), adapted from [72]]

A particle with momentum p is entering nearly perpendicular to a set of parallel
measuring planes (Fig. [72]). Those planes will change the particle direction by
multiple scattering in addition to measuring the crossing point of the track. The mea-
sured track position &; in a plane will be given by the crossing point of the real (kinked)
track altered by the measuring error Ax; at each plane:

N
E=Y Br-(zi—2Zy)-O(zi—Zy) + Ax; (4.5)
=i

In the following, lower case letters are used for measuring planes and upper case letters

52 lines in 2D projections of 3D straight track
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Figure 4.16: Hit resolution versus sensor plane position for tracks with different an-
tiproton momenta (left); Ratio between estimated hit coordinate uncertainty and hit
coordinate resolution (right)

for scattering planes. For this application, scattering and measuring planes are the
same, but with keeping this level of generality, one can easily take into account any
additional material in between. B; is the kink angle in the scattering plane J placed at
position Z;. The stepping function is introduced to restrict to forward directions.

1 ifz>0
0(z) = - (4.6)
@) 0 ifz<O 4

The fitting function for n track crossing points &; is a straight line:
x=a+bz (4.7)

where a is the offset and b the slope of the track. The minimization is done by
2 2 - 2
x°=x"(a,b) =Y wi(&—a—bz) (4.8)
I=1

with respect to the parameters a and b, where wy is representing the weights given to
the measured points (normally 1/6)62). During hit reconstruction, oy is assumed to be
equal on different planes, since it depends only on sensor parameters like the pixel size.
For the treatment of multiple scattering, one can try to make the hit errors depending
on the plane position by adding an expected uncertainty from multiple scattering. Then
in weight w; instead of O yigi BOCS

o2=02 +o0? (4.9)

X T YXdigi XMS

where oy;,; corresponds to the uncertainty due to the digitization and oys comes from
the multiple scattering effect in the sensor material. Obviously, in this case w; will be
different for hits on different planes, therefore this method is called weighted hits. The
momentum dependence of the hit resolution o on plane j is taken into account by
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the multiple scattering effect estimation:

=
(os)” = Z((i‘f' 1)-d; - Oys)* (4.10)
i=0

where d; is the distance between i and (i — 1) planes and 6y is calculated according to
Eq.[4.4] The coordinate resolution at different planes for tracks with different momenta
is shown in Fig[4.16(left), where it is clear that multiple scattering gives a significant
contribution to the hit resolution for tracks with momenta less than 8.9GeV/c. The
approximation Eq. reproduces the actual hit resolution within 5% (right panel of
Figl4.16). But it is impossible to take into account the correlation between the measured
points by corrections of weights. As it will be shown later, this has a direct influence
on the results.

4.4.2 Track fit with broken lines approach

A more natural approximation of a particle trajectory is a line segment with kink angles
between planes:

N
xl:a+bz—|—Za1~(zl—ZJ)~®(zl—ZJ) (4.11)
J=1

where a and b are the offset position and the slope of an incoming track, ay is the kink
in the scattering plane J and ®(z; — Zj) provides a restriction to upstream kinks only.
This method is called broken lines([72]. The xz has the form:

n —x 2 N —a 2
x2=xz(a,b,a1,---,azv)=ZM+Z By > ) (4.12)
=1 O =1 9

where o, is the error of the measurement at plane  and gy, is the uncertainty of the
scattering angle B; in scattering plane J (dependent on the momentum of the particle).
The number of degrees of freedom of the fit does not change by introducing the kinks
in the fit since each additional parameter is compensated by the corresponding zero
"measurement" of this angle. The interested reader can find the complete develop-
ment of matrix equations corresponding to x> and the covariance matrix calculation in
[72] and papers cited there. The Minuit package requires only the function for > and
corresponding matrices are calculated automatically.

The LMD planes are arranged in parallel to each other at an axis 7/ which is slightly
displaced with respect to the global z-axis. Therefore the z coordinate depends on
the (x,y) coordinates. The dependence is introduced by replacing the z; coordinate in



77
Eq.[4.11]and Eq. by t:
t=b(x—a)+dly—c)+g(z—z0) (4.13)

The trajectory in 3 dimensions (3D line) is described by the parameters a, b, ¢, d, g and
20:

4
xp=a+bt+ Z OC}C'<(Z() —l—t) —Z]) -@((Z() —l—l‘) —Z]>, (4.14)
J=1
4
yi=c+di+Y oy ((z0+1)—Zs)-O((z0+1) = Z;), (4.15)
J=1
z1=20+gt (4.16)

where a, b, ¢, d, aj, ocf are parameters from the fit, zg is a z-coordinate of the first
hit (which is fixed) and g is calculated from the normalization of the direction vector
of the track to the length equal to 1:

g=V1-b>—d* (4.17)

Finally, x? has the form:

4 X _ )2 Y _u)\2 4 X\2 Y\2
S ((61 x)? (&) ) 4y (@) (@) (18)
i=1 Ox o = O;

where o is the uncertainty of the multiple scattering angle (Eq.[4.10).

In principle, one can use the breaking angles to improve the track slopes descrip-
tion. But the tests have shown that this leads to only a small improvement. However,
they are needed to improve the precision of the track slopes during the fit. Fig.
shows the breaking angles after the fitting procedure on the second (left) and third
(right) planes for the simulation study with Ppeu,=1.5GeV/c. The average value of the
breaking angles is close to zero and the resolution (~380 pirad on the second plane and
~350 rad on the third) is close to the expected 370 urad from the multiple scattering,
which gives evidence that the track fit procedure is working properly.

4.4.3 Results and comparison of track fit approaches

The implementation of the least square estimator was checked in simulation studies
with the BOX generator, where one track per event in the 6 range between 4 to 8 mrad
and full ¢ angles coverage was generated. To make sure that the multiple scattering
effect is estimated correctly, the momentum of the simulated antiprotons was chosen
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X2/ ndf= 3871/ 2582 X2/ ndf= 343772147
Constant 360.2 £ 1.79 Constant 431.3 + 2.09
MeanX -1.032 +1.268 MeanX -0.1006 + 1.155

SigmaX 348.3 + 0.864

SigmaX 379.8 +0.9739 Sigma) 3483 40804
MeanY 1.904 + 1.262 lean : +1.
SigmaY 378.1+ 0.9637 600 SigmaY 348.9 + 0.8555

Figure 4.17: Breaking angles a* and a” on the second (left) and the third (right) plane
obtained from the track fir algorithm, simulated antiprotons with 1.5 GeV /¢ momen-
tum

to be 1.5, 4.06, 8.9, 11.91 and 15GeV/c. Both methods, the straight line fit with
weighted hits as well as the broken lines method, were tested.

In Table[4.2]both methods are compared in terms of resolution of the tracks starting
point and the momentum vector (direction coordinates multiplied by expected mo-
mentum magnitude). As one can see from this table, the resolution for the particle
direction parameters at low energies is better for tracks described by the broken lines
approximation.

The difference between these two approaches is more visible in the pull distributions.
The pull for a parameter X is defined as the difference between the reconstructed value
of the parameter (Xr;7) and the generated value (Xy;c) divided by the error of the
reconstructed value (Ox,;):

Pully = (Xpir — Xmc)/ Oxpyr (4.19)

If the parameter and its error are estimated correctly, the pull distribution can be de-
scribed by a Gauss function with the mean value at 0 and the standard deviation (sigma)
value equal to 1. The pull distributions of the track starting point and the momen-
tum vector coordinates are presented in Fig. for antiprotons with a momentum
of 1.5GeV/c. The parameter error estimation is working better for the track fit with
broken lines, which has pull widths always close to 1. Therefore, it was decided to
use the track fit with broken lines approach as the standard method during the track
reconstruction in the LMD
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Beam Momentum | Track Parameter | weighted hits | broken lines
1.5GeV/c Xstart, UM 14.12+0.02 | 14.03+0.02
Ystart, UM 13.90+0.02 | 14.04+0.02
Py, keV 515+2 44442
Py, keV 47242 44342
P,, keV 21+0.06 18+0.1
0, urad 341+1 293+1
¢, mrad 6.63+0.04 6.21+0.03
15GeV/c Xstart, HM 13.86+0.02 | 13.89+0.03
Yare, Um 13.86+0.03 | 13.89+0.03
P, keV 046+2 945+2
Py, keV 048+2 946+2
P, keV 38.2+0.1 38.1+0.1
0, urad 63.1+ 0.2 63.1+0.2
¢, mrad 1.58+0.01 1.58+0.01
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Table 4.2: Resolutions and their uncertainties of the track parameters for the two track

fit methods

4.5 Track filter

4.5.1 Filtering of split tracks

Due to the "missing plane" track search extension, hits already connected with one
track can also be used for the reconstruction of another one, e.g. in split tracks with
4 hits and with 3 hits. To overcome this issue, a special Track Filter procedure was
implemented. The initial step of this procedure is to clean a sample of reconstructed
tracks from split tracks. The basic logic is the following:

- Do the tracks have at least 2 common hits?

— no: save both

— yes: Do the tracks contain different number of hits?

* yes: Save the one with the largest number of points

* no: Save the one with the smallest 2

This step cleans the sample of reconstructed tracks without taking away good recon-

structed tracks.
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4.5.2 Filtering of background tracks

Although the luminosity detector is placed in the magnetic field free region, scattered
antiprotons pass the solenoid and the dipole magnetic field before they reach the LMDL
For a charged particle trajectory, this leads to certain equations of motion, which causes
certain relations between the track parameters. Below, two ways are discussed of its
usage for suppression of the background tracks, which have different kinematic signa-
tures.

Box cut (correlation between qs and 0)

Since the has a certain geometrical acceptance, one can use the limits of the
measurement of the polar angle range as a selection criteria (cut) for the reconstructed
tracks. This is done in the local coordinate system, which is determined as described
below. Two hits on parallel modules have the coordinates (xo,y0,20) and (x1,y1,21)-
The direction vector between these two hits has the components:

d = (X1 —x0,y1 —Y0,21 — 20) (4.20)
Based on the direction vector, the azimuth and polar angles are defined as:
A y

L\ Jdi+d?
189 = —, 180 = ————

" d;

L

(4.21)

Fig.shows that ¢ and éﬁhave a certain range, defined in this space by two circles.
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Figure 4.19: 6 versus ¢3 of the reconstructed tracks (the beam momentum 15 GeV/¢),
cut range shown as a red box

%From 6 is subtracted the shift of 40 mrad, which correspond to a track bending during propagation in the



For simplicity, a rectangular area was chosen as a cut in this 8-¢ space:
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| ¢ |<250mrad;| 6 |< 11mrad (4.22)
Before After
Poeam | Nrec/Nprim NN prim | N sl:{;nd /Nprim
15 | 103.04 +=0.07 | 100.20 +£ 0.07 | 0.62 4+ 0.03
11.91 | 102.16 = 0.06 | 99.97 + 0.06 | 0.43 +0.03
8.9 |101.46 +0.05| 99.77 +0.05 | 0.25 4+ 0.02
4.06 | 100.68 £+ 0.03 | 99.37 +-0.04 | 0.09 £+ 0.02
1.5 |100.77 +0.03 | 99.04 + 0.05 | 0.08 + 0.02

Table 4.3: Suppression of tracks from primary and secondary particles after applying
the box cut (Eq. Ny — total number of reconstructed tracks (from secondary
and primary particles), Ny — number of reconstructed primary p tracks, Nyecona —

number of reconstructed secondaries, Nileﬂ: number of tracks left after the box cut

A check for the background suppression and the signal efficiency reduction intro-
duced by this selection criteria was done in simulation studies with the BOX generator,
where tracks were generated uniformly with a 6 value between 2 and 11 mrad and and
¢ in full coverage. Tracks which are not generated at the [Pl are so-called secondary
particles. As it will be shown in Chapter [6], secondary particles which hit the [[MDl are
mostly produced inside the box of the LMDL Therefore, they must have a different di-
rection then elastically scattered p. The results of the cut are shown in Tab.[4.3] Almost
all reconstructed tracks of primary particles are kept after 8 and (f) cut and the amount
of secondary tracks is significantly reduced, e.g. for tracks with momentum 15 GeV/c,
the number of secondary particles is reduced from ~3 % to 0.6 %.

X&Y cut (correlation between angles and coordinates of the track)

This cut uses the relations between different track parameters, in particular between
angles and coordinates of a track. The correlation between the x-coordinate X of the
starting point of the track at the and the polar angle @ is shown on the left in
Fig. And the y-coordinate ¥ and azimuthal angle ¢ correlation is shown on the
right in Fig. The most simple parameterization of these correlations is a linear
function. A signal track should satisfy the following conditions:

\Xgec — (a+b-Orec)| < 3- A,
Yrec — (c+d - Prec)| < 3-Ay

(4.23)

dipole magnetic field



83

where a,b (c,d) are coefficients of a linear functions, which are determined by a fit of
the mean value of the signal X-6 (Y-¢) distribution as shown in Fig. [4.21[(4.22). The
variable A,(A,) is the width of the same distribution.

It should be stressed that in the experiment much more signal events are expected
than secondary particles or particles from any other physical background. Therefore,
the relation between X and (or Y and q3) can be parameterized on data from the
experiment, including also a non-linear behavior, which could be caused by a non-
homogeneous magnetic field.

] signal
535; background k 4 510:
X b . - > b
30— 5T
251 o
20 -5
15;”\\H\\\\\\H\\\HMHMHMHMHMH _10;\\'\ [ R A BV E R
30 32 34 36 38 40 42 44 46 48 50 -200 -100 0 100 200
0, mrad @ mrad

Figure 4.20: Correlations X(6) and Y(¢) for signal and background tracks

A cross check of this cut was done using simulated data with tracks of different
momenta produced with the BOX generator for 6 € [2,12] mrad and ¢ € [0,27] rad. In
contrary to the standard simulation tools, the more realistic FTF__BERT model in Geant4
was used. Compare to the default QGSP__BERT__EMV model it has a working range at
low energies down to 4 GeV [[73] and predicts a higher number of secondary particles
in the LMDl The models are discussed in Chapter [6]in more detail.
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Figure 4.21: Parameterization of X cut on simulation studies with the BOX generator
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Figure 4.22: Parameterization of Y cut on simulation studies with the BOX generator

All PANDA components were included to have all possible sources for secondary
particles in order to get the number of secondary particles as realistic as possible. The
ratio between the number of secondary particle tracks to the total number of simulated
signal tracks before and after this cut and the comparison with the results of the box cut
are shown in Fig.[4.23in dependence on the momentum of the signal tracks. The X&Y
cut suppresses the background tracks from secondary particles more efficiently and,
depending on the momentum of the track, a suppression values between 4 x 104 %
to 5 x 1073 % can be achieved.
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Figure 4.23: Comparison of the suppression of secondary tracks by X&Y (blue) and Box
(gray) cuts obtained in simulation studies with the BOX generator
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4.6 Back propagation to the Interaction Point

The extraction of the luminosity is done by comparing the measured angular distribu-
tion of the tracks with the theoretical model at the [Pl This is necessary because the
angular distribution of the elastically scattered antiprotons at the is changed by
the magnetic field, which the antiprotons have to pass on their way to the (11m
behind the [P). Therefore, the tracks measured with the have to be extrapolated
back to the [Pl The magnetic field in PANDA has quite complicated structure. The field
strength for all three directions is shown in Fig. in dependence on the distance
from the [Pl along the beam line. The magnetic field is non-uniform, as it is visible
e.g in the solenoid region for the Hy and Hy, components in Fig. Therefore, an
accurate method for particle propagation through the magnetic field is needed. Also
only numerical methods can be used for this task. The GEANE package [74]] and the
Runge-Kutta method from the GenFit package [[75] were tested with simulated data to
find out the best suitable tool for this task and to allow cross checks between them.
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Figure 4.24: Magnetic field strength in x,y,z directions for antiprotons with momentum
1.5GeV/c. Differently marked regions correspond to the regions of different magnetic
field maps in the simulation package: red is a solenoid field, blue is a dipole field and
green is a transition region

Fig. schematically shows the trace of a propagated particle and the magnetic
fields onits way. The back propagation is done in 7 steps, as it turned out that both tools
cannot deal accurately enough with the instant change of the magnetic field between
the different magnets. The introduced steps are shown in Fig. by the dashed red
lines.

4.6.1 Assumption about the momentum of the antiproton

The trajectory of a particle in the magnetic field depends on the momentum of the
particle. After the track fit procedure, the starting point of a track near the and
the direction vector at the starting point are known. The momentum magnitude is not
measured by the[LMD] thus it is assumed to be equal to the momentum of the antipro-
ton beam. However for scattered antiprotons it is not exactly true. The dependence of
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Luminosity Detector

Interaction Point

o

Figure 4.25: Track back propagation from the LMD to the [[P] through the different
magnetic field regions (dashed red lines show virtual plane positions for internal prop-
agation)

the difference between the momentum of the scattered antiproton and the beam mo-
mentum on the scattering angle 6 is shown in Fig. As one can see the recoil
momentum is very small, in the order of 100keV/c at a beam momentum 1.5GeV/c
and 10MeV/c at 15GeV /c.
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Figure 4.26: Difference between the momentum of the scattered antiproton and the
beam momentum versus the scattering angle 6 ([76])

The assumption that the momentum of the scattered antiproton is equal to the
beam momentum could influence the precision of final values of the propagated track
parameters. In the first group of tests with simulated data, antiprotons with fixed
momentum Pp,..,,, Were generated, but for back propagation the momentum of the
antiprotons was assumed to be P; = Ppeq,+AP, there AP was varied in a large range
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between 1078 to 1GeV/c. The results of this study are shown in Fig. in terms of
the deviation of the mean values of the reconstructed polar angles 6 and its resolution.
It should be mentioned, that tracks in the[LMDlare reconstructed with some uncertainty,
therefore the resolution after back propagation is getting worse. This test indicates that
as soon as the assumption deviates from the real momentum by less than 10 MeV /c,
no difference in both variables is visible anymore. The final precision is dominated by
the reconstruction precision in the LMDL
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Figure 4.27: Influence of the antiproton momentum assumption on the 0 angle recon-
struction: the systematic deviation (left) and the resolution (right)

In a second group of tests, which were performed with GEANE only, antiprotons were
generated with P5 = Pp,qn,+AP, but for the reconstruction (track fit and back propa-
gation), the assumption Pj = Pp,qy was used. This test emulates more precisely the
real situation. Fig.[4.28|shows the ratio between the acceptance for the simulated data
with the momentum deviation and the simulated data, where the momentum devia-
tion was set to zero value. In case of the beam momentum 1.5GeV/c, the difference
is rather small and appears only on the edges of the detector, which can be explained
by the limited statistic of such kind of tracks. Due to higher reconstruction resolution
for tracks in simulation studies with beam momentum 15 GeV /¢, the difference is also
visible at the holes between sensors.

The accuracy of the reconstruction is illustrated by the relative precision of the scat-
tering angle 6, shown in Fig. [4.29]and Fig. For these plots, the relative differ-
ence between the reconstructed and generated values is divided by the 0 resolution
in the ideal case 66,4,, Was fitted by a Gaussian distribution. The mean value shows
a sinusoidal shape in dependence on the ¢ with a decreasing amplitude if the dif-
ference between the generated and the assumed momentum gets smaller. The maxi-
mum deviation is 0.40 6;geq; (~280 prad) at 1.5 GeV /¢ for AP=10MeV /c and 3.56 0;4ca
(~320 purad) at 15GeV/c for AP=100MeV /c. The relative difference of the 6 resolu-
tion between the generated and the assumed momentum (Fig.[4.29]and Fig.[4.30|right)
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Figure 4.28: Influence of the antiproton momentum assumption on the acceptance of
the LMDl for maximum momentum deviation: 100 keV at Pp,,,,=1.5GeV/c (top) and
10 MeV at Ppean =15 GeV/c (bottom). The ratio between the simulated case and ideal
acceptance is shown

does not show any significant difference between the momentum assumptions. There-
fore the 6 resolution is not sensitive to any momentum deviation for both 1.5GeV/c
as well as 15GeV/c momenta. Moreover, a difference in the momentum assumption
to the real value in the order of 10MeV/c at 1.5GeV /c or 100 MeV /c at 15GeV/c in-
troduces a systematic shift during the 0 angle reconstruction only for large scattering
angles (6 >8mrad). Sensitivity of the luminosity extraction to this shift is currently
under investigation.In general, using the beam momentum as the track momentum
assumption gives good results and is used for the back propagation.
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4.6.2 Propagation of track parameters

Charged particle tracing through a magnetic field is a typical problem in high-energy
physics. The analytic formula, which expands the extrapolated track parameters in
a power series of the magnetic field components, is derived in [77] and discussed in
Appendix|D} This formula is based on the Runge-Kutta method, which is widely used in
software packages for particle propagation in a magnetic field. For example in GEANT
a fourth—order Runge-Kutta extrapolation is used to transport particles trough the
detector volume. Since the GEANE package is based on GEANT3, the Runge-Kutta
extrapolation is used there too. Moreover, for the propagation of tracks in magnetic
field in GenFit the Runge-Kutta method is also implemented.

Although, from the mathematical point of view, the GEANE and Runge-Kutta method
from the GenFit are identical, they use different approximations and therefore give dif-
ferent results. Each back propagator was studied with simulated data. Track parameters
after the reconstruction were compared with the generated values. As for the check of
track fitting, the difference between the generated and the reconstructed parameters
and the pull distributions are used to control the performance of the back propagation.
The difference between the generated and reconstructed values is described by a Gaus-
sian distribution, for which the mean value is expected to be close to 0 (this means the
estimation of the parameters is not biased) and the standard deviation of the Gaussian
distribution corresponds to the resolution of this parameter. Those are presented in
Fig. The parameter resolutions are also presented in Tab. In terms of resolu-
tions, both tools give equal results. Also they both introduce some systematic shifts for
the reconstructed track parameters, but have a different behavior of systematic shifts
for different momenta of the scattered antiproton. Therefore, it is difficult to judge
which back propagation tool is better in general.

7Fourth-order means that the precision depends on the step size to the fifth power
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Beam Momentum | Track Parameter GEANE GenFit
1.5GeV/c Xstart, MM 5.59+0.02 5.6040.02
Ystart, mm 5.284+0.02 5.30+0.02

P;, MeV/c 1.24740.003 | 1.2494+0.003
P, MeV/c 0.79010.002 | 0.794+0.002

P, keV/c 6.03+0.02 6.09+0.02
0, urad 678.461+1.92 | 684.39+1.92
¢, mrad 116.22+0.35 | 115.55+0.35
15GeV/c Xgrarr, MM 0.819+0.002 | 0.822+0.002
Ystare, mm 0.818+0.002 | 0.822+0.002

P, MeV/c 1.12940.003 | 1.150£0.003
P, MeV/c 1.068+0.003 | 1.074=+0.003

P., keV/c 6.55+0.02 6.63+0.02
0, urad 73.36%0.19 74.251+0.19
¢, mrad 12.54+0.04 12.72£0.04

Table 4.4: Parameters resolutions after back propagation

The accuracy of the estimation of the errors of the track parameters was checked
on the pull distributions (i.e the difference between the generated and reconstructed
values divided by the error of reconstructed parameter). Here one expects the stan-
dard deviation of the pull distribution to be close to 1 as an indication that the error
was estimated correctly. None of the back propagators (Fig. provides a correct
error estimation in the whole antiproton momentum range, since the sigma of the pull
distributions is never constantly equal one. Also one can note a different behavior of
the sigma of the pull distributions for the x,y and z coordinates of the Point of Closest
Approach of the track in the[[Blin comparison to the estimation of the errors, and
thus for the sigma of the pull distributions, for the momentum components. For the
[PCA| GEANE is slightly overestimating errors, but GenFit is significantly underestimat-
ing them. For the momentum components, a difference between GEANE and GenFit
appears only for the z-component, where GEANE is significantly overestimating the
errors.

At the time when this thesis is written, there is no documentation available about
the GenFit errors estimation algorithm. In the Appendix [E, only formulas for error
estimation used in GEANE are discussed.
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Figure 4.32: Accuracy of error estimation after back propagation in terms of the stan-
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4.6.3 Tests of forward and backward propagation with GEANE

After back propagation, the resolution of the track parameters significantly decreases,
especially for low momentum tracks (Tab. [4.2] versus Tab. [4.4). E.g the resolution of
the 6 angle becomes ~700 urad near the [[B, although after the track fit in the
it is ~350 prad. Also some systematic shift of the 6 angle is observed (see Fig. [4.31).
Therefore, the behavior of the extrapolation of parameters as well as their errors was
studied more carefully in a dedicated simulation studies. This was done for antiprotons
with a momentum of 1.5 GeV /c uniformly generated in 6 €[4,8] mrad and ¢ €[0,27]
with the BOX generator. In contrast to the default simulation conditions, here in the
beam pipe an ideal vacuum ﬁwas assumed.

In addition to the standard back propagation procedure, where the distance between
the[[Pland the first[LMDI plane is divided into 7 steps, each step was subdivided into 10
steps in between. Each track reconstructed in the LMD| was propagated backward with
GEANE to the[[Flin 70 steps and the results of each internal propagation step (track
parameters as well as their errors) were saved (REC). At the same time each generated
track from the[[Plwas propagated forward with GEANE to the LMDIthrough the same 70

8no material inside the beam pipe
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steps (MC). Moreover, due to the simulation procedure, one already has the generated
information about the forward propagated tracks by GEANT4. The hit information at
the [[MDI was back propagated with GEANE to the [P again with 70 steps (MCLMD).
These 3 samples (Fig. are compared to each other as described in the following.

Luminosity Detector

Interaction Point

Figure 4.33: Schematic view of propagation tests

It turned out that forward propagated generated MC tracks are different from back-
ward propagated generated hits MCLMD (Fig. red). Most probably, the reason for
it is the different approach for the particle parameters transportation in both cases:
during propagation the particle trajectory is simply recalculated according to the bend-
ing of the particle track in the magnetic field, while during transportation with GEANT4
there are also some physical processes applied like bremsstrahlung or secondary parti-
cle production. The precision of each approach is currently not known and should be a
topic for the further investigation. In the current study, the results between each other
are compared and the relative accuracy is investigated. Because GEANE is using internal
variables for the track description (see Appendix[E), the behavior of the parameters v’
and w’, which describe the direction of a track, are chosen for the discussion.

The change of the track variables during propagation along the z-axis was traced. As
one can seein Fig.(left), the mean values of the difference between the MC and the
REC samples (black) differs from zero value, but never exceeds the resolution (Fig.
right) of this difference. So the relative shifts occurring during the propagation are on
level of the relative precision or below. Also one should note here that the relative
difference between REC and MCLMD (green) is usually smaller than the corresponding
difference between REC and MC (black). This can be a hint that the transportation of
the simulated tracks with GEANT4 is not precise enough and should be tuned.

Another important topic is the back propagation of the covariance matrix. As was
shown in Fig. GEANE has a tendency to overestimate the errors especially for low
beam momenta. Eq. tell us that errors for different variables are correlated, but
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Figure 4.34: Mean (left) and standard deviation (right) of the differences of V', w’ vari-
ables versus z coordinate. Black: MC and REC; Red: MC and MCLMD; Green: MCLMD
and REC

without a magnetic field, errors for v’ and w’ are constants, while the errors of the
coordinates of the track, v and w, are not. Indeed, as shown on Fig. errors of V'
and w’ are constant in the region where no magnetic field is present and, moreover, if
there is only a B, component present, those errors are staying constants too. Also, as
expected, the behavior of v and w errors is different and they are increasing during the
back propagation from 11 m to 0 m (not shown).

Unfortunately, it is not possible to study the error propagation of the tracks during
the simulation and the transport through the detector, because the initial errors are
exactly 0. But one can trace the ratio between the parameters resolution (standard de-
viation of difference between MC and REC tracks parameters) and the error estimation
for these parameters (Fig. [4.36). Here the trend of the errors overestimation close to
the [Pl is clearly visible. Moreover, a significant error overestimation begins when the
particle enters the transition field region and continues in the solenoid field. Therefore,
one can conclude that GEANE has some issues for the covariance matrix estimation in
the regions where the particle trajectory is almost parallel to the magnetic field.

The behavior of the scattering angle 8, the systematic shift and the resolution are
shown in Fig.[4.37], and follow the behavior of the v’ and w’ parameters discussed above.
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Figure 4.36: Standart deviation of the ratio between the resolution and the errors for
v’ and w’ parameters during back propagation

Only a part of the systematic shifts is introduced by the precision of reconstructed
tracks. Another part already appears during the propagation of generated tracks to the
by the simulation and particle transportation procedure with GEANT4. Near the
[P it leads to the following values:

Ag(MCLMD — REC) ~ —15 pirad (4.24)

Ag(MCLMD — MC) ~ 20 pirad

The difference between the generated tracks and the reconstructed and back propa-
gated tracks Ag(MC — REC) can be calculated as the difference of differences:
Ag(MC — REC) ~ Ag(MCLMD — REC) — Ag(MCLMD — MC) = —35urad (4.25)

which is close to the obtained value -40 urad (Fig. [4.31).
The 6 resolution obtained at the[[Plcan be calculated from the two separated reso-
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lutions:

|66 (MCLMD — REC)| ~ 400 pirad (4.26)
|og(MCLMD — MC)| ~ 460 urad

to:

09(MC — REC) =~ \/ 05(MCLMD — REC) + 63(MCLMD — MC) = 610 urad  (4.27)

which is again close to the obtained value of 680 prad (Tab. and proves the hy-
pothesis about the distortions of the tracks during the forward propagation by GEANT4.

This study shows the importance of a very good knowledge of the PANDA magnetic
field and its inhomogenity. Because the calculation of a particle trajectory through the
magnetic field strongly relies on this information. Since magnets are already designed,
but not constructed yet, their real performance is not known. Their field maps should
be measured as precise as possible to ensure a good accuracy not only for the[LMD|track
reconstruction, but also for the PANDA tracking systems.
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4.7 Reconstruction of the Interaction Point

A precise track reconstruction in the[LMDIrelies on a precise knowledge of the[[F, which
is used as the destination point for the back propagation. In simulation studies, the [P
is known with infinite precision, which will not be the case later in the experiment. One
should consider the following effects:

1. Beam spatial distribution
2. Target spatial distribution
3. Beam shift and tilt

4. Target shift and tilt

5. Rest gas

The rest gas can be considered as an extreme limit of target and the beam shifts, where
the [Pl is significantly shifted to large values along the x, y and z axis. The expected
amount of the rest gas is rather high and ~10% of the target material can be expected
in the narrow beam pipe around thelP [78].

With the current track reconstruction, we can determine only a systematic shift of
the [Pl One can use the flexibility of the back propagation procedure during which the
track is recalculated to the [PCAl of the [Pl In case of a systematic shift of the [P} this is
visible by the mean values of the [PCAl distribution for a bunch of reconstructed tracks.

To study the accuracy of reconstruction of the shifted [P}, 10° tracks with a momen-
tum of 1.5GeV/c were simulated with the BOX generator, where 6),¢c was distributed
within 2 and 12mrad and ¢y¢c from 0 to 2m. For the beam a Gaussian shape with
0.08cm widths in x and y was assumed. In the first part of this study the mean of
the beam distribution in the (x,y) plane was fixed at (0,0). Along the z axis, the [Pl
was simulated uniformly within —50 to 50cm. This gives some indication how precise
the x and y coordinate of the[[Pl could be determined if only the z-position of the[[Plis
shifted. In the second part of the study, the mean distribution of the [Plin (x,y) plane
was generated uniformly in x and y from —0.9 to 0.9cm (size of the beam pipe) still
with a Gaussian shape with 0.08 cm widths. And again the z coordinate of the [Pl was
simulated uniformly within —50 to 50cm. This emulates situation when interaction
happens with the rest gas in the beam pipe near the [Pl

(x,y) distribution at the [[P: Gaussian shape around (0,0)

Fig. shows the accuracy of reconstruction of the x coordinate of the[[Plin de-
pendence on the z coordinate shift. The mean of the Gaussian distribution of the x co-
ordinate is reconstructed with a systematic shift below 50 um and a resolution 0.6 cm.
The spatial resolution of the reconstruction in this case is worse than for a point-like



100

beam (Tab. and can be explained by the 0.08 cm size of the spatial distribution of
the beam. However a determination of the z coordinate shift is not possible in this case
(Fig. [4.39), since the z coordinate of the is always close to 0, independently from
the initial shift of the[[Pl The reason for this is clear. During the back propagation, the
extrapolation of the track parameters is done along the z axis to the z coordinate value
set by the user. Therefore, it is not surprising that the final z coordinate of the track is
close to the set value.
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Figure 4.38: Accuracy of the x coordinate of the[[Plreconstruction versus the z coordinate
of the [Pl in case of Gaussian shape of the beam profile around (0,0) and shifted z
coordinate of the [Pl
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Figure 4.39: Accuracy of the z coordinate of the[[Plreconstruction versus the z coordinate
of the [[Bl in case of Gaussian shape of the beam profile around (0,0) and shifted z
coordinate of the[[PI

Uniform distribution of (x,y) coordinates of the [[Plbetween -0.9 and 0.9 cm

As in the previous case, the z coordinate of the [PCA| is always close to 0, inde-
pendently from the initial z coordinate. Fig. shows that the shift of the x and y
coordinates can only be determined with some systematic shift, which is stronger if
the shift of x or y coordinate is large. The systematic shift in the x and y coordinates
appears, if the z coordinate is shifted by more than 10 cm and more predominate for
negative shifts of the z coordinate. This is demonstrated in Fig. where the sys-
tematic shift of the x coordinate is shown for a constant shifts of the z coordinate. It
should be mentioned here that no influence was observed of the initial y coordinate on
the x coordinate reconstruction (and vice versa).



e 0.2F I 0.08

© r 4 © r

@ 0.15F #% Tﬁ 0.06}

% r ¥ > 0.04F

' 0.1F W ‘o r

< F #M > 0.02F

§ 0.05) m ‘ § of

B Wﬁ 2l -0.02F

F w H}H F

-0.05f Wﬂ 0.04f

0 15 | Wﬁ o_oe:

.J.: ﬂT‘ 1 E

0.15f i 0.08
2 15 ‘1‘”-‘o.é‘”o”‘b.é”‘l””)l(.é”‘z 2

MC cm

E

‘—1‘ .

EE

\OH

05

\l\\\

15 2
Yy €M

101

Figure 4.40: Accuracy of the x and y coordinate of the [Pl reconstruction versus the x
or y coordinate of the[[Plin case of uniformly distributed (x,y) interaction coordinates.

The z position of the[[Plis uniformly distributed between —50 and 50 cm
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Figure 4.41: Accuracy of the x coordinate of the[[Plreconstruction versus the x coordinate
of the [[Pl in case of uniformly distributed (x,y) interaction coordinates and shifted z
position of the[[Plas indicated by different colors

The rest gas is expected to be uniformly distributed within some volume. The result
of this study is that a determination of the interaction point with the rest gas on a
track by track basis is not feasible due to the finite spatial resolution of the track re-
construction. Moreover, the z coordinate of the[[P|between the beam and the target can
be determined only by external measuments. However it should not have a significant
influence on the precision of luminosity extraction, because the scattering angle 6 can
still be accurately determined even for significant shifts of the z coordinate of the[[P] if
the x and y coordinates of the[[Plare accurately known.
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4.8 Computing time for the track reconstruction

The CPU time of the reconstruction steps was estimated with simulation studies on
a modern PC [ where 10* events with different track multiplicities were generated
with the BOX generator. The results are presented in terms of timem needed for the
reconstruction of 1 event (Fig. for track search with [CAl and Fig. for track
search with [TH). The slowest part of the reconstruction chain is the back propagation
and currently no improvement is expected. Also the hit reconstruction is relatively slow,
but this part should be re-implemented in the nearest future to take into account read-
out scheme of the HV-MAPS. The track search and track fit steps were already tuned
for the best speed performance and further improvement can be expected only in case
of a new implementation of these steps. Track filtering or the application of cuts is a
very simple and fast procedure.

At least 2 x 10° events are required for an accurate luminosity fit at Ppeq,=1.5 GeV/c
[76]. This number of elastically scattered antiprotons can be accumulated within just
1s of data taking. With the current reconstruction speed, the complete reconstruction
of these events takes ~ 12min. For the online monitoring of the luminosity, a faster
and simplified online reconstruction tools are currently investigated [32].
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Figure 4.42: CPU time necessary for each single step of the track reconstruction (track
search with

9Intel Xeon E5-1603 @2.8 GHz
including handling the data with the PANDAroot framework (reading/writing 1/0)
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Figure 4.43: CPU time necessary for each single step of the track reconstruction (track
search with Track-Following)

4.9 Luminosity extraction

For the extraction of the luminosity from data, the acceptance of the detector and the
resolution of the LMDl have to be taken into account [76]:

N(6rec) = L- / 5 (Buic) - £(6nc) - R(Brec, Ouic) dBuic (4.28)

N(6rec) describes the distribution of elastically scattered antiprotons, measured by the
and back propagated to the o (6yc) gives the probability of an incoming
antiproton being scattered into an angular element dByc at an angle of Byic. The
registration probability at this solid angle is taken into account by €(6yc). Due to a
certain precision of the reconstruction, the tracks generated at an angle of Oy
can be reconstructed at an angle of ... The probability for this transition is denoted
by R(6rec, Ovc). To obtain the total probability of elastically scattered antiprotons at
the angle 6., an integral over all possible generated angles Byic has to be performed.
Finally, for the comparison with data, this probability has to be multiplied with the
luminosity L.

Fig. [4.44] from [76]) presents the reconstructed angular distributions for beam mo-
menta 1.5GeV/c (left) and 15GeV/c (right), respectively. Also it shows the result of
the luminosity fit with the model from Eq. In these fits, the luminosity was the
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only fit parameter and exactly the same theoretical model (and its parameters) was
applied as the one used in the data generation. Thus, this result demonstrates only the
influence of the [LMD] track reconstruction accuracy on the luminosity extraction, and

that it is rather small, in the order of ~0.05 %.
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Figure 4.44: Luminosity fit results for 1.5 GeV/c (left) and 15 GeV /¢ (right) beam mo-
mentum [[76]

The final luminosity accuracy can be influenced by many circumstances or compli-
cations, like:

- model uncertainties
- background

- misalignment

- beam & target imperfections

Currently the model uncertainty limit the accuracy (see Sec.[3.3.2.5)). As was shown
above, the x and y coordinates of the[[Pl can be extracted from the experimental data.
In more detail, the beam and target imperfections and their influence on the luminosity
measurement is studied in [76]l. In the following, the alignment of the[[MDlcomponents
(Chapter [5) and the background (Chapter [6) studies are discussed.



Chapter

Modules alighment

During the track reconstruction and the luminosity determination procedure, it is as-
sumed that the geometry of the detector is perfectly known. This also includes the
assumption that the position of each part of the detector is known very accurately.
However, the accuracy of positioning of each element of the detector is limited be-
cause of the construction process. Due to the design of the detector there are four
group of elements where a misalignment may occur and could influence the accuracy
of the track reconstruction:

- sensors glued to sensor modules

- sensor modules inserted to the support structure

- two movable halves of the detector plane

- position of the box with respect to the global frame of PANDA

The determination of a sensor misalignment on the sensor module should be done
only once. Due to the gluing no movement during the time of the detector operation is
expected. How stable the modules are attached to the support structure will be checked
with the prototype. For safety reasons each half of the LMD will be moved away
from the antiproton beam during the beam injection in the[HESRl Thus one can expect
a misalignment of the modules due to this mechanical movement, which ideally should
be constantly monitored.

This chapter describes a fast track-based software alignment procedure to align
sensors modules of the among themselves. Due to the fact that signal tracks
usually go through the sensor modules in a row parallel to each other (see Fig.[5.1), the
alignment procedure is done for each row separately. One row of four sensor modules
is called a sector. A similar alignment approach can be easily applied to the alignment of
sectors among each other or the alignment of the detector halves, following a method
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given in [79]]. Since tracks are going mainly through one sector, the alignment of the
sectors or the detector halves requires a large data set and the software realization of
these procedures is subject of future studies.

For the software alignment of the sensor modules a method is chosen, which is based
on a non-iterative least squares fitting with utilization of a C++ implementation of the
"matrix-crushing" algorithm Millepede [80) [81]. This method is described in detail
after a discussion of the the difference between the iterative and the non-iterative
algorithms.

Figure 5.1: lllustration of a track (green line) hitting the modules of one LMD] sector

5.1 Influence of misalighed modules on the track recon-
struction accuracy

Each module has six degrees of freedom for the positioning in respect to an external
frame and hence six alignment constants (denoted as A;) relative to the ideal position
of the module: Ay, Ay, A; for translation along and Ag, Ag, Ay for rotation around the x,
y and z axes, respectively. From the construction procedure a shift of the modules A; in
x, y or z direction is expected to be ~200 tm. Then it should be taken into account that
the height of each module & is 76 mm and the width varies from d; = 22 mm (bottom)
to dy = 63 mm (top). Therefore the expected rotation misalignment:

B

Ag = f = 2.63mrad; (5.1)
A

Aﬁ = d—; = 3.17mrad;
A

Ay = —= =2.63mrad

The influence of the misaligned modules was checked in dedicated simulation stud-
ies. Each module was shifted and rotated by sampling from a Gaussian distribution
centered at 0 with a width A; for translation and A, for rotation. With the misaligned
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Figure 5.2: Influence of the misalignment of the modules on 0 resolution as a function
of variation of the translation (A;) and rotation (A,) misalignment

geometry the standard track reconstruction was performed and the results in terms of
the resolution of the track parameters were compared with the perfectly aligned case.
Fig.shows the relative difference of the 6 resolution oy’ in comparison to the res-
olution oy in the perfectly aligned case in dependence on the translation and rotation
misalignment. The resolution becomes worse by more than 10 % for particles with a
momentum of 15GeV/c if the translation and rotation misalignment exceeds:

Ay >15um; A, > 1mrad (5.2)
and for particles with momentum 1.5 GeV /¢ when:
A; >40um, A, > 3.5mrad (5.3)

For the misalignment expected from the construction (A; ~200 um and A, ~3 mrad)
the resolution is two times worse for 15 GeV /¢ and by at least 50 % worse for 1.5 GeV/c.
Therefore an alignment procedure is absolutely necessary to allow an accurate track
reconstruction and thus an accurate luminosity extraction.

An effect of the misalignment is also visible on the residuals between reconstructed
tracks and hits assigned to them. Fig. illustrates the influence of the misalign-
ment on the residuals. The larger the misalignment is, the larger are the residuals.
This relation is used in the so-called software alignment methods, which are based on
reconstructed tracks and aim to minimize the residuals between tracks and their hits.
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5.2 Iterative and Non-Iterative Methods

A comprehensive discussion of the difference between the iterative and the non-iterative
methods is provided in the LHCb note [79]. The main steps of this discussion are pre-
sented below with some small changes (misprinting corrections) in the equations.

The standard way to obtain the alignment constants by using tracks is to minimize
the residuals between tracks and hits in the detector. In a perfect detector, without any
resolution error, the residuals will only depend on the misalignhment. Hence, minimizing
the residuals will allow us to retrieve the misalignment constants. More quantitatively,
the most general track equation is related to the track measurements (e.g. hits) by the
following relation:

Y=7f(X)+e (5.4)

where a track state Y is the vector of the measurements on the track, X is a vector
of the input parameters of the function f, which defines the track, and € is the vector
of residuals. The most common way to minimize the residuals is by using the least
squares method by minimizing the following x?-function:

1

1 =Y (Yi— (X)) VN (Y= £(X))) = Z8iTVi_181 (5.5)

where the sum is taking over all track measuments and V is the covariance matrix of
tracks state Y. If Y has n coordinates, the problem is reduced to the solution of a
system of n equations:

x>

(8_Yk

Jkefin =0 (5.6)

This system could be solved only if the problem is linearizable i.e. if one could express
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the track equation as follows:
fX)=X-o (5.7)

where X is now a matrix containing the local derivatives of the tracks and « is a vector
containing the local parameters of the tracks. In this case, and if we consider in addition
that the different coordinates of Y are not correlated (V; is then a diagonal matrix
containing the errors on the coordinates), the solution to the problem is:

o= (ZXiTVi_IXiT)_l (Y x"v ) (5.8)

1

Getting the residuals is now straight-forward.
The LMD track is defined as a straight line:

(5.9)

Xm =Xkt &=a-z+b+&
Ym :yzrk+8yzc‘z+d+€y

where X1 (y:r1) is the reconstructed track coordinate, x,,(v,) the measured x(y) co-

2
ordinate of the track (i.e. hit) and then Y = (X, ym), € = (&, &), V = <G" "xg),

Cxy Oy
o= (a,b,c,d)and X = (§4°9).

Changing the measured points of the track will modify the residuals. This is the basic
principle exploited by an iterative minimization method. Changing the measurement is
equivalent to displacing the sensitive area. The idea is to move the module, recalculate
the measured points and then fit the tracks with the new measurements and analyze
the new residuals. Then the method is iterated until the solution with (hopefully) the
minimal set of residuals is reached. This method is simple and in fact has already
proven its efficiency in the detector alignment in many occasions. However, it has a
few disadvantages which are potentially important for the[LMD| The first disadvantage
is that it may be too time consuming, and consequently ineffective for a fast alignment.
The other significant disadvantage of basic iterative methods is that they are blind in
the sense that they ignore the relationship between the residuals and the misalignment.
The track is biased by its measured points, but this information is not used in the
procedure. The effect of this loss of information is that outliers (incorrect points) might
be more easily propagated through the iterations and then lead to biases in the final
result. Sophisticated techniques more or less manage to dispose a hit like that. However
the problem can be overcome by simply taking into account directly the relationship
between the residuals and the misalignment.

In non-iterative methods the track and residuals are fitted simultaneously. To do
so, one first needs to find a linear relationship between the residual and the alignment
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constants. The track equation is now given by:
Y=X-a0+C-A (5.10)

where A contains the global parameters, i.e. the alignment constants and C is a matrix
containing the global derivatives, i.e. derivatives with respect to the global parameters.
The problem is then solved exactly as before. The difference is that the solution now
contains not only the local track parameters but also the global alignment parameters.
It is not necessary to deal with the residuals directly and one gets the track parameters
and the alignment constants in one step.

The price which one has to pay is that all tracks become correlated. By definition,
the global parameters are common to all tracks. So, by including them into the fit, the
tracks are no longer independent. This means that it is necessary to fit all the tracks
simultaneously. For the iterative case to fit a track only a system of n;,. equations has
to be solved, where n;,. is the number of local track parameters needed to describe one
track. In non-iterative method the final size of the system of equations is given by:

Ntot = Noc * Nerks T Ngl (5.11)

where n;,g is number of tracks and ny; number of alignment constants.
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Figure 5.4: Running time and memory space needed for standard matrix inversion (80l
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In order to get a good accuracy on the global alignment parameters, a significant
number of tracks is needed. For the[[MD), it turned out to be ~10% tracks. Therefore the
inversion of a 4-10%x4-10* matrix is required. The time needed for the inversion of the
matrices of different sizes by the standard computing methods is shown in the left of
Fig. So without the Millepede algorithm, this task would take around one day and
would be possible only on the most powerful modern computers due to the significant
space required to store this matrix (~8 Gb, as shown on the right of Fig.[5.4)). The same
inversion by using the Millepede algorithm and running it on a PC with a processor i7-
4500U (1.8 GHz) takes ~5s CPU time and requires just ~40 Mb memory space.

5.3 Introduction to Millepede

Millepede was developed by Volker Blobel for the alignment of the H1 detector [80]. In
the case of the[LMD], only straight tracks are considered for Eq.

y:ij'aj+ch'Ak (5.12)
j k

where j is the index for dimensions in space and k the index for the number of global
parameters. The 2 to be minimized for one track is given by the relation:

20 =Yl =Y o= Ve A (5.13)
i J k

with the weight for each measured hit coordinate w; = 1/0'l-2 and the uncertainty of
the measurement o;. It is also assumed that the measurements are uncorrelated. All
tracks are fitted simultaneously, then the single 2 sum up to:

2 trk,i trk,i trk trk,i 2
X2 = Y win i =Y Aol =Y G A, (5.14)
trk,i J k

where ) stands for sum over all tracks and their coordinates as } ) . Differentiating
trk,i trk i
with respect to the tracks parameters allows to derive the required system of equations
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and produces the following result:

ki
L Wik €y -y
Al trk,i
A _ -1 Y Wi cl oyt
. K1
ng; Vi V2 L
....... = s ~ (5.15)
1
o Vai Vo Ywyi-x -yl
i
Mtrk .
NJoc R 37 SUI | PRVEN )
loc ;Wnlrlﬁl DY trk

The largest part of the matrix V is V5, and it is only filled with symmetric sub-
matrices of dimensions n;,. X nj,.. In addition, those blocks are on the diagonal so that
Vo is nearly empty and relatively simple to invert, this is the key to solve the problem.
The full solution requires to invert V, i.e. to find the four sub-matrices A, B, C, and D
such that:

......... o =1 (5.16)

In fact one needs only A and B as these are the only parts required to find the
alignment constants (A ... Angl):

P ki Li 14
Y Wik €y Yoyt yl
AI trk,i i ot 1
=A- +B- (5.17)
] trk,i T N
Angl )y Wrrk,i * Cilgl Y ;anﬁz 'an(r)c <Ykt

trk,i

Inverting by blocks produces:

A =(Vii—Vip-Vy, V)™

B (5.18)
B =—A-Vp,- 221

Thus to obtain the final results one needs to invert the matrix V22, which is straight-
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forward. The matrix A is also relatively easy to derive by inverting the matrix of only
ng; X ng; dimensions. Since the matrix B has a linear dependence on the matrix A, the
final result is given by multiplying matrix A by a vector.

The central work of the Millepede algorithm is solving of Eq[5.17] Millepede solves
the problem based on the track parameters as well as the global and local derivatives,
which have to be provided by the user. The program then performs the local fit of each
track (Va2 sub-part), and then updates the matrix A and the final vector, taking into
account contributions of the global derivatives, which appear in Vi and Vi,. When the
loop over all tracks is finished, Millepede performs the inversion to obtain the matrix A,
using the enhanced Gauss pivot method and then deduces the alignment constants. ﬂ
A second loop is then performed in order to remove the outlier tracks. In the alignment
studies for the modules the program always converged after this second loop.

5.4 Residuals and Global Parameters

In order to use the method discussed above, a linear relationship between the residuals
and the misalignment constants has to be determined.

5.4.1 Position of hits in the frame of one sector

In one LMD sector (Fig.[5.1) a hit is defined by the coordinates r;, = (x},,, ¥}i:Zhie)- The
sector frame is the reference frame for the internal alignment. The same hit is
expressed as rp; = (Xpir, Vi, Znir) in the local module frame, with ry;, defined as:

Thie = R - (1 — 10) (5.19)

where R is the rotation and ry is the translation to make the transition from the global
(sector) to the local (module) frame. If a module is perfectly aligned (it is in ideal
position) in the sector:

Fhit =V — | 0 (5.20)

where zg is the module position on the z-axis. If the module is misaligned, the same hit

will have a different expression in the local frame r;7". The contribution to the residual

TFor inversion of matrices with very large size alternative inversion techniques are implemented in Mille-
pede Il [80l
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due to misalignment is given by:
€= Tpiy" — Thit (5.21)

In the most general case, one has 6 degrees of freedom: 3 translations along the x, y,
and z axes (called Ay, Ay, A, respectively), and 3 rotations around the x, y, and z axes
(called Ag, Ag, Ay respectively). Then rp2" hit is given by the relation:

0
e = RAyRAﬁRAa (R =g+ 0 ) =Ar- (" = (ry+A)) (5.22)

2

s,new

Here r;’," and not r;;, is used because the module was transferred to the global frame

and the hit in the global frame has also moved. Hence, we need to derive the new

interception point between the track and the displaced module. r;7*" and rj. belong

to the same [LMD] track, which could be defined by two straight lines in the (x; z) and
(y; z) planes. Thus one has:

a
P =r+h | (5.23)
1

where £ is the parameter to be determined. By definition r;**" belongs to the displaced

module, which means that its value in the displaced sensor frame, r;?" , is orthogonal
to the z-axis in that frame:

Tie [0 [=0 (5.24)

the full form of the Eq. by using Eq. is:

Ar- (™ = (5 +Ar)- [0 | =0 (5.25)
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Assuming that rotations are small, a simplified expression for Ag can be used:

1 Ay Aﬁ
AR=1-Ay 1 Aq (5.26)
—Aﬁ —Ag 1
In first order one finds:
Ay
Ar-Ar= | A, (5.27)

Thus:

_ Actxg, - AgF Yy Aa
I—a-Ag—b-Ag

Now the expression of ;" can be derived as:

a
Thit, = AR (rhis +h- | ¢ | —Ar-Ay) (5.29)
1
Xhit a
=Ar | e | THAR | ¢ | —Ar-A (5.30)
0 1
which gives:
Xhit = Xnit — e+ Yhir - Ay + @ (Ag +Xpig - Ag + Ynie - Aax) (5.31)

it = Yhit = By = Xnit - Ay~ € - (A + Xpir - Ag + Ypir - Aar)

i’ is the measured value and ry;; is the value corrected for the misalignment. The
expression for the residuals as a function of the measured values is given by:

& = XZZW —Xpit = —Ax + Yhir 'Ay‘|‘a' (Az + Xpir 'A,B + Yhir 'Aa) (5.32)
& = )’Zf;w — Yhit = _Ay — Xhit 'Ay+ ¢ (Az + Xnit ’A[i + Yhit 'Aa)
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Figure 5.5: Illustration of the four basic types of linear transformations

Note the sensitivity to A;, Aq and Ag is proportional to the track slope, which is small
in the case of the Hence these degrees of freedom are less important.

5.4.2 Constraining the internal alignment within Millepede

By definition, the internal alignment is insensitive to shifts of the complete sector. Thus
it is necessary to introduce a set of constraints into the alignment procedure to prevent
these correlated movements of the modules. The most simple solution is to control the
variation of the alignment constants. The expectation is that maximum of the shift is
in the order of the mechanical accuracy can be easily added as a constraining term to
the x2:

A?
XCzonst = Xz + G_;’ (5.33)
l
where A; is the alignment parameter to be controlled, and o; is the maximum variation
expected for the parameter. Currently these are taken from estimates of the mechanical
accuracy of the system. This constraint is straightforward to be implemented, as only
l/Gi2 has to be added to the matrix element A; ;.

However, one could also fix more powerful constraints with Millepede, using rela-
tionships between the alignment constants. Constraint equations are the best way to
prevent global deformations of the system during the alignment procedure. The only
possible deformations, in the case of the [LMD] are linear transformations. The most
simple example is a translation. There are four sorts of linear deformations, which are
summarized in Figl5.5] In three dimensions, this leads to 12 possible global deforma-
tions. Three of them can be neglected at first order: shearing in the XY plane, and
scaling of the X and Y axis. In addition, due to the LMD| geometry, it will be difficult to
distinguish XZ and YZ shearing from Y and X rotations. Thus, following [79], only the
XZ and YZ shearing are constrained.

Hence 7 possible deformations have to be constrained: a Z axis rotation, X, Y, Z
translations, XZ and YZ shearing, and Z axis scaling. The way to introduce these con-
straints in Millepede is explained in detail in [80]. For the explanation of the basic
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principle the X translation is taken as an example. Before the alignment:
<Ay >=Ax (5.34)

where Ay is a global offset, which cannot be determined by an internal alignment. To
avoid global translations along the x axis during the alignment procedure, a constraint
equation is needed to be fixed. It can be performed by introducing the new parameter
A; related to Ay:

/
A, = A, — Ay (5.35)
By construction:
<A >=0 (5.36)

Using this new formalism, known as the canonical convention, one is able to set 7 con-
straint equations. It should be mentioned here that the alignment constants from the
internal alignment process are the A;, i.e. the "offset-free" constants. As a further
step the general offset of the modules in a sector can be extracted during alignment
of the sectors. Therefore it is not subject of the studies presented below. For the com-
parison between the resulting A;- and the input parameters of the simulation studies,
the general offset was subtracted from the input parameters.

5.5 Simulation test

Both track search algorithms (Chapter [4) have certain internal parameters, e.g. the
size of the corridor during the track search with the Track Following algorithm or the
breaking angle limit by using the Cellular Automaton algorithm. For the alignment tests
discussed below the Cellular Automaton algorithm was used. A tuning of the breaking
angle parameter was checked in dedicated simulation studies, where the modules were
misaligned in all translation and rotation degrees of freedom. A generation of the
tracks was done with the BOX generator, where one track per event was simulated
within 3 and 8 mrad of the 0 angle and the full ¢ angle. Afterwards, the simulated
tracks were reconstructed with different values of the breaking angle limit. Fig.
shows the values of this parameter required to reach 90 % of the track reconstruction
efficiency with modules misaligned by translation A, and rotation Ay misalignment.
For all following alignment studies the value of this parameter was set to 0.001.

The simulation studies were performed to proof that the alignment method dis-
cussed above can reach the desired alignment accuracy stated in Eq. and Eq.
For the generation, the BOX generator was used in the 6 range from 2 to 12 mrad.
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Figure 5.6: Required breaking angle limit for Cellular Automaton algorithm in case
of translation A; and rotation Ay modules misalignment; tracks with momentum
1.5GeV/c (left) and 15 GeV/c (right)

Statistical and systematical effects were studied in parallel.

For the statistical study several data samples Bwere generated for the same set of
misalignment parameters as shown on the left panel of Fig.[5.7l The misalignment pa-
rameters for each module were sampled from a Gaussian distribution centered at 0 with
a width A; for the translation and A, for the rotation degrees of freedom. Afterwards
the parameters were applied at the hit reconstruction stage during the calculation of hit
coordinates in the global frame. In such a way hits reconstructed with the misaligned
geometry were obtained, which then are used in the standard track reconstruction pro-
cedure.

Then number of different sums of data samples was processed through the align-
ment algorithm as shown on the right side of Fig. For the alignment task a self-
written package is used, which is based on the toy tool Knossos [79]] where the imple-
mentation of the Millepede algorithm is provided I’ﬂ The alignment algorithm extracts
the misalignment parameters, which are compared to the input parameters. By tracing
the accuracy of the improvement of the parameters by matching them to the input val-
ues it is possible to figure out how many tracks are needed to perform the alignment
accurately. To figure out the maximum limits for translation and rotation misalign-
ment, which still can be corrected, a wide range of A; and A, values, from 0 to 800 um
and from 0 to 5 mrad, respectively, were used.

For the systematic studies different setsF_*-] of misalignment constants were generated
and the procedure described above was repeated for each of these sets. The results
shown below are the average of all misalignment parameter sets with a particular size
of A; and A, and over all modules.

2100 samples, each with 5 x 10* events with multiplicity 1 track/event
3Finally Millepede Il will be used, but for these preliminary tests Knossos was sufficient
45 samples of each A, and A, combination
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Figure 5.7: Schematic flow of misalignment studies

5.6 Limits for translation and rotation misalighment for
high energy tracks

The most simple case for the misalignment determination is the usage of high energy
tracks. In this case the uncertainty due to multiple scattering is negligible. Currently
the multiple scattering is not included into the track model Eq. is used in the si-
multaneous fit of the tracks and alignment parameters. Therefore the first tests were
performed for antiproton tracks with a momentum of 15 GeV/c.

The results of the systematic studyof the determination of the alignment param-
eters is shown in Fig. for the most sensitive parameters A, and A,. The conclusion
of this study is that the desired accuracy, i.e. Ay < 15um, A, < 1 mrad, can be achieved
if the translation misalignment is below 500 um and the rotation misalignment is below
5mrad. It should be mentioned that these limits can be extended by tuning of the in-
ternal parameters of Millepede, but since the limits are above the expected mechanical
accuracy Millepede tuning was postponed.

The number of minimum required events for the alignment procedure is shown in
Fig. again for the A, and A, parameters. This test was done with the initial mis-
alignment of A, ~200 um and A, ~3mrad. As one can see starting from ~5 x 10*
trks/sector there is no significant improvement. Thus it is possible to achieve A; ~2 im
and A, ~0.1 mrad accuracy with just 5 x 10 trks/sector. The minimum number of re-
quired tracks was also checked for different combinations of initial misalignment pa-
rameters A; and A, and the results are shown in Fig. The number of tracks needed
for an accurate alignment varies in dependence on the initial misalignment parameters.
For a large misalignment more tracks are required for the alignment procedure than for
a small misalignment. But with 10° trks/sector always good results can be achieved.
Such number of tracks can be obtained within seconds of data taking. For Millepede it
takes ~70s to process this number of tracks. As shown in Sec.[4.8]the track reconstruc-

5all available reconstructed data, i.e 2.5-103 tracks/sector, was used
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Figure 5.9: Remaining misalignment for A, (left) and Ay (right) parameters dependence
on the number of tracks used for the alignment procedure with initial misalignment
Ay ~200 um and A, ~3mrad, for tracks with the momentum 15GeV/c

tion takes ~1ms for one track, thus for 10° trks ~ 100s will be needed. Summing up
all numbers it can be concluded that ~ 3 min are required for the alignment procedure.
Moreover, since this procedure is based simply on tracks and no dedicated data taking
run is needed, the software alignment can be done as often as it is desired (e.g. after
each movement of the planes).

5.7 Limits for translation and rotation misalignment for
low energy tracks

Currently multiple scattering is not included in the track model used during the align-
ment procedure. Fig. illustrates the behavior of A, and A, parameters in depen-
dence on the number of tracks with momentum 1.5GeV/c used for the alignment
procedure for A; ~200 um and A, ~3 mrad initial misalignment. As one can see the
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alignment procedure cannot treat multiple scattering, thus the resulting alignment pa-
rameters become worse by using a large number of tracks.

There are two possible ways to resolve this problem. The first one is to fix non-
sensitive alignment parameters of the[LMDI(e.g A;, Aq,Ag). The second solution would
be to introduce multiple scattering and its parameters in the track model as it was
done in the track fit procedure, described in Sec. The last solution seems to be
more accurate and this is a subject for future studies. For the reference here the results
of the first solution are presented.
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Figure 5.11: Remaining misalignment of A, (left) and Ay (right) parameters in depen-
dence on the number of tracks used for the alignment procedure with A; ~200 um and
A, ~3mrad initial misalignment, for tracks with the momentum 1.5 GeV/c

Fig. shows the A, and A, parameters improvement in dependence on the num-
ber of tracks used for the alignment procedure with fixed A;, Ay, Ag values for A, ~200 gm
and A, ~3 mrad initial misalignment. Compared to the results with the non-fixed val-
ues (Fig. the resulting misalignment is getting smaller with a higher number of
tracks. The improvement down to A; ~2um and A, ~0.1 mrad can be achieved with
10° trks/sector. And again the modules can be aligned to the desired accuracy, i.e re-
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maining misalignment A; <40 um and A, < 3.5mrad, if an initial misalignment below
A; <500 um in translation and A, <5mrad in rotation as shown on Fig.|[5.13]



Chapter

Background studies for the
luminosity measurement

One of the main difficulties of the luminosity measurement at PANDA will be the pres-
ence of background. Currently there are no theoretical predictions of any differential
cross section at small polar angles for the pp inelastic interaction. And unfortunately
in the nearest future no improvement of this situation is expected on the theory side.
At the same time the is supposed to be a relatively simple tracking system. It
provides an accurate measurement of the track direction, but no measurement of the
momentum magnitude or the particle species of the tracks. The latter information
could be useful for the signal separation from background tracks, since from the in-
elastic interactions one can expect various particle species with different momenta.

The absence of any reliable quantitative assumptions about the background sources
(channels, cross sections, particle species, their momenta, angular distributions and
others) make an accurate simulation study challenging. This also means that one has
to be prepared for any scenario. However, thanks to the magnetic field and the limited
acceptance of the [MD] by far not all particles created in proton-antiproton inelastic
reactions reach the[LMD|and produce enough hits for a track. By studying the behavior
of the tracks of the inelastic background channels in comparison to the signal tracks,
general properties for the reliable suppression of these channels are extracted.

First of all the kinematic signature was identified for the particles, which can reach
the This was done in simplified simulation studies by the usage of the Runge-
Kutta method, based on Eq.[D.13]and [82], for the propagation of the tracks in a mag-
netic field. In the first part of this chapter the assumptions used for a simplification of
the problem, the accuracy tests and results are discussed. The second part is dedicated
to the studies with the generator. provides the description for various pp
inelastic channels with an estimate of their cross section [64]. Moreover in the
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generator the pp elastic interaction [49] is also implemented. Therefore with the DPM]
generation of signal and background events, it is possible to examine their difference
after the reconstruction.

6.1 Simplified simulation studies

In Section[4.6.2]the calculation of charged particle trajectories in the magnetic field was
discussed. As it was already pointed out by Eq. D.1]the momentum of a particle has to
be known. Moreover, for antiprotons coming from the elastic scattering the assump-
tion to use the beam momentum is precise enough. Because this value is close to the
real momentum of the particle. A small deviations between the assumed and the real
momentum does not introduce a significant influences on the result of reconstruction.
In general background particles can have any momentum. Thus the back propagation
cannot be performed correctly if the deviation from the real momentum of the particle
is too large. e.g. if a background particle originally comes from the[[P} the resulting[PCAl
after back propagation could be significantly shifted from the[[Bl If this is a systematic
effect, it could be used for separation the background from the signal tracks.

In this study the Runge-Kutta method is used for a simplified estimate of the tra-
jectories of particles with different momentum vectors (magnitudes and polar and az-
imuthal angles). By calculating of the trajectories to the detector starting from the [P
(forward direction) the properties of the particles reaching the [MDI are determined.
Then the trajectory of each particle is calculated back to the [P but the beam mo-
mentum magnitude is used instead of its real momentum. Using this method, general
features of the reconstructed background tracks are determined.

6.1.1 Parameterization of the magnetic field

The PANDA magnetic field has a complicated structure. However the main influence
on the tracks registered by the LMDl is given by the dipole field which has negligible By
and B, components, thus the main influence comes from B, component. For simplicity
only this component was taken into account in this study. It was parameterized by
a polynomial of 6th order. Fig. shows the By component as it is provided in the
PANDAroot software package, which is fitted by the polynomial distribution. Although
this fit function does not describe the magnetic field perfectly, it gives a reasonable
behavior in the z range between 325 cm and 620 cm. Before and after this range, B,
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Figure 6.1: By component of PANDA dipole field in dependence of the z coordinate
(Ppeam=1.5GeV/c)

is set to be o:
0, if z<325cm;
By = fop,- -7, if 325cm <z <620cm; (6.1)
é)_, if z>620cm.

Such a parameterization was extracted twice: at the beam momentum of 1.5 GeV/c¢
and 15GeV/c.

6.1.2 Forward extrapolation

Obviously the main advantage of a complete simulation with GEANT4 is the accurate
treatment of non-homogeneous magnetic fields. The comparison of the results be-
tween the simplified calculation and the simulation with GEANT4 gives an estimate
about the systematic deviations introduced by the non-homogeneous magnetic field,
which is not taken into account in this simplified simulation study. In both cases tracks
were generated under the following conditions:

- starting point (x,y,z) = (0,0,0)

- uniform in 6 € [3,8] mrad and ¢ € [—m,7) rad
- momentum p = Pyeyn=1.5 GeV/c

- charge g = —1

Then results of the forward extrapolation were compared at a distance of za11 m. For
the simulation with GEANT4 the hit information on the first plane was used to obtain
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the (x,y) coordinates of the hits and the direction of a track (é,(ﬁ) in the coordinate
system of the For the simplified study a virtual plane at z=1124 cm was consid-
ered. In this case the coordinates (x,y) and the direction (8,¢) of the tracks are the
results of the track extrapolation to this z position. As shown in Fig. [6.2[top) the hit
distributions in the (x,y) coordinates are qualitatively in agreement with each other.
For the GEANT4 simulation distribution of (é, ¢3) (Fig. the center position is higher
than for the simplified simulation by ~2 mrad. This can be explained by a slightly
different shape of the magnetic field used in the simplified parameterization. In the
following the results of the simplified simulation studies at different momenta will be
always compared among each other. Therefore the absolute systematic shift of the
polar angle 6 does not have any influence.
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Figure 6.2: (x,y) (top) and (é,(ﬁ) (bottom) distributions of tracks at z=1124 cm behind
the [Pl after propagating particles through the magnetic field using GEANT4 (left) or
the simplified extrapolation with the Runge-Kutta method (right)
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6.1.3 Simulated data
2X9 sampleswith 2 x 100 tracks each were generated under the following conditions:
- starting point (x,y,z) = (0,0,0) cm
- uniform in cos® for 6 € [0, /8], uniform in ¢ € [—x, 7]
* p= Poeam + 7 Poeam, Where r € [—0.8,0.8]
- charge gle] =-1,1

In each of the 9 samples for each charge value a different track momentum (parameter
r) was used. The aim is to cover tracks flying in forward direction with positive and
negative charge, with a momentum different from the beam momentum Py, within
+80%. The data was generated with two magnetic field cases, which are planned to
be used at the lowest 1.5 GeV /c and the highest 15 GeV /¢ beam momentum.

6.1.4 Check for consistency: forward - backward extrapolation

The accuracy check of the track extrapolation with the simplified Runge-Kutta method
is done by back extrapolation to the starting point (x,y,z) = (0,0,0) with the momen-
tum magnitude exactly the same as used in the generation .Therefore after the back
extrapolation, the (x,y) coordinates of the tracks should be close to the initial values
(0,0). A deviation from zero value gives an estimate of the systematic shift introduced
by the uncertainty of the calculation. After the forward-backward propagation the y
coordinate is 0 with ~1 um precision independently of the track momentum and used
magnetic field. This is not the case for the x coordinate, which deviates from the ex-
pected value. Fig.[6.3]shows the results for antiprotons propagated in the magnetic field
at Ppeam=1.5GeV /c (left) and at Ppeqn =15 GeV/c (right). As one can see the deviation
is as large as ~100 um at Ppeq,=1.5GeV /c and up to ~300 m at Pp,q,=15GeV/c.

The systematic shifts for the x coordinate after the back propagation with GEANT4
(Fig.[4.31) are ~70 um and ~20 um at Ppeyy, 1.5 GeV /c and 15 GeV /¢, respectively. The
deviations in the simplified simulation studies are large, but still small compared to the
resolution obtained in the GEANT4 simulation. For 1.5GeV/c beam momentum, the
spatial resolution near the [Plis ~5mm and for 15GeV/c it is ~1 mm. For a reliable
separation the deviation in the reconstructed parameters of the background and signal
tracks should be large than the resolution of the corresponding parameter. In this sense
systematic shifts introduced by the simplified method on the level of ~ 100 um and
~ 300 um (respectively for 1.5 and 15 GeV/c) are acceptable.

'9 samples for each charge
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Figure 6.3: Shift of the x coordinate after forward-backward propagation for antiproton
tracks with different momenta with the magnetic field for Ppeun 1.5 GeV/c (left) and
Ppeam 15 GeV/c (right)

6.1.5 Tracks selection and suppression by cuts

In the case of the standard track reconstruction the suppression of the background
is done before the back propagation (see Section |4.5.2)). In this simplified simulation
study, this procedure is emulated to study the suppression power on the background
tracks with different track momenta. After extrapolation of each generated track to
the [LMDI position z,=1124cm, the following selection criteria are applied:

- Sensor area cut or (x,y) cut:
3cm<r<o9gcm,
where r:\/(x—xo)z-l- (y —¥0)?2, xo=25 cm, y9=0

- Angle cut or (é,(ﬁ) cut:
16-8o| < 11 mrad, |¢-dol < 250 mrad
where 90:38 mrad and (130:0

The (x,y) cut selects only tracks which are passing the area of the measurement
sensors. And the (é,(/;) cut emulates the background suppression by narrowing the
range of the track angles to a range, which can be reached by elastic scattering events.
The amount of tracks surviving the cuts is shown in Fig.[6.4] for the simulation studies
at Ppeam=1.5GeV/c. For the normalization the number of signal events Nyiq is used,
i.e number of tracks generated with g,=-1 (the charge of p) and the momentum equal
to the beam momentum, which survived after both cuts E} All tracks with a charge
different from the g.=-1 are completely suppressed after the cuts. Of course tracks
with g.=-1 and a momentum close to the beam momentum 1.5GeV/c are able to
pass all cuts with high probability. The bands in Fig.[6.5show the 6 (left) and ¢ (right)

2Not all tracks simulated with the momentum equal beam momentum and the charge equal j charge pass
the cuts, because simulation was done in wide 6 range compare to the acceptance of the The ratio
between reconstructed signal tracks Ny;, and the simulated N, is Nyig/Nyin=0.12 %
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generated values for tracks with g.=1, which were able to reach the LMDl Such particles
could increase the counting rates in the [MD, but most probably will not disturb the
luminosity extraction procedure because they will be suppressed by the cuts before the
back propagation. Fig.[6.6]shows similar distributions for g.=-1. Particles which passed
all cuts had 0 angles below 20 mrad and a momentum above 0.9 GeV /c.
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Figure 6.4: Number of tracks passing cuts in dependence of the track momentum. For
qle] =1 (left) and g[e] =-1 (right). Error bars show statistical uncertainty (30‘Nrec/Nsig),

beam momentum 1.5GeV/c
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Figure 6.5: 6 and ¢ values of the generated tracks with gle]=1, which could reach the
[[MD}, beam momentum 1.5 GeV/c

6.1.6 Backward extrapolation with «wrong> momentum

Background tracks which passed all the cuts are back propagated with a momentum
assumption of p = Pyeum, Which is in fact deviating up to 70 % from the real momentum,
as can be seen in Fig.[6.4] Thus it is interesting how this assumption affects the final
reconstructed track parameters. Fig. presents the distributions for reconstructed 6
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Figure 6.6: 6 and ¢ values of the generated tracks with gle]=-1 which passed the cuts,
beam momentum 1.5GeV/c

angle and x-coordinates of PCAl Unfortunately the background tracks, which pass both
cuts, have reconstructed 0 angle in the expected region from 3-8 mrad as shown in
Fig.[6.7(left) by the dark orange region. But the x coordinate of the[PCAlis systematically
deviating from the expected zero value and the larger the difference between the real
momentum of the particle and Ppeqm, the larger this deviation as shown in the right
plot of Fig.[6.7] This deviation can reach a level of up to several cm, which is larger than
the spatial resolution. Therefore this variable is a good candidate for the background
suppression.

G =1
e}
3 20 £ 10F
£ 70: (xy) out Ug oz /
8 60 === R < F /
c = (k) & (09 cut -10- 6= -1
50— =
c -20?
F E (x,y) cut
40 -30F
£ E — (x,y) & B,9) cut
300 a0F- (x,y) & (89) cu
20F 50
F = 60
lOE \\N\\ -70;
GTH\‘HR‘\H - e R R R AR RN
0.5 1 15 2 25 0.5 1 15 2 25
P, GeV/c P, GeVic

Figure 6.7: 6 and Xpcy reconstructed values for tracks with gle]=-1 which passed the
cuts, beam momentum 1.5GeV/c

A study was also performed for a magnetic field as it will be used for the beam
momentum of 15GeV/c. As in the 1.5GeV/c case, tracks of particles with qi, =1 are
suppressed completely after the cuts (Fig. [6.8] normalization done in the same way as
for 1.5 GeV/c, here Nyig/Nsim=0.05 %). The background particles which reach the [MD|
and pass all cuts have small values of 6 (Fig. [6.9]), which are close to the range
if the momentum of a particle is close to the beam momentum. And as for the low
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Ppeam Case, the x coordinate of the[PCAlis shifted after the back propagation (Fig.[6.10).
However the shift for the surviving background tracks is close to the systematic shift
introduced by the accuracy of calculation (Figl6.3).

This study shows that background tracks should have certain kinematics (6 and ¢
angles and momentum) properties to reach the [MD] and pass cuts which are used to
select the elastic scattered antiprotons. These values are different for particles, which
feature a momenta significantly different from the beam momentum Py,,,. The closer
the background particle momentum is to Ppeqm, the closer are its kinematic variables
to that from signal events, which can be fully reconstructed and pass all the cuts. Even
though particles with a charge opposite to the antiproton charge can reach the [[MD]
they are fully suppressed by the angular cut. For tracks with a charge equal to the
antiproton charge this suppression works only if the particle momentum is less than
Ppeam by at least 40%.
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6.2 Background studies with the DPM generator

Only a qualitative description of the properties of the remaining background tracks
can be provided in the simplified simulation study. For the quantitative estimation a
description of the pp inelastic interactions is needed. This is a purpose of the
generator, which is a basic background generator used for PANDA simulation studies.

Usually the internal structure of hadrons is described in terms of quarks and glu-
ons. Experimentally quarks and gluons were not observed as stand-alone particles and
moreover the spatial configuration of quarks and gluons inside hadrons is still under
investigation. This phenomenon lies in the non-perturbative domain of QCD, where
calculations from basic principles are difficult. Therefore many different phenomeno-
logical approaches are induced. Among others the dual models found great popularity
as a basic model used in modern simulation programs (e.g GEANT4), where this ap-
proach is generally use to simulate processes with light hadrons, i.e. color-neutral
objects with u,d and s quarks.

The Dual Parton Model is a synthesis of the Regge phenomenology, quark ideas
and 1/Ny expansion of QCD [83]. The energy dependence of the cross sections of the
pp-processes is given by the Regge phenomenology. The cross sections are in cor-
respondence with diagrams of the 1/Ny expansion of QCD. The diagrams describe the
creation of unstable intermediate states - quark-gluon strings. The string fragmenta-
tion is considered at quark level. The main problem is the description of the low mass
string fragmentation and the fragmentation of massive constituent quarks. It is solved
by choosing various phenomenological dependencies. As a result a good description of
various inelastic reactions was reached and this approach is used in the Monte Carlo
generator, called DPM] for the simulation of background events at PANDA. The
model is described in Appendix [F]in more detail.

The advantage of Dual Models is a direct physical picture, which together with quan-
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tum field theory leads to many reasonable results. A disadvantage is the large number
of parameters which have to be tuned by experimental data. The model also lacks of
an accurate description of any particular finale state, e.g its differential cross sections,
angular distributions of particles in finale state, etc. Nevertheless it provides estimation
of the total cross section for each channel.

6.2.1 [DPM validation on available data

The[DPMl generator provides a generation of all inelastic pp channels with light hadrons
at once. For the estimation of the[DPM|accuracy, it is reasonable to compare[DPM| gen-
erator results with the dominating inelastic channels of the pp interaction. Unfortu-
nately only very little data on jp interactions is available for the PANDA energy range.
An overview of the previous experiments is presented in Appendix B}

10 ¢
o PbarP->r'n 3 + PbarP->nbarn
PbarP->K'K PbharP->Abar A
o 1t
E E
-—
o)
1 01
|
3
10" L | !
1 2 3 4 5 6 0,01 1 10
P, (GeVic) P, (GeVic)

Figure 6.11: Cross sections for 2-particle final state reactions, solid line shows the [DPM|
prediction ([83])

Fig.[6.11]shows the comparison between data [84] and the DPMImodel for 2-particle
final states and Fig. for 3-particle and 4-particle final states [83]]. There is an
agreement between and the data for 2-particle final states channels visible. In
general matches data within the experimental errors. As can be seen in Fig.
only for pp — mtw~ and beam momenta above 5 GeV/c the measured cross section
is around 51073 mb, but [DPM] predicts this value to be much lower. However at such
energies, channels with more pions are dominating and the total inelastic cross section
is ~30 mb [A]. Thus the discrepancy for such small contributions to the total cross
section can be ignored. For channels with 3- and 4-particles in the final state,
is in good agreement with pp — ntn~ 7%, pp — AAR® and pp — AAmT 7~ in the
whole energy range. At low energies (below Ppeqn=4 GeV/c) overestimates the
cross section for the channels pp — ppn®, pp — pprnta~ and underestimates it for
pp—2(nt ).
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Figure 6.12: Cross sections of 3-particle (u

pper figure) and 4-particle (bottom figure)

final state reactions, solid line shows the [DPM] prediction ([83]])

No comparison for other interesting channels, e.g. the 5-pion final state, which
dominates among the multi-pions channels at Py, below 8 GeV/c (Fig. , is pro-
vided in the publications. The pp reactions with a cross sections on the level
of mb are discussed in [85]. The data and the fit from [85]], generously provided by
Alaa Dbeyssi, were used for a[DPM| comparison at lowest and highest Ppeqn, (1.5 and 15
GeV/c) respectively. The results are presented in Fig. [6.13] for channels with multiple
pions final states (left) and for channels with antiprotons in the final state (right). The
cross section for the multiple pion channels is decreasing with beam momentum. And
depending on the number of pions in the final state, it varies between 2—20 mb at low
beam momenta to 10 ub—1mb at high beam momenta. The results lie in that
cross section ranges for both beam momentum values. However its absolute estimate
is not very accurate. Moreover, for the channel pp — nt 7~ x° there is a significant
discrepancy at the lowest Ppeqn (Fig. left), which was not observed in the results
of [83]. The reason for this is not clear, some assumptions are discussed in Appendix [F}

For channels with antiprotons (Fig. right), particularly pp — ppr® and pp —
pprtn~ [DPMigives a similar overestimation of the cross section at low beam momenta
as in [83]. The channel pp — pr'n follows this trend. These processes are described
by the same diagram in[DPM], therefore a similar systematic descrepancy behaviour can
be explained by the accuracy of the estimation of this particular DPM| contribution.

At the highest planned energy point at PANDA , there is no data available for any of
these channels. However [85]] provided extrapolations between lower and higher beam
momenta. One can note (Fig. that[DPM| does not match these extrapolations.
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Figure 6.13: Comparison between results and experimental data ([84]]) in the
PANDA energy range, fit results from [85]]

The generator was not intended to provide the correct behavior of the dif-
ferential cross sections, e.g. in dependence on polar angle, of inelastic interactions. A
comparison of angular distributions between[DPMland the dedicated pp — 7+ 7~ gen-
erator [86] is shown in Fig.[6.14]and illustrates this fact. Most essential for the simula-
tion of the background channels is that at small polar angles the DPM| generator always
predicts a smaller number of events than the dedicated pp — "7~ generator. Thus
for simulations with the generator, the background contributions from inelastic
events registered in the LMD for this particular channel are underestimated. Unfortu-
nately it is not possible to validate the angular distributions of each individual inelastic
channel contributing to the background in the [[MD] due to the enormous number of
them. But from the comparison given above one can conclude that quantitative results
of the simulation studies with [DPM]| should be used with caution.
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Figure 6.14: Angular distributions obtained with a dedicated pp — 7" 7~ (red) and the
(blue) generators

Thus in the following not only the total amount of background contribution, but also
some intermediate information is provided, e.g. a list of inelastic channels contributing
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to the background. Hopefully in the nearest future, these channels will be measured
more precisely with PANDA and the accuracy of the estimation will be improved. To
conclude, the study presented here should be considered as a first step towards a more
accurate background estimation for the luminosity measurement.

6.2.2 Simulation description

All background sources can be subdivided into three groups. To the first group belong
particles which are produced at the[[Plthrough proton-antiproton inelastic interactions.
In the following this group is called primary inelastic particles. The second group con-
sists of particles which are produced through the interaction of primary particles with
material of the PANDA detector. This group is refereed as secondary particles. As it is
shown in the next section, elastically scattered antiprotons at 0 angles above the LMD
acceptance range cannot be reconstructed correctly and thus should be considered as
a third background source. Besides inelastic channels, the DPMI generator also allows
to simulate pp elastically scattered events in the full 8 range. Therefore DPM]is taking
care of all sources of background produced at the [Pl

The secondary particles production is a task of the simulation package GEANT4. The
modelling of secondary hadronic interactions in a wide range of energies is one of the
most challenging tasks. For this reason, the set of hadronic physics models is one of
the key components of GEANT4. Since there is no a single hadronic model to cover the
entire energy domain from zero to the TeV scale for all known processes and all known
particles, models have to be combined to cover the large energy range. This concept
is known as a physics list, where every two adjacent models may have an overlap in
their validity range. There are two models for this task in the PANDA energy range:
The Quark-Gluon String Precompound (QGSP) model [87] and the quark-gluon string
model — FRITIOF (FTF) [88]. None of them was explicitly validated in this energy range
on real data. Although the developers of GEANT4 claim that the FTF model should
be in general more accurate [89]]. The energy range of the FTF model starts from ~
3 GeV, while the QGSP should be valid for energies above 12 GeV (Figl6.15}, left). At low
energies the Bertini approximation is used. This is proven to be valid below 5 GeV [89]
and it should work with a certain accuracy between 5 and 10 GeV [88]]. Therefore from
the validation ranges provided by the GEANT4 team the most suitable physics list for
PANDA should be FTF_BERT, which combines the FTF and the Bertini models.

For the comparison between the QGSP and the FTF models, a simulation study was
performed, in which the antiprotons were generated uniformly within 8 € [2,12] mrad
and ¢ € [0,27]. Figl6.15](right) shows the number of completely reconstructed tracks
from secondary particles in dependence on the antiproton momentum for the simula-
tion performed with the QGSP_BERT__EMV and the FTF_BERT physics lists. The QGSP
model predicts the number of secondary particles between 0.05% and 0.5%. From the
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Figure 6.15: QGSP__BERT__EMV versus FTF_BERT models of GEANT4: (left) the energy
coverage range; (right) number of secondary tracks reconstructed in the [LMDI for each
model (no cuts applied)

FTF model a more significant fraction of secondary particles can be expected (up to 1%).
Therefore the FTF_BERT physics list is used in simulations for the background studies.

For the estimation of the secondary particle production with GEANT4, one has to
provide the information about all possible material in the way of the particles to the
For signal antiprotons (coming from elastic scattering at small angels), the de-
scription of the beam pipe vacuum and the LMDl would be enough. However the possi-
bility of secondary particle production within other sub-systems of the PANDA cannot
be excluded. Therefore all sub-systems available in the detector geometry description
of PANDAroot were included in the simulation. The state of arﬁ geometry model is
shown in Fig. The detector cave is surrounded by air. Also the realistic vacuum in
the beam pipéﬂ was used in the simulation.

3end of 2013, svn version r23744
4201309 version



138

4

Scintillation Tile Hodoscope
Straw Tube Tracker

GEM-Tracker

Forward Tracker

Micro Vertex Detector |Target System

\ Forward EM Calorimeter

Solenoid

y=

|
FI

Beam Pipe

Barrel DIRC

X

EM Calorimeter Disc DIRC

Muon Detection System

ol

Figure 6.16: PANDAroot geometry model: general overview (top), the [MD| (bottom)
and all others Panda subsystems (middle) components used in simulation



139

6.2.3 Antiprotons from elastic scattering as a background source

Besides primary particles from inelastic interactions at the [[Fl and secondary particle
production in the detector material, it turned out there is a third source of background:
elastic scattered antiprotons with relatively large scattering angles. These particles are
re-scattered on their way to the [MD] thus their original polar angle at the [Pl cannot
be reconstructed accurately. Fig.[6.17]illustrates this background source, where the re-
constructed polar angles Oggc are shown versus the generated values 6y,¢. Tracks with
a generated polar angle 6y¢c below 8 mrad show a strong correlation to the recon-
structed angles (visible as a band with higher density of tracks in Fig.[6.17). For tracks
with ys¢c above 8 mrad, the reconstructed angles are randomly distributed within all
possible values. It should be mentioned that the detector is designed to have ~100%
acceptance for 6 €[3,8] mrad. Thus tracks with ;¢ above 8 mrad should not be re-
constructed at all. They can only be seen because of re-scattering of these tracks on
the way to the [MD] which most probably happens on the walls of the beam pipe.
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Figure 6.17: Reconstructed versus generated polar angle 0 for elastic scattered antipro-
tons at Ppeqm=1.5GeV/c

The information about the re-scattering process is not stored during the simulation
steps. Thus the simulation data does not contain enough information to identify these
kind of events. The polar angle is the most important variable of the reconstructed
tracks. So one can define the border between good and bad reconstructed tracks by
looking at a difference between the generated 6y;c and the reconstructed Orgc polar
angle:

|Opic — Orec| < AO (6.2)

There is still the question how large the difference A0 can be before the usage of too
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many background tracks within this corridor will affect the precision of the luminosity
extraction. Therefore a simulation study with luminosity extraction was performed for
Ppeam=1.5GeV /c. During the reconstruction no cuts were used. But for the luminosity
extraction procedure only tracks were used which satisfied the condition (6.2), where
A@ was varied between 0.7 mrad and 70 mrad. The difference between generated and
the reconstructed luminosity AL as a function of A@ is shown in Fig. If AO is
too large the data sample had a significant contribution from background tracks and
therefore the luminosity value is overestimated and AL is negative. If A6 is too small
then too many correctly reconstructed tracks are cut and one can observe an underes-
timation of the luminosity value. Also it should be mentioned that for small values of
AB, it is difficult to determine the correct behavior of the detector resolution, which is
required for the accurate luminosity fit, leading to an increase of the systematic error.
The balance in terms of almost no systematic shift for the luminosity determination
is achieved with tracks within a AB=2.1 mrad corridor. This value corresponds to 30g
of the 0 resolution at this energy. This study was repeated for Pp,q,,=15GeV /c, where
the optimal A0 is also found to be 30g. Therefore tracks within the 30y corridor are
considered as signal tracks. Tracks coming from elastic scattering, but with a large dif-
ference between the generated and the reconstructed values are regarded as the elastic
background contribution.
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Figure 6.18: Influence of the AB=16y;c-6rec!| corridor on the luminosity extraction at
Pbeam:1-5 GeV/c
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6.2.4 Background distribution

The complete simulation with the[DPM]| generator was done at five different beam mo-
menta. At each energy 2 x 107 events in the "elastic and inelastic" mode of DPM were
generated, for which the elastic scattering 6,,;, was set to 0.12°. Each simulation was
repeated 3 times to make sure that the results are reproducible and in the following
the average results are presented.

Fig. shows the contribution of each background source and the sum as a ra-
tio between the number of reconstructed background tracks to the number of recon-
structed signal tracks. The inelastic background contribution is increasing with an in-
crease of the antiproton beam momentum. This is expected since the ratio between
the inelastic and the elastic cross section is rising with increasing energy. The total
amount of reconstructed background tracks varies between ~4 % at low beam mo-
mentum to ~20 % at the highest momentum. The number of completely reconstructed
tracks per event is also different for low and high energy cases as shown in Fig.
At Ppeam=15GeV /c it can be as high as 8 track per event. It should be stressed that
without the dipole magnet in front of the the amount of the background events
would be much higher and could reach the 15 % level at Ppeq,=1.5 GeV/c and 50 % at
Pbeam:15 GeV/c.
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Figure 6.19: Relative background contributions (no cuts) in dependence on the beam
momentum

The pie charts in Fig. show the contribution of different particle species from
primary and secondary inelastic interactions which hit the [MD] at 15 GeV/c. To com-
plete this information in Tab. a list of inelastic channels is given, which contribute
to the background by primary particles tracks. Channels with a high total cross section
have a higher chance to produce background particles. At 15 GeV /c beam momentum,
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inelastic channels with antiprotons in the final state dominate and the same tendency
is observed in the background contribution in the For secondary particles pi-
ons dominate, however, the antiproton fraction is still the largest (see Fig. [6.22]right).
At low beam momentum final states with pions dominate, thus the main background
particles for the at low energies are pions (Fig[6.22] left). Therefore a system for
particle identification would be very useful only at low beam momenta, where a relative
contribution from pions is as large as 80%.

The kinematic distributions of the background tracks (Fig. [6.23)), are in agreement
with the results of the previous simplified simulation studies (Section [6.1). The main
contribution are tracks with small polar angles 8. The momentum spectrum of the
background particles is rather broad. The distance between the[[Pland the [LMD] is not
that far and time of flight for the background particles is different from the time of
flight for the signal only by 3 ns.
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Figure 6.21: Relative contribution to the primary and secondary background sources at
15 GeV/c without cuts (elastic contribution is excluded)
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Ppeam=15 GeV /¢ without cuts



’ Particle ‘ NFECINR ey %o | Final state | 6%C, nb H ol mb

p 9.64 prn mp 7766.85 || 1.3671 +0.0075
8.44 pr-nntp 6803.53 || 1.8896 4+0.0088
8.03 pr’p 6475.16 || 0.6878 +0.0053
6.29 prtn 5067.88 || 0.5507 40.0047
4.72 pr’ntn 3806.36 0.018 +0.005
3.20 pr2n’°ntp | 2580.01 1.276 +£0.004
2.31 pr-n2ntn 1861.3 0.853 £0.003
2.24 pr2nth 1809.36 || 0.5100=£0.0046
2.22 p2r’p 1790.93 0.3334+0.004
1.70 prw2np | 1368.75 || 0.9903 & 0.0064
1.68 pa’ntn 1346.97 0.393+0.004
1.40 pRr 2wt p 1130.85 || 0.676240.0053
0.93 pr-3n’ntp 752.23 0.547 +0.008

total 69.15 438 channels

T 1.55 3n 2737 1248.12 || 0.5846 4 0.0049
1.38 3x 37°3xt 1112.42 || 0.6983 +0.0053
1.27 3x n%3nt 1023.63 || 0.2683 +0.0033
1.25 2n 2n%2nt 1008.55 || 0.2013 £0.0029
1.24 2n 3n%2xt 998.5 0.3543 +0.0038
0.78 2n 4n2nt 631.60 || 0.3834 £0.0040
0.75 3n 4n°3xt 603.12 0.579 +0.007
0.70 pr mwtp 561.24 || 1.3671£0.0075
0.66 2 n2mt 532.76 || 0.0590+0.0016

total 25.94 693 channels

Table 6.1: Origin of primary background particles at Py, =15 GeV /¢ (no cuts).
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section for the channel estimated by the DPM 6REC:NZ-REC-L — effective cross section
for the channel in the LMDI
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6.2.5 Background reduction

With the current[DPMlmodel the main background contribution is caused by re-scattered
elastic antiprotons (Fig.[6.19)). Therefore cuts applied before and after back propagation
were optimized to suppress mainly this particular contribution. For this purpose large
samples of 2 x 107 with elastic events were generated with [DPMlat 5 beam momentum
values as in the previous study. For the secondary particles production the FTF_BERT
physics list was used in GEANT4. For saving the computing time in the detector geom-
etry only the[[MDland the beam pipe were included. After optimisations the cuts were
tested on samples with elastic and inelastic events, obtained by the DPM]| generator and
the complete simulation as discussed in Section The results of these tests are

shown in Fig.[6.25/and Fig.

Cut before back propagation (X&Y cut)

The parameters for the X&Y cut (Sec. are corridors with widths A, and A,.
Increasing those would lead to a 100% signal efficiency, but such loose cuts do not help
to reduce background (Figl6.24). To keep the signal efficiency at the level of ~99 %,
the corridor widths of Ay=3cm and Ay=4cm were chosen. This cut suppresses the
secondary particle contribution and helps significantly decrease the amount of inelastic
primary tracks. As show in Figl[6.25] the total amount of background goes down to the
level 2-3% in the whole momentum range.
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Figure 6.24: Efficiency for signal (left) and background (right) tracks in dependence on
the corridors widths A, and A, for Ppes,=1.5GeV /c
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Figure 6.26: Difference between assumed and reconstructed momenta in simulations
With Ppeam 15 GeV/c (blue — signal; red — background tracks)

After back propagation, the reconstructed track parameters should lie in certain re-
gions, due to the limited acceptance of the e.g. the polar angle 0 is expected to
be between 3 and 8 mrad, the to the [Pl should be near the [Pl within the spatial
resolution, etc. Another parameter is the momentum magnitude. Because elastically
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Figure 6.27: Difference between assumed and reconstructed momenta in simulations
With Ppeam 1.5 GeV/c (blue — signal; red — background tracks)

scattered antiprotons fly within the beam pipe in high vacuum, the material budget
seen by the antiprotons on its way to the is very low. The momentum mag-
nitude change by the remaining air molecules and the transition foil is only several
hundreds of keV, which is very small compared to the GeV scale of the particle mo-
mentum values. If an antiproton track is back propagated through almost the same
trajectory as it had during its passage from the[[P] to the LMD], the increase of its mo-
mentum magnitude should be also on the level of several hundreds of keV. The latter
statement is not true for background particles, because for them an exact true value of
the momentum magnitude is not known. Assuming the same momentum as elastically
scattered antiprotons, they are propagated through a trajectory, which is different to
the original one, and their momentum magnitude could be significantly changed during
back-propagation, if the particle passes material in between. In Fig[6.26|the difference
between the assumed and back propagated momenta is shown for different groups
of tracks. For the simulation study at 15GeV/c the picture is very clear: the relative
difference of the signal tracks (A@<20y) is peaking at ~10~> and tracks from the elas-
tic background (A@>5G¢) are shifted to higher values of up to ~1071. Therefore this
variable can be used for the separation between signal and background tracks at high
energies. Unfortunately for tracks with low momentum, particulary at 1.5 GeV /¢, this
variable cannot be used due to the bad resolution of the reconstruction (see Fig.[6.27).

Low momentum tracks require a special and more complicated treatment. Here a
multivariate analysis is required, taking into account multidimensional correlations. 6
parameters of the track after back-propagation are used for signal/background classi-
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Figure 6.28: Reconstructed variables of signal (blue) and elastic background (red)
tracks, Ppeam=1.5GeV/c

fication: Xgec, Yrec and Zggc of the PCAlto [[B, Prgc the momentum magnitude and
OreC, OrEC the angles of the momentum vector. Fig. shows the distributions of
reconstructed variables for signal and elastic background tracks. Unfortunately most of
the variables have a similar range for both signal as well as background tracks, thus a
classical separation by rectangular cuts on values of one or several variables would not
be efficient. However the shapes of the distributions are different. e.g. the coordinates
of the [PCAl have a Gaussian shape for the signal and a clearly non-Gaussian shape for
the background tracks. Moreover as shown in Fig. there are different correla-
tions between the variables of reconstructed tracks for signal and background. e.g. the
correlation between the Xggc and Yggc coordinates of reconstructed tracks is peaking
around the [Pl for signal tracks and spreading a bit more around the [P for background
tracks. Also background tracks have Oggc above 8 mrad more often with larger values
of the x coordinate than for signal tracks. Although none of the reconstructed variables
looks reliable for a clear separation into signal and background tracks, their shapes and
correlations have some systematic behavior and can be used for this task.

In the high energy community the Toolkit for Multivariate Data Analysis (90l
is often used for multivariate analysis. This package provides a large number of ma-
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chine learning algorithms for classification and regression tasks. A typical classification
analysis consists of two independent phases: the training phase, in which signal and
background samples are provided by the user and the parameters of the multivariate
methods are found, tested and evaluated; and an application phase, where the chosen
methods are applied to the concrete classification problem they have been trained for.

The variables behavior and the requirement to use the correlation between the re-
constructed variables restrict number of methods, which can be used. Below different
methods from the[TMVAl are discussed and their performance, i.e. background rejection
versus signal efficiency curve (Fig.[6.30), is evaluated and explained.

Rectangular cuts optimization (CutsGA)
The simplest and most common classifier for selecting signal events from a mixed
sample of signal and background events is the application of an ensemble of rectan-
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Figure 6.30: Background rejection versus signal efficiency for different TMVAl methods

gular cuts on discriminating variables. The optimization of cuts performed by TMVA|
maximizes the background rejection at a given signal efficiency, and scans over the full
range of the latter quantity. The[TMVA| cut optimization can be performed with the use
of different fitter options: Minuit, Genetic Algorithm and Simulated Annealing [90].
Among them, the Genetic Algorithm (GA) currently provides the best cut optimization
convergence, therefore it was used in our case. As can be seen from Fig. where
background rejection versus signal efficiency is shown by the black curve for CutsGA,
the behavior of this method is rather unstable. Probably it can be stabilized by in-
creasing the number of events used for the training phase. However, one cannot hope
for a better background rejection with high signal efficiency, since our variables for
signal and background are not well distinguishable by a simple rectangular separation

(Fig. black curve).

Projective likelihood estimator (LikelihoodMIX)

The method of maximum likelihood builds a model out of probability density func-
tions (PDF) that reproduces the input variables for signal and background events. For a
given event, the likelihood for being of signal type is obtained by multiplying the sig-
nal probability densities of all input variables, which are assumed to be independent,
and normalizing this by the sum of the signal and background likelihoods. Because
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correlations among the variables are ignored, this approach is also called "naive Bayes
estimator". Since the parametric form of the PDFs is generally unknown, the PDF shapes
are empirically approximated by the training data with non-parametric functions. They
can be chosen individually for each variable and are either polynomial splines of various
degrees fitted to histograms or unbinned kernel density estimators (KDE). In our case
both non-parametric approaches are used by chosing the LikelihoodMIX option. The
choice of one particular approach is done automatically by [TMVA for each variable and is
based on the variables behavior. Polynomial splines are used for the coordinates of the
and the 0 and ¢ angles of the reconstructed tracks and KDE for the momentum
magnitude. This method has a good performance, but as mentioned before, ignores
correlations among the variables. Therefore the performance of this method (Fig.
red curve) is worse than methods taking into account correlations among the variables.

Multidimensional likelihood estimator (PDEFoam)

This is a generalization of the projective likelihood classifier. If the multidimensional
PDF for signal and background events were known, this classifier would exploit the full
information contained in the input variables, and would hence be optimal. In prac-
tice however, huge training samples are necessary to sufficiently populate the mul-
tidimensional phase space. Kernel estimation methods may be used to approximate
the shape of the PDF for finite training statistics. The probability density estimator
(PDE) Foam method divides the multi-dimensional phase space in a finite number of
hyper-rectangles (cells) of constant event density. This "foam" of cells is filled with the
averaged probability density information sampled from the training data. For a given
number of cells, the binning algorithm adjusts the size and position of the cells inside
the multi-dimensional phase space based on a binary split algorithm, that minimizes
the variance of the event density in the cell.

The test statistics was not sufficient for the training of this method P} Therefore the
results of its application are rather bad and even worse than for the projective likeli-
hood estimator (Fig. green curve).

Fisher discriminants (Fisher)

In the method of Fisher discriminants, the event selection is performed in a trans-
formed variable space with zero linear correlations, by distinguishing the mean values
of the signal and background distributions. The linear discriminant analysis determines
an axis in the (correlated) hyperspace of the input variables such that, when projecting
the output classes (signal and background) events upon this axis, they are pushed as
far as possible away from each other, while events of a same class are confined in a
close vicinity. By construction of the method, no discrimination is achieved at all, when

5From simulation there are 5-10° signal and 1.7-10° background events available. However only 2-10° signal
and 5-10* background events were used for comparison test between the methods, since for some methods
training on full statistic would take several days.
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a variable has the same sample mean for signal and background, even if the shapes of
the distributions are very different. Therefore this method does not work very well in
this case and has the worst performance of background rejection at the same signal
efficiency, in comparision to other methods (Fig. dark blue curve).

Artificial neural networks (MLN)

An Artificial Neural Network (ANN) is generally presented as a system of intercon-
nected "neurons", which can compute values from inputs. Mathematically, a neu-
ron’s network function f(x;,pu:) from input variables x;,p, is defined as a composition
of other functions g;(Xinpu ), Which can further be defined as a composition of other
functions. This can be conveniently represented in a network structure, with arrows
depicting the dependencies between the variables. This is shown in Fig. where a
set of composition functions are indicated as a "hidden" layer of the network. There-
fore one can view the neural network as a mapping from a space of input variables
Xinpwr INtO @ one-dimensional H space of output variables. [TMVA| provides access to
several implementations of ANNs. Among them, the multi-layer network (MLN) is the
recommended one, due to its high speed and flexibility [90]] and therefore it is used in

this study (Fig. purple curve).

Hidden
Input
Output

Figure 6.31: An artificial neural network is an interconnected group of nodes [16]]

Boosted Decision Trees

A decision tree is a binary tree-structured classifier like the one sketched in Fig.[6.32]
Repeated left/right (yes/no) decisions are taken for one single variable at a time, until
a stop criterion is fulfilled. This way the phase space is split into many regions, that
are eventually classified as signal or background, depending on the majority of training
events that end up in the final leaf node. The boosting of the decision tree extends
this concept from one tree to several trees, which form a forest. The trees are derived
from the same training ensemble by re-weighting events, and are finally combined
into a single classifier, which is given by a weighted average of the individual decision
trees. Boosting stabilizes the response of the decision trees with respect to statistical
fluctuations in the training sample, and is able to considerably enhance the performance

%in case of a signal-versus-background discrimination problem
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Figure 6.32: Boosted Decision Trees [90]

with respect to a single tree [97]. In this study the Gradient-Boost method [90]] was
used.

Decision trees are insensitive to the inclusion of poorly discriminating input vari-
ables. While for ANNs it is typically more difficult to deal with such additional variables,
the decision tree training algorithm will basically ignore non-discriminating variables
since only the best discriminating variable is used for each node splitting.

Method choice

After the classification, a decision about the signal or background nature of a track
is combined into a one-dimensional variable called response. During the application of
the classification method, the cut is applied on the response calculated for each recon-
structed track for the background rejection. In the ideal case, the response distributions
of the signal and the background are located around different values and are well sepa-
rated from each other. In reality the signal and background distributions can in general
overlap, due to mis-classification, which indicates that it is impossible to suppress the
background without, at least, a slight signal rejection. Therefore the best algorithm can
be chosen by the smallest overlap between the signal and background response. Alter-
natively the method with the largest integral of the background rejection versus signal
efficiency curve can be used (Fig. [6.30). Both select the method where it is possible
to have maximum background rejection with maximum signal efficiency. The response
distributions for the tested methods are shown in Fig. and Fig. As can be
seen from these plots, a good separation for signal and background tracks by the re-
sponse variable is achieved only for the BDTl method. This method also has the largest
integral of the background rejection versus the signal efficiency curve, as can be seen
in Fig. Here methods in the legend are ranked according to their integral values.
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Therefore the [BDTl method was chosen and trained with a large data sample.

The response of the BDT] method ranges from -1 to 1. For the signal this variable is
peaking at 1 and for the background at -1. The optimum cut value can be chosen by a
significance calculation at different values of the classifier response [90]:

S
VS+B

where § is number of signal and B is number of background events. The best signifi-
cance is achieved if the cut on the response variable is set to -0.5. The corresponding
signal and background efficiencies for the test sample with only elastic signal and back-
ground events are 99.6% and 9.95% (Fig.[6.35), respectively.
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Figure 6.33: Response distributions for different TMVA| methods

The separation of signal from background tracks based on a multivariate analysis is
only used for the lowest beam momentum case (1.5 GeV /c). For higher beam momenta
the cut based on the momentum check is used. This background rejection is done after
the back propagation step and called the M cutm The M cut was tested with DPM

7Multivariate for 1.5 GeV/c and Momentum for higher energy
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Figure 6.35: Signal and background efficiency in dependence on the cut on the BDT
response

simulation of elastic and inelastic events at the 5 beam momenta. As can be seen in
Fig.[6.36] the total background amount is around or below 1 % and comes mainly from
the elastic background part.

The contribution of inelastic background events is significantly suppressed after the
cuts. For the simulation at Ppe.,=15GeV/c, only two particle species survived after
the cuts: p (with a relative to inelastic background contribution of ~94 %) and n~
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Figure 6.36: Relative background contributions (after X&Y cuts and M cut)

(~6 %). Fig.[6.37]shows the distributions for each of them.This result is in agreement
with the result for the simplified simulation studies: polar angles 0 of below 20 mrad
and momenta close to the beam momentum within + 1GeV/c. This would mean
that for the separation of signal and background tracks, a precision in the momentum
measurment on the level of 1% would be needed.

During the time of writing this thesis, the ETH model from Geant4 became available
as a stand-alone background generator within PANDAroot. It was not possible to repeat
the extensive background study with this generator once more. However, a preliminary
comparison between the [ETHand models on the generator level (see Appendix [F)
shows that[ETH predicts more particles at small 6 angles and 5 times more recontructed
inelastic background tracks after all apllied cuts at the beam momentum 15GeV /c.
Therefore complete simulation studies with the [ETH generator with higher statistic at
different beam momenta are subject of future investigations.
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Figure 6.37: Distributions for the contributions of inelastic background after the appli-
cation of all cuts (Ppean=15GeV/c)
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The luminosity extraction precision

The influence of the remaining elastic background on the luminosity extraction was
checked for the lowest (Tab. and the highest (Tab. beam momenta. Since
the largest contribution is elastic background, the data samples generated for the cut
optimisation containing only elastic[DPMlevents were used for this study too. In Tab.[6.2]
and Tab.[6.3]the R value is defined as the ratio between the number of tracks from each
contribution and the number of reconstructed signal tracks without applied cuts. AL/L
specifies the relative difference between the generated and reconstructed luminosity.
Tab. and Tab. show that the background below 1% has no influence on the
precision of the luminosity extraction at both beam momenta.

Cut R sig, % | R el. bkg, % | R second. bkg, % AL/L, %

No 100 3.56 0.1 -0.93 £+ 0.07

X&Y 99.7 1.67 4107 -0.49 + 0.07
X&Yand M |  99.1 0.17 31077 -0.04 + 0.07

Table 6.2: Influence of the cuts on the luminosity extraction precision (Ppeam=1.5 GeV/c)

Cut R sig, % | R el. bkg, % | R second. bkg, % AL/L, %

No 100 6.7 4.2 2.41 %+ 0.07
X&Y 99.8 2.36 0.01 1.27 £ 0.07
X&Y and M 99.6 0.93 31073 -0.008 + 0.07

Table 6.3: Influence of the cuts on the luminosity extraction precision (Ppeqm =15 GeV/c)
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7.1 Charmonium as a framework for QCD tests

Quarkonium is a general name for a bound state of a quark and its corresponding an-
tiquark, and refers usually to charmonium (c¢) and bottomonium (bb) states. The lighter
quarks (up, down, and strange) are much less massive than the heavier quarks thus
the physical states actually seen in experiments are quantum mechanical mixtures of
the pure gg states. The top quark decays through the electroweak interaction before
forming a bound state and hence toponium does not exist.

In proton-antiproton interactions the production of bottomonium is much less prob-
able than that for charmonium. e.g. the cross section at the peak of the charmonium
state %, (/s =3.51GeV) is ~100nb and the cross section at the peak of the corre-
sponding bottomonium state yx;, (/s =9.89 GeV) is estimated to be not larger than
1nb [92]. Therefore it is not surprising that at PANDA the planned studies are concen-
trated around the charm physics, which also requires lower energy of the beam. Below
the discussion is restricted to charmonium only, although most of the arguments are
valid for bottomonium too.

Charmonium is an excellent system to test the concept of [QCDl Unlike the case
of light-quark hadrons, for charmonium the value of «; is sufficiently small ~ 0.3 to
make perturbative calculations possible. Furthermore, the relatively small binding en-
ergy, compared to the rest mass of its constituents, allows c¢ states to be described
non-relativistic (with vz/c2 ~ 0.25) and makes it easier to unfold the complicated ef-
fects of [QCD| dynamics. In addition, charmonium states provide a unique laboratory
for understanding the interplay between perturbative and non-perturbative effects in
because the mass of the charm quark provides a natural boundary between the
perturbative and non-perturbative regimes. The fact that the charmonium resonances
are eigenstates of J©C produces symmetry conserving simplifications. From the exper-
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imental point of view the bound c¢ states are well separated in energy and narrow in
width, as opposed to the light-quark resonances which have large and often overlap-
ping widths.

By making precise measurements of the masses, widths, and branching ratios of the
charmonium states, important information about the dynamics of the strong interac-
tion may be extracted. For instance, by comparing the hadronic and electromagnetic
branching ratios of charmonium states, an estimate of the strong coupling constant o
can be derived. Unknown quantities, such as the squared absolute value of the wave
function at the origin |w(0)|?, or poorly measured quantities, such as branching ratios
between the resonance and the initial state, may often cancel in the ratio, thus leaving
o, as the only unknown quantity [93]. e.g. in the case of 1., 1., X0, and X such
cancellation occur when one compares the branching ratio into two photons and the
branching ratio into two gluons. Different theoretical models provide different predic-
tions for the radiative partial widths of charmonium states, which can be compared to
the experimental results. Examples include the electric dipole transitions of the three
XcJ States to J/y, and the magnetic dipole transition of J/y to 1., and y’ to 1! [93].

The interest to charmonium spectroscopy is recently growing again due to the ob-
servation of X, Y, Z states, which do not fit into the picture of the expected charmonium
spectrum as predicted by potential models. It is suggested that those states may not
be ordinary c¢ states, but might consist of four quarks. The precise determination of
the excitation curves of these states is still missing in order to to distinguish between
the different theoretical interpretations [9Z]. This is due to the fact that those states
have a very narrow width, which is at least difficult or even impossible to measure
with existing facilities. It should be mentioned here that with PANDA this difficulty
will be overcome and widths up to ~100keV can be measured [95]. Another powerful
method for the determination of the nature of the X, Y, Z states is the measurement
of the radiative partial widths, e.g in [96]] different model predictions are compared for
X(3872)— )/ and X(3872)— yvy'.

7.2 Potential models

One technique used in calculations of hadronic resonances is the replacement of the
non-Abelian gauge field theory of [QCD| by a non-relativistic potential model. Non-
relativistic models for charmonium are possible because of the relatively large mass
of the charm quark, which have v?/c? ~0.25 in their bound states, as opposed to
v2 /c? ~0.8 for the light quark mesons. Using corrections for relativistic, channel cou-
pling and radiative effects, the success of potential models for theoretical predictions
even extends to various decays of charmonium states as well as their masses and
widths.
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In 1975 Appelquist and Politzer recognized that the single gluon exchange between
a charm quark and antiquark should give rise to a Coulombic potential proportional to
1/r at small distances [97]]. They coined the name "orthocharmonium" for the J/y in
analogy with the 3S; orthopositronium, and went on to extend the analogy to predict
the existence of 1Sy "paracharmonium". Appelquist and Politzer were able to predict
the complete spectrum of bound charmonium states based on a charmonium potential
which was expected to be an intermediate between a Coulombic and a harmonic os-
cillator potential. Due to similar behavior of the potentials the charmonium spectrum
looks similar to that of the positronium (bound states of et and e™) as can be seen in
Fig[7.1]where both spectra are shown.

» B | POSITRONIUM |
(10" MeV) 510263 1
510260 7 .
51026.0/— .. 510259 I
510258 [+ ————
51025.6 0
=
51018
e
10 |— 8.4 1
10 _
1.022x10=0 0"
'So ’S, Boia 'P,
v’(699)
(MeV) 1.2(630)
600 X2(577) ++ 541 1_,_,
KG2) he(541)
) %o (430) -
Ty CHARMONIUM
100 — !
Nn.(0) -
2986 =0 — —0

Figure 7.1: Positronium (top) and charmonium (bottom) spectra (98]
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Nowadays the static quark-antiquark potential in strong interaction is often ex-
pressed as a Cornell-type potential [99]:

4o 32na -

V(r) = —==+kr ~5(r)S.Sz
3 r 9m% c~rce
1 20, k. -= 1 4oy 3S.7-SF - -
—(——=—)LS+— - = _S.S- 1
mg( 3 2,,) +mg 3 ( ) c c) (7.1)

The first term is a Coulomb-like term describing one-gluon exchange, which is very
similar to the Coulomb term in potentials for positronium or the hydrogen atom,
except that here the coupling constant is given by the strong coupling constant o
instead of the fine-structure constant o,,. The second term is a linear term, which
phenomenologically describes the confinement, and which is completely absent
in The linear shape is supported by Lattice calculations. The parameter k is
the string constant of the string between the quark and the anti-quark. The last
terms represent the spin-orbit, spin-spin and tensor potentials, leading to the mass
splittings in the spectrum. [QCD]-motivated potential models successfully described the
J/w and l//, as cc states soon after they were discovered. Later other low-lying cc states
were discovered and found to have properties that agree reasonably well with the model
predictions.

Charmonium states are labeled using the spectroscopic notation n*5*1L;, where
n is the number of nodes in the radial excitation plus one, S is the combined spin
of the two quarks (0 spin-singlet, or 1 spin-triplet states), L is the relative orbital
angular momentum (S, P, D correspondingly for 0, 1, 2), and J is the total angular
momentum. Parity and charge conjugation, as in any quark-antiquark state, are given
by P = (—1)!*1 and C = (—1)E"5 respectively. A more abbreviated notation is to
characterize the states just by their JFC. The states predicted by potential model are
called conventional charmonium states. The recently found X, Y, Z states do not fit into
the Cornell-type potential model prediction and are usually referred as charmonium-like
states.

Precise measurements of the different resonance masses, or more particularly the
differences between them, are a very effective way to test the spin-dependence of the
different potential models. For instance, the tensor and spin-orbit interaction split
up the masses of the x.;(13Py),J = 0, 1,2 states (fine splitting). The spin-spin force
splits the vector and pseudoscalar states, and this is responsible for the mass difference
between J/y and 1., and between v’ and 1. (hyperfine splitting). A measurement of
the deviation of the hc(llPl) mass from the center of gravity of the y.; states would
indicate a departure from first order perturbation theory, since the spin-spin potential
is a contact potential, which survives only with the finite wave function at the origin.
Thus, this potential gives rise to hyperfine splitting between the triplet (S = 1) and
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singlet (§ = 0) states only for S-wave states, and not for P-wave or any other higher L-
states. This behavior is the direct consequence of the long-range confinement potential
having been assumed to be a pure Lorentz scalar. A non-zero hyperfine splitting may
give an indication of a non-vanishing spin-spin interaction in charmonium potential
models [T00].

The spin—-averaged centroid mass of the triplet states:

<m(1Py) >= [m(xe0) +3m(xer) +5m(%2)] /9 (7.2)
is expected to be near the h. mass, therefore making the hyperfine mass splitting:
Amy s he(1P)] =< m(1°Py) > —m[h] (7.3)
Current values [T01l:

< m(13Py) >=3525.3040.07 MeV (7.4)
mlhe] = 3525.45 +0.15 MeV

give
Amyp = —0.15+£0.17 (7.5)

which is close to zero as expected from the lowest-order perturbative A more
precise measurement of m[h.] is needed to draw more accurate conclusion regarding
Amhf.

Most of the studies of charmonium(-like) states are performed in e™e™ annihilation,
in which only the ¢ vector states (J*¢ = 177) can be directly formed via the intermedi-
ate photon (Fig.[7.2). All other states are only reached by decays, mostly radiative, from
these vector states. A different technique was invented by the R704 experiment at the
ISR accelerator at CERN [102]], which demonstrated that high resolution charmonium
spectroscopy could be done by using proton-antiproton annihilation.

|||||

J=0,2; C=+

Figure 7.2: Schematic diagrams for the formation process in e™e™ (left) and pp exper-
iments mediated by two (center) and three (right) gluons

The usage of antiproton-proton annihilation reactions enables two ways to inves-
tigate resonances. In the formation mode a single resonance is formed directly in the
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Figure 7.3: Schematic diagram for the production process in pp experiments
annihilation process, which correspondingly must have the J*¢ quantum numbers ac-
cessible by a fermion-antifermion pair. In this case c¢¢ mesons are populated via two
and three gluon annihilations leading to C = +1 (with even J) and C = —1 (with odd
J) states respectively (Fig.[7.2). In the production mode at least one additional particle
is produced together with the resonance of interest, therefore the last one does not
have the restriction on J’C. By comparison of both methods it is possible to classify
the resonances and identify those with exotic quantum numbers, i.e. quantum num-
bers forbidden for ordinary quark-antiquark mesons. However the formation mode is
preferable for accurate measurement of widths and excitation curves of resonances via
the resonance scan technique, because the resolution here is limited only by the beam

resolution (see Section [3.1.2)).

7.3 Current status of /.(1'P;) meson

Although the charmonium family has been studied for many years, our knowledge is
sparse on the singlet state hc(llPl). At the eTe™ colliders this state can be obtained
only in the decay 1=~ — 17~ 7%, which is isospin-violating and therefore its branching
ratio is only <1073, This is a serious limitation even for studies at current eTe~ colliders
with high luminosity. e.g. at BESII in 1.06 x 108 ' events used for the measurement
of h.(1'P;), only N=36794319 events were extracted in the exclusive channel, i.e in
the v’ decay ' — h.n® — yn. and in the inclusive 7° recoil-mass spectrum the yield
of h, was estimated to be N=10353+1097 events [[103]]. The resonance scan technique
was used by the Fermilab pp experiments E760 and E835 [45]], where this resonance
was measured in the direct formation mode pp — h.. Unfortunately these experiments
were harmed by the limited beam time available to them and therefore were limited by
statistics. Below a short overview is presented starting from the first observations and
the following studies of h,.

7-3.1 Mass

The discovery of h. were reported by two experiments in 2005. CLEO [104],[705]] re-
ported an observation in the isospin-forbidden decay chain ete™ — v/ — 7%, h. —
Yne. And E835 [106] found an evidence in pp — he, he — YN, Ne — YY. CLEO [T07]
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later updated its measurements with a larger data set, refining its mass measurement
to a precision of 0.2 MeV/c2; E835 obtained an uncertainty of ~0.3 MeV/c2.

CLEO utilized two detection methods. The first one was a semi-inclusive selection
that required detection of both the transition 7% and the radiative photon, but only
inferred the presence of the 1. through kinematics (the inclusive reaction). The second
one, with the exclusive reactions, exploited the full reconstruction in fifteen different n,
decay modes, five of them previously unseen. These two methods had some statistical
and fully systematical correlation for the mass measurement because both rely on the
7° momentum determination. However because the parent, y’ state, has a precisely
known mass and is produced nearly at rest by the incoming e™e™ pair, the mass of the
hc is accurately determined by fitting the distribution of the recoil mass against the
n°. CLEO’s two methods comprise comparable precision and gave consistent masses
within their uncorrelated uncertainties. The statistical uncertainties from the numbers
of signal and background events in the exclusive (inclusive) analysis are larger than the
systematic errors caused by the calorimeter energy resolution.

The E835 measurement of pp — h. — yn. — Yy relies on the knowledge of the
initial center-of-mass energy of the pp reaction for each event during a scan of the
h. mass region as well as upon the reconstruction of all three photons with kinematics
consistent with the production and decay hypothesis. Unlike the CLEO result, back-
ground reactions are negligible. The accuracy of the mass measurement was limited
equally by statistics (13 signal events with a standard deviation in center-of-mass en-
ergy of 0.07 MeV) and the systematic uncertainty due to the p beam energy stability.

Using a sample of 1.06 x 108 y/, in 2010 BESIII [108] reported a mass result using
the ¥y exclusive method, matching CLEO’s precision. The new analysis published by
the BESIII collaboration in 2012 [T09]] is currently the most accurate measurement of
the h. mass: M(h.)=3525.31-0.11 (stat ) +-0.14 (syst )MeV /2.

7.3.2 Width

The predictions for the total width of the h, lie in the range of 0.4—1MeV. The current
value I'(h.)=0.7+0.28 (stat )+-0.22 (syst )MeV [109] is in agreement with the predic-
tions. Predictions for the partial widths of various h. decays are shown in Tab. The
most prominent decay of the h. is expected to be the radiative transition to 1. with
the predicted partial width in the range of several hundred keV and a branching ratio
of ~50%. The current value of the branching ratio B(h, — yn.)=5146 % [1l is also in
agreement with the prediction.

The decay channels can be classified in few basic categories.
Radiative transitions

An electromagnetic transition between quarkonium states, which occurs via the
emission of a photon. Example: h. — yn,
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Authors I(n.y) T/ wa®) TJ/wa’z®) T(hadrons) T(total)

(keV) (keV) (keV) (keV) (keV)

Renard [[110] 240 370 500-1000
Novikov [111] 975 60-350

McClary [112] 485
Kuang [113] 2 4-8 54 395-400
Galkin [TTZ] 560

Chemtob [[15] 0.006 53

Bodwin [116] 450 530 980
Chen [[T17] 0.3-1.2 L-14 19-51 360-390
Chao [118]] 385

Casalbuoni [TT9] 450
Ko [120] 400 >1.6
Gupta [121] 341.8

Table 7.1: A summary of predictions for the partial widths of h, decays [98]

Hadronic transitions

The general form for a hadronic transition is: ®; — ®; + h, where ®; (®) and
h stand for the initial-state (finale-state) quarkonia and the emitted light hadron(s).
The mass difference me, —me, varies from a few hundred MeV to slightly over a GeV,

hence the kinematicly allowed / are dominated by a single particle (°, 1, @, ...) or
two-particle (27 or 2K) states. It should be mentioned that such decay modes were
not seen for h, so far [l. Example: h, — J/ynn
Decay to light hadrons

Light hadrons are states created from light quarks (u,d and s). In this decay mode
there are no charmonium states involved in the final state. Basically it is the group of
decays to non-charmonium states. Example: h. — n+ 7~ 1°

The radiative transitions to light hadrons are also included in this group of processes.
Example: h. — yn’

As already mentioned, the radiative decay h. — 1.7 is the dominating decay. How-
ever it is also predicted that the inclusive width of the decay to light hadrons should
have a similar size, mainly due to the contributions from the radiative transitions to
light hadrons. e.g. in [110]) the width of h. — yn' is estimated to be ~210keV which is
close to the estimation of the width of h. — yn. width ~240keV in this work. So far
the search for radiative transitions to light hadrons was not performed. At PANDA this



166

measurement can be done by looking at the recoil-mass spectrum of the 7.

The situation with other non-radiative exclusive decays to light hadrons is also not
clear. So far only multi-pions decay channels were investigated. Because the A, should
have negative G-parity, multi-pion decays are likely to involve an odd number of pions.
Searches for channels with 3, 5 and 7 pions in the final state had been performed by
CLEO [122]. The statistics were limited due to non-direct production of the A, in ete™
experiments. For the channels with 3 and 7 pions in the final state it was possible to
give an estimation for an upper limit only (Tab.[7.2).

Mode Fraction (I';/T")

rtr v <0.22%
2nt2n 70 2.27089
3nt3nn0 <2.9%

Table 7.2: h. hadronic decay modes [f]

The direct A, production is the advantage of a pp experiment. But hadronic chan-
nels are difficult to measure in pp interactions due to the high cross section of the
hadronic background, i.e. the non-resonance production of such final states. The ex-
pected production cross section for h. is 10-100 nb. At energies close to h, mass
pp —2(n~ )’ is the dominating inelastic channel with a cross section ~1 mb. From
this perspective the decay h. — 2(m~7+)x® will be the most challenging channel due
to a signal to background ratio of ~10™*. The attractive side of this measurement is
that a high statistic data sample should be available after only a few days of data taking
with PANDA. Also one should not forget that so far only this hadronic decay channel
was measured for A, (Tab.[7.2). Remaining questions are:

- If we assume some particular model for the decay description, would it be possible
to extract this channel at PANDA ?

- How much statistics this measurement would require to get a clear separation
between signal and background?

- Which PANDA sub-systems are essential for this measurement?

These questions are important to make a decision whatever this measurement is feasi-
ble and can or cannot be done at the beginning of data taking. In the following, answers
to the questions will be given by a simulation study using the Fast Simulation approach.
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7.4 Construction of the analysis model

The hadronic transitions, e.g h, —J/y7xx, are characterized by the clean signature of
the decay J/w — e*e™. In contrast to this, the hadronic decay channels can only be
extracted if an decay model is introduced, thus the analysis for this measurement is
model dependent. With the known description of the decay mechanism, non-resonant
background can be suppressed up to certain level. The most simple mechanism is a
charmonium decay via a meson pair. Such an approach is discussed in [123]], where
pseudoscalar (P) and vector (V) mesons are considered. The angular momentum and
parity conversation are crucial here:

(—1)eP. = (-1)1*2P P, (7.6)

where J; and P, are spin and parity of the meson i. It leads to the following predictions:
- he — PP (forbidden by angular momentum and parity conservation)
- h. — PV (allowed)

This approach can be extended to combinations with scalar (S) and pseudovector (V),)
mesons. Tab.[7.3 gives an overview of all combinations.

Table 7.3: Allowed (+) and forbidden(—) decay modes of A,

PP | PV | W | PS|SS| SV [V,S|V,V | V,P|V,V,

-+ | =]+ | =1- + + - —

For the decay modes with a pseudovector meson (e.g. V,,S), the following decay
chain can be assumed: h, — hfy — (pa°)(xtn~) — 2(xT 7~ )n’. Compared to the
decay modes with pseudoscalars discussed below, where the direct reconstruction of
the daughters of the h, decay from the final state is used, decays with a pseudovector
meson require an additional step in the reconstruction. For example the reconstruction
of a p candidate from the 72~ pair and only then the reconstruction of i from the
p and ¥ candidates. It complicates the analysis. Also poorly determined the mass
and width of known pseudovector mesons, i.e. h; [T, could become additional sources
of systematic uncertainties, which have to be carefuly studied. For simplicity, decay
modes with pseudovector mesons are excluded in this study.

Using the PV or PS model of the h. decay to 2(x 7~ )z, the final state can be
accessed by the following intermediate resonances:

- h = no [PV]

- h. = np [PV]
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- he = 1 fo [PS]

where 1 decays subsequently to 7+ 7~ and the fy, @ and p states to a 777~ pair.
One should note that h, — N is not forbidden by any conversation law. But the
following decay @ — @7 violates the isospin conservation and has branching fraction of
only 1.53+8 }é% The decay h, — np is already isospin violating, although the following
decays are not isospin violating and have significant branching fractions (28.1£0.34%
forn — ntn~ 7% and ~100% for p — ™). The decay h. — n fy violates G-parity,
but again following decays have large branching fractions (e.g fo — @7 is dominant
for f5(600,980) and 34.9+2.3% for fy(1500)). Isospin or G-parity violating decays are
not strictly forbidden because they can proceed through electromagnetic c¢¢ annihila-
tion and may receive contributions from the isospin-violating part of [QCDl The latter
contributions, being related to the u-d quark mass difference, seem to be small [723].
Branching fractions for each contribution can be estimated as:

B(he —2(x" w7 )7%) = Blhe - 1+2)x B(l »n'n 2°)x B2 —rntn™) (7.7)

The branching fractions % (h. — 14-2) for each intermediate state are not known. The
following estimations are done with the assumption % (h, — n®)=1. The isospin vi-
olating decay h, — np most probably goes via c¢¢ — ygg annihilation [i10] therefore
PB(he — np) ~ a? =5.3 x 107>, The G-violating decay is possible only via electro-
magnetic decay, thus Z(h. — 1n.fo) ~ a?. This leads to the following relations:

Bhe - o —2(xt w7 )1 ~4.1073 (7.8)

Bhe = np = 2(x" 7 )n’) ~1.5-107° (7.9)

B(he — 1£0(600,980) — 2(n " )n%) ~ 1.5-107 (7.10)
B(he — 1 f(1500) = 2(xt 7w )7%) ~5.2.107° (7.11)

The same intermediate states could also lead to the 77737 final state, if n de-
cays to 37Y. The branching fractions in this case are slightly higher due to the higher
branching fraction of n — 370 (32.57+0.23 %) in comparison to the rtrx— 7Y final
state. E.g.

Bhe = no —atan37%) ~5-1073 (7.12)

The detection of both hadronic decay modes offers possibility to measure the ratio
B(he—ntn370)
B(he—2(ntn—)aY)
of the analysis can be done by comparing this ratio with the ratio between #(n —
ntn~ 7% and B(n — 37°) which is well known.

From the background point of view the non-resonant contribution of the inelastic

Also a cross-check

between the corresponding branching fractions
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channel pp — 7~ w37° has a cross section ~0.1mb [64]. Therefore the expected
signal to background ratio should be ~ 10 times higher than for ., — 2(7r+7r_)7r0. Both
final states, h. — 2(n*n~)n° and h, — T w37, are considered in the simulation
study with different intermediate states.

7.5 Generation of datasets

Simulation engines like GEANT are universal tools, which provide the general and ac-
curate description for interactions of all known particles with a detector material. The
price for this universality is the computing time. Usually the propagation of parti-
cles through the material of a detector is the most time consuming part of a simula-
tion study. Sometimes the accurate description of the detector response might be not
needed, e.g for the rough estimation of an efficiency for a particular channel. A pos-
sible solution is a parameterization of the detector response. This simplified approach
is called Fast Simulation (FastSim). Parameters in the FastSim approach are detec-
tion efficiencies, spatial acceptance, kinematic acceptance and resolutions of the single
detector components. The detector response is modeled as accepting/rejecting of a
particle and varying the particle parameters according to the resolutions. It also adds
PID probabilitiesmfor it. Thus in FastSim particle propagation through the volume of
material and the reconstruction of the corresponding object are combined together. To
make FastSim more realistic many additional effects were included, such as covariance
matrices for the tracks (to enable kinematic fitting), electron bremsstrahlung losses,
merging of close-by neutral particles, etc [T2Z].

For the generation of the complete decay chain, the event generator EvtGen [63]
was used. This flexible tool provides several descriptions of the decay, so called decay
models. These models differ mainly in the angular distribution of the two particle
decay. Models used in this study are shown in Tab. Events with pure phase-space
distribution of final state particles are generated for the channels h. — 2t 7~ 37° and
he —=2(xT 7~ )7n to compare results with models, which use an angular distribution for
the final state particles.

For the background estimation the generator is used in the inelastic mode
(Ch.[6]. For the production of both, signal and the background events, the beam mo-
mentum Ppeq,=5.61GeV/c (Ecy=3.526 GeV) was chosen, which is very close to the
mass of the he.

Tsome raw PID information like dE/dX is modeled too
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Table 7.4: Models used for generation of datasets with EvtGen: phase-space model
without intermediate resonances (PHSP), helicity amplitudes (HELAMP), vector decay
to 2 scalar mesons (VSS), pseudoscalar decay to 3 pseudoscalar mesons (PTO3P)

reaction subsequent model
decay
pp —2(ntn)n0 PHSP
Pp— N0 HELAMP
n—natn a®| PTO3P
w— T VSS
pp—Np HELAMP
n—natn a®| PTO3P
p—ata VSS
P — nfo HELAMP

n—nata x| PTO3P
fo— ntn~ | HELAMP

pp — ntn3a0 PHSP
pp—NO HELAMP
n — 3xY PTO3P

®—ntn VSS

7.6 Analysis

The analysis is performed in the following steps:

1.

2.

Selection of all charged pions

Reconstruction of 70 candidates from 2y within a 79 mass window (m(z2)+0.05 MeV)

Selection of events with 2 positive, 2 negative and 1 neutral pion for h, — 2(z "7 ~)x°

or 1 positive, 1 negative and 3 neutral pions for h, — 77~ 37°

Reconstruction of h,. candidates

. Application of a kinematic fit with constrains (momentum and energy conserva-

tion) and selection of events with ¥2<20. In case of several candidates per event,
one with the smallest x? is chosen

This approach does not use assumption about intermediate decay and this analysis
method is referred as PHSP-analysis in the following. As it will be shown the back-
ground suppression with the PHSP method is very low. A more sophisticated model-
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depended suppression is needed in order to overcome this. The event selection based
on a particular model is introduced between steps 3. and 4. of the analysis chain.

By using simulated data, it is exactly known which model is used during the gen-
eration of the events. Therefore the optimal selection criteria can be adjusted and
extracted. For the decay models PV, PS, the kinematic signature of the decay products
in the rest frame of the h. is used. The decay h, — n is taken as an example. But the
similar approach is also used for all the other combinations of intermediate resonances.
Both 1 and @ have a certain and correlated distributions in the phase-space, which is
visible for example in the Peyrou diagram, where the transverse momentum p | distri-
bution is plotted as a function of the longitudinal p,. The Peyrou diagram has parabola
band shape as can be seen in Fig.[7.4{left), where this distribution is shown for 17 meson
candidates. The two-dimensional distribution can be described by polynomials for the
mean value of the band (Fig. center) and its width (Fig. right). After applying
this band as a cut only 1 and  candidates lying within the bands selected. Those cuts
help to significantly suppress the combinatorical background (Fig. as well as the
physical non-resonant background. For further background suppression mass cuts on
the invariant mass of two and three pions for @ and 1 candidates are applied. Dis-
tributions of the invariant mass of the w and n mesons, after applying the kinematic
cuts, and corresponding mass cuts are shown in Fig.
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Figure 7.4: Transverse momentum p_ versus longitudinal momentum p, distribution
for ) (left), its mean value (center) and width (right) fit by polynomial functions

By using the cut combination, the signal efficiency can be kept on the level of ~45 %
and the background reduction is ~107°. Taking into account not only n, but also np,
N fo, etc contributions can be done in two ways.

The first, exclusive way, is adding each contribution separately with accurate cuts
from the corresponding Peyrou diagram (Fig. and the additional mass windows.
Because the Peyrou distribution of 7 is strongly dependent on the second meson pro-
duced, the selection of candidates by cuts on this distribution does not give any ad-
vantage due to necessity to increase the band width for the cut (Fig.[7.8).

The second, inclusive way, is the selection only by the mass cut on the 1 candi-
dates. The invariant mass distributions for 1 candidates for signal and background
events are shown in Fig. where it is visible that by a mass cut, e.g. o.25<!\/\§ﬂ<o.35,
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Figure 7.5: Signal events and combinatorical background for @ (left) and n (right) in
the Peyrou diagram
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Figure 7.6: Distribution of the invariant mass of the @ (left) and n (right) mesons: the
parameters used in the generation are shown in bold; red line shows fit by Gaussian
function; the mass window set around the mean value of the fit to the 3 standard
deviations is shown by gray dashed line

combinatorical as well as non-resonant background can be suppressed. For the rough
estimations of the signal efficiency and the background suppression the analysis is done
in an inclusive way, which is referred as n-analysis in the plots below.

7.7 Results and Discussion

The reconstruction efficiency can be determined by the ratio between reconstructed and
generated A, events. For both signal channels, h, — 2(7t+7r*)7r0 and h, — nt w370,
the reconstruction efficiency on the level of ~40 % can be achieved for the full PANDA
detector set-up. However the signal efficiency for the channel h, — 2(z*7~)z® are
very close for the cases when the signal was simulated with uniform phase-space model
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Figure 7.8: Peyrou diagram for 1 with contributions from n®, np, nfo of h. decay

(42 %) and with some intermediate decay model (e.g. for n it is 44 %). In opposite to
this the signal efficiency for h, — 77737 are different for the phase-space (56 %)
and model with intermediate resonances (e.g. for nw it is 40 %). This is due to different
angular distribution of the neutral pions (Fig. [7.10). For the case with intermediate
resonances in the decay, there are more neutral pions flying in backward direction in
respect to the beam. The efficiency for their detection is smaller than for pions going
into the forward direction. Significant background rejection can be achieved only if the
assumption about the intermediate decay is used. Then the background reconstruction
efficiency is ~2 x 1075 for the 2(7+ 7~ )7 and ~5 x 1070 for the 7+ w37 final state.
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A

s a future experiment, PANDA collaboration discusses different options, e.g. mea-

surements which could be done with not fully equipped detector. Therefore the recon-
struction efficiency of this process was studied with different detector set-ups:

- Full set-up = all sub-systems included

- without EmcBar = barrel part of the EMC calorimeter excluded

- without FwdSpec = only the complete barrel part of the PANDA included

- without Disc DIRC = Disc DIRC in PID detectors is excluded

- STT only = STT used as a stand-alone tracking system in barrel part (without MVD

T
bles

C
it is

and GEM)

he results for the efficiencies are shown on Fig. [7.12] and summarized in Ta-
[7.5, [7.6] for decay channels h, — 2(ztx~)7® and h, — 77370 respectively.

oncerning the importance of different detector sub-systems for this measurement,
not surprising that the exclusion of the Disc DIRC does not change the signal
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efficiency. This sub-system is required for a clear separation between pions and kaons.
In the studied channels there are only pions in the final state. Also the background
distributions from channels with kaons in the final state is expected to be small due to
the small cross section of these final states [[64]. The Forward Spectrometer also does
not play an important role for this measurement due to the multi-particle final state
and the requirement of a complete event reconstruction. Within the proposed model,
final state particles prefer to fly within angles, which are not covered by the Forward
Spectrometer, but by the Barrel part of the PANDA detector. For this reason the barrel
part of the EMC and MVD+GEM are important.
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decay channel h, — 2(z*7~)z% with only 7 mass window cut
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Figure 7.12: Efficiency of the signal (top) and the background (bottom) events of the
decay channel h, — 7t 7~ 37° with only n mass window cut
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Table 7.5: Reconstruction efficiency (,%) for h, — 2(7r+7r_)7r0 signal events and the
background events (bottom row) extracted for different detector set-ups and different

generations and analysis models

Channel | Analysis | Full | w/o EmcBar | w/o FwdSpec | w/o Disc DIRC | STT only
PHSP PHSP | 42.44 8.38 33.35 43.14 11.96
n-cut | 0.21 0.01 0.19 0.14 0.01
Nfo(1500), | PHSP | 43.83 7.69 36.38 43.83 14.32
nf0(980) | n-cut | 44.18 7.79 36.95 44.39 14.48
np,nw
nw PHSP | 44.11 7.94 36.21 42.9 13.58
n-cut | 44.Mm 7.96 36.2 42.89 13.59
ne PHSP | 43.67 7.85 35.73 42.81 13.45
n-cut | 43.74 7.86 35.82 42.91 13.51
n/0(980) PHSP Ly 1, 8.13 37.64 45.63 13.97
n-cut | 45.01 8.21 38.2 46.21 14.24
Nfo(1500) | PHSP | 46.04 7.64 37.11 L4447 13.91
n-cut | 47.43 7.85 38.14 45.71 14.45
DPM| PHSP 1.30 0.41 0.57 1.31 0.33
n-cut [21073| 61074 71074 21073 41074

Table 7.6: Reconstruction efficiency (,%) for h, — rtn3nY signal events and the
background events (bottom row) extracted for different detector set-ups and different

generations and analysis models

Channel | Analysis w/o EmcBar | w/o FwdSpec | w/o Disc DIRC | STT only
PHSP PHSP | 55.96 0.09 34.05 56.08 31.07
n-cut | 0.06 0.002 0.04 0.06 0.03
nw PHSP | 39.92 1.93 31.17 39.87 20.52
n-cut | 39.86 1.93 31.11 39.79 20.48
[DPMI PHSP | 0.496 0.004 0.13 0.497 0.25
n-cut | 5107 4| 4107 21074 5104 21074
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For the estimation of the beam time required for this measurement the time-
dependent significance is calculated. The following definition of the significance is

used:
cys"ss'fBR

\/Os & fBr+Op - &

Significance(t) =V L-t (7.13)

where the parameters:

O; — signal cross section
o), — background cross section
fsr — branching fraction for given decay

L — average luminosity
are known before and the parameters obtained in the simulation study are:

& — reconstruction efficiency for signal events

€, — reconstruction efficiency for background events

The production cross section oy of pp — h. is expected to be in the order of 10—
100nb [125]. For the background all inelastic channels were simulated with [DPM]
corresponding to the cross section G;,=0;,.ine;=50mb. The branching ratios are es-

timated according to Eq. and Eq. far(he — 2(xtn™)a% = 4x 1073 and
fer(he = wTw=37%) = 5x 1073, For the luminosity the average value of 1032cm=2s~!
is assumed.

The dependence of the significance on the measurement time is shown in Fig.
For the highest assumed signal cross section 100 nb, due to the high level of the back-
ground rejection the channel h, — 77737 could require just 2 weeks for measure-
ment to achieve a 5 sigma significance. In contrast, for the channel h, — 2(z* 7~ )x?,
data has to be taken at least for 10 weeks to reach the same level of the significance.
One should mention, if reconstruction efficiency for signal events is large enough, the
time needed for collecting the amount of data necessary for an significant observation
will be not too long. For example it would require just around one week for both of the
channels to collect 10* events, if the production cross section oy turned out to be 100
nb.

The preliminary results of the Fast Simulation look promising and a measurement
of the channel h. — 2(7* 7 )7° and h, — n* 737" is feasible at PANDA. As it was
demonstrated, to suppress background to some reasonably small fraction, an appro-
priate model assumption is needed. For simplicity, decay modes with pseudovector
mesons were excluded in this study. However compared to the modes included in the
analysis, modes with pseudovector mesons do not have a suppression due to isospin

violation in the subsequent decay. Therefore it may give a significant contribution and
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Figure 7.13: Time needed to collect the amount of data necessary to observe a signal of
a certain significance for h. — 2(z "7~ )x® (left) and h. — n* 737" (right)

should be considered for the next iteration of the study with the complete simulation.
One should also note that no model was used for the production of the h.. Differ-
ent production mechanism of h, could significantly increase the importance of Forward
Spectrometer of PANDA. It can also change the result in terms of efficiency and time
needed to achieve the required significance. Since very general the model was
used for background simulation, a systematic uncertainty according to the background
description has to be taken into account. Therefore it could be interesting here to use
the [ETH model, which is currently an alternative to the DPMI (Ch. [6)).
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Summary

The future fixed target experiment PANDA has an ambitious physics program. In this
experiment an antiproton beam will be exploited to study different topics in Hadron
Physics, such as Hadron Spectroscopy, Nucleon Structure, Hadrons in Matter and Hy-
pernuclear Physics. It will perform precise spectroscopy measurements of hadronic sys-
tems, which appear in pp annihilation in the charmonium mass range, corresponding
to an antiproton beam momentum range of 1.5 to 15 GeV/c. The High Energy Storage
Ring (HESR), where the PANDA experiment will be hosted, will be able to provide a
beam with high momentum resolution (up to Ap/p~4 x 10~>) or with high intensity
(with a peak luminosity up to 2 x 1032cm~2s~1). This paves the way for determinations
of masses and widths recently found resonances with unprecedented precision as well
as a more extensive search of missing states, e.g. glueballs.

A precise luminosity information is crucial for absolute cross section measurements
and scanning experiments. This experimental characteristic will be monitored by the
Luminosity Detector (LMD), a dedicated subsystem of the PANDA detector. For the
luminosity determination the differential cross section of the pp elastic scattering in
dependence on the scattering angle is going to be used. The measurement will be per-
formed at very small momentum transfer t (and thus very small scattering angle), where
the Coulomb part of the elastic cross section dominates. This part can be calculated
very precisely. However, for high PANDA beam energies the hadronic contribution at
small t cannot be ignored. To make use of the complete pp elastic scattering descrip-
tion, the LMD will perform a differential counting of the scattered antiprotons versus
the scattering angle 6. Currently the main limitation on the accuracy of the luminosity
measurement at PANDA is the systematic uncertainty of the model for elastic scatter-
ing. As shown in this work, the systematic uncertainty of the model varies between 1 %
and 10 %, depending on the beam momentum and the data used for the comparison.
An improvement of the model accuracy is expected from an independent measurement
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of the pp elastic scattering in the PANDA energy range by the future KOALA experiment.

As a detector, the[LMDlis a small tracking system, which will be inserted 11 m down-
stream from the[[Pl It is designed to measure the forward scattered antiprotons with
angles between 3 and 8 mrad in polar angle and the full azimuth angle. The LMDl con-
sists of 4 planes, each plane contains 10 modules with pixel sensors (HV-MAPS), sen-
sitive to the position of the track. For the determination of the luminosity, the cross
section in dependence on the scattering angle has to be extracted from the data. The
data reconstruction includes several crucial steps: finding and fitting of the tracks of
the elastically scattered antiprotons and backtracking them to the interaction point in
order to get rid of the influence of the magnetic field, which the particles pass before
reaching the LMD|

Fig. demonstrates how the luminosity will be extracted from raw datd} The
data treatment starts with the determination of alignment parameters and variables
needed to tune the simulation (e.g exact position of the[[P). As a second step, the two-
dimensional functions for the acceptance and the detector resolution are extracted from
the Monte Carlo simulation with a realistic model of the detector. Then the data for the
luminosity fit are reconstructed taking the misalignment of the detector components
into account and cleaned from background contributions.

Although the material budget of the [[MD] is very low, the remaining material af-
fects the resolution of low momentum tracks by multiple scattering. To overcome this
problem, the Cellular Automaton (CA) algorithm was implemented in addition to the
more simple Track Following algorithm for the track search. It was shown that[CAl
deals better with high multiplicity events at low energies. For the Track Fit, multiple
scattering is taken into account by the "breaking-lines" approach. Another feature
of the reconstruction chain is the back propagation of the tracks to the [Pl The back
propagation of the track parameters works fine, however it was shown that the extrap-
olation of the co-variance matrix is not accurate enough and should be studied more
carefully. The track reconstruction chain was checked in different simulation tests and
extensively used in different steps needed for the accurate luminosity determination.

In order to achieve the best resolution for the scattering angle measurement, even
a misalignment of 50 um between modules has to be avoided. This potential problem
was attacked with a software alignment method based on reconstructed tracks. The
Millipede algorithm is a widely used solution for this task, because it allows the deter-
mination of all alignment parameters in a simultaneous linear least squares fit with an
arbitrary number of tracks. Due to the fact that the prototype does not exist yet
and the real misalignment scale is not known, extensive tests were made to prove that
the Millipede algorithm is applicable for the LMDl

Another open question is how many tracks of background reactions, mainly of in-
elastic antiproton proton reactions, will reach the LMDl Different background sources

' The yellow boxes show parts covered in this thesis
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and methods for the suppression of the background were investigated in this work. The
quantitative results of this study are model-dependent because a proper description of
the background is difficult from the theory side, especially in the LMD angular range.
Due to the lack of data in the PANDA momentum range on the one hand and a sig-
nificant number of inelastic channels on the other hand, currently it is impossible to
validate the background event generators. Nevertheless, an attempt was done to use
the generator for the description of the inelastic background. By comparing the
behavior of the distributions of the reconstructed variables for signal and background
tracks different cuts are proposed, including cuts based on a multivariate analysis.

During the background studies it turned out, that antiprotons from elastic scattering
at 0 angles larger than 9 mrad can also contribute as an additional background source.
It was demonstrated that this background component, as well as tracks from inelas-
tic interactions and secondary particles, can be rejected by a two-steps track filtering
procedure. The first step is based on correlations between the starting point of the
track and its direction, which are caused by the dipole magnetic field in front of the
The second part of the background rejection procedure uses the expected value
of the beam momentum of the tracks at high energies and relations between different
variables at low energies. It was shown that even for low momentum tracks, which
have the worst resolution of track parameters, it is possible to perform an accurate
background rejection with the help of multivariate analysis.

PANDA already has a powerful software framework for simulation studies with the
complete detector response or just using approximations of the response in order to
save computing time. The advantage of the simplified simulation was used to investi-
gate the measurement of hadronic decays of the h. meson with the PANDA detector.
The direct k. production can only be performed in a pp experiment. But hadronic chan-
nels could be very difficult to measure, due to the high cross sections of non-resonance
production of these final states in pp interactions.

The channels h, — 2(z" 77 )x® and h. — n*7~37° were chosen due to the high
cross sections of these final states in pp interactions. To suppress the background
contribution to some reasonably small fraction an appropriate model assumption is
needed. In this study a very naive model is introduced and the high suppression of
background is demonstrated with the resulting background efficiency of &, ~10~° for
he — 2(zt 7~ )7 channel. For the h, — 77~ 37° channel the background contri-
bution is much smaller due to the smaller cross section of pp — ntn 370 at the
same center of mass energy. Therefore a background efficiency &, ~1070 seems easily
achievable. The measurement of h, — a7~ 32% at PANDA could be the first mea-
surement of this decay mode. The detection of two hadronic decay modes opens

the possibility to measure the ratio between the corresponding branching fractions
B(he—ntn370)
B(he—2(ntn—)n0)"

And a cross check of the analysis can be done by comparing this ra-
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tio with the ratio between Z(n — a7~ %) and Z(n — 37°) , which are well known.
The preliminary results of the simulation study look promising. However, more reliable
theoretical models have to be tested in the future.

Nowadays computer simulations have taken an essential role in the preparation of
physics experiments. It is possible to simulate the whole experimental setup, includ-
ing as many details as possible from the particle reactions, the geometry description,
the detection performance, the reconstruction and the physical analysis steps before
the start of data taking. The simulation of detector components assists the designing
process and the development of the reconstruction strategy. Also different theoretical
approaches can be compared coherently in advance to judge if this particular experi-
ment has the potential to find out which approach describes the data best. During the
preparation of this thesis, the simulation approach was extensively used at all stages.
Many details of the detector design as well as the reconstruction software were speci-
fied with simulation results. Unfortunately real experimental data are not available for
the ultimate tests yet. Nevertheless the [LMDI reconstruction software is complete and
ready to be tested on real data. Finally, it was also shown that the PANDA detector
is well suited for measurements of specific channels with a high hadronic background
contribution.
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Appendix

Access to elementary particles in
experiments

Experiments in different fields contain some conceptional similarities. In elementary
particle physics an experimentalist aims to make a research of interesting phenomena
in appropriate and the clearest possible experimental conditions. As it is also done in
chemistry, biology, medicine, social psychology, etc. And as in every of the mentioned
fields, there are typical features for all experiments in this particular field, which are
specific and unique. This is reflected in specific terms, which are usually used to report
results. This thesis is not an exception and many of the terms are used in following
chapters. Below some of the most useful terms are introduced to make sure the author
and the reader have a common understanding of them.

Our knowledge of the laws of physics in the sub-nuclear domain (at distance scales
of about 10713 cm and smaller) is for the most part derived from analyzing the out-
comes of high-energy collisions of elementary particles. While the size and sophisti-
cation of each component of high-energy experiments have steadily grown, the basic
experimental setup has remained unchanged since the late 1960s.

The unit of energy used in particle physics is the electron-volt (eV) which is the
amount of energy picked up by an electron passing between the poles of a 1V battery.
Energies of a few eV are sufficient to pull electrons from atoms. Energies a million times
higher (MeV), are involved when dealing with nuclear phenomena such as fission in
reactors. To study the constituent particles of the nucleus, energies at least a thousand
times higher (GeV), are needed. The main component of any experiment is the source
of the particles with these energies. Usually the particles are accelerated in dedicated
facilities (accelerators) to gain the energy needed for the experiment. Depending on
the experiment the energy can vary from several keV (103 eV) up to tens TeV (10 1% eV).
A particle accelerator uses a carefully designed combination of electric and magnetic
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fields to produce and accelerate narrowly focused beams of energetic particles (typically
electrons, protons, and their antiparticles).

The region where collisions occur (the interaction point) is surrounded by a set of
particle detectors, which attempt to identify the particles coming out of the collision,
and measure their energies and momenta. Simplified scheme of experiment is shown
on Fig. Due to interaction particles of a beam with particles of a target, differ-
ent particles coming from the target to a detector, where they are registered. If only
momenta of particles are changed due to interaction, such process is called elastic scat-
tering. If not only momenta are changed, but also new particles are arises, such process
is called inelastic. The same interacting particles (initial state) can result in different par-
ticles (final state). A reaction under study is called signal channel. Final states which are
different from one expected from the signal channel are called background (channels).
Usually distinction a signal from a background is challenging task. Therefore modern
detectors are sophisticated systems which aims to registrate all particles in a final state
and measure as much parameters of the particles as possible.

target detector

beam
_—
—_—
—_—

Figure A.1: Scheme of classical experiment in Elementary Particle Physics

One particular example of transition between initial state to final state is called event.
Since physics at subatomic distance scales is governed by laws of quantum mechanics,
the outcome of each collision cannot be known ahead of time. The best that any theory
can do is to predict the probabilities of various possible outcomes. The experiments
collect and analyze outcomes of huge number of collisions. The number of events with
specified properties within the collected data set is proportional to the probability of
an event. It is convenient to express the probability of a particular event by a cross
section. The cross section is defined as the transition rate per unit incident flux per
target particle. For a colliding experiments where another beam of particles is used
instead of a target, also the concept of a cross section is used to express the likelihood
of interaction between particles.

During the analysis of experiment results obtained for a signal channel are com-
pared with theoretical predictions. Physical quantities used to analyze events include
cross sections and/or angular distributions of final state particles. Agreement between
theory and experiment generally considered as confirmation of the theory. Disagree-
ment, if experiment was proved to be correct, means that theory needs improvement
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or complete change. The discussion of all known or answered questions in elementary
particle physics is a subject of an enormous number of monographs and textbooks.
In a short form current progress is presented in "The Review of Particle Physics" [fl.
The current thickness of this review goes over 1500 page (Fig. and shows that the
field is rather broad. It also should be note that since the first "The Review of Particle
Physics'" was published 40 years ago, number of its pages increased 10 times and it re-
flects the speed of the progress in the Elementary Particle Physics. Nevertheless there
are still many unanswered questions and puzzles. In this context the strong interaction
is the one of the most mysterious topics. This thesis is related to studies of the strong
interaction via investigation of hadrons.
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Figure A.2: Number of pages of the "The Review of Particle Physics" in dependence of
publishing year



Appendix B

Overview of antiproton-proton
experiments in the past

The study of pp interactions began in 1960s with bubble chambers at LBL, CERN and
BNL. Later is was pursued at these laboratories together with Serpukov and KEK. The
most precise currently available data about antiproton proton collisions at low and
medium energies (in the PANDA energy range) came from the high intensity and small
momentum uncertainty machines LEAR [126] and ISR [127] at CERN and the antiproton
accumulator at Fermilab [47]. The overview of the experiments is presented in Tab.
and Tab.[B.2l Below after a short introduction into the bubble chamber detection tech-
nique, the history of studies of pp interactions is shortly discussed.

B.1 Bubble chamber

A bubble chamber is a vessel filled with a super-heated high density and transparent
liquid used to detect electrically charged particles moving through it. It is normally
made by filling a large cylinder with a liquid heated to just below its boiling point. As
particles enter the chamber, a piston suddenly decreases its pressure, and the liquid
enters into a super-heated, meta-stable phase. Charged particles create an ioniza-
tion track, around which the liquid vaporizes, forming microscopic bubbles. Bubbles
grow in size until they are large enough to be seen or photographed. Several cameras
are mounted around it, allowing a three-dimensional image of an event to be cap-
tured. A spatial resolution in the order of 100 um was achieved for this device [128]]. A
bubble chamber can be operated at magnetic field, which allows to measure particles
momenta. However this detector has many drawbacks, such as the need for a photo-
graphic readout rather than three-dimensional electronic data. The time during which
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bubble chamber is sensitive is only few milliseconds and photographing of the formed
tracks must take place during this short time [129]]. The key feature of bubble chamber
operation that affected the design of beams is the fact that the chambers cannot be
triggered. As a result it was important that only desired particles entering the chamber
during its sensitive time. This led to the development of separated beams, containing
only the wanted particles. The importance of each individual particle was further raised
by the need to keep the total number of particles entering the chamber per sensitive
time (i.e. per picture) below some maximum permitted by obscuration of one track
by another. In practical situations this corresponded to a flux limit in the order of 20
tracks per picture [130].

In modern research bubble chambers are used again in searches for Dark Matter
[737]. But in the begging of 80s it was difficult to cope with increasing energies and
intensities of beams by this detection technique.

B.2 CERN

Between 60s and 80s years of XX century, the data with antiproton beams were ob-
tained at secondary beam line of CERN Proton Synchrotron (PS), which was running at
energy 28 GeV. Pictures of pp interactions in medium energies were taken by 81 cm/200 cm
Hydrogen Bubble Chambers (HBC81, HBC-2M), Gargamelle Heavy Liquid Bubble Cham~-
ber (GGM) and the Big European Bubble Chamber (BEBC)[[32]. The energy range of
the antiproton beam momentum was varied between 1.2—12 GeV/c with beam spread
+1.5%. It should be mentioned here that some channels with charged particles in fi-
nal state in this energy range have been measured so far only in experiments with the
bubble chambers at CERN [51].

To obtain antiproton beams with high intensity in CERN was constructed antiproton
accumulator complex (AAC) [133]]. From the early 1980s AAC was supplying antipro-
tons to experiments at the intersecting storage rings (ISR), the low energy antiproton
ring (LEAR) and super proton synchrotron (SPS) when is was running as SppS col-
lider. The ISR and the SppS both were mainly operated as antiproton-proton colliders
at high energies (up to 1/s=62GeV/c and /5=630 GeV /c respectively). However at
ISR fixed target experiment R-704 [127] with antiproton beam and hydrogen target
was performed in charmonium range. A beam momentum was operated in the range
from 3.5 to 6.5 GeV /c with momentum spread Ap/p~s £4 x 10~%. The maximum beam
current reached was 5.5mA corresponding to 1.1 x 10! circulating antiprotons. The
target (H, gas jet) had a density of 1014 atoms/cm3 and a diameter at the intersection
with the beam of ~0.9 cm. Therefore peak luminosity 3 x 103° cm 25~ 1 was achieved.
The detector was a two-arm non-magnetic spectrometer. It was complemented by a
large-acceptance guard counter system. And a silicon solid-state telescope monitored
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the luminosity by measuring the yield of large-angle protons at 90° from pp elas-
tic scattering [134]. Uncertainty of the luminosity measurement was estimated +5 %.
Charmonium c¢ states were the first time studied with pp interactions [135]], e.g. the
resonant formation of J/W in antiproton-proton annihilations was for the first time
observed there [127]. Although the experiment was dedicated to the detection of elec-
tromagnetic decays of charmonium, a few runs with a trigger accepting hadrons were
performed too [[134].

In the LEAR measuments were performed with antiproton beams with low momen-
tum (60—1940MeV /c). The beam intensity was up to 2 x 10%5/s with a resolution
Ap/p~10~3. The ASTERIX spectrometer was used to study the formation and the
ground state of the pp atom and exclusive final states of pp annihilation at restin a Hj
gas target [136]]. The physics program of the ASTERIX was continuing and extending
by followed experiments with better detectors: Crystal Barrel with particular emphasis
on neutral final states [137] and the OBELIX designed to collect high-statistics data in
kaonic final states [[138]]. Later the JETSET experiment searched for hadronic resonances
by using of proton-antiproton annihilations into the gluon-rich OZI-suppressed chan-
nel pp — ¢ ¢. In order to obtain high luminosity and a good final-state mass resolution,
a molecular hydrogen-cluster jet target and a compact detector system surrounding the
beam-jet interaction region were employed [139]].

B.3 Brookhaven National Laboratory

In the United States, in particularly at the Brookhaven Alternating Gradient Synchrotron
(AGS) and the Argonne National Laboratory Zero Gradient Synchrotron (ZGS), pp inter-
actions were also initially studied with separated antiproton beams and bubble cham-
bers filled with hydrogen, which played both roles a target as well as a detector material
[130]). At Brookhaven at that time 3 bubble chambers were operated: 30",31" and 80".
All of them were exposed by beams of different particles including antiproton beams.
Although energy of the beam could be varied in wide range, the data were published
only for a few beam momenta as it is reflected in Tab. Later the Multiparticle
Spectrometer came to operation, which was served with antiproton beam too [[10]).

B.4 Fermilab

In the begging of 1990s The Fermilab Antiproton Accumulator (AA) came to operation.
The AA is a storage ring designed to accumulate and cool antiprotons for the Tevatron
colliding beam program. However it also contributed to studies of charmonium states
in pp interactions by experiments E760 [[i41] and E835 [47]. The constrains from the
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available space led to the cylindrical, nonmagnetic detector. It limited number of phys-
ical topics which could be studied there. Experiment E760 was designed to study char-
monium states formed exclusively in anti-proton proton collisions, and their decays to
electromagnetic final states. An internal hydrogen jet target intersected the antiproton
beam (up to 4 x 10! 5) stored in the accumulator ring, providing a point-like source
with instantaneous luminosity in the range of (3—9)-1030 cm 2571 A high perfor-
mance stochastic cooling system compensated for the effects of scattering and energy
loss in multiple traversals of the target by the beam, keeping its momentum spread
at Ap/p<2.5-10~% [147]. Typically, the data for an integrated luminosity ~1 pb_1 were
collected with one beam fill. It should be mention that energy-scan technique was
extensively applied here for determination properties of resonances [44].

Later the detector was upgraded to perform experiment E835, which also studied
charmonium states and their decays to electromagnetic final states. There the typical
instantaneous luminosity during the data taking was 2 x 103! cm 2571 The capability
for operation at high rates was achieved by segmenting the detectors and by equipping
all channels with time-to-digital converters (TDC), which allowed rejection of out-of-
time signal [Z7]. As soon as the antiproton source is at Fermilab was fully dedicated to
provide luminosity for the Tevatron Collider, medium-energy antiproton fixed-target
experiments were closed.

Available data for pp collisions is compiled in [84]], which was issued in 1984. In-
formation about experiments, which data was used in [84]], is given in in Tab.
and Tab. Experiments done or published after 1984, such as R-704(CERN) and
E760/E835(FNAL), are also included to the Tab and Tab. to complete a picture
about sources for the currently available data.
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B.5 Proton antiproton elastic scattering

Piap, GeV/c | It| range, (GeV/c)? Comment Reference
1.5 0.05 - 1.5 (*) not included syst.err 4% (521
1.6 0.06 - 1.7 (* not included syst.err 4% (521
1.71 0.07 - 1.85 (%) not included syst.err 4% 521
1.78 0.001 - 0.1 (*) not included syst.err 4% (521
1.81 0.07 - 2.05 (*) not included syst.err 4% (521
1.86 0.08 - 2.1 (%) not included syst.err 4% (521
1.91 0.07 - 2.2 (%) not included syst.err 4% (521
2.01 0.08 - 2.3 (%) not included syst.err 4% (521
2.12 0.1- 2.5 (%) not included syst.err 4% (521
2.23 0.1 - 2.5 (%) not included syst.err 4% (521
2.33 0.1-2.6 (") not included syst.err 4% (52]

2.33 (**) 0.04 - 2.9 not included syst.err 2.7% (570
2.43 0.11 - 2.6 (*) not included syst.err 4% (521
2.607 0.001 - 0.1 not included syst.err 2% 541

2.85 (**) 0.04 - 3.7 not included syst.err 2.2% (1581

3.0 0.02 - 1.3 (1591

3.55 (**) 0.16 - 3.9 not included syst.err 20% 160l
3.65 0.003 - 1.4 not included syst.err 4% [59]]

3.7 (%) 0.001 - 0.016 not included syst.err 2% (500

4.07 () 0.001 - 0.016 not included syst.err 2% (501
4.2 0.001 - 0.019 not included syst.err 1% 551

195

Table B.3: Overview of previous experiments for pp elastic scattering: (*) — data is
given for cos(Ocy); (**) — data was used for DPM model; (***) — data was used for

E760 model
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Prap, GeV/c It| range, (GeV/c)? Comment Reference
5.0 0.03 - 1.2 not included syst.err 4% [59]
5.0 0.16 - 7.6 not included syst.err 15% [161]
5.6 (***) 0.001 - 0.02 not included syst.err 2% (501
5.7 () 0.03 - 2.5 1621
5.72 (**) 0.0008 - 0.02 not included syst.err 2% (501
5.94 () 0.0008 - 0.02 not included syst.err 2% (501
6.0 0.0015 - 0.035 not included syst.err 1% 551
6.2 0.31 -1 not included syst.err 20% 163l
6.23 (**) 0.001 - 0.02 not included syst.err 2% (500
7.976-8.024 0.05 - 0.86 not included syst.err 10% (53]
8.0 0.0018 - 0.08 not included syst.err 1% 551
8.0 0.02 - 0.85 not included syst.err 5% [164]
10.0 0.0018 - 0.1 not included syst.err 1% (551
10.1 0.2 -3 not included syst.err 5% 165]
10.4 (**) 0.02 - 0.2 not included syst.err 2% (166l
15.952-16.048 (**),(!) 0.11 - 1.3 not included syst.err 10% (531
16.0 0.085 - 1.2 not included syst.err 5% [164]

Table B.4: Overview of previous experiments for pp elastic scattering: (**) — data was
used for DPM model; (!) — data was used for DPM model with P, 15.95 GeV/c; (***)
— data was used for E760 model



Appendix

Extraction of the model
parameters for pp differential
elastic cross section by the

Due to not very accurate knowledge about parameters of the model for the elastic
scattering, it would be useful to extract the parameters from the data obtained with
the Below is demonstrated how accurate the parameters of the models can be
extracted in the simultaneous fit of the model and the luminosity and influence of such
procedure on the luminosity extraction accuracy.

For this studies 3 x 107 events of pp elastic scattering in the full 6 ['|and ¢ range
were generated with DPM generator. Two extreme beam momenta cases are stud-
ied: 1.5GeV/c, with the realistic shape of the EL and 15 GeV/c with the point-like
beam. At both momenta for the acceptance and resolution distributions 3 x 107 events
were simulated with BOX generator, where ;¢ was generated uniformly within 2 and
12mrad and in ¢ between 0 and 2. The beam shape for the simulations with BOX gen-
erator was used the same as one for the corresponding DPM data. Then the complete
reconstruction chain was performed. In contrast to default procedure of the luminosity
fit, besides the luminosity the model parameters were released too.

1 - o
Omin =0.12
2square shape in (x,y) with position at (0,0) and 0.08 cm width in x and y, target at z=0 with thickness
0.05 ¢cm and Gaussian shape
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C.1 Results for P,,,,,=1.5GeV/c

/2t /21 /t,
— Al(e 1_A2e I2)2+A3e 2
12t
)

/2t +t/2t,

v2t,
E — f(A1) = Al(e -Ae

(do/dt), mb/(GeVic)?

_ i,
f(A) = A A (A e"-2e™")

A
—— f(A)=Ae

t/2t +/2t,

tt,
f(tl) = Al(e -2A,e )

t/2t +t/2t

— mz_ 2] vt
_— f(tz) = AlAz(Aze 2e )+ Ase

10* 10° 10% 10% 1 10
lt|, (GeV/c)?

Figure C.1: The DPM model behavior at Ppeum 1.5 GeV/c

Fig.[C.1]shows the prediction of the DPM model for the hadronic part of the differential
cross section of the elastic scattering at the beam momentum 1.5 GeV/c. Also contri-
butions of terms related to each parameter are presented. At this energy the acceptance
of the [[MD] corresponds to the |¢|-range between ~10~° and ~10~% (GeV/c)2, where
the contributions of terms related to A, and t, parameters are negligible. Therefore
these parameters were fixed to the values from the generator and were not used in the
simultaneous fit of the model and the luminosity.

The tests were performed for the data with and without cuts to check the results
dependency on the amount of the background. The results are presented in the Tab.|C.1]
The true parameters values, used in the DPM generator, are show in the first row of
the table (in the brackets). At this beam momentum, the accuracy of the luminosity
extraction does not change significantly when the model parameters are used in the fit.
This is due to high contribution of the Coulomb term of the differential cross section
of the elastic scattering, which is the model independent. However the result of the
fit for the parameters of the model deviates significantly from the values used in the
DPM. Especially in the case with the highest background level without any cuts applied
for the reconstructed data, when the parameters errors from the fit are rather small
and do not reflect the actual deviation from the true values.
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Cut Bkg, Fit AL/L, Aq A3 t
% | parameters % (565.035) (6.40097) (0.0899)
X&Y | 0.17 L 0.047£0.062
and M L, Ai, Az, t1 | 0.07540.001 | 546.28 +1.99 | -4.57 £1.99 | 0.11 £ 2.00
X&Y |1.67 L 0.47+0.22
L, A, Az, t 1.084+0.44 | 763.93+228.07 | 123.52+133.98 | 0.136+170.5
no cuts | 3.66 L 3.091+0.34
L, A, Az, t 3.1240.02 715.007£1.99 95.37£1.99 0.1412.00
Table C.1: Results of the fit (Ppegm=1.5 GeV/c)
C.2 Results for P,,,, 15 GeV/c
—_— A AP + A
—— f(A)=A (ALY
f(A) = AAA 2™
— fA) =A3em2
f(t) = A (e 2A,""™)
() S AALA 26 4 A
IR ETTT] BT B AR TIT] BRI R TTT] BTN 71| B |
104 10° 10° 107 1 10
lt|, (GeVIic)

Figure C.2: DPM model function behavior at Pp.q, 15 GeV/c

Fig. shows the DPM prediction for the hadronic part of the differential cross
section of elastic scattering at the beam momentum 15GeV/c. Also contributions of
terms related to each parameter are presented in the figure. At this energy the
acceptance corresponds to the |t|-range between 103 and 1072 (GeV /c)2. Again the
contributions of the terms related to A, and #, parameters are negligible in the LMDI

|t|-range.

The results of the fit are shown in Tab.[C.2l At this beam momentum value the
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hadronic contribution of the elastic scattering dominates in the measurement
range. Therefore the luminosity strongly correlates with the model parameters and its
extraction accuracy becomes significantly worse in the simulations fit with the model
parameters. e.g. in the case when there is no cuts applied on the reconstructed data,
the relative accuracy of the luminosity extraction is ~3 % if only the luminosity is used
as free parameter in the fit, but it becomes ~15 % if the model parameters are used
in the fit too. The result for the fit of the parameters of the model is close to the true
values used in the generation with the DPM only in case if all cuts are applied on the
data and the amount of the background is below 1%. It should be stressed here that
the cuts tuning was done on the simulated data with the background model, which
correctness should be proven in the experiment.

Cut Bkg, Fit AL/L, Aq A3 t
% | parameters % (131.453) (0.837) (0.0899)
X&Y |0.93 L -0.042 £ 0.067
and M L, A, Az, t -0.04 + 0.86 | 131.45 + 0.93 | 0.84 £+ 0.71 | 0.0890 %+ 0.002
X&Y | 2.37 L 1.8410.07
L, A, Az, t -21.2+0.67 156.65+1.21 | 16.041+0.88 | 0.06691+0.0008
no cuts | 10.9 L 2.92 + 0.07
L, A, Az, ty 14.5 £ 0.96 117.60 £ 0.75 | =9.14 £ 0.58 | 0.112 &= 0.002

Table C.2: Results of the fit (Ppeam=15 GeV/c)

C.3 Conclusion

As shown in this study, the simultaneous fit of the luminosity and the model param-
eters gives good results only at high beam momentum (15GeV/c) and for relatively
clean data sample with the background contribution below 1 %. Therefore this proce-
dure can be done only after the data obtained in the experiment is well understood.
Nevertheless the range of the beam momenta, where such procedure for the parame-
ters can be applied, is limited due to the LMDl acceptance. Thus for the determination
of the model parameters in the full beam momenta range of the PANDA a dedicated
[KOALAl experiment will be performed. And determination of the parameters by the [[MD]
data can be used for the cross check of the KOALA| results at high beam momenta.




Appendix D

Track extrapolation in a

non-homogeneous magnetic
field

Extrapolated track parameters at point z, can be calculated from equations of motion
in magnetic field [770):

!/

X =1,

Y =1,

t = h(tut,By — (1+12)By+1,B.), (D.1)
ty = h((1+12)Bx — t:1,By — 1,B,),

g _o.

p

where (xo, yo) are initial track coordinates at point zo and (zy, t,) is track direction at
this point, h = k2, /1412 +12, K[(GeV /e)kG ' em™"] = 2.99792458 - 10, p[GeV /]

— momentum, gle|] — signed charge and B[kG] — magnetic field (the primes denote
derivatives with respect to z).

The extrapolated coordinates x(z.), ¥(z) are obtained by integration of the track
directions:

x =x(z0) + / t(z)dz,

20
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y=(z0) + /ty(Z)dz (D.2)
20

Therefore we will focus only on the extrapolation of the directions #y,t,. First of all let’s

rewrite the Eq.(D.1):
= Z a,-l (Z) 'Bil (Z)

I=X,,2
ly = Z bi,(z) - Bj, (2)
[1=X,),2
(D.3)
Here the functions a;, (z) and b;, (z) are:
a(z) = h-(t:dy, —1 —tf, ty)
b2)=h-(1+1, —tuty, —1) (D.4)
And the magnetic field B(z) is taken at the particle trajectory as a function of z:
B(2) = B(Xtrack(2)s Yirack(2),2) = (Bx(z)7By(Z)aBz(Z)> (D.5)

The Eq.(D.3) is linear on the magnetic field and only the multipliers @ and b depend
on the track directions f,, £,. One can calculate the a and b derivatives using the Eq..
The analytic formula will be based on this property of the equation of motion. General
formula of extrapolation is given for function T'(z) = T'(t,(z),t,(z)), by substitution
T=r1,T=t,.

The T derivative is:

/ dT dT oT aT
T@=5m@+560 = L (Grantg ) B (06)

[1=X.),2
/ . . . .
For the T derivative new functions 7}, (z) are introduced:

oT aT

T; (Z) = (—Cl,’ + —=—b; ) (D.7)
oty ' oty !
So we can rewrite Eq.(D.6):
T'@)= Y T,-By() (D.8)

i1=x,y,2
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The derivatives of the new functions T;, (z) can be expanded in the same way:

/ aT; aT;
]—;1 (Z) = Z ( all +Wlblz>Blz<Z) Z E]lz 12 Z) (D9)
=xyz =% y D=X,y,2
So the trick is rewrite derivative T;, _;, , as:
ll lk ] Z El lk Z lk(Z) (D10)
’k—x%
where functions Tj, .. ;, (z) are defined recursively:
8]}1...1'](71 87—;1 lk 1
T . (2) = o, ai, + 7 bj, (D.11)
Then the function T'(z.) can be represented as:
- /
T(z) =T()+ [ T'(a)dz
20
T (zo —|—Z/ i, (21)B;, (z1)dzy
13 ZO
T (zo +Z/ i (z0) +/ (z2)dz2) ,l(zl)dzl (D.12)
131 20
=T(z0) + YT, (z0) / i (21 dZH—Z/ i, (21 /ZBIZ i1iy(22)dzadz) =
i 20 iz
This equation can be written in compact form:
' KB(a/p) e — )"
Ze — 20
T(ze) =T (20 +Z Y. T .i(z0) /15',1 21) /Blk w)dzdzy) + 0(+—1 (n+el)' )
k= 111, 7k 20 20 :
(D.13)

Substituting T =1, and T = ¢, in formula one can obtain the extrapolated
track parameters with the error of the order of (n+1). Note in the magnetic field
components are separated from the track parameters. The track directions entering
the formula are taken at initial position zg, while the magnetic field is integrated along



204

the particle trajectory.

The method given above is called Runge-Kutta extrapolation. This method is widely
used in software packages for particle propagation in a magnetic field. For example in
GEANT a fourth-order Runge-Kutta extrapolation is used to transport particles trough
the detector volume. Since the GEANE package is based on GEANT3 also the Runge-
Kutta extrapolation is used there too.



Appendix E

Propagation of the covariance
matrix of track parameters in a
magnetic field

For track with parameters errors (8x); at track length [, errors at point [ 4+ dl can be
calculated as:

(8X)iar = 8(x);+dl-Apar (8X);+dl - Bagr - (5%);+ (8x")11ar (E.1)

where the matrix A propagates an error in the direction of the track at [ to an error
in the position of the track at (I +dl), matrix B describes deflection caused by the
magnetic field and term (6XM)1+dl appears due to multiple scattering and energy loss
straggling in the interval (1,1 +dl). Following [167]] let’s define

Firqr = (0x);+dl-Apyqr- (0x);+dl- By g - (0x); (E.2)

Then dividing the total length of the track L into n small steps of size dl = L/n and
applying one obtains:

-1 v+1

(5X)L:(H )(6x%) 0—1—2 HF )(8xM),] + (8xM), (E.3)

‘]7}’1

Going to the limit n — oo:

oxM

) (=)l (E.4)

(8x)2 = F(0,L)- 6x0+/ (1,L)-
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where
1y
F(li.Lb)=1i F; E.
(h,h) d;go(jgz /) (E.5)

The last term in the Eq. means that each new error (§x™) at point [ is propagated
to point L as (8Xg) is propagated from o to L in the first term. There is no correlation
between the multiple scattering and energy loss errors in two different point of the
track. The last term is usually calculated as a random component in the covariance
matrix. Therefore this term can be omitted and one gets:

(6x), = F(0,L) - (8x)o (E.6)

This is mean for propagation the errors in an elementary tracking step the matrix F
must be found:

F=I1+ (A q+Brqg)-dl (E.7)

In existing references matrices A and B are given for so-called the transverse system
of variables (SC system in GEANE)

1
_aﬂ'v(payJJZJ_ (ES)
P

with:

1_17 = inverse momentum

A =dip angle (=5 —6)

¢ = azimuthal angle

y| =y coordinate of the track in a local orthonormal reference frame with the x axis
along the particle direction (y is parallel to xy plane)

z| = z coordinate in the reference system described above

For back propagation from the luminosity detector to interaction point (IP) so-called
the detector system of variables is used (SD system in GEANE)

1

_7VI7W/7V7W (E9)

where (u, v, w) is an orthogonal reference system with the vw plane coincident with the
detector one. The derivatives indicate the momentum direction variation in the new
system.
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a(y
a(x

—

From matrix R(x) is easy to obtain matrix R(y) if the Jacobian J = is known

N

R(y) =J-R(x)-J" (E.10)

For following discussion is important only have elements in discussed matrices zero
or non-zero values. Interested in the elements itself reader can found them in [167[] and
[168]. Also for simplification small polar angle of propagated tracks is taking into ac-
count (tracks are almost parallel to z-axis). The Jacobian from SC to SD transformation
has a form [167]:

Jo 0 0 0 O

0 0 Jn 0 Jug
L)
a(l/p’}‘7¢7yJ_7ZL)

Jor 0 Ju (E.11)

0 O
0 0 0 J;3 O
0 0 0 Jiz O

Jo 0 0 0 0
0 0 0 0 0

=0 7 Jm 0 0 (E.12)
0 0 0 Ji Ju
0 Juu Ju 0 0

Also we will need matrices A and B [168]):

Ay 0 0 00
0 0 0 00
A= 0 0 0 00 (E.13)
0 0 Azx 00
0 Ayg O 00
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0 0 0 0 0
Bip O Bz Bz By
B=|By By By By By (E.14)
0 0 0 0 By

0 O O Bsgz O

The Fig.[4.24]shows field strength in x,y,z axis direction versus z coordinate of propa-
gated track as it is seen by propagated antiprotons. One can divide propagation distance
on regions according to magnetic field behavior:

1. H, = Hy, = H; =0 (z from ~1200 cm to ~ 660 cm)

2. H,=0,H, #0,H; =0 (z from ~ 660 cm to ~ 340 cm)
3. Hy #0,Hy, = H, = 0 (z from ~ 340 cm to ~ 280 cm)
4. Hy, #0,H, # 0,H; # 0 (z from ~ 280 cm to ~ 100 cm)
5. H,=H,=0,H; # 0 (z from ~ 100 cm to 0 cm)

These cases can be organized in two more general groups:
1) absence of magnetic field (1)
II) presence of magnetic field(2-5)
For group | in Eq.(E.7) matrix B is equal zero and for covariance matrix M in SD
system one has:

M=J-AJ =J.-(A)) = (E.15)
——
K

Koo O 0O 00 My O 0O 00

0 0 0O 00 0 0 0O 0O

=J-1 0 0 0O 0 0= 0 0 0O 0O

0 K33 Ky 0O 0 M3 Mp 0 O

0 0 0O 0O 0 My My 00




Then for errors at (I +dl) we have:

6(1/p) 6(1/p)
oV o
Sw ={I+M-dl)-| &w =
ov ov
I+dl ow J,
(1+Moo-dl)(8(1/p))
(6V')i
- (6w

(M31 . (6\//)] +M32 : (5W’)l> -dl+ (6\2)1
(May - (8V);+Maz - (6W');) - dl + (Sw),

209

(E.16)

Basically Eq.(E.17) shows that without magnetic field only dv and dw are changed, but

6v' and 6w’ are stayed constants.
With magnetic field one has to add to Eq.(E.16) following term:

Y=]JBJ =] B-J)=

——
G
0 0 0 0 0 O 0 o0 0 O
Gio G G2 Giz Gus Yio Yiu Y2 Yi3 Vs
=J- [ G Gu Gp Gz Gu | =Y Yo Y Y3 Yy
0 Gz G O 0 0 Y31 Y 0 O

0 0 0 Gs3 Gu 0 Yy Yo 0 O

(E17)
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Then for additional errors change due to magnetic field from / to (I +dl) we have:

6(1/p) 0

oV Yio-6(1/p)i+Y11-(6V)1+Y12- (8W'); +Y13- (8v); + Y14 - (Ow);
(Y-dl)-| &w = | Ya0-8(1/p);+Ya1 - (8V'); +Yaa - (8W'); +Ya3 - (8v); +Yas - (Sw); | -dl

ov Y31-(8V)+ Y3 (6w'),

sw ) Yar - (8V); + Ya - (5w');

(E.18)

For full errors estimation in case of presence of magnetic field one has to sum results

from Eq.(E.17) and Eq.(E.18):

6(1/p) (1+Moo-dl)(6(1/p));
5v/ (Yio- 8(1/p)1+ Y1 - (5Y)1 4+ Yia - (5W)1 + Yis - ()1 + Yaa - (Sw)y) -dl + (8
ow = | (Yao-6(1/p);+Ya1-(6V);+ Yoo - (W) + Yoz (0V); + You - (w);) - dl+ (6w
v ((M314Y31) - (8V)1 + (M32 4 Y32) - (8W');) -dl + (6v);
owo ) ((Ma14Ya1) - (OV)1 4 (Maz + Ya2) - (SW');) - dl + (Sw),

(E.19)
Therefore with magnetic field v, w, v, W’ errors are correlated.




Appendix F

FTF versus [DPM as a background
model for the

F.1 IDPM

F.1.1 Dual Models and relativistic quantum strings

—@

Figure F.1: Meson (left) and baryon (right) structure as relativistic strings ([169])

Dual Models (DM) are based on the regge-resonance dual approach [170]]. The first
approach bases on assumption that all interactions are the exchange of the quanta of
the corresponding field. For example the nucleon-nucleon interaction in nucleus can
be described as a & mesons exchange. In scattering processes at high, but not relativis-
tic, energies the interaction goes through the more heavier p and @ mesons. And at
higher energies the exchanges of particle-like reggeons play the most important role.
The second approach is the assumption that in hadron collisions unstable intermedi-
ate states (resonances) occur. Resonances are responsible for hadron interactions at
moderate energies. These two approaches are independent, but not complementary,
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because they both have common dynamic nature.

Baryon Sructure

?

Figure F.2: A possible baryon structure ([83]])

In this approach all particles can be interpreted as an one-dimensional system, which
is usually called a string. And interactions between particles and resonances are repre-
sented as ruptures or recombinations of strings. Mesons in this picture are presented
as a string with g and g quarks on the ends and indefinite number of gg virtual pairs as
shown on left side of Fig[F.1l Baryons, shown on right side of Fig[F.1, have two possible
interpretations in the theory of relativistic strings as indicated in Fig. The first one
assumes that configuration of local maxima of the energy density in the baryon can
have the "Mercedes star" form and the global maximum is associated with a string
junction. The second one assumes that baryons have a compact diquark form. De-
pending on the assumed structure there can be various different final states in baryon-
baryon interaction [83].

During the interaction the strings are glued together. This intermediate string can
be excited (resonance state) or change the length due to the external field. Then the
string breaks apart and the final state particles appear. This mechanism is illustrated in
Fig. where meson scattering goes through colliding chains of quarks and forming a
single chain, which rupture leads to mesons in the finale state.

N _.'.ﬁ ﬁg %/

Py ] hels

S T
e, 2 BN
] b c

Figure F.3: Meson scattering: (a) quarks chains collide and join at their extremities; (b)
the intermediate state - a single chain; (c) rupture of the chain and emission of mesons

([r7a0)

The Dual Parton Model is a synthesis of the Regge phenomenology, quark ideas
and 1/Ny expansion of the QCD [83]. The energy dependence of the cross sections
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of the pp-processes is given by the Regge phenomenology. The cross sections are
in a correspondence with diagrams of the 1/N; expansion of the QCD. The diagrams
describe the creation of unstable intermediate states - quark-gluon strings. The string
fragmentation is considered at quark level. The main problem is the description of the
low mass string fragmentation and the fragmentation of massive constituent quarks.
It is solved by choosing various phenomenological dependencies. As a result a good
description of various inelastic reactions was reached and this approach is used in the
Monte Carlo generator, called DPM] for the simulation background events at PANDA.

S

&) const. or 1V 2 | D) 1/VE

c) 1/VE d)

g) s° h) s

Figure F.4: Processes in pp interactions according to [DPM] ([83]). The question marks
mean that the corresponding estimation are absent

Some processes which are possible in baryon-antibaryon interactions are shown
in Fig. where string junctions are presented by dashed lines. In the process of
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Fig. [F.4(@) annihilation of the string junctions from colliding baryons results in cre-
ation of three strings. Fig. [F.4(b) shows processes of quark and antiquark annihila-
tion in one string. Also one string created due to the processes shown in Fig. [F.4(e).
Annihilation of quark, antiquark and the string junctions represented by diagram in
Fig. [F.4(c). Excited strings with complicated configuration are created in processes
Fig. [F.4l(d) and Fig. [F.(f). If the collision energy is sufficiently small, glueballs can
be formed in the process Fig. [F.4(f). Mesons with constituent gluons can be created in
the process Fig. [F.4(d). Therefore the process Fig. [F.4(f) can be responsible for glue-
ball production, and the process Fig. [F.4(d) for exotic meson production. The pomeron
exchange is responsible for 2 strings formation and diffraction dissociation (Fig. [F.4(g)
and Fig. [F.4(h)). They are dominant at high energies. In the simplest approach it is
assumed that the cross sections of the processes have an energy dependence given in
Fig. where s is the square of the total energy in the center-of-mass system (CMS).
Some of the processes (Fig. [F.4(d), Fig.[F.4(f)) have not a well-defined energy depen-
dence of the cross sections. Since it is usually assumed that their cross sections are
small, they were neglected.

The calculation of cross sections is a complex procedure, because there are interac-
tions in the initial and the final state [64]. For the Monte Carlo generator the calculated
cross sections for processes from Fig. [F.4] are parameterized as following:

o 51.6 B 58.8 n 16.4
“T s g G5

o — 77.4 _ 88.2 " 24.6
b NG S P

o 93106 30
cT Ty T s T2

o — 18.6 335 L 30.8
87 008 T g

0;=0,=0y=0,=0

(F.1)

All cross sections are given in mb with s in GeV.

The parameters of the model were determined by fitting the model to the experi-
mental data, to the total pp and pp interaction cross sections. The model is in good
agreement with data for P, >5 GeV/c. Therefore using the fitted parameters, the
cross sections of pp interactions can be calculated at Py, >5 GeV/c.

The strings from the prossess included in the model (Fig. fragment into
hadrons. The fragmentation is simulated according to the Ranft-Ritter model [T7].
After the string fragmentation all unstable hadrons decay. This is simulated by the
help of the code DECAY [172]], where unstable hadrons decay via two or three particle
decays until all decay products are stable particles. For the angular distribution of decay
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products two or three body phase space Monte Carlo model is used.

Finally, a connection can be provided between the processes in Fig.|[F.4]and channels
of pp interactions which can be registered in the detector [64], [83]], [T73]. Processes
of Fig.[F.4(@) are responsible for the multi-particle production in pp interactions (e.g
pp — 2n2n 10, pp — 2mt2n—, pp — 3nt3n a0, pp — 3nt 3w etc). Fig. [F.4lb)
and Fig. e) determine the cross sections of the two particle (binary) reactions such
as pp — nn~, pp — K"K~ and baryon-antibaryon pairs in the finale state (e.g
pp — AA, pp — nii). Processes as in Fig.b) also include additional pion(s) radiation
in the finale state with baryon-antibaryon pairs (e.g pp — AAT®, pp — AAn 7).
And the process Fig. [F.4{e) gives the main contribution to the cross section of the
3-meson final states, where the yield of the process of Fig. [F.4(a) is very small at
Ppeam™>1 GeV/c. Fig. c) gives 2-particle states at low energies (e.g pp — 7t 7™,
pp — 21°, pp — KTK~, etc). Processes of Fig. g) and Fig. h) provides de-
scription of the diffraction dissociation of baryon (e.g pp — pa’p, pp — prtn = p,
pp — pm_ i, etc).

The advantage of the Dual Models is a direct physical picture, which together with
quantum field theory leads to many reasonable results. Disadvantage is the large num-
ber of parameters which have to be tuned with experimental data. The model also lacks
of an accurate description of any particular finale state, e.g its differential cross sec-
tions, angular distributions of particles in finale state, etc and provides only estimation
of the total cross section for each channel.

F.1.2 Comment on comparison between [DPM and the experimental
data

As shown on Fig. [6.13] there is significant discrepancy between the data and the
prediction for pp — ntn~n¥ channel, which was not observed in results of [83]. The
reason for this is not clear, because this process inDPMlis described by diagram Fig.[F.4(a),
which parameterization did not changed from the publication [83]. However as it turned
and pointed out in [173]], contribution from diagram Fig. [F.4(e) dominates for pp —
ntrn~ % The processes of Fig. e) were calculated within [ETH generator (see Ap-
pendix |:F1), therefore it would be interesting to cross check its results for pp — 7t 7~ 7"
with data and estimations.

For channels with antiprotons, particularly pp — ppr® and pp — pprtn—,
gives similar overestimation of the cross section at low beam momenta as in [83]]. And
pp — prTn follows this trend too. The reason for this lies inDPMstructure, all of these
processes are described by diagrams Fig.[F.4(g) and Fig.[F.4(h). It is worth to stress once
again that[ETH estimation for diagrams Fig.[F.4(g) and Fig.[F.4(h) is different from
one. Therefore it would be interesting to compare [ETH generator results with and
available data for channels with the diffraction dissociation of baryons too.
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F.2 [FTF

The[DPMlapproach for estimation of inelastic interactions cross sections (see Chapter|6)
was extended to low energies and new tuning of parameters was done within the [ETFH
of GEANT4 toolkit [59]. e.g. it has different parameterization of oy, 0}, O, are also the
parameterization of o, is introduced [173]:
25
Ou = —F——=; (F.2)

Vs —4m?
{15.65 +700- (2173 — /5)%5 if /s <2.172
b p—

34/\/s if /s >2.172
o, = 2 mp+mt)2
Vs—amr' s
o, = 140/s

(F.3)

where mp and m; are masses of projectile and target particles

100}
7o) 3
£
—
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P, (GeVic)

Figure F.5: Processes parameterization in[DPM|(dashed lines) and[ETH(solid lines) mod-
els of pp inelastic cross sections [173]

Cross-section for processes with new parameterization (ETE) and old one
are shown on Fig. As one can see on the plot at low energies there is significant
difference for each particular contribution.

As the next step steps in the[ETF generator, the fragmentation is simulated according
to the LUND model [T7Z]). For an angular distribution of decay products two and three
body phase space Monte Carlo model is used.
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Due to different parameterization (compare Eq. [F.2] versus Eq. one can expect
different results of the generators. Moreover in [73] good agreement between data
and [ETH predictions was demonstrated. Thus it is interesting to compare estimations
for inelastic channels of pp interactions from [ETH and

F.3 Simulation description

With each model 2-107 inelastic events were generated in a stand-alone mode. Out of
this 10° events were reconstructed. The geometry description of the set-up included
the EL the beam pipe E] and the magnets, surrounded by the cave with vacuum.
The point-like [Pl was positioned at (0,0,0). For the generation of secondary particles
FTFP_BERT physics list was used in GEANT4.

F.4 Generator (true) level

The difference between the [ETH and the [DPMl is already visible on the generated dis-
tributions before propagation of particles through the detector. e.g. the multiplicity of
particles per event, which is shown on Fig. It is not surprising that the [ETE has
different prediction for two particle final states due to including the process Fig. [F.4le,
which is responsible for binary reactions. Estimation of multi-particle final states pro-
duction also should be different from the due to improved parameterization of
Oy.

x10° —FTF 2200
40007 SR
F — 1501
3500F- =i
C s F
3000 2100~
C w F
2500 g 501
2000 oF
1500 50
1000f- 100~
500~ 150F-
ok = ! E

0 2 4 6 8 10 12 14 16 18 20 - v e b b b b b b b L

trks/ev W02 6 e 0 12 14 16

8 2
trks/ev

Absolute values Relative difference

Figure F.6: Multiplicity of final state particles per event

In the background studies with the [DPM| (Chapter |6) it was shown that particles
from inelastic interactions at the [Pl should have certain kinematics to leave a track
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in the e.g. only particles with B¢ angle below 150 mrad can contribute to the
background. The relative difference of the total amount of particles with 6y;¢<150 mrad
between the[ETHand the DPMlis not very large (—0.2 %). However there are significant
differences in angular (Fig.[F.7) and momentum (Fig.[F.8) distributions. The[FTHpredicts
more particles in the most crucial for the regions: at very small 6 angles (below
20 mrad) with momentum close to the beam momentum (15 GeV/c).

—FTF

20000~ —DPM 8
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16000 %
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o b b b b b by o b b b b b Ly
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BMC, rad eMc, rad
Absolute values Relative difference

Figure F.7: Distributions of ;¢ angle for particles with 6;¢<150 mrad
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Figure F.8: Distributions of z component of the momentum vector of particles with
Oy <150 mrad

F.5 Reconstructed tracks

Tab. [F.1] shows number of reconstructed hits and tracks after different stages of the
reconstruction P’ Although the number of found track candidates is higher for the [FTH
only by 62%, more of them mimic behavior of the signal tracks and go safely through

3for the track search Cellular Automaton was used
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the cuts. This is expected since many of particles, as predicted by the appear in
the phase space region close to the signal one.

After ... DPM FTF | (FTF-DPM)/DPM, %
Hit rec 10335 | 12276 18.8
Track search | 1017 | 1651 62.3
X&Y cut 39 228 485
M cut 36 224 505

Table F.1: Number of reconstructed objects for simulation with the and the
(the beam momentum 15GeV/c)

F.6 Estimation of background with [FTF

From the previous study with [DPM] contribution from the inelastic background (after
all cuts) was ~0.2% (Fig. at the beam momentum 15 GeV/c. With the [FTH this
number should be ~5 times higher (Tab. [F.1). Thus the inelastic background contri-
bution could be as high as ~1%. And the total amount of background becomes ~2%.
As was demonstrated in Tab. in case of the background on the level of ~2% the
accuracy of the luminosity extraction at this beam momentum becomes ~1%. However
the different angular distribution of the background could change the accuracy of the
luminosity extraction. Therefore the background studies with the [ETEH generator with
higher statistic is a subject of future investigations.



BDT Boosted Decision Trees TMVA Toolkit for Multivariate Data
CA Cellular Automaton Analysis

CR collector ring TOF Time of Flight System

DAQ data acquisition TS Target Spectrometer

DCS Detector Control System

DIRC Detector of Internally Reflected
Cherenkov light

DPM Dual Parton Model

EMC Electromagnetic Calorimeter

FAIR Facility for Antiproton and lon
Research

FS Forward Spectrometer

FTF Fritiof model

FTS Forward Tracker Stations

GEM Gas Electron Multiplier
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IP  Interaction Point
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MVD micro vertex detector

MVD Micro Vertex Detector

PCA Point of Closest Approach

PID Particle Identification
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QCD Quantum Chromodynamics

QED Quantum Electrodynamics

RESR Recuperated Experimental Storage
Ring

RS Range System
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