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Abstract
CIGSe and CZTSe compounds are widely accepted as light absorber layer in efficient

and inexpensive thin film solar cells. To further boost the efficiency of CIGSe and CZTSe

thin film devices, it is crucial to understand the effects of various defects in these mate-

rials. Since the experimental investigations are often hampered by the complex nature

of the device, in this thesis a detailed study have been performed to calculate the for-

mation energies and activation energies along the diffusion path of alkaline impurities

in CuInSe2 (the bulk CIGSe absorber layer), CuIn5Se8 (the Cu-poor ordered vacancy

compound) and Cu2ZnSnSe4 (the bulk CZTSe absorber layer).

I have carried out hybrid functional computations on Na and K extrinsic defects in

CuInSe2 and CuIn5Se8, and Li, Na and K defects in the CZTSe solar cell material. The

formation energy calculation shows that in CISe Na is mostly incorporated either in

form of interstitial defects coordinated by cations, or into dumbbells in the Cu sub-

lattice. However, due to its large atomic radius K does not form interstitial defects. In

CuIn5Se8, both Na and K prefer to occupy the pristine Cu vacancy sites either as point

defects, or by forming dumbbells. In CZTSe similar to CuInSe2, the most favourable

way to incorporate Na, K and also Li impurities is to form substitutional defects in

the copper sub-lattice. In general, the formation energy of Na-related defects are lower

than the corresponding K impurities in all studied sites in both CISe and CZTSe.

Besides the static calculations, the migration of point defects in CISe and CZTSe

have been also investigated through the climbing image nudged elastic band (CI-NEB)

method. These calculations reveal that in both CISe and CZTSe, the VCu native defect

contributes to the vacancy mediated mass transport mechanism. Since Na interstitials

have a very low diffusion barrier both in the CISe and CZTSe materials, their diffusion

is feasible even at relatively low temperatures.
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Chapter 1

Introduction and Motivation

1.1 Motivation

The global energy demand is constantly on the rise, whereas the available oil prod-

ucts, natural gas, coal and uranium resources are dwindling worldwide. In addition to

the rising price of these resources, fossil fuel combustion impose serious detrimental

damage on the environment. Namely, burning fossil fuels cause air pollution in form

of sulphur dioxide and nitrous oxides and other undesired by-products. These can lead

to serious health problems, especially around densely populated areas, and the CO2

gas promote global warming by the green-house gas effect. Nuclear energy on the other

hand produces large amounts of highly radioactive waste, which is very dangerous both

for people and for the environment. Hence, the currently mainstream energy resources

are not sustainable, especially considering that third world countries have just started

building out their infrastructure, which will lead to a sudden jump in the price of these

limited energy carriers and the pollution caused.

Therefore, we clearly need to look for alternative renewable energy resources being able

to substitute fossil fuel, which are ecologically more friendly. These alternatives are

water power, wind power and solar energy. Worldwide so far these alternatives are not

yet major contributors to the amount of energy produced. This is mainly because the

paradigm shift towards such alternative energy resources have not been made by many

1



Chapter 1. Introduction and Motivation

countries. Still, due to the ongoing efforts, renewable energy did provide already 30%

of electricity production in the EU in 2014, and this value is on the rise.

One of the very promising alternatives is photovoltaics (PV), where PV devices convert

sunlight directly into electricity. Replacing fossil fuels with PV (especially in combi-

nation with wind farms) is a viable approach because there are numerous advantages.

Solar energy is renewable and abundant being available in most parts of the globe. It

is sustainable, and once the PV devices have been manufactured and installed, there is

no further air pollution created, because there is no need to burn coal, oil or gas.

The main factors which slow down the more widespread application of PV and renew-

able energies in general is the relative high price per Watt of energy produced compared

to traditional resources. Furthermore, PV as renewable energy is often being criticized

due to its intermittence and seasonality of sunlight, since no energy is created at night

and under substantial cloud cover. The storage technologies for power generated from

renewable resources, such as ultra high energy-density batteries, super-capacitors and

spinning mechanical wheels are still in their infancy. Additionally, some PV solar cells

contain expensive, rare and toxic materials.

In spite of these shortcomings, PV technologies are being constantly improved, leading

to more competitive products from the perspective of the price to power ratio. Among

PV devices one important field is concerning the thin film solar cells. This is because

in thin film polycrystalline devices a smaller amount of light absorber material is used.

Hence, these thin film cells offer comparable efficiency at a lower price point compared

to single crystal devices. This means that thin film PV offers a good remedy for one of

the major drawbacks of solar energy by providing high power output for an affordable

price, and they are being industrially fabricated and deployed on a massive scale.

In order to make the energy produced by thin-film PV more affordable, their efficiency

has to be improved. However, the improvement via trial-and-error procedure via exper-

imental studies and investigations on the pilot scale are both very time and resource

consuming. Furthermore, due to the complex structure of a thin-film device, their ex-

perimental investigation is rather cumbersome, and in many cases new insights from

theoretical calculations are needed to explain and interpret the measured data. There-

2



Chapter 1. Introduction and Motivation

fore, in this thesis I have carried out calculations based on first principles to support

experimental findings and to contribute to the understanding of the atomic and elec-

tronic structure of the materials and impurities in the respective compounds.

1.2 Timeline and Progression of Solar Cells

In solar cells the sunlight is converted into electric current through the photovoltaic

effect. Solar cells are fabricated by sandwiching an n-type and a p-type semiconductor

forming a p-n junction between two conducting layers, which serve as electrodes

to extract the power generated. The discovery of photovoltaic effect is credited to

Edmond Becquerel, who has made the world’s first photovoltaic cell in 1839. More

than a century after his discovery in the 1950s, the first solar cell devices have been

produced based on single-crystal silicon in the Bell Labs, which have been used for

space exploration. Due to their success, after this peculiar niche application solar cells

have received more widespread attention and commercial interest. Since the 1970s

solar cells based on single-crystalline and polycrystalline Si have been commercially

dominating the PV market. This is why Si solar cells are often being referred as first

generation cells. The current record efficiency of the best laboratory scale cells of

traditional single crystal silicon is 25.6% [1], and that of polycrystalline Si is 20.8% [1].

Although Si cells are reliable and clean renewable energy resources, due to the indirect

band gap of Si the cell thickness has to be about 250 micrometer (µm) to show

reasonable conversion efficiencies. Therefore, for efficient Si based PV devices relatively

large amounts of single crystalline Si is needed, which makes these devices expensive.

This is why it was highly desirable to develop new materials with high light absorption

which can be used for light harvesting, leading to the development of so called second

generation solar cells. Due to the relatively thin layer of the light absorber material in

these devices they are called thin film solar cells. Currently the commercially successful

thin film cells employ amorphous silicon, cadmium telluride (CdTe), copper indium

gallium selenide (CIGSe), copper zinc tin selenide (CZTSe) or copper zinc tin sulphur

selenide (CZTSSe) as light absorber. Because of the thin polycrystalline semiconductor
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Chapter 1. Introduction and Motivation

layer, which is easy and quick to deposit, thin film cells have been cheaper but

somewhat less efficient than single crystal Si cells. The record efficiency reached so far

for CdTe cells is 21.5% [1], for CIGS cells is 21.7% [1], for CZTSe 9.1% [1] and 12.6%

for CZTSSe cells, respectively.

Third generation solar cells consist of multiple p-n junctions made of different thin

film semiconductors. These different thin film layers have various band gaps to

allow the device to absorb electromagnetic radiations from a wider range of the

solar spectrum. A triple junction cell, for example, may contain GaAs, Ge and

GaInP2. Hence, multi-junction cells on the laboratory scale have exhibited efficiency

of over 38%. In addition to the semiconductor light absorber, there are also some

other types of PV devices such as organic, perovskite and dye-sensitized solar cells

which show efficiencies in the range of 11% to 20%. However, these cells are rather un-

stable, because these light absorbers are highly sensitive to moisture and solar radiation.

1.3 Operation of Solar Cells

Solar cells operate based on the photovoltaic effect. When a p-type and a n-type semi-

conductor is electrically connected, they form a p-n junction. When the bulk compound

from which the n-type and p-type doped materials were derived are the same, the p-n

junction is called a homojunction, whereas in the other case the resulting p-n junction

is called a heterojunction. In the vicinity of the p-n junction excess electrons diffuse

from high electron concentration region (from the n-type semiconductor) to the p-type

layer and recombine with the holes on the p-type side. Similarly, holes diffuse from the

p-type semiconductor to the n-type semiconductor and recombine with the electrons of

the n-type side. Due to this phenomenon an electron-hole free region is constructed at

the interface region, known as space charge region (SCR). The width of the SCR can

be formulated as [2]:

W =Wn +Wp =

(
2ϵϵ0
q

NA +ND

NAND

)
Vbi (1.1)
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Chapter 1. Introduction and Motivation

where ϵ is the dielectric constant of the semiconductor, ϵ0 is the dielectric constant of

vacuum, NA and ND are the acceptor and the donor concentration in the p-type and

n-type material respectively, and Vbi is the built-in voltage. As a consequence of charge

separation, an electric field will be generated at the p-n interface. The presence of this

internal electric field allows electrons to flow from the p-side to the n-side, but not the

other way. So, there are two opposing currents which compensate each other in the lack

of an external voltage:

Idrift + Idiff = 0 (1.2)

Idrift corresponds to the drift current and Idiff correspond to the diffusion current.

Due to the photovoltaic effect, a photon with energy larger than the band gap of the

semiconductor can be absorbed into the light absorber layer, and produce an electron-

hole pair. The electron and hole are then separated due to the presence of the electric

field. So, electrons are sent to the anode region and holes are sent to the cathode region,

causing the accumulation of charge across the p-n junction of the diode. Consequently,

by providing an external circuit between the anode and the cathode, electrons in the

diode can return to the other layer. This current flow will continue as the solar cell is

exposed to light. The electrons can flow through the external circuit, yielding a current

I in the external circuit, which can be used to power external electronic devices.

In a heterojunction solar cell, photo-excited electrons originating from the conduction

band may reduce their energy through recombination. There are three possible recom-

bination processes. In a band-to-band recombination, an electron will occupy an empty

state in the valance band and emit a photon with the energy difference between the

conduction and valence band EC − EV. The second type of recombination is called

Auger-recombination, which involves three carriers. An electron and a hole recombine,

but instead of emitting a photon, the energy is transferred to an electron in the con-

duction band EC. The third type of recombination is the so called Shockley-Read-Hall

recombination (SRH). SRH recombination through defect states occurs in materials

containing impurities. Recombinations deteriorate the device performance since these
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Chapter 1. Introduction and Motivation

charge carriers are lost and cannot be collected and used at the external circuit. This is

why it is highly important to investigate the various defects and impurities in the light

absorber materials.

1.4 Structure of Thin-Film Solar Cell Devices

The main focus of this thesis is the theoretical study of defects, dopants and impurities

and their diffusion in the light absorber materials used in thin-film solar cells. A cross

section of a thin-film solar device is presented in Fig. 1.1. In this section of the thesis

a brief description is presented regarding the function of each individual layer building

up a thin-film cell to provide an overview of the materials and interfaces which occur

in such a device.

During the manufacturing process, first on top of the substrate (often soda lime glass)

the back contact is deposited (mostly metallic molybdenum layer), then the light ab-

sorber layer (thin film of CIGS, CZTSe or CZTSSe) is grown on the back contact. A

buffer layer (often CdS in a wet chemical process) is being deposited on top of the

light absorber. A transparent ZnO layer is on top of the buffer, and on top of the ZnO

the front contact (mostly ZnO doped with Al to make it highly conductive, but still

transparent) is deposited. Finally, to reduce the amount of light reflected, and thereby

improve slightly the overall efficiency, the device is coated by an anti-reflective layer

(mostly MgF2).

1.4.1 Substrates

There are several types of substrates that can be used for thin film chalcogenide solar

cells, such as soda-lime glass (SLG) [3] and metal foils (like stainless steel or tita-

nium) [4], and for highly flexible solar cell applications heat resistant polyimide tapes

are used. The most important characteristics of good substrates are: mechanical stabil-

ity, vacuum compatibility, thermal stability, suitable thermal expansion and chemical

inertness. Today SLG is the most extensively used substrate due to its favorable prop-
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Chapter 1. Introduction and Motivation

Figure 1.1: Structure of a thin-film solar cell (not drawn to scale) showing the different layers
involved in the PV device.

erties and low price. More importantly, SLG contains alkali elements which diffuse into

the CIGS absorber layer. As it will be discussed in Section 1.5.1, these alkali impurities

are incorporated into the light absorber, which improves the device efficiency.

1.4.2 Back Contact

As back contact, in most commercially available cells a molybdenum (Mo) layer with a

thickness of 0.5-1.0 µm is deposited on SLG to serve as the back contact for the device,

where the power generated by the cell can be extracted for the external circuit. Mo

establishes good adherence to the glass substrate and provides an electric contact with

low resistivity [5]. In addition to serving as one of the electrodes, Mo also functions in

a thin-film solar device as diffusion barrier. This is because during the growth of the

7
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light absorber, the Mo layer has control over the outward diffusion of various elements

from SLG into the absorber layer. Another positive characteristic of Mo is that it does

not diffuse into the CIGS layer. For comparison, by using cold rolled stainless steel as

substrate and back contact, iron and chromium contaminants are often diffusing into

the light absorber, which is undesired.

The main drawback of Mo has been assigned to its low reflectivity [6]. When really thin

light absorber with the thickness of lower than 2 µm are used in the PV device, the

absorber layer can not soak up all of the incident photons with energies larger than the

band gap. These photons should be reflected back towards the front contact, so that

they are absorber at the second pass through the light absorber layer. Therefore, in films

with really thin absorber material a back contact with higher reflectivity compared to

Mo should be used to improve efficiency.

1.4.3 Light Absorber Layer

Cu(In,Ga)(S,Se)2 (CIGS) is one of the most promising materials in PV for thin film

applications. Currently cells based on CIGS are the most efficient devices among single-

junction thin film solar cells. Beside the high efficiency, another important feature of

this material is that it can be produced by several methods [7–12]. In contrast to

crystalline silicon, CIGS has a direct band gap (Eg) and therefore has a higher absorp-

tion coefficient. The absorption coefficient for a photon energy of hν = Eg + 0.2 eV is

2×105 cm−1 for CuInSe2 and 1×103 cm−1 for silicon, respectively [13]. The band gap

in the CIGS alloy varies continuously from 1.04 eV (pure CuInSe2) to about 1.7 eV for

CuGaSe2 [14–20]. The energy of valance band maximum (EV) remains fixed, however

the energy of conduction band (EC) shifts up and down, depending on the In and Ga

ratio.

Ga and especially indium in CIGS are rather rare elements in the Earth’s crust, so this

natural material shortage could limit the production of CIGS-based solar cells. On the

other hand, Cu2ZnSn(S,Se)4 (CZTSSe) which consist of earth abundant and inexpen-

sive materials has been regarded as an alternative absorber layer and has attracted a

8
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lot of research interest in the last years. The indium and gallium in CIGS is substituted

by the elements zinc and tin. The optoelectronic properties of Cu2ZnSnS4 (CZTS) were

investigated by Ito et al. in 1988 [21]. According to their report, CZTS thin films with

p-type conductivity exhibit absorption coefficient greater than 104 cm−1. A direct op-

tical band gap of 1.45 eV also makes CZTS a suitable material for thin film solar cells.

The highest reported efficiency of 12.6% for CZTSSe was reached in 2014 by IBM [22],

which suggest great potential for low cost and high efficiency solar cells.

CuInSe2 and CuGaSe2

CuInSe2 (CISe) and CuGaSe2 (CGSe) crystallises in the chalcopyrite structure which

can be obtained by doubling the zinc-blende structure along the c-axis. Because of the

two different cation types, the primitive cell of chalcopyrite structure consist of eight

atoms and not two as in case of zinc-blende structure. Also, the Se anions will have

a free structural parameter u, which depends on the In and Ga cation. Cu, In and Se

atoms occupy 4a, 4b and 8d lattice sites, respectively, with the crystal coordinates:

Cu atoms assemble in (0.0, 0.0, 0.0) and (0.0, 0.5, 0.5) sites,

In atoms assemble in (0.5, 0.5, 0.0) and (0.5, 0.0, 0.25) sites,

Se atoms assemble in (u, 0.75, 0.125), (0.75, u, 0.875) and (0.25, u, 0.875) sites.

u is the anion displacement parameter. The anions (here Se atoms) are slightly displaced

from their ideal tetrahedral sites compared to the zinc-blende structure due to the

existence of two cation sublattices rather than one. Se atoms are located closer to Cu

atoms than to In atoms because of the larger size of In. The value of u as a function of

the a and c cell parameters is given by the formula:

u =
1

2
− [

c2

32a2
− 1

2
]
1
2 (1.3)

The experimentally measured value for u is u = 0.224 [23] for CuInSe2, where u = 0.25

corresponds to the central position in a zinc-blende lattice. In order to increase the

band gap, In and Ga atoms share 4b lattice sites randomly (CuInxGa1−xSe2). The lattice

parameter of CuGaSe2 is smaller than CuInSe2, however its band gap increases to 1.7 eV

9



Chapter 1. Introduction and Motivation

and the anion displacement equals to 0.25 [23,24]. The conventional tetragonal unit cell

of the chalcopyrite structure consist of 16 atoms. In the ternary chalcopyrite structure,

each atom has four neighbours and according to the Grimm-Sommerfeld rule, there

must be an average of 4 valence electrons per atomic site. So, each atom is surrounded

by four neighbouring atoms which are placed at the corners of a common tetrahedron.

Each Se atom is coordinated by two Cu and two In atoms, and each cation (i. e. Cu

or In) is tetrahedrally coordinated by four Se atoms. Due to the tetragonal elongation

along the c axis, the c/a ratio deviates from the ideal value of 2.0.

In a thin film PV cell at the vicinity of the CdS buffer layer a hetero-junction is formed

between a p-type CIGS and a highly Cu-poor CIGS phase [25]. The latter is widely

accepted to be an ordered vacancy compound (OVC) [26–28], consisting of ordered Cu

vacancies and In atoms located on Cu positions as anti sites. The exact physical and

chemical properties of these Cu-poor regions are not fully clear as of yet, and their

effect upon the cell efficiency is still subject to scientific debates. Among all possible

Cu-poor ordered vacancy structures, the CuIn3Se5 and CuIn5Se8 stoichiometries were

the ones which have drawn particular interests and have been investigated widely. A

more detailed discussion on the formation of CuIn5Se8 will be given as part of the results

and discussions.

Cu2ZnSnS4 and Cu2ZnSnSe4

In 2009, Chen et al. investigated the structural and electronic properties of CZTS and

CZTSe quaternary compounds. They reported three crystal structures for CZTSe, that

all obey the octet rule. The ground state structure for CZTSe is the kesterite structure

(KS), which is derived from the chalcopyrite (CH) structure. However CZTSe can also

be formed in the stannite (ST) and primitive mixed CuAu-like (PMCA) structures.

Both ST and PMCA structures are derived from the CuAu-like (CA) structures [29].

In practice when these films are grown, the polycrystalline thin film consists predom-

inantly by the KS form. In ternary compounds, CH structures have larger band gap

and are also more stable than CA structures, and CA structures are expected to exist

in vapour phase, and the formation energy difference Ef(CA)-Ef(CH) is very small [30].
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Similar to their ternary analogues, KS structures have lower total energy, Madelung

energy and strain energy compared to the ST and PMCA structures [31,32].

To study the structural properties of kesterites and stannites conventional X-ray diffrac-

tion can not be used. Since Cu+ and Zn2+ both have 28 electrons, therefore both cations

are indistinguishable. In 2007, Schorr et al. have carried out neutron diffraction mea-

surements [33,34]. They obtained a new ordering for Cu2ZnSnSe4, in which, the atoms

in the Cu+Zn (001) layer are disordered, while the Sn atoms remain on their sites un-

affected, known as partially disordered KS (PD-KS).

Tuning the band gap of the kesterite structure is feasible through adjusting the

S/(S+Se) ratio. The band gap of pure CZTS is around 1.5 eV and the band gap of pure

CZTSe is around 1.0 eV [35,36].

Buffer Layer

On top of the light absorber layer a very thin n-type buffer layer is added in order to

create a pn-junction in the thin-film PV device between the p-type absorber and the

n-type buffer. The heterojunction should show maximum light admittance as well as

being able to pump the created charge carriers through the outer circuit with minimal

recombination and electrical resistance losses [37]. To improve the optical output as well

as having minimum resistive loss, the buffer layer requires to have a wide band gap for

limited light absorption and also it should be as thin as possible. The ideal pn-junction

in a solar cell should separate holes from electrons, and allow only one carrier type to

pass. To reach this goal, a large difference between the band gaps of p-type and n-type

materials should be yielded by providing a wide band gap buffer layer in contrast with

optimal low band-gap absorber layer.

The oldest buffer layer material used in the fabrication of thin-film PV cells is cadmium

sulphide (CdS) with the band gap of 2.4 eV, which has been studied vastly since 1954.

CdS is deposited between the absorber layer and the transparent front electrode (front

contact) via chemical bath deposition (CBD) technique, which is a wet chemical process

in the presence of a solution containing ammonia and chelating ligands [38].

The standard CIGS/CZTSe based solar cells contain roughly 50nm thick CdS buffer
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layer to boost efficiency. Since Cd is a toxic element, and also a wider band-gap material

is expected to have lower light absorption, considerable efforts have been made during

the last decade, to find an alternative low-absorbing material for CdS, that can serve

as buffer layer. The current loss of CIGS devices due to using CdS layer is believed to

be in the range of 1mA/cm2 [39]. The zinc oxysulfilde (ZnS(O,OH)) buffer layer is one

of the most accepted alternative materials for substituting the CBD CdS. ZnS(O,OH)

is non-toxic, and has relatively lower price. Due to the recent progress made with

ZnS(O,OH) buffer, the newest record efficiency CIGSe based cells have been produced

with ZnS(O,OH).

Front Contact

The buffer layer is overlaid with a thin transparent conductive oxide (TCO) [40, 41].

This TCO most commonly consist of a ZnO [42] bilayer used to manufacture the front

contact in CIGS and CZTSe thin-film solar cells. In this bilayer the first layer is a

thin intrinsic ZnO (i-ZnO) with a thickness of 80 nm and the second layer is a heavily

aluminium doped ZnO (ZnO:Al) [43] with a typical thickness of around 200 nm. The

ZnO:Al window layer is usually deposited by DC sputtering method, which is often

damaging the upper layer [44], so the i-ZnO layer is applied to protect the underlying

CdS and the absorber layer from this damage.

1.5 The Importance of Defects in Solids

Defects play an influential role in determining the properties of most materials, in par-

ticular that of semiconductors. From the perspective of the electrical and optical char-

acteristics, in order to fine tune their properties to obtain desired characteristics, defects

in solids have been widely exploited. More importantly, the general knowledge on the

pivotal building blocks of the entire electronics industry – such as diodes, transistors,

optoelectronics and solar cells – grew incrementally by understanding and manipulating

point defects.

12
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Defects in solids can be categorized into four types: point defects, line defects, planar

defects and volume defects. Point defects which are known as zero-dimensional defects

are formed by an imperfection at a single atomic site. Point defects can be distinguished

as intrinsic and extrinsic defects. An intrinsic point defect is formed when an atom is

absent from its common position known as vacancy, or when an exchange of occupa-

tion occurs between atoms of different types called antisite defects, or when an atom

occupies a crystal site which is usually unoccupied, called an interstitial defects. The

extrinsic point defects are foreign atoms, often being referred as impurities, that are

incorporated into the materials purposely or accidentally. An extrinsic defect is called

a substitutional defect when it occupies a lattice site and is called a interstitial defect

when it fills an interstitial site. Line defects or one-dimensional defects include dislo-

cations in the crystal. Planar defects or two-dimensional defects include surfaces and

grain boundaries. Volume defects or three-dimensional defects include rods, tubes and

point defect clusters [45].

Impurities can boost the performance of solar cell devices by introducing shallow accep-

tor levels or passivating deep levels. On the other hand they can also have detrimental

influence on device performance by forming recombination centers. To understand both

the constructive and harmful effects of impurities, a detailed knowledge on the role of

impurities in solar cells is essential.

Measurements regarding the defect concentration and especially concerning the migra-

tion barrier of defects are hindered by the highly complex nature of thin-film solar

cells. Also, the experimental determination of material properties related to defects are

further hampered by the sample stoichiometry and quality and they are also suspect

to the given experimental conditions. In practice, diverse experimental techniques have

been combined together to measure defect characteristics. Therefore, first principle cal-

culations are regarded as an important method for complementing experimental results,

contributing to their interpretation, and even anticipating some material properties in

advance, before measurements are available [46]. Density Functional Theory (DFT) is

a well respected tool in materials research and is regarded as a powerful means for

shedding light on different prospects on the defect physics of semiconductors. The con-
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tribution of DFT calculations to the general knowledge of defect physics produces very

useful information on atomic and electronic structure, wave functions, charge densities,

potentials, and total energy of the system [47,48]. The evaluation of all this data in com-

bination with the experimental results contributes to the explanation of the properties

of impurities and point defects.

1.5.1 The Role of Na and K in the Light Absorber Layers

Among a wide range of potential external defects, Na is the most remarkable and

thoroughly investigated impurity in CIGS. This is because after the seminal work of

Hedstroem et al. [49] in 1993 it was found that Na impurities play a pivotal role in the

efficiency of thin film solar cells. In related experimental works in the contemporary

literature similar investigations have been carried out for CZTS and CZTSe absorber

layers as well. Very recently it has been established, that in addition to Na, the incor-

poration of small amounts of K (with the concentration of around 0.1 atomic percent)

into the CIGSe layer also result in an increase in the efficiency of the PV solar-cell

devices [3, 50].

The most straightforward and extensively used source for introducing alkaline elements

in the absorber layer was their outward diffusion from SLG through the Mo back con-

tact. In addition to this alkali source from SLG, other different techniques have been

explored as well, especially focusing on ion implantation and post deposition treatment

(PDT). PDT has drawn a great deal of attention in recent years. During PDT, alka-

line elements are introduced to the system when the growth process of the absorber

layer is finished. It has been shown experimentally that through PDT with NaF [51]

and/or KF [52] salts the concentration of holes in CIGS layer increased which has a

beneficial effect on the performance of solar cells. According to these findings it has

been also shown that alkaline elements largely segregate at grain boundaries [53, 54].

In recent works, the main positive roles ascribed for Na in CIGS absorber layer has

been the following: an increase in p-type conductivity of the PV device [51, 52, 55, 56],

introducing acceptor defects [57], removing the compensating InCu donor defect [57],
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increasing hole concentration from a typical value of 1014 cm−3 to approximately two

orders of magnitude which results in an increase in the open circuit voltage (VOC) and

wiping detrimental defects out of grain boundaries [58, 59]. Employing enamelled steel

substrate which release more K compared to Na has made a significant role in exploring

the beneficial effect of K in device performance [4, 50, 60, 61]. PDT with KF uncovered

the outstanding role of K in reducing recombination at the CdS/CIGSe interface and

boosting the quality of the pn-junction [50,62]. Also, PDT with KF results in a shorter

deposition period for CdS, which give rise to the formation of a thinner buffer layer,

meaning smaller amount of toxic Cd in the cells without a drop in the cell perfor-

mance [50, 63]. In spite of positive effects, it was also reported that the presence of

alkaline elements during the growth process (especially for absorber deposited at low

temperatures) can lead to a deterioration of the PV performance [64]. Even though

Na in low concentrations is benign, if Na impurities are present in high concentration

during growth, it will severely harm the efficiency of the device [65]. Since CISe, CIGSe

and CZTSe are structurally similar, exploring the effects of extrinsic defects such as

Na and K in CZTSe may revolutionise our understanding of its performance and effi-

ciency. This is why one of the questions which I address in this thesis is the theoretical

investigation of the Na and K impurities in CZTSe.
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Chapter 2

First Principles Calculations

2.1 Hartree-Fock Approximation

In this chapter I describe the theoretical background on which the calculations presented

in this thesis rely. Fist the Hartree-Fock approximation is discussed shortly before the

DFT theory and exchange-correlation functionals.

The Hartree-Fock (HF) approximation [66] is the successor of the Hartree method

[67,68]. In the Hartree method [67,68], electrons are assumed as independent particles

and the N-electron wave function can be expressed as direct product of single particle

functions, known as Hartree product:

χHP (r1, r2, ..., rN) = χ1(r1)χ2(r2)...χN(rN), (2.1)

where χi(ri) denotes a single particle wave function and χHP (r1, r2, ..., rN) stands for

the many electron wave function. The main issue with the Hartree approximation is

that it does not fulfill the Pauli antisymmetry principle [69]. According to the Pauli

antisymmetry principle, the sign of the electronic wave function must change if space

and spin coordinates of any two fermion particles are interchanged.

In the Hartree-Fock method, the exact wave function of the system containing N elec-

trons is formed by combining single electron wave function in a way that satisfies the

Pauli antisymmetry principle in a stationary state. This is done by defining the total
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wave function as the determinant of a matrix of single electrons wave functions, called

as Slater determinant:

ψHF =

√
1

N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) ... χN(x1)

χ1(x2) χ2(x2) ... χN(x2)

. . . .

. . . .

. . . .

χ1(xN) χ2(xN) ... χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.2)

In the Hartree-Fock approach the electrons are indistinguishable, which means that

the slater determinant satisfies the Pauli exclusion principle. The Slater determinant

provides an exact electron exchange energy (energy reduction owing to antisymmetriza-

tion). There is, however, also another interaction between electrons. Namely, the cor-

relation energy is the energy reduction term taking into account that electrons with

unlike-spin also avoid each other [70]. The difference between HF energy and the true

ground-state energy gives the correlation energy.

2.2 Density Functional Theory

Density Functional Theory (DFT) is one of the most capable approaches available in

condensed-matter physics, computational physics, and computational chemistry. The

goal of DFT is to describe via approximations the ground state of an interacting many

electron system (in particular atoms, molecules, and condensed phases) in an external

potential using the electron density n(r) as the fundamental variable instead of the one

electron wave functions as in the HF theory.

If we consider a large number of electrons confined in a box, the Hamiltonian of our

system is as follows:

Ĥ = T̂ + V̂ + Û , (2.3)

with the total energy of

E = T + V + U, (2.4)
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where

T ≡ 1

2

∫
▽ψ∗(r)▽ ψ(r)dr (2.5)

V (r) ≡
∫
v(r)ψ∗(r)ψ(r)dr (2.6)

U =
1

2

∫
1

|r− r′|
ψ∗(r)ψ∗(r′)ψ(r′)ψ(r)drdr′. (2.7)

ψ(r) is the electronic wave function, T is the kinetic energy, V (r) is the Coulomb inter-

action between electrons and nuclei and U is the electron-electron Coulomb interaction.

The Hohenberg-Kohn theorem proves that by regarding the ground state density n0(r),

all the physical properties of the system, including the external potential (V (r) ), can

be determined. If we write the hamiltonian of the system as:

Ĥ = T̂ + Û +

∫
v(r)n̂(r)d3(r), (2.8)

the T̂ and Û are called universal terms and F̂ = T̂ + Û , i. e. they apply to all electronic

systems in their ground state.

2.3 Hohenberg-Kohn Theorems

The two Hohenberg-Kohn theorems applied by DFT are the following [71]:

1. The non degenerate ground-state (GS) wave function is a unique function of the GS

density.

ψ0(r1, r2, ..., rN) = ψ[n0(r)]. (2.9)

2. The exact ground state density minimises the total energy, and the GS energy has

the variational property

Ev[n0] ≤ Ev[n
′], (2.10)

where n0 is GS density in the potential V and n′ is some other density. According to

the second theorem, the expectation value of the Hamiltonian for any wave function ψ′,
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that is not its GS wave function is always greater than the GS energy,

Ev[ψ0] = ⟨ψ0|Ĥ|ψ0⟩ ≤ ⟨ψ′|H ′|ψ′⟩ = Ev[ψ
′]. (2.11)

2.4 The Kohn-Sham Energy Functional

In 1965, Kohn and Sham (KS) proposed an expression for F̂ . The F̂ [n] –known as the

universal functional– has been splitted in such a way that only the so-called exchange-

correlation energy functional, Exc[n], is approximated.

The idea behind the KS theory is that if an interacting particle system is replaced by a

system of non-interacting quasi-particle, the external potential v(r) for the interacting

particle system could be reproduced in a system of non-interacting particles with the

external potential vs(r) [72], and the suitable expressions for T [n] and U [n] are

T [n] = Ts[n] + Tc[n] (2.12)

and

U [n] = UH [n] + Ux[n] + Uc[n]. (2.13)

Ts[n] is the kinetic energy of a non interacting system with density n, in terms of

single-particle orbitals ϕi(r)

Ts[n] = − ~2

2m

N∑
i

∫
d3rϕ∗

i (r)▽2 ϕi(r), (2.14)

for a system of non-interacting particles, the sum over individual kinetic energies, gives

the total kinetic energy of this system. Tc[n] represents the kinetic part of the correlation

energy. By definition Tc[n] provides the difference between the kinetic energy of an

interacting system and the kinetic energy of a non interacting system (T −Ts). UH [n] is

the Hartree potential, which is the mean-field Coulomb interaction of a single electron
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with the charge of all other electrons,

UH [n] =
1

2

∫
d3r

∫
d3r′

n(r)n(r′)

|r− r′|
. (2.15)

Ux[n], known as exchange energy, arises due to the Pauli principle. Now one can rewrite

the exact energy functional of the system as

E[n] = T [n] + U [n] + V [n] = Ts[ϕi[n]] + UH [n] + Exc[n] + V [n], (2.16)

where by definition Exc is

Exc = (T − Ts) + (U − Us). (2.17)

Since the interaction terms are all included in the exchange-correlation energy (except

Exc), the other terms of Equation 2.16 can be calculated exactly. The corresponding

Schrödinger equation for a KS system is:

[− 1

2m
▽2 +uH(n(r

′)) + vext(r) + vXC(r)]ψi(r) = εiψi(r), (2.18)

n(r) =
N∑
i=1

|ψi(r)|2. (2.19)

The above equation can be solved self consistently in several iterations (the explanation

comes in Section 2.10). In principle, by solving the Kohn-Sham equation, we do not

need empirical data from experimental results. This is why DFT calculation are also

known as ab initio or first-principle calculation. To solve the Kohn-Sham equation

computationally, the following parameters should be defined: a suitable approximation

for exchange-correlation energy, a suitable basis set, an appropriate pseudo-potential,

mesh for k-point sampling of the Brillouin zone of a solid, and the atomic structure of

the unit-cell for the given crystal. These aspects are discussed in the following sections.
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2.5 Exchange-Correlation Functionals

Local Density Approximation

The exchange correlation energy in Equation 2.16 can not be evaluated exactly and

we need an approximation for the EXC functional. The local density approximation

(LDA) [73] was the first approximation that has been used. In this approximation one

assumes that for regions of a material where the charge density of the system varies

slowly, the exchange correlation energy per electron ϵXC(r) at that region is equal to

the exchange correlation energy of a homogeneous electron gas with the same density.

In this approximation the exchange-correlation energy is given by

ELDA
XC [ρ] =

∫
ρ(r)ϵhomXC (ρ) d(r), (2.20)

where ϵhomXC (ρ) is the exchange correlation energy of a homogeneous electron gas with

the same density of ρ.

To include electron spin in the approximation, LDA is generalized as local spin-density

approximation (LSD) [74]

ELDA
XC [ρ ↑, ρ ↓] =

∫
ρ(r)ϵhomXC (ρ ↑, ρ ↓) d(r). (2.21)

The ϵhomXC (ρ) is a well established parameter, and as a result, there is only one LDA

approximation.

Generalized Gradient Approximation

The so-called Generalized Gradient Approximation (GGA), which has been improved

upon the local spin density (LSD) approximates the energy of the true density by

including the energy of the gradient of the electron density. Where ρ = ρ ↑ + ρ ↓

EGGA
XC [ρ ↑, ρ ↓] =

∫
d(r)f(ρ ↑, ρ ↓,▽ρ ↑,▽ρ ↓). (2.22)
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The most preferred choice for f(ρ ↑, ρ ↓,▽ρ ↑,▽ρ ↓) is still a matter of debate and

there are several different parametrizations of the GGA, each resulting in different en-

ergies for the same system. The construction of some GGA functionals starts from the

uniform electron gas, and some are semi-empirical functionals, which contain one or

more parameters fitted to a particular finite system.

Although GGA can yield highly successful results for small molecules, it is often not

as predictive for systems with strongly correlated electrons or in systems with delo-

calized electrons such as simple metals [when f(ρ ↑, ρ ↓, 0, 0) ̸= ρ(r)ϵhomXC (ρ ↑, ρ ↓)]. A

first-principles numerical GGA can be formulated by setting the second-order density-

gradient expansion for the exchange-correlation hole neighbouring the electron in a

system where the density alters slowly, then, to satisfy sum rules on the exact hole, its

long-range parts is cut-off. In 1991, Perdew and Wang presented a functional known as

PW91 [75] to fit this numerical GGA analytically. Afterwards, in 1996, Perdew, Burke,

and Ernzerhof (PBE) [76] proposed the formalism for a simplified GGA for exchange

and correlation, in which all parameters (other than those in LSD) are basically con-

stant. In general, independent of the model used for the hole (for example PW91), the

PBE functional is numerically compatible to PW91 [76].

Hybrid Functionals

One of the stat-of-the-art methods to calculate the XC energy for semiconductors and

strongly correlated systems to mitigate the shortcomings of GGA mentioned above is

using hybrid functionals [77, 78]. Hybrid functionals are a class of approximations ap-

plied to calculate the exchange-correlation energy, which are not pure DFT functionals.

The basic idea behind the hybrid functionals is to mix Hartree-Fock exchange ener-

gies with those obtained from DFT methods in order to improve the calculations. The

simplest form for such a hybrid functional can be written as:

EXC = α EHF
X + (1− α) EPBE

X + EPBE
C . (2.23)
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The parameter α controls the amount of Hartree-Fock exchange in our hybrid func-

tional calculations, and can be fitted empirically or estimated theoretically. The mixing

coefficient α is not equal to or close to 1, since the full exact exchange is not compatible

with EPBE
C . The motivation for constructing hybrid functions arises from the fact that

combining the DFT and HF functionals one can compensate for their deficiencies. For

example, DFT underestimates the band gaps of semiconductors and HF overestimates

band gaps, however by applying the hybrid functionals, DFT and HF functionals act

complementarily and the predicted band gap is much more accurate. Furthermore, the

calculated total energies and system geometries are also more accurate.

2.6 Plane-Wave Basis Sets and Bloch Theorem

By definition, a plane-wave is a constant-frequency wave whose wave fronts consists

of infinite parallel planes with a constant amplitude. Although the requisite of having

a perfect plane-wave is its propagation to infinite extent, but, many waves are locally

considered as plane-waves. The general form for representing a plane-wave is given as:

P (r, t) = P0 e
i(k.r−wt), (2.24)

where k is the wave vector inside the first Brillouin zone of the reciprocal lattice, r is

the position vector and w is the wave’s angular frequency.

Bloch’s theorem states that in a periodically-repeating solid, the wavefunction of an

electron assumes the following form [79,80]:

ψi(r) = exp[ik.r] ui(r), (2.25)

which is a product of a periodic function, ui(r), and a plane-wave, exp[ik.r]. The periodic

function can be expanded as:

ui(r) =
∑
G

ci,G exp[iG.r], (2.26)

23



Chapter 2. First Principles Calculations

where G is the reciprocal lattice vector and is defined by G.R = 2πm, R is the Bravais

lattice vector and m is an integer. So, each electronic wavefunction can be written as a

sum over plane-waves

ψi(r) =
∑
G

ci,k+G exp[i(K+G).r]. (2.27)

The Kohn-Sham potential is defined as

VKS(r) = Vext(r) + VH(r) + Vxc(r). (2.28)

In a solid this potential is periodic with the same periodicity as the bravais lattice

vector, R, so one can write it as:

VKS(r+R) = VKS(r). (2.29)

Hence, one can apply the Bloch’s theorem and express the KS eigenfunctions of the

periodic crystalline solid system as:

ψn
k (r) = (

∑
G

ψn
k (G) eiGr) eikr, (2.30)

where the eigenfunctions ψn
k (r) are indexed by a vector k in the first Brillouin zone

and n stands for the band number. The vector G corresponds to all the reciprocal

lattice vectors and ψn
k (G) are the wave function components in the reciprocal space.

For computational purposes, this sum is truncated to the plane-waves for which the

kinetic energy is lower than a certain cut-off energy, Ecut

~2

2m
|k+G|2 ≤ Ecut. (2.31)

The cut-off energy is one of the crucial factors that controls the precision of our com-

putational calculations. The precision can be systematically improved by increasing the

cut-off energy, but the calculation gets computationally more expensive. The number
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of plane-waves for a specified cut-off energy depends upon the selected k-point mesh.

In the center of the BZ the number of plane-waves has the following relationship to the

cut-off energy:

Npw =
4π

3ΩBZ

(Ecut)
3
2 , (2.32)

where ΩBZ is the volume of our BZ. In agreement with above equation, the number of

plane-waves scales as E
3
2
cut.

2.7 Pseudo-Potential

Hans Hellmann introduced the concept of pseudo-potential approximation in 1934 [81].

In the framework of the pseudo-potential approximation only the chemically active va-

lence electrons are dealt with explicitly in the Schrödinger equation and the effect of the

non-valence electrons (called frozen electrons) and also the nuclei are substituted by an

effective potential, called pseudo-potential. Hence, in the Schrödinger equation, instead

of the Coulomb interaction term for core electrons and the nuclei, the pseudo-potential

is used. Pseudo-potentials make plane-wave basis sets practical to use for computational

calculations [82]. Since the core orbitals are bounded very tightly, and also to main-

tain the orthogonality between the core wave functions and the valence wave functions,

the wave function of the valence electrons oscillate rapidly in the core electron region.

Therefore, a very large number of plane-waves must be used for an all-electron calcula-

tion, which makes such calculations prohibitively expensive from the standpoint of the

computational resources. By taking advantage of the pseudo-potential approximation,

a much smaller number of plane-wave basis sets can represent the electronic wave func-

tion of the system. Consequently, pseudo-potentials are a strongly relevant factor in the

plane-wave method.

2.8 Brillouin Zone Sampling

To determine the electronic charge state n(r) from Equation 2.19 applied for a periodic

system, one has to perform an integration over the Brillouin zone. For this purpose, the
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wave function and their corresponding energies at certain points of the first Brillouin

zone are calculated. Points in the reciprocal space grid generated for the BZ integration

are usually connected to each other by symmetry operations. The smallest portion of

the Brillouin zone (BZ) which can reproduce the BZ via symmetry operations is referred

as the irreducible BZ. Using these operations reduces the number of points that are used

in the BZ integration, and consequently the computational effort. In this thesis for the

investigation of solar cell materials I have used a uniform grid based on the Monkhorst-

Pack scheme [83]. In addition to symmetry, for choosing appropriate k-points we need

to consider the uniformity of the BZ too. As discussed by Moreno and Soler [84], mesh

points that are evenly distributed are preferred over those that have different densities

in different dimensions. Furthermore, displacing the mesh origin from the Γ point is a

common way to reduce the number of inequivalent mesh points.

2.9 Unit-Cell

The notion of the unit cell is a basic underlying concept for the description and

characterization of crystal structures. By definition, the smallest unit of volume,

consisting of atoms which has the overall symmetry of a crystal is called the primitive

unit cell. By repeating the unit cell in three dimensions, the bulk arrangement of the

crystal can be built. In the early 19th century, the work of Auguste Bravais revealed

that there are only seven crystal systems, which tell us how the atoms are arranged

within the unit cell. Thus, many different crystals share the same unit cell type. One

of the most important characteristics of a unit cell is the number of atoms which it

contains and the total number of atoms in the entire crystal equals the number of unit

cells multiplied by the number of atoms each unit cell contains.

The simulation of large extended crystals can be often dramatically simplified by using

a simple unit cell containing only a few atoms and three dimensional periodic boundary

conditions, where the unit cell is periodically repeated in the three spatial dimensions.
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2.10 Self-Consistency Loop

In order to determine the ground state energy of solids, we need to diagonalize the

KS Hamiltonian iteratively in conjunction with an iterative improvement of the charge

density. Figure 2.1 shows a typical flowchart diagram for the steps involved in a density

functional self-consistent loop.

In the first step, an initial charge density ρin and a set of trial wave functions ψi is

chosen. This initial charge density corresponds to the superposition of the atomic pseudo

charge densities of each atomic site present in the unit cell. Using this initial density, the

total Hamiltonian of the solid can be build, which encompasses the Hartree potential

VH [ρin(r)], exchange correlation potential Vxc[ρin(r)] and ionic potential Vion(r). Next,

the Hamiltonian

[− ~2

2m
▽2 +Veff (ρ(r), r)]ψi(r) = εiψi(r), (2.33)

is being diagonalized in order to compute the energies. After diagonalizing the Hamil-

tonian, a new charge density, ρout(r) can be computed, where

ρout(r) = Σi|ψi(r)|2. (2.34)

To get the Kohn-Sham ground state energy self consistently, the difference between ρout

and ρin should be zero. After reaching consistency, the cycle stops and all other desired

quantities such as total energy, band structure, density of states, etc. can be computed.

However if the output density, ρout(r), does not equal the starting density, ρin, a new

ρin will be generated and a new another self consistent cycles starts. In practice, one

allows for a small difference between ρout and ρin, and once the change is smaller than

this convergence criteria, one assumes that the self-consistency have been reached.

2.11 Formation Energy Calculation

One of the many applications of the theoretical methods described above is the cal-

culation of defect formation energies. This parameter has a great importance in the
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Figure 2.1: Schematic flow chart of a self consistent algorithm for a density functional based
calculation.
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framework of this thesis, therefore, a detailed description is given in the following para-

graphs.

Supercell calculation is the most prevalent procedure to calculate the formation energy

of impurities in bulk materials. In this method a defect α with charge state q is sur-

rounded by a finite number of atoms of the bulk compound, and the whole structure is

repeated periodically [85]. The dimension of the supercell has to be rather large to re-

duce the spurious interactions between the defect and its own periodic replicas [26,47].

The formation energy of a charge neutral defect or impurity α is defined as

Ef [α
q] = Etot[α

0]− Etot[pure]− Σiniµi, (2.35)

where Etot[α
0] is the total energy of the supercell with the defect α and Etot[pure] is

the total energy of the equivalent defect-free bulk supercell. ni represents the number

of atoms of type i that have been added to or removed from the bulk supercell to

create defects, and µi is the associated chemical potential. When the defects are charge

neutral, the interactions between neighbouring defects converge quickly with the size

of supercell and the obtained value for the formation energy of isolated defects is quite

reliable even for small supercell calculations. This is not the case for cells containing

charged defects.

2.12 Charge Correction Error

For charged supercells, the computational conditions are more complex for a multitude

of reasons [86]. Namely, the periodically repeated defect system effectively consists of

a uniform neutralizing background charge. This background charge ensures that the

electronic energy per unit cell stays finite. Since the charge of the defect system does

not match that of the neutral supercell, a chemical potential for the electrons has be

added to the Equation 2.35 to take this contribution into account. As a result, for a
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charged supercell the formation energy is defined as

Ef [α
q] = Etot[α

q]− Etot[pure] + Eq
corr − Σiniµi + q[EV BM + µe +∆v0/b], (2.36)

where q is the charge state of the defect, EV BM is the valence band maximum of the

defect-free bulk and µe is the chemical potential of the electrons. Due to the finite-

size of the supercells the formation energies need to be corrected. To do so, first the

total energy is being corrected by a potential alignment term, q∆v0/b. Next, the to-

tal energy is corrected by Eq
corr that accounts for the interaction of the charged defect

with its periodic replicas (image-charge correction). ∆v0/b is the difference between

the average electrostatic potential of the bulk and the supercell containing the asso-

ciated neutral defect, and it is most straightforward for determine this term based on

calculations performed on neutral defects [86]. The ∆v0/b parameter can be either de-

termined as the difference between local potentials via the averaging over transversal

planes (planar-average method) or via averaging over the core zones surrounding the

nuclei (core-average method).

The correction term Eq
corr in Equation 2.36, that stands for the finite-size supercell cor-

rection can be obtained through several schemes. In this thesis we applied the approach

proposed by Lany and Zunger (LZ) [87]. Eq
corr in the scheme of LZ is obtained by con-

sidering the charge density difference between the charged and the neutral supercells

through DFT calculations, which is expressed as

ELZ
corr = [ 1 − csh ( 1− 1

ε
)]
q2α

2εL
, (2.37)

where ε is dielectric constant of the bulk, L is the cubic root of the supercell volume

and the term csh treats the adopted cell shape. According to LZ, both image-charge

interaction and potential-alignment effects must be corrected simultaneously.
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The Theory of Diffusion

3.1 Fick’s Laws

Defects and impurities which are present in a crystal do not remain still. They exchange

their sites with lattice atoms, jump in between them, and diffuse around the crystal

lattice constantly. Defect diffusion leads to a redistribution of defects and also mediating

the mass transport of the constituent atoms. The presence of different types of defects

gives rise to different diffusion mechanisms. Substitutionally dissolved defects diffuse

by the same point-defect mechanism as self diffusion. Such a movement or jump of the

interstitial atom leads to a significant distortion of the lattice, and this mechanism is

more likely to take place when the interstitial atom is smaller than the atoms on the

lattice positions of the bulk material. Vacancies and interstitial defects are also mobile

defects that mediate self-diffusion [88].

Fick’s first law assumes that in a steady state, the flux moves from a high concentration

region to a low concentration region. In one dimension the law can be written as:

J = −D∂ϕ
∂x
, (3.1)

where J is the diffusion flux, ϕ is the concentration in dimension of (mol m−3) and D

is a mathematical function which relates the concentration of a specific species with

the flux at a specific temperature and is called the diffusion coefficient. Since there
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are several different diffusion mechanisms corresponding to the transport of vacancies,

interstitial and substitutional atoms, the total diffusion coefficient equals to the sum of

these contributions:

Dtotal = DV acancy +DInterstitial +DSubstitutional. (3.2)

The diffusion coefficient is a product of the defect concentration, Cx, and defect diffu-

sivity, dx, so

Dtotal = Σx(
nx

N
)dx, (3.3)

where x refers to different diffusion mechanisms and

dx = Dx
0exp(

−Em

KBT
). (3.4)

In the equation above the constant Dx
0 is the product of temperature independent terms

for a given process and Em is the enthalpy difference between the initial state and the

saddle point along the diffusion path. Defect concentration is proportional to exp −Ef

KBT
,

where Ef is the formation energy of the defect and by using the following equation in

thermal equilibrium, Ea = Em + Ef , (in case of non equilibrium conditions Ea = Em),

we obtain the equation below for the diffusion coefficient:

D = Dx
0exp

−Em

KBT
exp

−Ef

KBT
= Dx

0exp
−Ea

KBT
. (3.5)

The above equation is called Arrhenius equation [89], where Ea is the overall activation

energy for the given process, KB is the universal gas constant or Boltzmann constant

and T is the temperature. For instance, an interstitial-mediated diffusion occurs when

an ion moves from one interstitial site to a neighbouring interstitial site, overcoming

the migration enthalpy, Em. For interstitial contribution to the diffusion coefficient, we
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have

DI ∼ exp
−Ea

KBT
. (3.6)

Fick’s second law assumes that D is a constant, which holds true only for highly diluted

liquid solutions. By combining the continuity equation of mass transport

dϕ

dt
= −∂J

∂x
(3.7)

and Fick’s first law, Fick’s second law can be derived as

dϕ

dt
=

∂

∂x
(D

∂ϕ

∂x
) = D

∂2ϕ

∂x2
. (3.8)

Fick’s second law of diffusion describes the velocity of accumulation (or depletion) of

concentration inside a volume as proportional to the second derivative of the local

concentration to tell us the rate at which concentration is changing at any given point

in space. Assuming that we know the diffusion coefficient, this formula allows us to

determine how much time is needed (on average) for particles being transported by

diffusion to travel across a particular distance.

3.2 Transition State Theory

3.2.1 A Brief Introduction to Transition State Theory

Transition state theory (TST) also known as “absolute rate theory” or “activated-

complex theory” is base on a hypothetical quasi-equilibrium transitional state that

exists between initial state (reactant) and final state (product) during a chemical reac-

tion. Figure 3.1 depicts a reactant, product and a transition state along a hypothetical

reaction coordinate, also referred as reaction path. TST has been formulated by Wigner,

Eyring, Polanyi and Evans in the 1930s [90–93]. Before TST, the Arrhenius equation

was employed for explaining the rate of a chemical reaction. However, this equation
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Figure 3.1: A diagram of the reaction coordinate.

can be used only for gas-phase kinetics and since the equation was derived empirically

based on experimental findings, the theoretical basis for the pre-exponential factor (D0)

and activation energy was not understood.

According to TST, there is a quasi-equilibrium state between the reactant state and the

product state, called transition state. In the transition state, the reactants are joined

to a species known as activated complex. The theory presents three basic concepts con-

cerning the activated complex:

1. The activated complexes are in an equilibrium condition with the reactant molecules,

even when the reactants and products are not in equilibrium with each other.

2. The reaction rate can be investigated through examining the activated complexes.

3. The activated complexes can break apart either leading back to the the reactants or

to form the product.

3.2.2 Assumptions and Limitations of TST

Besides the Born-Oppenheimer (adiabatic) approximation, which is implicit in the use of

potential energy surfaces (will be explained in the next section), three additional major

assumptions are involved in TST [94]. Although the theory is extensively applicable,

each of these three assumption introduce some limitations to it.
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According to the first assumption, the atomic nuclei act in accordance with classical

mechanics. As a consequence, the reaction will take place only if the atoms and molecules

run into each other with enough energy for forming the transition state, otherwise

the reaction does not take place. However according to quantum mechanics, even if

the particles do not have enough energy for overcoming the energy barrier, there is

a possibility of tunnelling across the barrier. So, regarding the laws of the quantum

mechanics, even if the particles do not collide with sufficient energy to get over the

energy barrier, there is still a chance that reaction will occur leading to a product or

multiple products. Since the chance of tunnelling is elevated by lowering the barrier

height, this assumption makes a substantial limitation for reactions with comparatively

low energy barriers. TST is also based on the assumption that each intermediate state

lasts long enough in order to reach the Boltzmann distribution of energies before moving

towards the next step. Hence, the TST can provide inaccurate results for states involving

short duration.

In the third assumption, the TST premises that for any activated complex that crosses

the potential energy barrier the formation of product is inevitable and the activated

complex will certainly persist on creating the products of the reaction. However, in a

real system some trajectories may get back to the reactant side and traverse the barrier

several times.

3.3 Potential Energy Surface

Potential energy surface (PES) is a basic concept in computational chemistry which

describes the energy of a system (collection of atoms) in terms of their geometrical

parameters like the position of atoms, the bond length and the angle between bonds. If

q stands for the geometric parameter of the system, then mathematically a stationary

point in PES is the point in which the first derivative of the potential energy with

respect to each geometry parameter is zero (each derivative is with respect to only one
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geometric variable q of which E is a function):

∂E

∂q1
=
∂E

∂q2
= ... = 0. (3.9)

The reactant and product structures which represent quasi-stable systems are minimas

of the PES and any little transfiguration in the geometry of the system leads to an

increases in the energy of the system. Thus, for a minima on the PES, for all q as

shown in Fig 3.2 (a)

∂2E

∂q2
> 0 (3.10)

Another kind of stationary point on the PES is called a saddle point. A saddle point is

Figure 3.2: The left figure shows a minimum in PES and the right figure shows a transition
state or saddle point in PES.

a maxima along the reaction coordinate and a minimum in all other directions. Travel-

ing from one minima (reactant) to the other one (product) on the reaction coordinate

requires enough energy (called activation energy) for traversing the maximum barrier

(transition state or saddle point). As it is shown in Fig 3.2, along A-B direction, a max-

ima is placed, however along the C-D direction it corresponds to a minima. Hence, for

a transition state or saddle point on the PES for all q excluding the reaction coordinate

∂2E

∂q2
> 0 (3.11)
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and along the reaction coordinate

∂2E

∂q2
< 0. (3.12)

The path which links two minimas on the PES and shows the highest statistical weight

is known as minimum energy path (MEP). Several methods have been presented for

finding MEP between the reactant and the product structure [95–97]. Some of these

methods map out a path with a starting point at a local minimum on the PES and then

walk along the PES step by step to find a path of slowest ascent [98–102]. The other

types fall downhill from transition state toward energy minima through the steepest

descent pathway [103–107]. In this scheme the TS is first optimised and then pathways

from TS to the initial and final structures are defined. To avoid the calculation of TS

before having onformation on the MEP, a new scheme called chain-of-states method

has been developed. In this method reactant and product structures which are minimas

on PES are connected with a number of images (also referred as replicas, or states)

which are optimized simultaneously while keeping the endpoints fixed. In order to have

a smooth propagation of images the distance between neighbouring images must be held

equidistant. To achieve this purpose some constraints are applied between them [108–

112]. In the following sections we will focus on such chain-of-states methods.

3.4 Plain Elastic Band (PEB) Method

In the framework of the so called chain-of-state methods, several images are linked

together in order to span a path between an initial and a final state. To find a the

MEP via the plain elastic band (PEB) method [113], first of all an initial guess for the

transition path is simply constructed by a linear interpolation between reactant and

product configurations in the Cartesian coordinate space. Therefore, the intermediate

images will be defined by a set of coordinates as

Ri = R0 + i∆R, ∆R =
R0 −Rn+1

n+ 1
, (3.13)
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where Ri is the position vector of image number i, R0 is the position vector of reactant

structure, n is the number of intervals which goes from 1 to i and Rn+1 is the position

vector of the product structure. By introducing a harmonic spring force between neigh-

bouring images, the collapse of the midway images can be prevented. As a result, the

atoms from intermediate image i are connected with their neighbouring intermediate

images i− 1 and i+ 1. For such a system the object function can be defined as

S(R1,R2, ...,Rn)=
n+1∑
i=0

+
n+1∑
i=1

nk

2
(Ri −Ri−1)

2, (3.14)

where E(Ri) is the energy of the system at image i with atomic positions Ri and k is

the spring constant. In order to find the MEP, the reactant and product configurations

should be held fixed and the object function should be minimized with respect to the

nuclear coordinates in all replicas Ri. There are two force components acting on the

images: the spring force which is defined as

FS
i ≡ ki(Ri+1 −Ri)− ki(Ri −Ri−1) (3.15)

and the true force (Ft
i), which is the gradient of the energy with respect to the atomic

positions at the i-th image: Ft
i = −∇E(Ri).

In consequence, the forces acting on the i-th image in elastic band method can be

written as: FEB
i = Ft

i +Fs
i . From the perspective of the accuracy of the chain of states

methods, the PEB method has a major flaw, because it is not able to locate the TS

exactly. In fact, the plain elastic band method can not discover the position of TS even

for a very large number of intermediate images, except when i goes to infinity, which is

of course computationally not feasible. The two shortcomings of the plain elastic band

are described in the following:

1. The images slip down on the PES towards the initial and final minimas, i. e. reatant

and product states. As a result there is no high energy image available near the TS, so

the resolution of the path is reduced in the most important region of the path and the

activation energy will be underestimated. This problem could be solved by increasing
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the stiffness of the springs. However, by considerably increasing the spring constant it

leads to the so called corner cutting, described below.

2. Since the pathway is not continuous, by increasing k, the path will spuriously bend

in the vicinity of TS region and cuts the corners. As a result of the stiffer springs, the

path will prefer to go over the high energy parts of PES rather than following the MEP.

Because of this the potential energy of the images increases, and the barrier will be

severely overestimated.

As a conclusion to the discussion from above, one can not set a perfect k, which corrects

the sliding of replicas toward minimas and at the same time prevents corner-cutting.

Furthermore, a large number of intermediate images is needed in order to have a good

estimation for the TS, which is computationally very expensive for real life systems,

especially when one uses hybrid functionals. Because of these two shortcomings of the

PEB method, this scheme is outdated and it has been replaced by the so called Nudged

Elastic Band (NEB) method, which will be presented in the following section.

3.5 Nudged Elastic Band (NEB) Method

The NEB method is employed for finding the minimum energy path in a chemical

reaction and estimating the activation barrier, in which the shortcomings of the PEB

method is solved through a force projection scheme. A local tangent to the path at

replica i, which is connected to the neighboring i− 1 and i+ 1 replicas in the chain is

constructed as:

τi =
Ri −Ri−1

|Ri −Ri−1|
+

Ri+1 −Ri

|Ri+1 −Ri|
. (3.16)

The local tangents τi are updated after every M steps (where M is on the order of 10)

in the optimization [114], where after every optimization step new forces and energies

are calculated based on the new R positions. After applying the τi local tangents of the

path, the spring forces and true forces are projected into the parallel and perpendicular

components according to the τi:
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Figure 3.3: The forces acting on the images in plain elastic band (PEB) model and nudged elastic
band (NEB) method are illustrated in the left and right panels of the figure, respectively. In
NEB method, the F tV

i and F sH
i correspond to the vertical component of the true force and

horizontal component of the spring force respectively. The i, i− 1 and i+1 stand for the index
of the images.

Ft
i = F

t∥
i + Ft⊥

i ; Fs
i = F

s∥
i + Fs⊥

i . (3.17)

The corner cutting problem affecting the PEB method comes from the perpendicular

component of the spring force (Fs⊥
i ) which tends to pull the replicas off the MEP (up

on the PES) by straightening the path. On the other hand, the component of the true

force which is in the direction of the path (Ft∥
i ) tries to pull the images down toward the

two endpoints which causes the problem of the images sliding down. In NEB method,

an elastic band is minimized by excluding the perpendicular component of the spring

force and the parallel component of the true force. Thus, the forces on each intermediate

image i can be written as

FNEB
i = Ft⊥

i + F
s∥
i

(3.18)

in which

Ft⊥
i =−∇E(Ri) +∇E(Ri).τ̂iτ̂i,

F
s∥
i =k(|Ri+1 −Ri)| − |Ri −Ri−1|)τ̂i.

(3.19)
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In the above equations the unit vector τ̂i is the normalized local tangent at image i

defined as: τ̂i = τi
|τi| . Due to the force projection, the spring force only takes care of

establishing an even distribution of images along the path and does not interfere with

Ft⊥
i in the off-path track. So, the k value can be increased without causing corner-

cutting. This projection of Ft⊥
i and F

s∥
i components has been referred as nudging of the

elastic band [115].

3.6 CI-NEB Method

In a calculation where the MEP is being evaluated with the NEB method, most often

the number of images is limited in comparison with the length of the MEP. Thus, only

few images are available in the vicinity of the saddle point and consequently, the TS

obtained via the NEB can be inexact. Thus, even the NEB method is not able to find

the saddle point for asymmetric reactions, or for symmetric reactions using even number

of intermediate images i. The climbing image NEB (CI-NEB) method is a modification

to NEB, which is able to locate the position of the saddle point more accurately [116].

In CI-NEB method a precise convergence to the saddle point is obtained by taking the

image with energy resulted from NEB method and acting the following force on it:

Fimax = −∇E(Rimax) + 2∇E(Rimax)|∥

= −∇E(Rimax) + 2∇E(Rimax). ˆτimax ˆτimax .
(3.20)

This way the shape of the MEP is maintained and since all images are being optimized

simultaneously at every force iteration M , no additional effort is needed to turn the

image with the highest energy on the PES into a climbing image. As it is clear from

equation 3.20, in CI-NEB modification the climbing image is not influenced by the spring

forces and therefore the distances between the intermediate images located on the two

sides of the peak in the vicinity of the TS can be different from each other. Accordingly,

while the images on one side of the highest energy repplica start to compress, the images

on the other side can spread out. In this thesis the CI-NEB scheme has been applied
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for finding the transition state, and calculating the activation barrier.
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4.1 Background and Scope

The global energy demand is constantly on the rise [117]. If renewable-energy resources

like solar cells are to make a significant contribution to this growing demand, they

should be able to produce energy in the terawatt scale. Cu(In,Ga)Se2 (CIGSe) con-

sisting of CuInSe2 and CuGaSe2 is widely used as light absorber layer in efficient and

inexpensive thin film solar cells, which have produced maximum conversion efficiencies

of up to 21.7% [118,119].

Solar cell devices based on CIGSe are manufactured with either a CdS [50,62,120] or a

zinc oxysulfilde (ZnS(O,OH)) buffer layer deposited between the CIGSe light absorber

and the front contact [121, 122]. In the vicinity of the buffer layer a hetero-junction

is formed between a p-type CIGSe and a Cu-poor CIGSe phase [25], which is widely

accepted to be an ordered vacancy compound (OVC) [26–28].

Intrinsic defect pairs may order in a low energy configuration to minimize the Madelung

energy at low temperatures by repeating the defect pair of (2V2−
Cu+In2+

Cu). This process is

based on the following reaction: nCuInSe2+mIn→ Cun−3mInn+mSe2n+3mCu, where

m=1,2,3,...N, and n=3,4,5,...N. In their seminal work of Zunger and his coworkers re-

ferred above, they consider the following rules to distribute the (2V2−
Cu+In2+

Cu) defects in

the OVC: (a) minimum Madelung energy and (b) minimal deviation from the octet rule.

Regarding the rule (a), they consider the charge of VCu, Cu, In and Se equal to their

nominal charge, i.e. 0, 1, 3, and -2, respectively. Each Se is surrounded by four cations.

Keeping minimum deviation from the octet rule gives rise to three different types of

tetrahedron around the Se: VCu+Cu+2In (k = 7), 2Cu+2In (k = 8), and VCu+3In (k

= 9), where k represents the sum of valence electrons of four cations surrounding Se.

Since k = 7 and k = 9 are differently charged, they remain nearby to raise Coulomb

attraction. Furthermore, the number of k = 7 and k = 9 clusters in CuIn5Se8 are equal

to keep the charge of the whole system neutral. Although CuInSe2 consists of 100 % k

= 8 clusters, CuIn5Se8 has 50 % of k = 7 and 50 % of k = 9 clusters [123], hence, in

average the k=8 octet rule is respected.

In recent years there is a constantly growing interest and ongoing scientific discussion
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to look for alternative materials containing earth-abundant elements that can be used

as efficient absorber material. Current solar cells with high energy conversion efficiency

such as Si-based and thin film solar cells using CuIn1−xGaxSe2 (CIGSe) have natural

limitations that prevent them reaching the terawatt production scale. The low attain-

ability and high expense of In and Ga makes the production of these cells on a massive

scale unpractical. For the manufacturing of single-crystal Si cells, tremendous amount

of energy and natural resources are needed as well [124] for the purification of Si and

for the zone melting process to obtain single crystals with controlled quality. A promis-

ing alternative to the ternary CIGSe compound is quaternary Cu2ZnSnSe4 (CZTSe).

Instead of In and Ga, CZTSe contains zinc (Zn) and tin (Sn) that are earth-abundant,

inexpensive, and non-toxic elements. CZTSe is derived by substituting half of the in-

dium atoms with zinc and the other half with tin in the CuInSe2 (CISe) chalcopyrite

compound. In the CISe chalcopyrite-type structure two different cations (Cu and In)

are present in the cation tetrahedra. For comparison, in CZTSe three different cations

are involved in the tetrahedra [33]. Although so far CZTSe-based solar cells are not

as efficient as CIGSe-based solar cells, the conversion efficiency of 12.6% reached for

CZTSe-based devices [22] show a great potential of CZTSe to serve as absorber layer

in low-cost and high-efficiency solar cells.

In experimental studies it has been shown that the incorporation of small amounts of

Na and K with the concentration of around 0.1 atomic percent into the CIGSe layer

increases the efficiency of the solar cell devices [3,50]. However, so far the driving mech-

anism behind the benign effect of Na and K upon the efficiency of thin film solar cells

is not well understood, and their function is highly debated.

Considering that in solar cells fabricated on an industrial scale mainly soda-lime glass

(SLG) is used as the substrate, the issue of Na and K impurities becomes even more

important. Namely, SLG contains both Na and K in oxide form, and during the thin

film deposition these elements diffuse into the CIGSe absorber layer. The amount of K

included in SLG, however, is less than Na [50, 125]. This is why the incorporation of

Na into the absorber layer has been a very hot topic of scientific research [57,126–128],

and was extensively studied since the work of Hedstroem et al. [49]. In contrast to
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Figure 4.1: The crystal structure showing the conventional tetragonal unit cell of Cu(In,Ga)Se2
(top panel) and chalcopyrite polytipe of CuIn5Se8 (bottom panel) ordered vacancy compound.
V in this notation refers to pristine cupper vacancy sites that are present in CuIn5Se8.
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Na, the diffusion and incorporation of K into the absorber layer is a relatively new

topic [4, 50,60,61].

Recent experiments on CIGSe thin film solar cells with enamelled steel sheets as sub-

strate, which includes a higher amount of K than Na, have indicated higher doping and

stronger elemental grading profiles of K compared to the reference samples on glass

substrates [4, 60]. The control over the incorporation of Na and K into the absorber

layer is a crucial issue for increasing the efficiency of chalcopyrite thin film solar cells.

Na and K exhibit homologous behaviour and have common chemical properties. This

would suggest that they should have similar effects upon the atomic and electronic

structure of the light absorber layer. Furthermore, taking into account the ionic radius

of K+, which is larger than Na+, one would expect a lower diffusivity of K, and K may

not be able to occupy certain sites in the absorber layer [129].

The recent report of Wang et al. have anounced an efficiency of the CZTSe solar cells

reaching 12.6% [22]. Thus, there is a considerable progress being made to further boost

the efficiency of CZTSe cells. For this it is highly important to establish the function

and understand the effects of various defects in this material as well. By widening our

knowledge about the defect physics, one can assess more precisely which defects are

detrimental for the performance of the cell, so that the formation of such harmful de-

fects could be prevented during the synthesis.

In 2013 Han et al. have studied the effects of intrinsic defects on CZTS. They showed

that CZTS is thermodynamically a stable compound and the formation energy of defects

are positive. They have also investigated which intrinsic defects stimulate the formation

of recombination centers within the absorber layer [130]. However there was not much

research published about the effect of extrinsic deffects on CZTSe. Due to the similarity

between CISe and CZTSe one may consider acquiring some beneficial conclusions from

the vastly investigated CIGSe cells, such as insertion of extrinsic defects like sodium and

potassium in the light absorber layer. Considering the empirically well proven fact that

the incorporation of a small amount of Na into CISe improved its conversion efficieny

and p-type conductivity [131, 132], it was commonly accepted that Na impurities are

the best choice for improving the performance of CIGSe cells. However, replacing SLG
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Figure 4.2: The crystal structure of the Cu2ZnSnSe4 showing the conventional tetragonal cell .

substrate with enameled steel substrate containing more K compared to Na provided a

new insight in considering the benign role of K in device performance [4, 50, 60,61].

In addition to the Na and K diffusing out of the substrate into CIGSe during the growth

process, alkaline metals can be also incorporated into the absorber layer via the so called

post deposition treatment (PDT). During PDT a small amount of NaF and/or KF salt

is deposited onto the CIGSe layer after its growth have been finished. PDT unveiled a

remarkable role of K in improving the quality of the pn-junction by reducing recom-

bination at the CdS/CIGSe interface [50, 62]. Also, PDT with additional KF shorten

the deposition period of CdS, which results in forming a thinner buffer layer without

weakening the cell performance [50,63]. Considering these regards, one can expect that
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sodium and potassium may play a favourable role in CZTSe too.

To provide new insights from theoretical calculations on the structure and energetics

of Na and K impurities in CIGSe and CZTSe light absorber layers, the formation ener-

gies of K and Na defects in CuInSe2, CuIn5Se8 and Cu2ZnSnSe4 have been studied. In

addition to Na and K extrinsic defects, the incorporation of Li in CZTSe has been also

investigated. CuInSe2 and CuIn5Se8 serve as models for the bulk CIGSe absorber and

for the Cu-poor OVC compound, respectively.

Through the results presented in this work, I assess which lattice sites are more

favourable to act as inclusion sites for Na and K, and which of these defects are detri-

mental for the efficiency of CIGSe solar cells. In addition to point defects related to

Li (in CZTSe), Na and K impurities, the formation of other defect complexes like

dumbbells have also been investigated. By calculating the band structure of the above

mentioned systems in the presence of defects a thorough schematic overview on the

electronic structure of these materials in the presence of defects has been presented.

All calculations were carried out within the framework of density functional theory

(DFT) as implemented in the VASP program package [133, 134] using the projector-

augmented wave method [135,136]. The wave functions were expanded in form of plane-

waves up to a cut-off energy of 400 eV. For systems with odd number of electrons spin

polarized calculations have been performed. The exchange-correlation potential has

been treated with the HSE06 [137] hybrid functional in order to improve the thermody-

namics and electronic properties of semiconductors. The parameter α, which determines

the amount of Hartree-Fock exchange in the HSE06 calculations, has been set to 0.30

for CISe and 0.27 for CZTSe [138–140]. In the following text we will refer to this func-

tional as HSEα. In comparison to adjusting α, similar methodology is also often used

in the literature for the investigation of point defects and impurities in CuInSe2, where

instead of α the range separation parameter is adjusted [141,142].

The crystal structure of the conventional tetragonal cells of bulk CuInSe2 and the chal-

copyrite polytipe of CuIn5Se8 are shown in Figure 4.1. In this work, the calculations

were carried out for a 64-atom and 56-atom tetragonal supercells for CuInSe2 and

CuIn5Se8, respectively. In order to estimate the dependency of the formation energies
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Table 4.1: Comparison between experimentally measured and calculated equilibrium lattice con-
stants (a and c), tetragonal elongation (η=c/a) and band gaps (Eg) of CuInSe2 and CuIn5Se8.

a (Å) c (Å) η Eg (eV) Ref.
CuInSe2 11.68 11.75 1.006 1.04 Current work
CuInSe2 11.56 11.82 11.005 1.04 [147,148]
CuIn5Se8 11.68 11.74 1.005 1.23 Current work
CuIn5Se8 11.44 11.62 1.016 1.23 [149,150]

Cu2ZnSnSe4 11.47 11.40 0.994 0.95 Current work
Cu2ZnSnSe4 11.36 11.37 1.001 1-1.56 [151–154]

on the size of the supercell, I have performed test calculations on Na and K defects

in large 216-atom supercells of CuInSe2, and I found that the formation energies were

in the range of ± 0.1 eV compared to the 64-atom case. Hence, I expect that the data

presented here for the 64-atom and 56-atom supercells are qualitatively rather accurate,

and using larger supercells would not change the results considerably.

Since the symmetry of CZTSe is lower compared to CISe, the bulk Cu2ZnSnSe4 was

represented by employing a 216-atom supercell. The brillouin zone integration was per-

formed with a 2×2×2 k-point mesh.

To calculate the fundamental bulk properties, first I optimised the atomic positions us-

ing the fixed experimental volume and then I relaxed the lattice constants together with

the atomic positions for zero external pressure computed via the cell tensors. All the

calculations were carried out using the calculated equilibrium volume for a defect-free

bulk of CISe and CZTSe.

The optimized cell parameters and band gaps computed with HSEα are summarized

in Table 4.1. In agreement with the experimental values, my results show that the cal-

culated band gap of CuIn5Se8 (1.23 eV) is larger than that of the CuInSe2 (1.04 eV).

Regarding CZTSe, one group of experimental studies report a band gap in the range of

1.4-1.6 eV for both CZTS and CZTSe [143–146], which shows a discordance with den-

sity functional theory calculations [29]. However, other papers announced a discrepancy

of about 0.5 eV for CZTSe and published the band gap energy to be in the range of

0.8-1.0 eV for CZTSe [153–155]. Taking into account that various experimental methos

were used for measuring the band gap, the overstimation of band gap can be attributed
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to the existing secondary phases, i.e. ZnSe and Cu2SnSe3 in the light absorber layer,

which can not be discerned by XRD [154]. Furthermore, the underlying methods were

also quite different, because methods based on optical excitation and electric resistivity

measurements are known to often produce different band gaps.

The formation energies of defects presented in the current chapter have been evaluated

through applying the supercell approch and Equation 2.36, as presented in Sections 2.11

and 2.12.

4.2 Static Results on the CISe Absorber Layer

According to the contemporary scientific literature, through the creation of either a Cu

vacancy or an In vacancy in CuInSe2 (CISe), the four nearest-neighbour Se atoms relax

inward isotropically. In case of VCu, the Se atoms relax 0.07 Å and in the case of VIn,

they relax 0.21 Å toward each other. The further relaxation for VIn is due to the larger

size of In [156]. Each Se is surronded by two Cu and two In atoms which relax under

Se vacancy defect condition. While the nearest-neighbour In atoms relax towards each

other, Cu atom move away from each other. According to formation energy calculations,

under both Cu-rich and Cu-poor conditions, V−
Cu is the most favourable of the three

vacancies at 0.92 eV [157] under Cu-rich condition and about 0.8 eV under Cu-poor

condition [156]. The formation energy of V2−
Se is 1.55 eV under Cu-rich and about 2.45

eV under Cu-poor condition. V2−
In exhibits high formation energy in both Cu-poor and

Cu-rich conditions. For comparison, Zhang et al. reported the formation energy of 4.29

eV for V3−
In calculated by LDA.

4.2.1 Na and K Point Defects in CuInSe2

To study the energetics of point defect formation related to Na and K impurities, a Na

or K atom was placed in a 64-atom supercell of CuInSe2 either as an interstitial or as a

substitutional defect. The atomic structure was fully relaxed with the HSEα functional

both for charged and neutral defects. The calculated formation energies for different
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Figure 4.3: The position of the two different interstitial defects in CuInSe2. In left-side and
right-side subfigures, the interstitial defect is tetrahedrally coordinated by four anions and by
four cations, respectively. Na or K interstitials are shown as red spheres, and the other atoms
are presented using the same color scheme as in Figure 4.1. For clarity, only one half of a
CuInSe2 conventional cell is shown.

defects are summarized in Table 4.2 for the most stable charge state. Since from the

experiments it is known that the light absorber is a p-type material, in this work all

formation energies are reported for the scenario where the electron chemical potential

µe is set at the VBM. Figure 4.4 and Figure 4.5 show the formation energy of various

Na and K defects as a function of µe.

In full agreement with a previous work [158] which was focusing on Na impurities in

CuInSe2, I also found that among Cu, In, and Se substitutional sites the Cu site is

energetically the most favorable to host Na or K atoms. I found that for a p-type ma-

terial where the chemical potential of the electron reservoir is at VBM, both for Na

and K the positively charged Na+Cu and K+
Cu defects are slightly more stable compared

to the charge neutral Na0Cu and K0
Cu defects. This is due to the larger electropositiv-

ity of Na and K with respect to Cu. Still, one needs to point out that the difference

between the formation energies of neutral and +1 charged defects (about 0.08 eV) is

comparable with the magnitude of the Eq
corr correction term resulting from the band

alignment and charge correction (see Section 2.12). For Na0Cu and K0
Cu substitutional

defects, I have calculated a formation energy of -1.08 eV and -0.26 eV, respectively.

The negative formation energies suggest that at low impurity concentration such de-

fects can be spontaneously formed. Considering the high formation energies of 0.96 eV
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and 1.67 eV calculated for Na0In and K0
In, respectively, creating substitutional defects

in indium positions in CuInSe2 is rather unlikely. Occupying selenium sites by Na or K

atoms is also less likely, though the formation energies of 0.66 and 0.55 eV computed for

Na+Se and K+
Se are considerably lower in energy than the In substitutional defects. For

substitutional defects on Cu and In positions there is a qualitative difference between

Na and K. Namely, the lower formation energies favor Na-related defects (on the order

of 0.7 eV versus K). For comparison, on the Se site the Na and K-related substitutional

defects are almost isoenergetic.

Beside the substitutional defects I also studied the formation energy of Na and K defects

in two different interstitial positions, where the impurity is either being coordinated to

four Se anions (as shown in the left panel of Figure 4.3), or four cations (two Cu and

two In, as shown in the right panel of Figure 4.3). In table 4.2 and throughout the text

these two interstitial positions are represented with the short hand notations ac, and

cc, respectively. Our results show, in agreement with Reference 158, that the cc position

is more favorable than the ac both for Na and K. The corresponding formation energy

for the cc interstitial position is -1.25 eV and -0.30 eV for Na+cc and K+
cc, respectively,

whereas the formation energies calculated for Na+ac and K+
ac were -1.17 eV and +0.48 eV.

I found that for Na the cc interstitial position is more favorable than all substitutional

positions, and for K it is energetically unfavorable to be situated in the ac interstitial

position. From the perspective of the defect formation energy our data indicates that

there is a qualitative difference between Na and K also for the interstitial positions.

Namely, for Na the energy difference of 0.08 eV between the cc and ac sites is negligible

compared to the 0.78 eV computed for K. Thus, if Na and K were incorporated into

CuInSe2 as interstitials, Na could occupy both cc and ac sites, but K would sit pre-

dominantly on cc positions. Furthermore, by comparing the formation energies of the

interstitial and substitutional defects, it is interesting to note that interstitial positions

are thermodynamically more favorable than all substitutional positions for a Na atom.

In contrast, this is not the case for K. Thus, our results indicate that for a heavily

p-doped CuInSe2 material (where µe=0 eV), Na point defects will be incorporated into

the bulk CuInSe2 light absorber material as interstitial defects. Above µe=0.1 eV the
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Figure 4.4: Formation energies of various Na and K defects in CuInSe2 as a function of the
electron chemical potential, where µe = 0 corresponds to a p-type and µe = CBM (where CBM
is the conduction band minimum) to an n-type material, respectively. The horizontal dashed
line indicates the theoretically computed band gap for CuInSe2.
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NaCu substitutional defect will become the most stable point defect. In contrast to Na,

K will occupy substitutional positions in the Cu sub-lattice for the full range of µe, i. e.

even under n-type conditions.

Table 4.2: Defect formation energy (in eV) calculated with the HSEα functional for Na and K
impurities in CuInSe2 and CuIn5Se8 assuming that the electron chemical potential µe = 0, i. e.
referring to a p-type material. In the CuIn5Se8 material the VCu index refers to the pristine Cu
vacancy site in the structure.

Defect CuInSe2 CuIn5Se8

Na+Cu -1.16 -1.90
K+

Cu -0.49 -1.02
Na0In 0.96 1.49
K0

In 1.67 1.89
Na+Se 0.66 0.29
K+

Se 0.55 0.40
Na+ac -1.17 -1.34
K+

ac 0.48 -0.10
Na+cc -1.25 -2.42∗

K+
cc -0.30 -1.67∗

Na+VCu
– -2.43

K+
VCu

– -1.66
(Na-Na)+Cu -2.29 -2.95
(Na-K)+Cu -1.71 -2.12
(K-K)+Cu -1.11 -2.17
(Na-Na)2+Cu -2.50 -3.56
(Na-K)2+Cu -1.93 -2.79
(K-K)2+Cu -1.36 -2.83
(Na-Na)2+VCu – -4.09
(Na-K)2+VCu – -3.29
(K-K)2+VCu – -3.24
(Na-Na)3+VCu – -5.09
(Na-K)3+VCu – -3.99
(K-K)3+VCu – -4.04

∗ relaxed to VCu
position
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4.2.2 Na and K Dumbbells in CuInSe2

In Reference 158 it was shown that for Na impurities it is possible to form (Na-Na)

dumbbells as substitutional defects in Cu sites of CuInSe2. In light of the aforementioned

results [158], here I look into the issue whether (K-K) dumbbells can be formed in

spite of the larger size of the K impurity. In addition, I have also investigated if mixed

dumbbells can be created between Na and K. To clarify this question, I have carried out

calculations on three different dumbbells, i. e. (Na-Na), (Na-K) and (K-K) dumbbells

located in a Cu substitutional site. My study confirms that the formation of dumbbells

is highly probable. I found that dumbbells formed by two Na atoms, or one Na and

one K atom, or even by two K atoms could occupy the Cu site, which is surprising

due to the large size of these dumbbells. The calculated formation energy of a (Na-

Na)2+Cu dumbbell in a Cu substitutional position is -2.50 eV. Now if one assumes that

in CuInSe2 inserting two Na atoms in two distinct and spatially well separated cc

interstitial position would result in a formation energy twice larger than a Na+cc defect

(i. e. -2.50 eV), then the formation of two separated interstitial defects competes with

the formation of a dumbbell.

In contrast to Na, I found that for K atoms in CuInSe2 it will be always more preferable

to form (K-K)2+Cu dumbbells with the formation energy of -1.36 eV, which is clearly more

stable than having distinct K+
Cu or K+

cc defects. This binding energy computed for a

(K-K) dumbbell compared to distinct K defects suggests that for the system it is more

favorable to cluster two K atoms together, probably due to reduced strain.

To check the accuracy of my results, I have recalculated the formation energy of the

following defects in a 216-atom CuInSe2 supercell: Na+Cu, K+
Cu, Na+cc, (Na-Na)+Cu, (Na-

K)+Cu, and (K-K)+Cu. The resulting formation energies were subsequently -1.02, -0.29,

-1.13, -2.12, -1.64, and -1.10 eV, which shows that the energies presented in Table 4.2

are well converged even for the smaller 64-atom supercell.
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4.2.3 Na and K Point Defects in CuIn5Se8

After the investigation of the stoichiometric CuInSe2 compound, I have done the same

type of calculations for the Cu-poor CuIn5Se8 phase, which is representative of thin

film solar cells grown under Cu-poor conditions and also to the OVC compounds found

at the interface with the CdS buffer layer. The structure of CuIn5Se8 is obtained from

CuInSe2 by inserting a periodic arrangement of defect complexes formed by an indium

antisite substituting copper (InCu) and two copper vacancies (referred as “pristine va-

cancies” [123]), see Figure 4.1.

In the case of CuIn5Se8, similarly to CuInSe2, the Cu site is the most favorable site

within the substitutional positions for both Na and K atoms. However, NaCu and KCu

substitutional defects in CuIn5Se8 are more likely to form compared with CuInSe2, de-

spite the low Cu concentration in this Cu-poor phase. This is in agreement with the

experimental finding that a KF post-deposition treatment makes the absorber even

more Cu-poor [50].

Under strongly doped p-type conditions the formation of charge neutral Na0In, K0
In,

Na0Se, and K0
Se defects are energetically very unfavorable, similarly to CuInSe2. In con-

trast to the CuInSe2 stoichiometric compound, where the charge neutral Na0In, K0
In,

Na0Se, and K0
Se defects are stable over a large range of the electron chemical potential

µe, in CuIn5Se8 even in a p-type material the Na−1
In and K−1

In defects become dominant

once µe is larger than 0.1 eV (see Figure 4.5). Similarly, in CuIn5Se8 under n-type condi-

tions the most stable charge state of the Se-related substitutional defects changes from

charge neutral to Na−1
Se , and K−1

Se , whereas in CuInSe2 the charge neutral state is the

most stable for the whole range of µe.

The insertion of Na and K interstitials is energetically even more favorable in CuIn5Se8

than CuInSe2 due to the presence of the two pristine Cu vacancies per formula unit,

which make the accommodation of the interstitial defects easier in the structure. In

fact, if one starts the structural optimization from cc interstitial positions, than both

the Na and K interstitial atoms relax spontaneously to the pristine Cu vacancy site. By

comparing the energetics of Na and K point defects in CuIn5Se8, I found that energet-
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ically the most stable site for the inclusion of Na and K impurities is the pristine Cu

defect site. The situation is similar but not identical to the case of Cd insertion [123],

because although Na and K prefer copper sites, but due to a different valency these

impurities induce a long range disorder in the pristine vacancy network.

4.2.4 Na and K Dumbbells in CuIn5Se8

By inserting dumbbells into a Cu site as a substitutional defect or into a pristine vacant

Cu site I have also investigated the formation of dumbbells in the CuIn5Se8 material.

I found that both Na and K atoms can enter in CuIn5Se8 in form of (Na-Na), (K-

K) or mixed (Na-K) dumbbells. The formation of dumbbells in a pristine vacant Cu

site is energetically more favorable than forming dumbbells as substitutional defects

in a Cu position. This is not surprising considering that the CuIn5Se8 compound is

already rather Cu-poor compared to CuInSe2. Comparing the formation energies of the

(Na-Na) dumbbell in a vacant Cu position with two Na in two pristine Cu positions

reveals that the formation of two spatially separated Na point defects is as much likely

as the formation of a Na dumbbell.

4.2.5 Band Structure and Transition Levels of Na and K Defects

To assess the effect of Na and K impurities on the electronic structure of CuInSe2 and

CuIn5Se8, first I have calculated the band structure of the impurity-free compounds

to serve as a reference. Next I have evaluated the band structure (see Figures 4.6 and

4.7) of the most stable configurations for the Na and K impurities together with the

unstable configurations where Na and K is located on Se substitutional positions. The

band structures are calculated for the most stable charge state across the range of the

electron chemical potential defined by the band gap. I note that adding/removing one

electron to/from the ground state of a system with large number of electrons changes its

band structure only slightly. This is due to the relaxation of all orbitals in the excited

system. The larger band gap of CuIn5Se8 compared to CuInSe2 is due to a periodic

network of Cu vacancies, which decrease the contribution of Cu(d) orbitals at the top
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of the valence band of CuIn5Se8, leading to a reduction of the Cu(d)–Se(p) inter-band

repulsion. This lowers the VBM of CuIn5Se8, resulting in a wider band gap [26,47].

In addition to the electronic band structures I have also evaluated the thermodynamic

charge transition levels of the various defects. The transition levels ϵα(q/q′) introduced

in Section 2.11 define the position of thermodynamic transitions between the different

charge states for the same defect type.

The higher ionization energy of deep levels reduce their contribution to the free charge

carriers and acts like detrimental traps by acting as recombination centers. Recombi-

nation centers have roughly equal capture cross-sections for both electrons and holes,

and are commonly stationed near the middle of the band gap. These levels are very

detrimental in a photovoltaic cell, so the formation of such defects should be prevented,

because they reduce the cell’s efficiency through current loss in the absorber. The calcu-

lated charge transition levels indicate that in CuInSe2 the NaCu and KCu defects induce

extremely deep (0/+) transition levels which are located 0.08 eV and 0.23 eV above the

VBM, respectively. As a conclusion, NaCu and KCu do not act as recombination centers,

and one can derive that Na and K point defects on Cu positions are not having a neg-

ative impact on the cell efficiency. In contrast, in CuIn5Se8 they have (0/+) transition

levels which are in the middle of the gap: for NaCu, ϵα(0/+) = EV BM + 0.78 eV and for

KCu, ϵα(0/+) = EV BM + 0.50 eV. This means that KCu could act as a major electron

trap, especially considering that due to the low formation energy of this defect type one

would expect that KCu defects are abundant in the Cu-poor material. In agreement with

this current result, it has been shown previously by experiments that the incorporation

of K during CIGSe growth at low process temperatures results in the formation of deep

defect levels [62]. Two scenarios were suggested to explain these findings: either K im-

purities as point defects are directly responsible by creating these deep defect states,

or K might impact the elemental inter-diffusion, which leads to higher concentration

of intrinsic defects. The investigation of such scenarios through experiments are rather

cumbersome, and so far no theoretical study has been carried out to shed new light on

this issue [159]. According to my findings, the first scenario conforms to my calculations.

However, I cannot either confirm or reject the second scenario without looking into the
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Figure 4.6: Band structure of the clean CuInSe2 compound and the systems with Na and K
impurities. The calculated band structure for bulk CuInSe2, Na+Cu, Na+cc, (Na-Na)+Cu,(Na-K)+Cu,
Na−Se, Na+Se, K+

Cu, K+
cc, (K-K)+Cu, K−

Se and K+
Se defects in CuInSe2 has been illustrated. The

occupied and unoccupied levels are shown as black and blue lines, respectively, and red dashed
lines represent the defect levels in the gap. The zero of energy is set at the bulk VBM.
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Figure 4.7: Band structure of the clean CuIn5Se8 compound and the systems with Na and K
impurities. The band structure for CuIn5Se8, Na+Cu, Na+VCu

, (Na-Na)2+VCu
,(Na-Na)+Cu, Na−Se, Na+Se,

K+
Cu, K+

VCu
, (K-K)2+VCu

, K−
Se and K+

Se defects in CuIn5Se8 has been illustrated. The occupied and
unoccupied levels are shown as black and blue lines, respectively, and red dashed lines represent
the defect levels in the gap. The zero of energy is set at the bulk VBM.
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diffusion of the constituent atoms in CIGSe in presence of Na and K.

The charge transition levels created by the (Na-Na) and (K-K) dumbbells in CuInSe2

are located at 0.18 eV and 0.21 eV above the VBM, respectively. This means that cre-

ating such dumbbells in the material is not destructive for the carrier transport. On

the other hand, the formation of dumbbells by removing a Cu atom in CuIn5Se8 causes

transition levels at 0.60 eV and 0.64 eV above the VBM for (Na-Na)Cu and (K-K)Cu,

respectively. These levels are almost in the middle of the band gap, so they can act as

recombination centers, and hinder the carrier transport. This is also true for the (K-K)

dumbbell formed in the pristine Cu vacancy in CuIn5Se8; the transition level is located

at 0.75 eV above the VBM. The (Na-Na)VCu
defect, however, causes a level 0.25 eV be-

low the CBM that is harmless for the carrier transport.

In CuInSe2, NaIn and KIn exhibit deep (-2/0) transition levels around EVBM+0.60 eV

in the band gap, which correspond to a double acceptor level [130], meaning that they

undergo a charge transition from 0 directly to -2. Na and K in In site in CuIn5Se8 show

a different behavior and induce two transition levels within the band gap, from 0 to -1

near the VBM, and from -1 to -2 near the CBM. Se-related substitutional defects for

both Na and K induce a shallow level near the CBM in CuInSe2 and a deeper level

in CuIn5Se8. Such Se-related defect levels are clearly detrimental for the device effi-

ciency. However, considering their high formation energies these defects should have a

low concentration in the CIGSe film.

4.3 Static Results on CZTSe Absorber Layer

4.3.1 Intrinsic Defects in Cu2ZnSnSe4

The removal of a Cu, Zn, Sn or Se atom from the CZTSe lattice creates intrinsic

point defects. The formation of such defects in CZTSe and the isostructural sulfide

compound (Cu2ZnSnS4) have been studied theoretically [130, 160, 161]. In agreement

with the aforementioned work [160], my current results show that among intrinsic point

defects in CZTSe the copper vacancy (VCu) has the lowest formation energy for the
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whole range of the chemical potential of the electrons, i. e. under both p- and n-type

conditions (see Figure 4.8). By computing the thermodynamic charge transition levels,

I found that the only stable charge state for VCu is -1, i. e. this vacancy does not induce

any defect level within the band gap and is not detrimental for the carrier transport

in CZTSe. In contrast to VCu, the tin vacancy (VSn) creates three levels: ϵ(-2/-) at

EVBM+0.08 eV, ϵ(-3/-2) at EVBM+0.27 eV, and ϵ(-4/-3) at EVBM+0.7 eV. As it is shown

in Figure 4.8, the formation energy of VSn falls rapidly by increasing µe, i. e. when CZTSe

becomes n-type. Considering that VSn has the highest formation energy among native

vacancies (4.21 eV for charge state -1 at the VBM), such defects should have a negligible

concentration in a p-type CZTSe material. Although the creation of the ϵ(-4/-3) and

ϵ(-3/-2) transition level of VSn could have negative impact on the efficiency of CZTSe

thin film solar cells, this detrimental effect is controlled by the conditions of the CZTSe

deposition process, where films are grown p-type and the probability of the formation

of Sn vacancies is low. The Zn vacancy (VZn), similar to VCu, does not induce transition

levels within the band gap. The formation energy of VZn is rather high compared to

VCu but decreases by increasing µe (see Figure 4.8). For the anion vacancy VSe we

have calculated the formation energy of 1.91 eV for charge state +1 at the VBM. The

presence of VSe in the material induces a charge transition level ϵ(0/+) which is located

at EVBM+0.05 eV, so it is not detrimental for the carrier transport.

4.3.2 Li, Na and K Point Defects in Cu2ZnSnSe4

In this section, I discuss the results of incorporating Li, Na and K into the Cu2ZnSnSe4

absorber layer, which have been summarized in Table 4.3.

Lithium belongs to the same group of alcali-metal dopants as Na and K. Nevertheless,

so far not much have been done to study the effect of Li on the characteristics of the ab-

sorber layers. Very recently, a group in the University of Washington has experimentally

investigated the effect of group-I dopants on the properties of CZTSe films. Regard-

ing the computational study of the incorporation of Li into CZTSe, only one work

is published [162] in which PBE functional is employed for CZTSe. It is well known,
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Figure 4.8: The calculated formation energies of pristine vacancies in Cu2ZnSnSe4 as a function
of the chemical potential of the electrons µe, where the left (µe=0) and right side (µe=0.95 eV) of
the figure corresponds to p-type and n-type conditions, respectively. The positive and negative
numbers next to the lines indicate the most stable charge states for the respective µe.

Figure 4.9: Atomic structure showing the local coordination of two different interstitial defects.
The octahedrally and tetrahedrally coordinated interstitial is shown in the left and right panel,
respectively. The Na or K interstitial atom is represented by a red sphere, and for the rest of
the atoms the same color scheme has been used as in Figure 4.2. For clarity, only half of the
conventional tetragonal cell is shown.
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Figure 4.10: The calculated formation energies of Li-related defects in Cu2ZnSnSe4 as a function
of the chemical potential of the electrons µe.

however, that semi-local functionals like PBE severely underestimate the bandgap of

CZTSe [163], and the right description of the band gap is vital for solar cell devices. In

order to shed more light on this topic, I have calculated the formation energy of Li, Na

and K defects in different lattice sites by HSE hybrid functional calculations. To assess

the relative stability of Li-, Na- and K-related defects, I have computed the formation

energies of various defects in different charge states using Equation 1.3.

Interstitial and substitutional defects form by inserting Li, Na and K into the CZTSe

bulk and substituting the constituent atoms with Li, Na and K, respectively. The re-

sults are summarized in Figures 4.10, 4.11 and 4.12 that show the formation energies

as a function of the chemical potential of the electrons µe. The group-I dopants can

occupy two different interstitial positions with different chemical environments: a Li,

Na or K impurity in an interstitial position in the kesterite structure is either octa-

hedrally coordinated (oc) by three Cu, two Sn and one Zn cations (see the left panel
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Figure 4.11: The calculated formation energies of Na-related defects in Cu2ZnSnSe4 as a func-
tion of the chemical potential of the electrons µe.

in Figure 4.9), or tetrahedrally coordinated (tc) by two Cu, one Sn and one Zn atom

(see the right panel of Figure 4.9). Our results reveal that for all Li, Na and K im-

purities, it is energetically more preferable to be located in the tc position instead of

the oc site. For Na impurities in CuInSe2 similar results have been found [158, 164].

Due to the small ion radius for Li, the energy difference of 0.02 eV between the oc and

tc sites is negligible. All Li, Na and K interstitials have only one stable charge state

of +1 over the whole range of µe. In p-type CZTSe the respective formation energy

for Li+oc and Li+tc are -1.49 eV and -1.51 eV respectively, and for Na+oc and Na+tc -1.14 eV

and -1.41 eV, so they are all likely to form. Conversely, due to the larger size of the K

impurity, K+
oc and K+

tc interstitials have considerably high formation energies of 1.08 eV

and 0.57 eV, respectively. This suggests that in contrast to Li and Na, K interstitials

are highly unlikely to be formed in CZTSe. These interstitial defects act as donor and

give an electron to the conduction band of CZTSe. Interestingly these defects cause no

gap state, i. e. the formation of these defects increases the density of the electrons as
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Figure 4.12: The calculated formation energies of K-related defects in Cu2ZnSnSe4 as a function
of the chemical potential of the electrons µe.

charge carriers, without acting as recombination centers. Li and Na interstitial defects

are metastable for n-type CZTSe, where LiZn and NaZn substitutionals become more

stable than interstitial defects.

Next, I have studied the formation of Li, Na and K substitutional defects. On the basis

of these results I can state that all Li, Na and K prefer to be incorporated into CZTSe

in the copper sublattice as Li0Cu, Na0Cu and K0
Cu substitutional defects. These defects

are charge neutral, because all group-I dopants are highly electropositive monovalent

elements, and they are substituting a monovalent Cu atom. For Li0Cu, Na0Cu and K0
Cu,

our computed formation energies are -1.53 eV, -1.56 eV and -0.23 eV, respectively. The

negative formation energies of these defects indicate that at low concentrations it is en-

ergetically favorable to incorporate Li, Na and K impurities into VCu defects. Moreover,

since the formation energies of the Li0Cu and Na0Cu are more than 1.3 eV lower than K0
Cu,

if a Cu site is already occupied by Li or Na, then K most likely cannot kick out Li or
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Na to take their place. For the CuInSe2 light absorber we have obtained qualitatively

similar conclusions for the exchange between NaCu and KCu [164]. These point defects

stay neutral for the whole range of the chemical potential of the electrons across the

bandgap from VBM to CBM. Thus, these defects do not act as donors/acceptors and

at the same time they do not create gap states either.

It is noteworthy to mention that in CZTSe we are dealing with two kinds of Cu positions

in contrast to CISe, due to the lower symmetry of CZTSe compared to CISe. Because

of the lower symmetry and the different free structure parameters, although both types

of Cu sites are coordinated by four selenium atoms, half of them are located close to

the four next neighbor zinc atoms, and the other half of the Cu sites are closer to the

four next neighbor Sn atoms. For the intrinsic defect VCu, the formation energies differ

only by about 50meV for the two types of copper vacancies. For extrinsic defects and

especially K-related defects, however, it does matter which Cu site we are considering.

When K occupies a Cu site which is closer to four Zn atoms, its formation energy is

about 220 meV lower than the formation energy of KCu which is closer to four Sn atoms.

This difference for Na impurity is about 75 meV. In this work whenever I discuss the

Cu-related defects in CZTSe, I am referring to the more stable site, which is located

near to four Zn atoms rather than four Sn atoms.

Given the high formation energy of 1.58 eV for K−
Zn, the formation of a K substitutional

defect in a Zn position is not likely. In contrast to K−
Zn, the formation energies of 0.02 eV

and 0.34 eV computed for Li−Zn and Na−Zn, respectively, suggest that such substitutional

defects might form, unlike their K-related counterparts. The formation energy of the

studied group-I dopants in the Zn position decreases when µe increases and these point

defects are more stable in the p-type material. These point defects act as acceptors

and increase the density of the holes in the valence band of CZTSe. Similar to the

interstitial defects, these point defects create no gap state. The other acceptor point

defects are Sn-related defects that can have a wide range of stable charge states and

their formation energy drops rapidly as µe increases. Since the light absorber layers are

grown under p-type conditions, the role of LiSn, NaSn and KSn should be negligible in

the films used for actual solar cells. The formation energy of Sn-related defects compete
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Table 4.3: Defect formation energy (in eV) calculated by HSE06 using 27% of exact exchange for
Li, Na and K incorporation in a 216-atom supercell of CZTSe near the valence band maximum
(VBM), assuming a p-type material.

Defect Cu2ZnSnSe4
Li0Cu -1.53
Na0Cu -1.56
K0

Cu -0.23
Li−Sn 1.28
Na0Sn 1.40
K0

Sn 2.40
Li−Zn 0.02
Na−Zn 0.12
K−

Zn 1.52
Li0Se 1.62
Na0Se 1.19
K0

Se 2.56
Li+oc -1.49
Na+oc -1.27
K+

oc 1.11
Li+tc -1.51
Na+tc -1.54
K+

tc 0.60
(Li-Li)+Cu -2.81
(Na-Na)+Cu -3.35
(Na-K)+Cu -1.95
(K-K)+Cu -0.61
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with interstitial defects in an extremely n-type CZTSe. While Zn-related defects do

not create gap states, Sn-related defects cause the appearance of several gap states for

different values of the chemical potential of the electrons. Regarding the Se site, my

data shows that Na and K-related substitutional defects at the Se site in CZTSe have

similar formation energies computed for substitutional defects in the CuInSe2 thin film

solar cell material [158,164]. The qualitatively and quantitatively similar results clearly

show that Se-related substitutional defects are energetically rather unfavorable both

in CZTSe and CuInSe2. The LiSe point defect with the formation energy of 1.62 eV is

neutral over the bandgap; its formation energy is higher than all other point defects

and it does not create a gap state [165].

Concerning the charge state of the defects, as one would expect, acceptor defects such

as Na−Zn and Na3−Sn form more easily in a n-type material, where µe is at the CBM.

Conversely, donor defects such as Na+tc form more easily in a p-type material where µe

is at the VBM.

4.3.3 Li, Na and K Dumbbells in Cu2ZnSnSe4

In addition to the point defects, I have also looked into the formation of four types of

dumbbells in CZTSe, namely (Li-Li), (Na-Na), (Na-K) and (K-K) dumbbells located

in a copper site. Similar to Na and K, Li atoms can form dumbbells and occupy the

vacant Cu sites. The (Li-Li)+Cu defect with the charge state of +1 for the whole range of

µe is very stable, more stable than all the Li-related point defects (see Figure 4.10). It

should be noted that two separate LiCu and (Li-Li)Cu have the same formation energy

in p-type CZTSe. When µe increases the formation of two separate LiCu is more likely

than the formation of a dumbbell [165], i. e. in a p-type material dumbbells are preferred

over spatially separated substitutional defects. The data presented in Figures 4.11 and

4.12 show that the formation of (Na-Na)+Cu, (Na-K)+Cu, and (K-K)+Cu dumbbells with the

respective formation energies of -3.18 eV, -1.95 eV and -0.66 eV are also highly probable

in CZTSe, similar to CuInSe2 [158, 164]. The (Na-Na) dumbbells are the most stable

defects over the whole range of the chemical potential of the electrons µe. For (Na-K)

72



Chapter 4. Results and Discussions

and (K-K) as the system becomes more n-type, the Na0Cu and K0
Cu substitutional defects

will become more stable. Comparing the formation energies of a (Na-Na)+Cu dumbbell

(-3.18 eV) with two Na in two distinct and spatially well separated copper positions

(-2.84 eV) unveils that for the p-type system it is more favorable to cluster two Na

atoms together, probably to lower the strain in the material. A comparison between

the formation energy of a (K-K)+Cu dumbbell and two KCu point defects reveals that K

atoms behave in the same way as Na: K impurities also have the preference to form

dumbbells instead of occupying two distinct substitutional Cu positions.

Regarding the most stable charge state of Na- and K-related dumbbells, I found a qual-

itative difference between CuInSe2 and CZTSe. Namely, while in the former compound

dumbbells with the charge state +2 are stable [164] at the VBM, in CZTSe the +1

charged dumbbells are stable for the whole range of µe.

4.3.4 Band Structure and Charge Transition Levels in

Cu2ZnSnSe4

In this section I discuss the effect of the defects upon the electronic structure of CZTSe.

Since the band structure calculations with hybrid functionals are computationally ex-

tremely demanding, these calculations have been performed for a smaller 64-atom su-

percell employing the same methodology as described in the computational details.

Figure 4.13 shows the band structure of the defect-free CZTSe bulk and native defects.

While the Sn vacancy creates a gap state, other intrinsic defects induce no gap state.

The charge transition level calculations for the large 216-atom supercell show that Se

and Sn vacancies create gap states but Cu and Zn vacancies do not induce gap states.

I note in passing that the discrepancy between band structure calculations and charge

transition levels can have several origins. One reason is the difference between the su-

percell sizes. Band structure calculations are performed for 64-atom supercells, where

there is a considerable interaction between a defect and its periodic replica. For com-

parison, the charge transition levels are calculated for supercells with 216 atoms. The

other reason has to deal with the position of the orbitals that might be placed wrong
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Figure 4.13: Band structure for the bulk CZTSe and pristine defects in CZTSe. The occupied
bands are drawn in black and the unoccupied band are shown in blue. The red dashed line
represents the defect level.

by DFT [166].

Figure 4.14 depicts the band structures calculated for the Li0Cu, Na0Cu, K0
Cu, Li−Zn, Na−Zn,

K−
Zn, Li−Sn, Na3−Sn , K3−

Sn , Li0Se, Na−Se, K−
Se, Li+tc, Na+tc and K+

tc defects. The band structures

show that NaSe and KSe together with NaSn and KSn are responsible for introducing a

defect level within the band gap. However, due to the high formation energy of such

defects, one expects that Na and K impurities in Se and Sn substitutional positions play

a negligible role in the efficiency of solar cells based on CZTSe. The charge transition

levels calculated for the large 216-atom supercell reveal that only Sn-related defects

have transition levels located close to the middle of the band gap. Therefore, they

could act as a trap for charge carriers in CZTSe and become detrimental for the device

performance. LiSn induces deep (0/-) and (-/2-) transition levels which are located at

0.51 eV and 0.58 eV above the VBM respectively. NaSn exhibit three transition levels:

the ϵ(0/-) level around EVBM+0.17 eV, the (-/-2) level close to EVBM+0.55 eV that is

a deep level, and the (-2/-3) level near EVBM+0.87 eV. KSn also shows three transition

levels within the band gap: (0/-), (-/-2) and (-2/-3) which are located at EVBM+0.39 eV,

EVBM+0.45 eV and EVBM+0.9 eV, respectively. Hence, these defects are detrimental for

the efficiency of the CZTSe thin film solar cell devices. Other Na- and K-related defects

do not show any charge transition levels and therefore they do not act as carrier traps.
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Figure 4.14: The calculated Kohn-Sham band structure for Li-, Na- and K-related defects in
CZTSe. The occupied bands are drawn in black and the unoccupied band are drawn in blue.
The red dashed lines representhe defect level.

4.4 Diffusion Kinetics

So far in this thesis I have focused on the properties of the static optimized atomic

structures of the pristine defects and impurities. However, the diffusion properties of
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these defects are another important topic of this thesis, where I investigate the material

transport via climbing-image nudged elastic band (CI-NEB) calculations. This way I

evaluate the diffusion paths and the barriers involved along these paths on the poten-

tial energy surface, which provides an approximate model for the diffusion kinetics at

absolute zero temperature (T=0K). Based on the diffusion kinetics I can provide novel

insigths for experimental studies, and I can assess which diffusion processes are more

likely to take place under the conditions of the industrial thin film deposition.

Diffusion in solids refers typically to the process of exchanging the sites between atoms.

The most common diffusion processes are either vacancy mediated diffusion or inter-

stitial mediated diffusion paths. In a vacancy mediated diffusion process, after getting

over an activation barrier, the vacancy exchanges its lattice site with an atom, the atom

substitutes the vacancy site and leaves a vacancy behind. Then the new vacancy can

exchange its site with another atom if the activation energy could be provided by the

external conditions. The product of vacancy concentration, Cv, and vacancy diffusivity,

Dv, represents the probability for the vacancy mediated diffusion path. Concerning the

interstitial mediated diffusion process, when an interstitial defect gains enough activa-

tion energy it jumps to another interstitial site. After seizing the new interstitial site,

the interstitial atom would wait for acquiring the required energy for jumping to the

next nearest interstitial position. If Ci and Di stand for interstitial concentration and

interstitial diffusivity respectively, CiDi indicates the attendance of the interstitial me-

diated diffusion path.

In the current section of this thesis I discuss the diffusion of pristine vacancies and Na-

related impurities in the CISe and CZTSe solar cell materials. The diffusion paths have

been modelled through employing the climbing image nudged elastic band (CI-NEB)

method (as described earlier in Section 3.6) in a 216-atom supercell of CISe and CZTSe

employing a 2x2x2 mesh of k-points for the sampling of the Brillouin zone. The struc-

tures on the intermediate images spanning the reaction path have been relaxed until

the forces acting on each atom dropped below 0.01 eV/Å. The activation barrier, Em,

shows the energy difference on the potential energy landcape between the initial point

of the given reaction (referred to as reactant structure) and the saddle point referred
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as the transition state (as described earlier in Section 3.2).

4.4.1 Diffusion Kinetics in the CISe Absorber Layer

Here I discuss the activation barriers of four diffusion trajectories in CISe investigated

via the CI-NEB method. According to these current CI-NEB calculations, the activa-

tion barrier of a copper vacancy in CISe is 1.11 eV. Because of its low activation barrier

together with its low formation energy of 1.43 eV, VCu can mediate the transport of

vacancies in CuInSe2 with the activation energy of 2.57 eV at VBM, which drops to

1.52 eV in n-type CISe (see Figure 4.17). As a conclusion, Cu vacancies contribute sub-

stantially to the diffusion and accomodation of impurities in the copper sub-lattices.

On the other hand, the selenium vacancy, which forms in CuInSe2 in the neutral charge

state with formation energy of 2.22 eV has a high diffusion barrier of 2.76 eV. In ther-

mal equilibrium conditions, the activation energy (Ea) is a sum of the defect formation

energy (Ef) and its migration barrier (Em). Therefore, it can be concluded that the

migration of VSe, which is shown in Figure 4.15 is highly improbable to take place both

in the p-type and in n-type CISe materials. Although the diffusion of selenium vacan-

cies in bulk CISe would be prevented due to its high activation energy, according to

References [167, 168] selenium atoms diffuse either in form of dumbbells under Se-rich

conditions or through grain boundaries in the polycrystalline materials under the high

temperature deposition conditions of the thin film.

Since the formation energy of In-related defects in CISe are very high, the diffusion of In

atoms has not been studied in this work. I found, that sodium atoms due to their low

Table 4.4: Activation barriers and formation energies of studied defects in the CISe compound.
Formation energies have been calculated for the electronic chemical potential located at the
VBM.

Initial Finial Charge state Em (eV) Ef

VCu VCu 1- 1.11 1.43
VSe VSe 0 2.76 2.22
Naint Naint 1+ 0.53 -1.25

NaCu-VCu NaCu-VCu 1- 0.35 0.34
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Figure 4.15: Optimized minimum energy paths from CI-NEB along the migration of VCu and
VSe as shown in the left side of the figure. The relative energies of the initial, intermediate and
final images are shown with small black circles. The right side of the figure shows the schematic
diagram of the corresponding migration path as a black arrow. Vacancies are represented as
white spheres, and the other atoms are shown using the same color scheme as in Figure 4.1.
For clarity, only one half of a CuInSe2 conventional cell is shown.
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Figure 4.16: CI-NEB calculations presenting the minimum energy path for the migration of
the neighbouring VCu − NaCu and Naint as shown in the left side of the figure. The relative
energies of the initial, intermediate and final images are shown with small black circles. The
right side of the figure represents the schematic diagram of the corresponding migration path.
Vacancies and Na atoms are shown as white and red spheres, respectively. The other atoms
are schematized using the same color scheme as in Figure 4.1. For clarity, only one half of a
CuInSe2 conventional cell is shown.
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Figure 4.17: Activation energy of the studied point defects in CISe as a function of the electron
chemical potential.

formation energies may diffuse with a high probability through the CISe film. I have

considered Naint-mediated and VCu-mediated mechanisms to study and compare the

activation barriers along two diffusion paths for sodium. Neighbouring VCu and NaCu

defects can exchange their positions with remarkably low diffusion barrier of 0.35 eV.

Therefore, if VCu diffuses near a NaCu substitutional defect, it will probably jump back

and forth around the NaCu instead of exchanging site with an atom from the Cu sub-

lattice. In Section 4.2.1, I have mentioned that Na can occupy an interstitial position

coordinated to two Cu and two In atoms with a low formation energy of -1.25 eV. My

CI-NEB calculations confirm that the migration of an interstitial Na is highly likely

even at relatively low temperatures, because by overcoming the activation energy bar-

rier of 0.53 eV Na can easily jump to an onther position. A Na atom travelling from

an interstitial site, which is tetrahedrally coordinated to four cations to a neighbouring

equivalent interstitial site have access to another stable interstitial position in the mid-

dle of its journey along the diffusion path. In this intermediate interstitial position Na
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is trigonally coordinated to three Cu atoms. Since the diffusion path is fully symmetric,

in figure 4.16 only one half of the path has been presented between the tetragonally

and the trigonally coordinated structures, and from there the path is mirror symmetric

going to the other tetrahedral structure. Among the studied diffusion paths for the

impurities in CuInSe2, the VCu-NaCu and Naint paths (see Figure 4.16) with the respec-

tive activation barriers of 0.35 eV and 0.53 eV are found to be the diffusion trajectories

with the lowest activation energies, which means that they correspond to fast diffusion

processes. According to Figure 4.17, the activation energy for the transfer of Naint is

about 1.4 eV smaller than the activation energy of VCu-NaCu under p-type conditions.

However, in an n-type material the activation energy of Naint rise with 0.33 eV.

4.4.2 Diffusion Kinetics in the CZTSe Absorber Layer

The exploration of the activation barriers at 0 K temperature corresponding to the

potential energy differences along the diffusion trajectories of defects and impurities in

the CZTSe light absorber are presented in this sub-section. Similar to the calculations

performed on CISe, we have used the same methodology in combination with the CI-

NEB to search for the transition state between reactant and product configurations.

Among native vacancies, the copper vacancy with the charge state of -1 has the lowest

activation barrier of 0.96 eV. Regarding the low formation energy of VCu (1.20 eV),

coupled with its low diffusion barrier of 0.96 eV, it can be concluded that similar to

CISe, VCu with the activation energy of 2.16 eV in p-type CZTSe stears the vacancy

mediated mass transport mechanism in CZTSe, especially at the elevated temperatures

of the film deposition. This activation energy drops to 1.21 eV under n-type conditions

(see Figure 4.20). For comparison, the other two vacancies, namely VZn and VSe with

the charge states of -1 and 0, respectively, have a higher diffusion barrier of 1.76 eV and

2.73 eV. The activation energies of VZn and VSe in p-type CZTSe are 4.34 eV and 4.64 eV

respectively, which are considerably higher compared to 1.76 eV and 2.73 eV values in

the n-type material. Since selenium defects exist mainly in the neutral charge state, their

activation energy remains constant through the whole range of the chemical potential of
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Figure 4.18: Minimum energy paths from CI-NEB calculations investigating the migration of
the VCu, VZn and VSe. The diffusion paths are presented in the left side of the figure. The right
side of the figure shows the schematic diagram of the corresponding migration path.
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Figure 4.19: Minimum energy paths from CI-NEB calculations for the migration of the neigh-
bouring VCu − NaCu and Naint (see the left side of the figure). The right side of the figure
depicts the schematic diagram of the corresponding migration path in form of a black arrow.
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Figure 4.20: Activation energy of the studied point defects in CZTSe shown for the whole range
of the Fermi energy.

the electrons µe. In contrast, the activation energy of zinc vacancy decreases to 3.39 eV

in n-type CZTSe. Based on these results, one can conclude that both selenium and zinc

vacancy-mediated mass transports are rather slow processes in the CZTSe material.

Due to the large formation energy for VSn of 4.21 eV in the p-type material I have not

studied the diffusion of VSn in CZTSe, because most probably it will be a very slow

process even if the path would be barrierless due to this large energy difference between

reactant and product. Similar to CISe, in order to study the diffusion trajectory of Na in

Table 4.5: Activation barriers and formation energies of studied defects in CZTSe. Formation
energies have been calculated at µe=VBM.

Initial Finial Charge state Em (eV) Ef (eV)
VCu VCu 1- 0.96 1.20
VZn VZn 1- 1.76 2.63
VSe VSe 0 2.73 1.91
Naint Naint 1+ 0.59 -1.54

NaCu-VCu NaCu-VCu 1- 1.39 -0.16
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CZTSe, I have studied two possible diffusion mechanisms, a Naint-mediated and a VCu-

mediated path. As I already mentioned in Section 4.3.2, there are two distinguishable

copper sites in CZTSe. To study the site-exchange between VCu and NaCu, I have

selected two completely equivalent Cu positions resulting in a fully symmetric path. As

a result, the reaction coordinate for this path in CZTSe is longer compared to CISe (see

Figures 4.16 and 4.19). In CZTSe, NaCu has to overcome an activation barrier of 1.39 eV

in order to jump to an equivalent copper vacancy. According to the results presented in

this thesis, the formation energy of NaCu-VCu defect is -0.16 eV under p-type conditions.

Therefore, this diffusion path with rather low activation energy of 1.23 eV is feasible at

higher temperatures. The migration path of interstitial Na in CZTSe corresponds to

the same path as in CISe. Similarly, the interstitial sodium that is jumping between

two equivalent tetrahedrally coordinated interstitial sites goes through a metastable

intermediate located in the middle of the path before moving to another inequivalent

interstitial position. Since the path is mirror symmetric, only one half of the path is

shown in Figure 4.19. The migration barrier for Naint is 0.59 eV, so Na intersititals are

very mobile even at relatively low temperatures within the whole range of µe and its

activation energy changes from -0.95 eV at VBM to becoming barrierless at CBM.
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Summary and Conclusions

The rise in energy demand coupled with environmental limitations have highlighted the

need for alternative energy resources in recent years. Photovoltaic (PV) is one of the

highly competitive and widely deployed alternatives with great potentials for renewable

energy applications. Thin film devices have become an important field in PV due to

their relatively low fabrication cost and good performance. However, in order to make

these solar cells commercially more applicable and competitive, a further boost in their

efficiency is becoming apparent. Due to the complex nature of these devices, the ex-

perimental efforts to improve the efficiency of these devices based on trial and error

procedures is both very much time and resource consuming. Therefore, the assistance

for experimental works via theoretical calculations in this field is essential. Furthermore,

computer simulations are a befitting support to provide new insights and to improve

the explanation of the experimental findings.

In this thesis, the role of Li, Na and K as alkaline impurities in two kinds of thin film so-

lar cell light absorber layers –namely CuInSe2 (CISe) and Cu2ZnSnSe4 (CZTSe)– have

been studied. It is widely accepted that doping these absorber layers with alkaline ele-

ments, especially Na and K have a beneficial effect on the performance of the solar cell

device. Therefore my thesis is mainly focusing on the incorporation of these impurities

into a large variety of sites in these materials from first principles hybrid functional

calculations.
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In spite of the fact that DFT is a very powerful method in characterizing the features

of semiconductor materials, the results are quite often influenced by the particular

exchange-correlation functional used in the given study. Since local DFT severely un-

derestimates the band gap of semiconductor materials, I have employed the HSE06

hybrid functional to predict the atomic and electronic structure of the CISe and CZTSe

solar cell materials more accurately.

The formation energy calculation of Na and K impurities in CISe reveals that, although

Na and K behave somewhat similar, there is a qualitative difference between the inclu-

sion of Na and K impurities. Namely, Na will be mostly incorporated into CuInSe2 and

CuIn5Se8 either as an interstitial defect coordinated by cations, or two Na impurities

will form (Na-Na) dumbbells in the Cu sub-lattice. In contrast to Na, K impurities are

less likely to form interstitial defects. Instead it is more preferable to accommodate K

either as KCu substitutional defect, or to form (K-K) dumbbells on Cu substitution

positions. The data presented in this work show, that all (Na-Na), (Na-K) and (K-K)

dumbbells can form in both CuInSe2 and in CuIn5Se8, which is a Cu-poor phase of

CuInSe2. In CuIn5Se8 the pristine Cu vacancies act as the most stable sites where Na

and K can be inserted. The formation energy of Na-related defects is generally lower

than the corresponding K-related defects, which would mean that if a defect site is

already occupied by Na, then it is less likely that K is able to substitute Na during

the post-deposition treatment. Regarding thermodynamic charge transition level cal-

culations, in CuInSe2 Na and K impurities located in the Cu sub-lattice do not create

deep defect levels in the gap, so they are not detrimental for the efficiency of the solar

cell. In contrast to CuInSe2, in CuIn5Se8 the formation of Na and especially K sub-

stitutional defects in the Cu sub-lattice lead to the creation of defect levels which act

as recombination centers, being very detrimental for the efficiency. Se-related substitu-

tional defects introduce defect levels in the gap of both CuInSe2 and CuIn5Se8, which

act as charge traps, leading to severe degradation of the device efficiency. However, the

formation energy of these Se-related defects are high, so that they should have a low

concentration in the material.

Formation energy calculation for Li, Na and K impurities in the kesterite structure of
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the CZTSe shows, that Li, Na and K atoms prefer to be incorporated into this mate-

rial as substitutional defects in the Cu sub-lattice. At this site highly stable (Li-Li),

(Na-Na) and (K-K) dumbbells can form as well. While Li and Na interstitial defects

are stable in CZTSe, the formation of K interstitial defects is unlikely. In general, the

resulting formation energies for Li and Na-related defects are comparable, and they are

always lower compared to their equivalent K-related counterparts. Based on thermo-

dynamic charge transition level calculations one can conclude that the external defects

are harmless except LiSn, NaSn and KSn. These defects induce gap states that might be

detrimental for the device performance.

In addition to the static structural relaxations and band structure calculations, the mi-

gration of point defects in CISe and CZTSe have been also investigated in this thesis.

In order to find the minimum energy path between appointed initial and final states

in a chemical reaction, corresponding to reactant and product states, I have utilized

the climbing image nudged elastic band (CI-NEB) method. The activation barrier has

been calculated by subtracting the energy of the saddle point from the energy of the

reactant configuration. The CI-NEB calculations reveal that in both CISe and CZTSe,

the VCu native defect due to its relatively low diffusion barrier easily contributes to

the vacancy mediated mass transport mechanism. In contrast, the diffusion of VSe re-

quires overcoming a higher activation barrier. In CZTSe, the migration barrier of VZn

diffusion is about 1 eV lower than the barrier for VSe diffusion. However, considering its

high formation energy, it can be concluded that the diffusion of VZn to a neighbouring

Zn sub-lattice is highly unlikely. Modelling the diffusion of Na interstitials reveals that

they have a very low activation barrier both in the CISe and CZTSe materials. There-

fore, the migration of Naint is very likely even at relatively low temperatures. Studying

another diffusion path, which shows a site exchange between VCu and NaCu displays a

sharp contrast between CISe and CZTSe. Namely, when VCu and NaCu are inserted

at two equivalent Cu sub-lattice sites in CISe, the exchange between the sites would

require a very low activation barrier of 0.35 eV. For comparison, in CZTSe this barrier

is around 1 eV higher (1.39 eV).

The aim of this thesis was to present a comprehensive insight on the favourable and
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detrimental inclusion sites for impurities in two absorber layers of thin film solar cells.

In this work I have provided new data for the understanding of the structure and en-

ergetics of Na and K impurities in CISe and of Li, Na and K impurities in CZTSe.

Since point defects can affect the material growth through mediating diffusion, the dif-

fusion mechanisms presented in this thesis can provide helpful explanation for future

experimental observations.
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