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Abstract

In this work we study strongly interacting matter at finite temperature. We con-
sider Quantum Chromodynamics (QCD) mainly with two degenerate flavors of
quarks below the phase transition. We rely on the Lattice approach to treat QCD
in the non-perturbative regime. In this framework, the inclusion of finite temper-
ature is fairly straightforward but extracting real-time properties from the Monte
Carlo data is a non-trivial problem. The focus of the work is put on the pion
quasiparticle. In particular we investigate the change in its dispersion relation due
to thermal effects and compare it to the vacuum situation. At low momenta, the
dispersion relation depends on a Renormalization Group Invariant (RGI) parame-
ter u(T ) called the ‘pion velocity’ that can be calculated in terms of screening (or
static) quantities. Those can be calculated with standard numerical techniques.
We calculate the pion velocity for several values of the temperature at different
quark masses and find strong evidence that boost invariance is violated due to
thermal effects. Our findings are in qualitative agreement with analytic calcula-
tions in Chiral Perturbation Theory (ChPT). In addition, we explore a method
to access information in spectral functions: the Backus-Gilbert method which has
never been applied to QCD before and has the advantage over more traditional
methods that a model-independent estimator for the spectral function can be de-
fined. As a complementary project, we investigate SU(3) pure Yang-Mills theory
with shifted boundary conditions. We use the latter to determine the renormal-
ization constant of the off-diagonal elements of the energy-momentum-tensor at
various values of the bare coupling. This constant is crucial for taking the contin-
uum limit of energy-momentum-tensor-correlators from which transport properties
of the system can be derived.
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Chapter 1
Introduction

In the last three years, two Nobel prizes in Physics were awarded to the high

energy physics community for outstanding research contributions that have a direct

impact on the Standard Model of Particle Physics (SM). The discovery of the Higgs

Boson by the CMS and ATLAS experiments at CERN in 2012 [1, 2] confirmed

the ideas and concepts first introduced more than fifty years ago by P. Higgs,

F. Englert and R. Brout [3, 4]. We think now we have a solid understanding

about how all known fermions obtain their masses and we can successfully marry

gauge invariance with the existence of massive vector gauge bosons. Although the

beauty and consistency of the Standard Model is not doubted by any high energy

theorist or experimentalist, by this time, the community already was aware that

the Standard Model could by no means be the end of the story.

Apart from the obvious “embarrassing” fact that the first ever discovered el-

ementary force by Newton is not included in the theory due to its inability to

be naively quantized, there are a number of physics effects that the SM is un-

able to predict. One of the experimental pieces of evidence of Beyond Standard

Model (BSM) physics are neutrino oscillations. Due to the chiral character of the

weak force, the fathers of the Standard Model assumed only the existence of a

left-handed neutrino and the absence of its right-handed component. This imme-

diately pointed to a vanishing mass for the neutrino particle which was consistent

with the experiments of the time. Now we know that neutrinos have tiny non-zero

masses [5]. The disappearance of neutrinos with one flavor and the appearance

of them with a different flavor led to the idea of neutrino oscillations. This phe-

nomenon can only be explained if one assumes non-vanishing masses for them.

1



2 Chapter 1: Introduction

The history of the universe must account for all available information. It is

believed that around t ∼ 10−12s after the Big Bang, when temperatures were

around 100 GeV, the electroweak transition took place. The Higgs field acquired

a non-zero expectation value and the electroweak gauge bosons got their masses

through the Higgs mechanism. The primitive universe formed out of the elemen-

tary particles cooled and expanded further until it reached temperatures of 100

MeV (t ∼ 10−6s). At this point the QCD phase transition happened whose con-

sequences we investigate to some extent in this thesis. The hadronization process

led to the formation of hadrons and the zoo of particles discovered in the fifties.

In order to study a complicated system like a quark-antiquark pair confined in-

side a meson, we rely on the Lattice framework. In this formulation of Quantum

Field theories, temperature effects can be included straightforwardly and strongly

coupled systems can be analyzed in a systematic improvable manner. In this work

we will not directly investigate the QCD phase transition. Its nature has been

extensively studied by lattice theorists over the last decade (see e.g. [6,7] and ref-

erences therein). By contrast, we will focus on the dynamics of QCD right below

the phase transition and compare our findings with the standard hadronic physics

at zero temperature. By doing so, we will make use of well established techniques

and will investigate some of the problems that arise when following “the Lattice

path”.

When analyzing a statistical system at finite temperature there are two con-

ceptually different quantities one can encounter: static and dynamic. While the

former characterizes the system in a time-independent way, the latter makes con-

tact to properties away from equilibrium. The challenge is then to obtain as much

information from the dynamic response of the system by measuring static quanti-

ties. All needed information is encoded in spectral functions (see Sec. 2.3.1) that

are in principle calculable from Euclidean correlators. In particular their slope at

the origin makes contact with transport coefficients that are defined through the

hydrodynamic description and the famous Kubo Formulas [8]. One example where

contact between static and dynamic quantities can be made is presented in Chap-

ter 6 where we show how to relate the shift in the pole of the pion quasiparticle

to screening quantities.

We focus on the pion since chiral symmetry assures a vanishing mass in the

chiral limit regardless of temperature effects. This fact can be further exploited
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in order to constrain the form of spectral functions and make a theoretical pre-

diction that we can test on the Lattice. The shift in the pole of the pion at finite

temperature is an effect very difficult to test experimentally due to the difficulty

of isolating a single pion and measure its energy in the presence of an equilibrated

thermal bath that can only be produced in Heavy Ion Collisions (HIC) for a very

tiny fraction of time. The results can be used more directly as input for var-

ious models that require information from the relevant quasiparticles and their

dispersion relations at different temperatures.

From the cosmological point of view, the theory of strong interactions is at

the origin of the formation of the observable universe although it represents only

a tiny ∼ 5% of the overall existing energy. Still, high energy physicists have

overwhelming evidence that it is the correct theory that describes the interactions

between quarks and gluons. Because of confinement, experiments are unable to see

free quarks or gluons; instead they see hadronized jets of particles. The remarkable

fact that Lattice Gauge theory was able to reproduce the low-lying QCD spectrum

of bound states [9] was important evidence that QCD worked also at low-energies.

This thesis is organized as follows: Chapter 2 is devoted to introducing some

concepts of Quantum Field theories in connection to the statistical interpretation.

In Chapter 3 we provide an introduction to QCD and explain the importance

of Chiral Symmetry which is mandatory to understand QCD thermodynamics.

Chapter 4 is devoted to Lattice Gauge theory, a well established formulation of

QFT on a finite and discrete space-time box. Chapter 5 shows and example of

how one can use different types of boundary conditions in our advantage to better

sample the QCD parameter space. Chapter 6 is devoted to the dynamics of QCD

below the phase transition. Finally, Chapter 7 summarizes our findings and we

state our conclusions.





Chapter 2
Basic concepts of QFT

Throughout this chapter we will introduce some carefully selected topics which

will be of mayor importance throughout this work. Constant references to ideas

and arguments of this chapter will be made. It is not intended to contain rigorous

proofs or detailed explanations on any of the various aspects. The goal is rather

to highlight the key concepts so as to gain intuition and be in a better position to

understand some of the more elaborated tools used in the following chapters.

2.1 Path integral quantization

Ever since the path integral formulation was fully introduced by Feynman and

Hibbs in 1965 so as to quantize field theories, the insight on the framework has

grown substantially. Let us briefly review the basic ingredients and concepts within

a toy model: the free scalar field theory. Consider the classical field equation

(2 +M2)φ(x) = 0 (2.1.1)

This equation can be derived from an action principle δS = 0 where

S[φ] = −1

2

∫
d4xφ(x)(2 +M2)φ(x) (2.1.2)

5



6 Chapter 2: Basic concepts of QFT

is the action that follows from the Lorentz covariant Lagrangian density in Minkowski

space with metric g = (+−−−)

L =
1

2
∂µφ∂µφ−

1

2
M2φ2. (2.1.3)

The expectation value of any operator formed out of a time-ordered product of n

fields can be written as

〈0|O(x1, ..., xn)|0〉 =

∫
Dφ O(x1, ..., xn)eiS[φ]

Z
(2.1.4)

where |0〉 stands for the vacuum of the system and

Z =

∫
DφeiS[φ] (2.1.5)

is called the partition function or path integral of the theory. The integration

measure should be formally understood as an infinite dimensional integral that

can be written as

Dφ =
∏

x∈R4

dφ(x). (2.1.6)

This is a well defined quantum description of our system because
∫
Dφ denotes the

sum over all possible field configurations including those that do not satisfy the

classical field equation written in Eq. (2.1.1). They represent quantum fluctuations

and hence do not follow from an action minimizing principle. This formulation

of Quantum Mechanics is not only useful at the formal level but also intuition is

gained. By coupling the partition function to external sources one arrives at the

generating functional Z[J ]. The Taylor expansion of this object contains all Green

Functions of the theory and therefore via the Lehmann-Symanzik-Zimmermann

(LSZ) formula [10] any scattering process can be written in terms of those. Know-

ing all Green Functions means in practice that the theory has been solved. Un-

fortunately, this can only be done for a handful of theories that enjoy symmetries

like scale invariance.
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2.2 Quantum Statistical mechanics

Since this work deals with systems in the presence of a thermal bath at a constant

temperature T we find it useful to introduce briefly the statistical description

of a quantum system. Once a given system has a very high number of degrees

of freedom, the number of micro states in which the system can appear grows

very rapidly. It is therefore a problem to keep track of the dynamics of each of

them, so one needs a special framework in order to treat the system globally and

concentrate on its collective behavior. The thermodynamic description introduces

a set of global variables like pressure, temperature or entropy that characterize

the system from a global point of view, regardless of the dynamics of the internal

degrees of freedom. The formalism we are about to introduce is used to describe

bulk properties in or near equilibrium. The framework of Quantum Statistical

Mechanics shares a lot of common features with the Path Integral formulation of

Quantum Field Theory. As an illustrative example, we will work in the grand

canonical ensemble. This describes a system that can exchange particles as well as

energy with a reservoir. The thermodynamic variables of interest are temperature

T , volume V and chemical potential µ which are fixed quantities. We begin with

the definition of a density matrix ρ̂

ρ̂ = exp
{
−β(Ĥ − µiN̂i)

}
(2.2.1)

where β = 1/T , Ĥ is the Hamiltonian of the system and N̂i are conserved number

operators, which e.g. can measure particle number or any other conserved charge.

In terms of the density matrix, the expectation value of any operator corresponding

to a meaningful observable is calculated as

〈O〉 =
TrÂρ̂

Trρ̂
(2.2.2)

where the trace is understood over all states that form the Hilbert space. The

definition goes back to quantum mechanics and can be derived very easily. It

confronts the situation where a system can appear in a so called mixed state |ψk〉
with probability pk. In this basis, ρ is a diagonal matrix with the probabilities
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along the diagonal so it can be written as

ρ̂ =
∑

k

pk |ψk〉 〈ψk| . (2.2.3)

One can now choose a basis of eigenvectors {|φ〉} that form an orthonormal basis

that fully diagonalizes e.g. the hamiltonian Ĥ (it could be any other hermitian

operator since the trace operation is invariant) and write

ρij = 〈φi|ρ̂|φj〉 =
∑

k

pk 〈φi|ψk〉 〈ψk|φj〉 . (2.2.4)

The expectation value of any hermitian operator in the “mixed system” is the sum

of expectation values corresponding to all mixed states times the probability that

the system is in the mixed state

〈A〉 =
∑

k

pk 〈ψk|A|ψk〉 =
∑

ijk

pk 〈ψk|φi〉 〈φi|A|φj〉 〈φj|ψk〉 =
∑

ij

ρjiaij = TrÂρ̂.

(2.2.5)

The condition that
∑

k pk = 1 translates into a normalized density matrix with

unit trace, so Trρ̂ = 1.

2.3 Thermal field theory

Taking the last section as an illustrating starting point, we want to make the

connection to a thermal field theory. Both expressions written in Eq. (2.1.4) and

Eq. (2.2.2) are very similar to each other. We can then identify the trace of the

density matrix with the thermal field theory partition function Z and write

Z(T, V, µ) = Tr exp
{
−β(Ĥ − µiN̂i)

}
. (2.3.1)

Its logarithm makes connection to the Helmholtz free energy

F = −T logZ(T, V, µ). (2.3.2)
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Taking first derivatives with respect to T, V or µ one arrives at pressure, entropy

or charge number potentials

S =
∂(T logZ)

∂T
, (2.3.3)

P =
∂(T logZ)

∂V
, (2.3.4)

Ni =
∂(T logZ)

∂µi
. (2.3.5)

Second order derivatives are related to specific heats (at constant temperature

or volume) and susceptibilities. From the quantum field theory perspective (at

zero temperature), it turns out to be very natural that the free energy is the

fundamental quantity from which the rest of thermodynamic potentials are derived.

The reason behind it is that the generating functional W [J ] which is also defined

proportional to log(Z[J ]) is the one that gives rise to all diagrams without bubble

diagrams. These are the ones that ultimately contribute to the interaction term in

any S-matrix element as opposed to Z[J ]. In order to fully establish the parallelism

and include Lorentz invariance into the framework, one needs to change from states

to fields (a very illuminating explanation on this statement can be found in Peskin

& Schröder). We therefore introduce scalar fields and their conjugate momenta

operators in the Schrödinger picture

φ̂(x) |φ〉 = φ(x) |φ〉 (2.3.6)

π̂(x) |π〉 = π(x) |π〉 . (2.3.7)

Both set of fields fulfill continuum completeness and orthogonality conditions. We

can write the partition function in terms of the fields as follow

Z(T, V, µ) = Tr exp
{
−β(Ĥ − µiN̂i)

}
=
∑

a

∫
dφa

〈
φa| exp

{
−β(Ĥ − µiN̂i)

}
|φa
〉

(2.3.8)

where the index a labels all states that the system can be in. The term e−βĤ looks

very similar to the ordinary evolution operator in quantum mechanics U(t, t′) =

e−iĤ(t−t′). The only difference is that time is Wick rotated such that t → τ = it.

Moreover, there is a fixed upper bound for imaginary times τ which is β =

1/T that plays the role of temperature. Thus, in this formulation one gives



10 Chapter 2: Basic concepts of QFT

up real time in favor of temperature. One can calculate the matrix element〈
φa| exp

{
−β(Ĥ − µiN̂i)

}
|φa
〉

(see e.g. [11]) and finally arrive at

Z(T, V, µ) = Nπ(x)

∫
dφ exp

(∫ β

0

dτ

∫
d3x LE(φ, ∂φ)

)
(2.3.9)

where in the process that transforms the hamiltonian into the euclidean lagrangian

density, the conjugate momenta π(x), which were treated initially as independent

degrees of freedom, are integrated over, since they appear only as gaussian in-

tegration variables yielding an irrelevant absolute normalization that cancels out

whenever an expectation value is taken. One can show explicitly that scalar fields

are periodic in τ . This is a consequence of the trace operation that appeared

naturally in the quantum mechanical description of the density matrix. For this

purpose we use the definition of the thermal Green function

G(x, y, τ1, τ2) = Z−1Tr
{
ρ̂Tτ

(
φ̂(x, τ1)φ̂(y, τ2)

)}
(2.3.10)

where Tτ is the time ordering product for bosons that acts like

Tτ

(
φ̂(x, τ1)φ̂(y, τ2)

)
= φ̂(x, τ1)φ̂(y, τ2)θ(τ1 − τ2) + φ̂(y, τ2)φ̂(x, τ1)θ(τ2 − τ1).

(2.3.11)

We set µi = 0 such that ρ̂ = 1
Z
e−βĤ and we use the cyclic property of the trace in

order to write

G(x, y, τ, 0) = Z−1Tr
(
e−βĤ φ̂(x, τ)φ̂(y, 0)

)
(2.3.12)

= Z−1Tr
(
φ̂(y, 0)e−βĤ φ̂(x, τ)

)
(2.3.13)

= Z−1Tr
(
e−βĤeβĤ φ̂(y, 0)e−βĤ φ̂(x, τ)

)
(2.3.14)

= Z−1Tr
(
e−βĤ φ̂(y, β)φ̂(x, τ)

)
(2.3.15)

= Z−1Tr
(
ρ̂Tτ

(
φ̂(x, τ)φ̂(y, β)

))
= G(x, y, τ, β). (2.3.16)

The space-time domain is then always chosen to be S1 × R3 with a period of β.

This means that scalar fields admit a Fourier expansion in imaginary time that
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can be written as

φ(x, τ) =

√
β

V

∑

n

∑

p

ei(px+ωnτ)φ̃n(p) (2.3.17)

where the values of ωn = 2πn/β are called Matsubara frequencies with n ∈ Z. If

the spatial extent is finite (as in the Lattice case) the momenta are also discretized

in units of pi = 2πni/L. For the case of fermions, being Grassman variables, the

treatment is the same with the only difference that Matsubara frequencies are

multiples of ωn = π(2n + 1)/β due to the anti-periodicity of the fermionic fields

ψ(x, 0) = −ψ(x, β).

As a concluding remark, one should note that the necessity of Wick rotating

into euclidean time has advantages and drawbacks. On the one side, we have shown

that there exists a strong parallelism between quantum statistical mechanics and

the imaginary time formulation of thermal field theory. The euclidean partition

function e−SE acts like a Boltzmann weight suppressing field configurations that

are away from the classical solution where the action gets minimal. Taking the

lagrangian density of the free scalar theory of Sec. 2.1 as an example, it can be

easily shown that indeed the change of variables t → τ = it and integration by

parts yields a real positive definite action quadratic in the fields

iS[φ] =
i

2

∫ ∞

−∞
dt

∫
d3x

(
∂tφ(t,x)∂tφ(t,x)−∇2φ(t,x)−M2φ2(t,x)

)
(2.3.18)

− SE[φ] = −1

2

∫ β

0

dτ

∫
d3x

(
∂τφ(τ,x)∂τφ(τ,x) + (∇φ(τ,x))2 +M2φ2(τ,x)

)
.

(2.3.19)

The link between statistical mechanics and QFT cannot be achieved at real time

due to the strong oscillating function eiS one has in Minkowski metric. In addition,

if one computes numerically expectation values at imaginary times (e.g. via Monte

Carlo methods) it is an ill-posed problem to go back to real time by analytical con-

tinuation as we will state in Sec. 2.3.2. Nevertheless, this problem will only affect

dynamic quantities that describe the response of the system to time-dependent

perturbations as opposed to time-integrated or static quantities whose calculation

is safe.
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2.3.1 Introduction to spectral functions

Since important for later sections, we will quote some of the most important re-

lations between euclidean and retarded correlators in the presence of a thermal

bath in the approximation of zero chemical potential. The goal is to introduce the

notion of a spectral function: a common function to all different type of correlators

that unambiguously carries every perturbative and non-perturbative contribution.

We start with Eq. (2.3.10) and define the form of a general time ordered thermal

correlator for the case of two general composite operators A and B. We assume

that the density matrix is normalized and both operators are projected to zero

momentum such that the space-dependence is integrated over. The two possible

contributions can be written as

GAB
> (t) = Tr{ρ̂A(t)B(0)} (2.3.20)

GAB
< (t) = Tr{ρ̂B(0)A(t)} (2.3.21)

These two equations can be combined into a commutator such that

GAB(t) = iTr{ρ̂[A(t), B(0)]} = i(GAB
> (t)−GAB

< (t)). (2.3.22)

It satisfies the relations

GAB(−t) = −GBA(t), GA†B†(t) = GAB(t∗)∗ (2.3.23)

and vanishes outside the light-cone, a consequence of the causality property of the

theory. The euclidean correlator plays a fundamental role in the lattice formulation

since it is this form of the correlator that can be computed with Monte Carlo

techniques at imaginary times τ ∈ [0, β]. It can be related to the above defined

quantities as

GAB
E (τ) = GAB

> (−iτ) (2.3.24)

The integral transform over the positive half axis defines the retarded correlator

GAB
R (ω) =

∫ ∞

0

dteiωtGAB(t) (2.3.25)
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and for the case of B = A† (as it is for the most commonly used correlators) the

spectral function is defined as

ρ(ω) =
1

π
ImGAA†

R (ω). (2.3.26)

The reality property is also verified for the euclidean correlator GAA†
E (t) as well as

for the spectral function. In addition, if A† = ±A the euclidean correlator is up

to a global sign symmetric around t = β/2. We write for this case the relation

between the spectral function and the euclidean correlator which then reads

GAA†

E (t) =

∫ ∞

0

dωρ(ω)
cosh(ω(β/2− t))

sinh(ωβ/2)
. (2.3.27)

The previous integral equation is of major importance in this thesis. The numeri-

cally ill-posed inversion of this equation to access the information in the spectral

function is one of the goals of this work. Since the euclidean correlator is periodic

in the interval [0, β], we can expand it in a Fourier series such that

G̃E(ωn) =

∫ β

0

dteiωntGE(t) (2.3.28)

where ωn = 2πn/β, n ∈ Z and the full euclidean correlator is recovered by sum-

ming over all Matsubara modes

GE(t) =
1

β

∑

ωn

G̃E(ωn)e−iωnt. (2.3.29)

Finally one can show that the analytic continuation of the euclidean correlator in

frequency space is the retarded correlator

GR(iωn) = G̃E(ωn) n ≥ 0 (2.3.30)

and via Eq. (2.3.26) one arrives at the spectral function. The zero mode contri-

bution needs special treatment (see e.g. [12]) if the spectral function is singular at

the origin. Examples of perturbative results of spectral functions calculated via

analytic continuation can be found in [13,14] among others.
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2.3.2 A numerically ill-posed problem

After having calculated the euclidean correlator in imaginary time in a typical

thermal lattice like the ones used in this work, one ends up with a function eval-

uated at most at Nτ = 12 points. Therefore it is clear that there is an infinite

number of spectral functions that upon integrated with the kernel will yield the

same euclidean correlator. Even if we had an enormous computing power such

that we could simulate on very big thermal lattices, the problem is still not solved.

Data will come with error bars, and it can be shown that the uncertainty of the

spectral function decreases only logarithmically, meaning that the euclidean corre-

lator needs exponentially increasing statistics which is completely unfeasible with

known standard techniques. Therefore, the inversion of Eq. (2.3.27) is numeri-

cally an ill-posed problem. Various attempts of solving this problem have been

tried. The most popular method in the lattice community is called the Maximum

Entropy Method (MEM) (see [15–17] among others). In this method the guiding

principle for the selection of the most likely solution given the finite number of

lattice data points with errors and an input default model is Bayesian driven. The

drawback of this approach is the prior selection of a default model whose parame-

ters will be determined by MEM such that the solution is the most probable one.

Therefore all studies relying on MEM need to make sure to disentangle correctly

physical peak structures from systematic artifacts of the default model. We used

this method in [18] but the results are not reproduced in this work.

By contrast, we make use of the Backus-Gilbert method [19–21] that will be

introduced in Sec. 6.5.6 (see also Appendix F for a Mock-Data study). It has

the advantage over MEM of not requiring any a priori selected model. Instead, a

completely model-independent estimator for the true spectral function can always

be defined. In addition, the formulation of the method ensures that if the target

spectral function is constant, the estimator agrees exactly. The price to pay is the

calculation of a resolution function that optimally balances error reduction versus

resolving power. More details are given in the above mentioned sections.

2.4 Ward-Takahashi identities

Ward Identities [22, 23] were introduced in the 1950’s in the context of Quan-

tum Electrodynamics. It was shown then that divergent structures of the bare
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parameters were related. Nowadays, Ward Identities are well established rela-

tions upon expectation values and are of major importance in the framework of

Quantum Field Theory. They are valid at the non-perturbative level and ther-

fore play an outstanding role in Lattice Theories (for a review on Lattice Ward

Identities see [24].) Generally speaking, Ward Identities relate the divergence of a

Green Function to some linear combination of other Green Functions. They are

particularly interesting if they contain a current whose divergence vanishes. In

the classical theory, this corresponds to a conserved current and Noether Theo-

rem [25] implies an underlying symmetry. When inserted into expectation values,

Ward Identities tell us how this symmetry is realized at the quantum level.

Ward Identities are derived by calculating the infinitesimal change of the parti-

tion function Z corresponding to an infinitesimal local transformation of the fields.

Consider the expectation value of a multilocal operator in an abelian gauge theory

like QED in euclidean space

〈0|O(x1, ..., xn)|0〉 =
1

Z

∫
D[Aµ]D[ψ̄, ψ]O(x1, ..., xn) exp

(
−SG[Aµ]− SF [ψ̄, ψ]

)

(2.4.1)

We perform a local transformation of the fermionic fields ψ̄ and ψ as

δεψ = ε(x)ψ, δεψ̄ = −ψ̄ε(x). (2.4.2)

The expectation value of Eq. (2.4.1) is invariant under any change of the fermionic

fields since they can be seen as pure integration variables. This leads to

δ

δε(x)
〈0|O(x1, ..., xn)|0〉 = 0. (2.4.3)

The previous expression can also be written as

〈
δO(x1, ..., xn)

δε(x)

〉
=

〈
O(x1, ..., xn)

δSF
δε(x)

〉
. (2.4.4)

Particularly interesting cases appear when the transformation leaves the action

invariant, since the r.h.s of the previous equation vanishes. In Appendix E we

provide a derivation for the case of Chiral Ward Identities in two-flavor QCD for

two-point functions. They can be generalized to finite temperature and are used

extensively in Chapter 6 to formally derive some of our main results.





Chapter 3
Quantum Chromodynamics (QCD)

In this chapter we will formally introduce the continuum Lagrangian of QCD and

briefly state a few of its most important properties. In the modern approach to

Quantum Field Theory, symmetries play an outstanding role since they dictate, for

example, the allowed operators to be included in the lagrangian density so special

attention will be devoted to the symmetry properties. In order to better establish

the relation to lattice QCD we will be working directly in euclidean metric

{γµ, γν} = 2δµνI. (3.0.1)

3.1 Euclidean QCD lagrangian density

QCD is the theory of the strong interactions and together with the electromagnetic

and the weak force form the Standard Model of Particle Physics. The matter

content of QCD consists of 6 different spin-1/2 fermions which are called quarks

living in the fundamental representation of the gauge group SU(3). Thus, they

can appear in any combination of three different color-states (red, green and blue).

They are represented by a Dirac field ψf (x)α,a where f, α and a represent the flavor,

dirac and color-indices respectively. Like in any gauge theory, QCD has its own

massless vector gauge boson of spin-1 called the gluon (g). It is represented by a

lorentz-vector Aµ,b(x) where µ and b are lorentz and color-indices (throughout this

work we will not always show all indices explicitly; only when important for the

discussion). The gauge field lives in the adjoint representation so b runs from 1

to N2 − 1 = 8. The only terms compatible with being locally invariant under the

17
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SU(3) gauge group and have dimension equal or less than 4 are (without θ-term)

L[ψ̄, ψ, A]QCD =
∑

f=u,d,s,c,b,t

ψ̄f (γµ(∂µ + iAµ) +mf )ψf +
1

2g2
Tr[FµνFµν ]. (3.1.1)

The field strength tensor is defined in the usual way taking into account the fact

that SU(3) is a non-abelian group

F a
µν = ∂µA

a
v − ∂νAaµ − fabcAbµAcν . (3.1.2)

These new terms are of fundamental importance in QCD since they give rise to

the self-interaction vertices of the gluon field. Those are responsible for some of

the most interesting properties of QCD like asymptotic freedom. The structure

constants fabc are defined via the common definition for any Lie group

[T a, T b] = ifabcT
c, (3.1.3)

where T a are the generators of the SU(3) group in any representationR. IfR is the

fundamental representation, the generators are the well known Gell-Mann matrices

which are of dimension 3. The gauge field Aaµ, lives in the adjoint representation.

In this case the generators are 8 by 8 matrices fulfilling Eq. (3.1.3). In contrast to

QED, Quantum Chromodynamics is an asymptotically free theory due to its non-

abelian character. This means that once the theory is renormalized, the coupling

αs = g2
R/(4π) becomes a function of a scale µ (the renormalization scale) with

the property gR(µ → ∞) → 0. The function that governs this running is called

the beta function which was firstly calculated in [26] yielding a negative leading

coefficient. In this sense, perturbation theory holds only at very high energies,

where the coupling is small. Unfortunately, at small energies, the renormalized

coupling constant is O(1) and there is no hope of computing analytically any

observable relying on perturbative expansions. From a theoretical point of view,

this feature makes QCD a well behaved theory eliminating the Landau singularity

present for example in QED spoiling the convergence of perturbative expansions

at high energies. Nevertheless, at small energies where confinement occurs, Lattice

Gauge Theory or effective theories with experimental input are the only tools at

our disposal to gain information of the hadronic processes.
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3.2 SU(3) gauge symmetry

Obviously Eq. (3.1.1) describes a gauge invariant Lagrangian. To show this one

has to specify the gauge transformations for the different fields:

ψ(x) 7→ ψ′(x) = UF [g(x)]ψ(x), ψ̄(x) 7→ ψ̄′(x) = ψ̄(x)U †F [g(x)],

Aµ 7→ A′µ = UA[g(x)]AµU
†
A[g(x)] + i(∂µUA[g(x)])U †A[g(x)]. (3.2.1)

Given the above transformations

Fµν 7→ F ′µν = UA[g(x)]FµνU
†
A[g(x)] (3.2.2)

where the subscripts F andA stand for the fundamental and adjoint representation

respectively.

Some additional remarks on gauge symmetry can be made. For this purpose let

us use a more simple gauge theory like quantum electrodynamics which is abelian.

Gauge symmetry stems from a global symmetry: the empirical observation that

electrons and positrons, having the same mass, couple with the same strength

to the presence of an electromagnetic field. Nevertheless, why is there a need to

promote this symmetry to a local one? The problem arises when trying to quantize

the theory with say, the path integral formalism presented in Sec. 2.1. Once we

have defined the electromagnetic current to be proportional to the Noether current

(Noether currents always follow from global symmetries), it turns out that if the

spinor fields do not satisfy the classical equations of motion, the electromagnetic

current jµ(x) = eψ̄(x)γµψ(x) is no longer conserved at the quantum level. This

would imply that the quantum system would be able to generate or annihilate

net electric charge which is in clear contradiction with experiments. The way

out relies on the definition of a gauge transformation which is local and depends

on the space-time point xµ. In this way the electromagnetic current is always

conserved even if the classical equations of motion are violated (due to quantum

fluctuations). A very interesting discussion on this topic can be found in [27] Chap.

58. For the case of non-abelian theories like QCD, additional problems arise with

quantization. The inclusion of the Faddeev-Popov determinant which gives rise to

the well known ghost fields are mandatory for keeping an SU(3) gauge symmetry.
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Nevertheless, this is beyond the scope of this work and, as we will see, in the

Lattice formulation of gauge theories, this is in general unnecessary.

up (u) down (d) strange (s) charm (c) bottom (b) top (t)

Q 2/3 -1/3 -1/3 2/3 -1/3 2/3
mass 2.3 MeV 4.8 MeV 95 MeV 1.3 GeV 4.2 GeV 173.2 GeV

Table 3.1: Matter content of QCD. Quark masses are quoted in the MS scheme at
a scale µ = 2GeV [28].

3.3 Chiral Symmetry

Chiral symmetry is of fundamental importance to understand, among other puz-

zles, the low-lying hadron spectrum of QCD. From Table 3.1 it can be seen that

quark masses can be divided into a light and a heavy sector with the strange

quark being neither light nor heavy. If interested in physics at the hadronic scale,

(µ . 1GeV) we can, in first approximation, consider two-flavor QCD where only

up and down quarks are taken into account and the remaining degrees of free-

dom are “frozen” (or “integrated out”) meaning that they are decoupled from

the relevant physics scale. Moreover, we can send both light quark masses to

zero mu = md → 0 and the Lagrangian exhibits a new set of global symmetries:

mainly U(2)R×U(2)L ∼ U(1)V ×SU(2)V ×SU(2)A×U(1)A where the subscripts

R,L, V,A refer to right, left, vector and axial (the precise definition of the sym-

metry transformation is found in Sec. 3.3.2.) This is the so-called chiral limit.

The U(1)A group is broken due to quantum fluctuations and one refers to it as

the chiral anomaly. It was first investigated in [29, 30] in the context of π0 → γγ

decays.

3.3.1 Spontaneous symmetry breaking: Nf = 2

Given the above symmetry pattern one would naively expect that hadrons orga-

nize themselves into approximately degenerate multiplets fitting dimensionalities

of irreducible representations of SU(2)L × SU(2)R × U(1)V . The U(1)V group

can be associated to baryon number. This means one can separate hadrons into

baryons (B = 1) and mesons (B = 0). Since vector and axial charges have a
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well defined behavior under the parity operation one expects to find particles fit-

ting into multiplets with even and odd parity respectively. Nevertheless, it is an

experimental fact that this parity doubling is not realized in nature.

Consequently, SU(2)L × SU(2)R cannot be a true symmetry of the vacuum

(even if mu = md = 0). In addition, we see that vector symmetry is indeed realized

in nature since the pions can be arranged into an SU(2) triplet with approximately

degenerate masses (π+, π0, π−) due to the fact that the mass matrix is diagonal

and the flavor vector current is conserved. This limit is referred to as isospin

limit. Apart from that, we see that pions have masses well below the typical

confining scale of QCD (∼ 1 GeV). It seems very unnatural that there is a huge

mass gap between the lightest hadrons and the proton for example. Thus, one

concludes that in order to explain the masses of pions, one must find a special

theoretical framework that can be used to make sense out of such discrepancies.

This pattern is Spontaneous Symmetry Breaking (SSB). Goldstone’s Theorem,

which is the main result of SSB [31,32], can be invoked to explain the existence of

a priori massless Goldstone Bosons (the pions) carrying axial quantum numbers

and equally important, the absence of its parity doublers. To each generator that

does not annihilate the vacuum there corresponds a massless spin 0 field, whose

symmetry properties are tightly connected to the generator in question. One often

says that the chiral group SU(2)L × SU(2)R is spontaneously broken to SU(2)V .

Nevertheless, we know that the real world Lagrangian of Eq. (3.1.1) explicitly

breaks chiral symmetry due to non-vanishing quark masses. Once the symmetry

is explicitly broken, one expects massive Goldstone bosons whose squared masses

are, according to general theorems on soft symmetry breaking [32], proportional

to the symmetry breaking parameters which are precisely the quark masses. It

is important to point out that the existence of pseudoscalar degrees of freedom

(massless or not) does not rely on the precise value of the quark masses but on

the fact that some axial generators do not annihilate the vacuum state. One can

apply the machinery of a spontaneously broken theory which leads then to the low

energy hadron phenomenology we observe and the empirical fact of the existence

of pseudo Goldstone bosons. A very detailed description of SSB can be found

in [33] Sec. 3.
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3.3.2 The chiral condensate as an order parameter of SSB

As stated in the previous section, the SSB pattern that governs chiral symmetry

breaking can be written as SU(2)V × SU(2)A → SU(2)V (omitting the U(1)′s).

Any system that exhibits a SSB pattern is suitable for the definition of an order

parameter such that its expectation value is non-zero in the broken phase and zero

in the symmetric phase. In QCD with two flavors of light quarks this role is played

by the chiral condensate

〈q̄q〉 =
〈
ψ̄uψu + ψ̄dψd

〉
6= 0 if T < TC . (3.3.1)

A general SU(2)V or SU(2)A transformation acts on the fields as follows

ψ 7→ ψ′ = eiα
a
V τ

a

ψ, ψ̄ 7→ ψ̄′ = ψ̄e−iα
a
V τ

a

, (3.3.2)

ψ 7→ ψ′ = eiα
a
Aγ5τ

a

ψ, ψ̄ 7→ ψ̄′ = ψ̄eiα
a
Aγ5τ

a

. (3.3.3)

where a = 1, 2, 3 and τa are the Pauli matrices which are the generators of the

SU(2) group. Given the above transformations it can be easily seen that the chiral

condensate is invariant under SU(2)V but not under a chiral rotation. Therefore,

it is a perfect candidate for an order parameter. The expectation is that at high

temperatures, the value of the chiral condensate is zero and the full symmetry is

restored. It is not clear yet, what the role of the axial anomaly near the phase

transition is. We will further comment on the finite temperature aspects of chiral

symmetry in Chapter 6.

3.3.3 Chiral Perturbation Theory

Chiral Perturbation theory (ChPT) is the effective theory of QCD at low-energies.

The concept of an effective theory is usually well explained in the context of the

Theory of Fermi interaction [34]. Way before the experimental discovery of the

charged electroweak gauge bosons in 1983 at CERN, Feynman and Gell-Mann

wrote down a Lagrangian density with a 4-fermion interaction term, which success-

fully described electroweak processes at small energies. Nonetheless, this new oper-

ator made the theory non-renormalizable and therefore lacking an UV-completion.

A theory which is only valid in a specific range of energies is often called an effective

theory. As opposed to Fermi’s theory, ChPT is formulated in terms of completely
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new degrees of freedom, namely mesons and baryons. We will stick to the case

of mesons in Nf = 2 and therefore only pions are taken into account. They are

described by fields φa(x) which are scalars under the Lorentz group. The most

important constraint on the effective Lagrangian density comes from QCD vacuum

symmetries. The pion fields are collected in a hermitian traceless matrix. After

exponentiation the resulting matrix is a member of the SU(2) group. This way

of collecting the effective degrees of freedom is often referred to as the non-linear

sigma model

φ(x) =
3∑

a=1

τaφa(x) =

(
φ3 φ1 − iφ2

φ1 + iφ2 −φ3

)
=

(
π0

√
2π+

√
2π− −π0

)
. (3.3.4)

The exponential map yields then

U(x) = exp

(
i
φ(x)

F0

)
(3.3.5)

where F0 is the pion decay constant in the chiral limit. It is one of the many

low-energy constants that encodes the effects of the underlying theory which is

QCD. A general left, right transformation acts on U(x) as

U(x) 7→ RU(x)L†, (3.3.6)

where R and L are group elements of SU(2)R and SU(2)L respectively. The

most general chirally invariant lagrangian density with the minimal number of

derivatives for Nf = 2 reads

L =
F 2

0

4
Tr
{
∂µU∂µU

†} . (3.3.7)

Finally, since we are interested in predictions regarding an expansion in the small

light quark masses we can introduce a mass matrix proportional to a new low-

energy constant Σ0. It is the chiral-condensate in the chiral limit. The full lowest-

order (O(p2)) ChPT Lagrangian then reads

LLO =
F 2

0

4
Tr
{
∂µU∂µU

†}+
F 2

0 Σ0

2
Tr
{
MU † + UM †} , (3.3.8)
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where

M =

(
mu 0

0 md

)
. (3.3.9)

When calculating loop corrections, one notices that divergences which cannot be

absorbed in a redefinition of the bare parameters F0 and Σ0 appear. This makes the

theory unrenormalizable. Nevertheless, a power counting was defined by Weinberg

[35] such that to a given order in the momentum expansion, the theory is still well

behaved.

In the context of Lattice QCD, ChPT is usually used to extrapolate observables

to the physical values of the quark masses. ChPT at finite temperature is also

interesting, since the thermal modifications of various chiral observables can be

defined as shown in Appendix G.



Chapter 4
Lattice Gauge Theory

Lattice Gauge Theory (LGT) is a framework based on Quantum Field Theory

formulated in a finite and discrete space-time grid. The basic ideas were first

introduced by Kenneth Wilson in 1974 in the celebrated paper (Confinement of

Quarks [36]) where he laid the foundations of Lattice Gauge Theories. He was

awarded the 1982 Nobel Prize in Physics for his novel understanding of Renor-

malization in Quantum Field Theories and the application to critical phenomena.

The space-time discretization has several virtues. Firstly, the lattice regulariza-

tion preserves gauge invariance exactly at finite lattice spacing. Secondly, field

configurations are given in terms of compact variables which avoids the gauge

fixing procedure. Still, LGT enables a non-perturbative definition of gauge the-

ories like QCD. Finally, given that the number of degrees of freedom becomes

finite, the lattice formulation is suitable for numerical simulations based on Monte

Carlo methods given that the action can be rewritten as a positive definite func-

tional form of the fields. The first numerical studies were performed by M. Creutz

in [37, 38]. The crucial point is to recognize that no perturbative expansions are

needed as opposed to the continuum formulation. Up to systematic errors called

lattice artifacts, lattice results within QCD are valid to any order in perturbation

theory and when continuum extrapolated represent the “numerical realization of

QCD” (F. Wilczek).

25
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4.1 Basic concepts of Lattice QCD

The central idea consists in replacing the continuum 4D space-time by a grid whose

points are separated by a distance a called lattice spacing

Λ =
{
x ∈ R4|xµ = anµ;ni = 0, ..., NS − 1;n0 = 0, ..., Nτ − 1

}
. (4.1.1)

As it is demanded by the statistical interpretation of the path integral, we work

with euclidean metric which for the case of QCD at vanishing chemical potential

makes the action positive definite. This is not only important for implementing

finite temperature as it has been shown in previous sections but also is of crucial

importance for the generation of configurations.

The value of a in physical units is deduced a posteriori in a process called

scale setting. For simplicity a is chosen to be equal in time and spatial directions.

The opposite situation is called an anisotropic lattice which can be very useful

in some particular situations but here, we will only work with isotropic lattices.

The physical extent of our box is then a function of the lattice spacing. So is

temperature, which as mentioned in the previous discussion, is related to the

inverse of the imaginary-time extent

L = NSa (4.1.2)

T =
1

Nτa
. (4.1.3)

The aspect ratio LT is independent of the lattice spacing and is a very natural

object to estimate finite-volume effects with. It should be clear that in order to

obtain results that are valid in the continuum we have to send a→ 0. Nevertheless,

by doing so, we also are shrinking the box to zero. So one has to increase the

number of points in both directions so as to keep the physical values of L and T

fixed. This, of course, is very demanding from the computational point of view.

The whole process can be repeated for different values of L with the hope of

extrapolating our results to the thermodynamic limit at infinite L and finite T .

The practical way of proceeding can be summarized in three steps:

• First, one needs to find a discretized version of the action of the theory under

study in euclidean metric. In our case we will discretize the continuum QCD

lagrangian density of Eq. (3.1.1). During this process one encounters prob-
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lems like the appearance of unwanted doublers, loss of chiral symmetry (even

at vanishing quark masses) or discretization effects that can dramatically af-

fect our results. It is important to note that there is a large set of actions

that can reproduce the QCD action when the lattice spacing is sent to zero.

We can use this ambiguity to our advantage to define different Lattice QCD

actions with different properties that are better suited for a large variety of

problems. We will address some of this issues in the upcoming sections.

• Expectation values of operators are calculated in the standard way

〈O〉 =
1

Z

∫
D{φ} O({φ})e−Slat

QCD[φ]. (4.1.4)

where Z =
∫
D{φ}e−Slat

QCD[φ], {φ} are intended to be the set of fields that

enter the action and thus, describe the different degrees of freedom present

in our simulation and Slat
QCD[φ] is our particular lattice choice for the QCD

action. In continuum QCD {φ} = {ψ̄, ψ, Aµ} but it is not guaranteed that

the same parametrization is useful in Lattice actions as we will see. In any

case, we will require that

lim
a→0

Slat
QCD[φ] = SQCD[ψ̄, ψ, Aµ]. (4.1.5)

Valid actions exist which do not have a continuum limit nor perturbation

theory is well defined. They fall under the category of topological actions [39]

and are constructed in a way that the right symmetries are respected and

the quantum limit is reached at finite lattice spacing which is well used in

the context of, for example, spin models. Since LGT is intended to be a

first principles approach, one can think of several ways of evaluating the

expectation value of some observable following Eq. (4.1.4). Let us define a

set of random configurations ΓR({φ}). Formally, one can then write

〈O〉 =

∑
{φ}∈ΓR

O({φ})e−Slat
QCD[φ]

∑
{φ}∈ΓR

e−S
lat
QCD[φ]

. (4.1.6)

Nevertheless, this is not very efficient because the majority of configurations

will yield a very big value of the action and therefore will contribute very

little to the expectation value of the observable under consideration. Instead,
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one uses a much more intelligent approach called importance sampling where

one first generates a set of N configurations ΓMC({φ}) which are precisely

distributed according to the probability distribution density

dP ({φ}) =
e−S

lat
QCD[φ] D{φ}

∫
D{φ} e−Slat

QCD[φ]
. (4.1.7)

In this way we can write Eq. (4.1.4) as

〈O〉 = lim
N→∞

1

N

∑

{φ}∈ΓMC

O({φ}). (4.1.8)

Now it should be clear why it is so important that the action is positive

definite acting like a Boltzmann factor. Otherwise the process of importance

sampling cannot be pursued. The set of configurations ΓMC({φ}) is generated

via Montecarlo methods which we will discuss in some extent in Sec. 4.7.

Apart from sampling correctly the space of configurations, taking only those

that contribute most to the expectation value of any observable, this set of

configurations is universal (for a given set of bare parameters) and can of

course be reused for other observables.

• Finally, in order to compare with experimental results, the continuum limit

needs to be taken. There is no general recipe to extrapolate a certain quantity

to the continuum since it depends on how the calculation on the Lattice side

took place and what quantity we are considering. Nevertheless, some general

remarks can be made here. The parameters m and the coupling g are initially

bare parameters that a priori have no meaning at all. In order to extract

physics from our Lattice QCD action, we need to relate those parameters

to physical observables which in practice means that one has to give up the

measurement of some physical quantity that serves to set the overall scale

(extract a in physical units). Different choices of the scale setting observable

will lead to different results at finite lattice spacing. Nevertheless when the

continuum limit is taken, they should agree. It then becomes obvious that

the bare parameters have to depend nontrivially on the cutoff scale a in order

to keep the physics constant as we move towards a → 0 where the lattice
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spacing dependence cancels out completely. This corresponds to the process

of renormalizing the theory and will be adressed in Sec. 4.5.

4.1.1 The lattice spacing as a regulator

The lattice spacing a will play an outstanding role in the formulation of LGT. Re-

calling the situation in continuum QFT, we know that momentum integrals that

arise due to quantum contributions in loop diagrams are in general divergent. The

problem is solved by regulating the theory with the inclusion of some additional

external parameter like a hard cutoff Λ (Pauli-Villars regularization) such that the

integral is carried out up to the cutoff making the result finite, but cutoff depen-

dent. Dimensional regularization is a commonly used regularization procedure as

well. It appears as a consequence of the fact that the scaling of those integrals to

infinity is different for different values of the space-time dimension d. In some cases

of theories of low dimensionality, the integrals are even convergent. For example it

is the case for QED in 1+1 dimensions which is a superrenormalizable theory. By

doing the replacement d = 4− ε, one can move away from the divergent situation

and isolate the infinite part. This non-analytic contribution is then included in

the bare parameters of the initial Lagrangian (if the theory is renormalizable) such

that it exactly cancels the infinities arising in momentum integrals. In a second

step, one has to be sure that physical observables, which can be measured exper-

imentally, cannot depend on the value of the scale where the infinite subtraction

took place. In the continuum, this is done by solving the renormalization group

invariant differential equations called Callan-Symanzik equations that lead to the

well known Renormalization Group Invariant (RGI) quantities.

By contrast in LGT, the regulating parameter is automatically the lattice spac-

ing a. Due to space-time discretization, momentum integrals are forced to live in

the first Brillouin zone such that the maximum value is p = π/a(1, 1, 1). This

ensures that all results calculated within the lattice formulation are finite. This

very particular scale of order ∼ 1/a can be seen as the hard cutoff scale of the

theory. Lattice results can only be compared to physically observable quantities

if they are renormalized and continuum extrapolated. This refers to the process

of eliminating the cutoff dependence and is achieved by repeating the calculation

at even finer lattices until a safe extrapolation can be carried out. The Wilsonian

approach to renormalization is specially relevant and intuitive in LGT. One can
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imagine that the discretized version of some continuum action is nothing but the

effective action of the continuum theory where the modes that range from ∼ 1/a

to infinity are integrated out.

4.2 Pure Yang-Mills Theory on the Lattice

Pure Yang-Mills theory on the lattice is the main building block of any discretized

gauge theory and QCD is no exception. Moreover, a substantial part of this thesis

deals with some particular aspects of renormalization of pure SU(3) Yang-Mills

theory (see Chapter 5). Therefore we find it interesting to formally introduce its

action. The gluonic contribution to the QCD action is given in the continuum by

the following kinetic term

Scont
G =

1

2g2

∫
d4xTr[FµνFµν ]. (4.2.1)

A discretized version has to be found for the lattice case. The usual way of in-

troducing link variables which are meant to reproduce the dynamical gluon back-

ground is to note that the naive discretized version of the fermionic action (which

we will treat in detail in the next section) is not gauge invariant unless a so called

gauge transporter is introduced. The well known Dirac action for a single massive

fermion is written as follows

Scont
F [ψ, ψ̄] =

∫
d4xψ̄(x)(γµ∂µ +m)ψ(x). (4.2.2)

Since on the lattice the fermion fields live at discrete values of space-time we have

to use finite-difference derivatives such as

∂µψ(x)→ 1

a
(ψ(n+ µ̂)− ψ(n)) +O(a) (4.2.3)

where µ̂ is a unit vector pointing in the µ-direction. In practice, one uses a more

complicated form of the derivative that removes higher order terms in a, but for

the discussion now, this is sufficient. This form of the derivative will give us terms

that are products of two field living at different nearby positions ψ̄(n)ψ(n + µ̂).

When gauge transforming these terms as given by Eq. (3.2.1) we note that they

are not gauge invariant. The way out relies on the definition of a link variable that



4.2 Pure Yang-Mills Theory on the Lattice 31

lives between the two points and transform as

Uµ(n)→ g(n)Uµ(n)g†(n+ µ̂) (4.2.4)

where g(n) represents some group element of SU(3) depending on the space-time

point n. Consequently, a term written as ψ̄(n)Uµ(n)ψ(n+µ̂) is now gauge invariant.

In order to make the connection to the continuum theory one notes that the

transformation rule of Uµ(n) is precisely the same as the one of a gauge transporter.

Namely,

G(x, y) = P exp

(
i

∫

Γ(x,y)

A · ds
)
→ g(x)G(x, y)g†(y) (4.2.5)

where P stands for the path-ordered operator, Γ(x, y) is some curve that connects

both points x and y and A is intended to be the gauge connection or gauge field

Aµ(x) that encodes all information about the gauge manifold. So in order that

two fields at different points “can talk to each other in a gauge invariant way”

they have to be gauge transported to the same point via the gauge transporter.

The key observation is that we can write our link variable as an expansion of the

continuum gauge field Aµ(n) which is true up to lattice effects

Uµ(n) = exp(iaAµ(n)) = G(n, n+ µ̂) +O(a) = 1 + iaAµ(n) +O(a2). (4.2.6)

Having identified the link variables Uµ(n) as only building blocks of our gauge

theory that encode gauge degrees of freedom, we need to write a gauge invariant

action such that when a→ 0 we recover the SU(3) Yang-Mills continuum action

Scont
G = lim

a→0
SG. (4.2.7)

The simplest gauge invariant action that one can write only in terms of link vari-

ables is the so called Wilson gauge action or plaquette action which reads

SWG [U ] =
βL
3

∑

n∈Λ

∑

µ<ν

ReTr[1− Uµν ] (4.2.8)

where

Uµν = Uµ(n)Uν(n+ µ̂)U−µ(n+ µ̂+ ν̂)U−ν(n+ ν̂) (4.2.9)
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is called the plaquette (see Fig. 4.1) and βL = 6/g2 is called inverse coupling which

is a commonly used definition in the lattice community (not to be confused with β

which is the physical imaginary time extent equal to Nτa = 1/T ). All closed loops

of link variables are gauge invariant objects being the plaquette the most simple

one. It corresponds to the smallest orientable closed loop in the (µ, ν) plane. The

links satisfy the property U−µ(n) = U †µ(n−µ̂). Taking the real part of the plaquette

ensures that both orientations are taken into account since Re[Uµν ] = 1
2
(Uµν +U †µν)

and U †µν = Uνµ.

Uµν(n)

Uµ(n)

Uν(n+ µ̂)U †ν(n)

U †µ(n+ ν̂)

n

µ̂

ν̂

Figure 4.1: Plaquette Uµν(n).

It can be easily proven by using the Taylor expansion of Uµ together with the

Baker-Campbell-Hausdorff formula that

SWG [U ] =
βL
3

∑

n∈Λ

∑

µ<ν

ReTr[1− Uµν ] =
a4

2g2

∑

n∈Λ

Tr[Fµν ]
2 +O(a2) (4.2.10)

and the continuum limit is recovered. Note that in the Lattice formulation of Yang-

Mills theory, gauge degrees of freedom are group elements of SU(3). Mainly 3× 3

unitary matrices of unit determinant carrying color indices of the adjoint represen-

tation. This is conceptually different from the continuum, where the gauge field

is a member of the algebra of the SU(3) group, 3× 3 hermitian traceless matrices

satisfying ordinary Lie algebra commutation relations. One of the consequences

is that the gauge-fixing procedure which is mandatory in the continuum, is for

general purposes not needed on the lattice. The reason behind it is that SU(N)

gauge groups are compact such that an integration measure can be defined over the

whole group making it possible to define a finite integral over the gauge links that
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covers all possible link field configurations. This avoids the problem of choosing a

privileged gauge trajectory such that gauge equivalent field configurations are not

double counted. In the continuum, this leads to the inclusion of the Faddeev-Popov

determinant.

4.3 Including fermions: the Wilson action

We conclude the discussion of the previous section with the inclusion of fermionic

degrees of freedom. For this purpose it is useful to start with some discretization

of the Dirac operator. Using a symmetrized version of the lattice derivative ∂µψ ∼
1
2a

(ψ(n+ µ̂)− ψ(n− µ̂)) that removes O(a) effects one can write

SF [ψ̄, ψ, U ] = a4
∑

n∈Λ

ψ̄(n)

(∑

µ

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mψ(n)

)

(4.3.1)

where appropriate link variables have been introduced to preserve gauge invari-

ance. This is analogous to the minimal coupling procedure that is used in defining

covariant derivatives in gauged theories. In order to define the free propagator

of a single quark of mass m we have to invert the Dirac operator in momentum

space with all links put equal to the identity matrix (this corresponds to the free

theory). The solution reads

D(p) = m+
i

a

∑

µ

γµ sin(pµa) (4.3.2)

D(p)−1 =
m− ia−1

∑
µ γµ sin(pµa)

m2 + a−2
∑

µ sin(pµa)2
(4.3.3)

It turns out that this form of the propagator yields 16 poles in the first Brillouin

zone whereas only one of them is physical. This is known as the doubling problem.

To get rid of it, Wilson proposed the addition of an extra term to the Dirac operator

that vanishes linearly in the continuum limit and gives a very heavy mass to the

doublers such that they decouple when the continuum limit is taken. This is the

so-called Wilson term that we subtract from the naive action

SWF = SF −
r

2
a5
∑

n∈Λ

ψ̄(n)�ψ(n) (4.3.4)
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where ψ̄(n)�ψ(m) =
∑

µ ψ̄(n)Uµ(n)ψ(n+µ̂)−2ψ(n)+U−µ(n)ψ(n−µ̂)

2a2
is the naive discretized

laplacian operator with appropriate links included for gauge invariance and r is

the Wilson parameter that is commonly set to unity. With this term added we

can recompute the inverse of the Dirac operator and we encounter that the masses

of the fermions are shifted according to their momenta

m→ m(p) = m+
2r

a

∑

µ

sin(pµa/2). (4.3.5)

This ensures that as we take the naive continuum limit a → 0 only the physical

fermion survives while the doublers that live at the edges of the first Brillouin zone

get an infinite mass and decouple. The full Wilson action for one fermion of mass

m including the Wilson term then reads

SWF [ψ̄, ψ, U ] = a4
∑

n∈Λ

ψ̄(n)

(
m+

4

a

)
ψ(n)− 1

2a

∑

µ=±µ
ψ̄(n)(1− γµ)Uµ(n)ψ(n+ µ̂)

(4.3.6)

where we have defined γ−µ = −γµ. The drawback of this action is that we have

explicitly broken chiral symmetry, even when m = 0 such that {DW , γ5} 6= 0. This

introduces several problems when renormalizing the bare quark masses since it does

not renormalize multiplicatively anymore. Instead, an additive renormalization

parameter appears since there is no symmetry protecting from a mixing with the

unit operator which has the same quantum numbers as the mass term

m = Zm(m−mc) (4.3.7)

where mc is called the critical mass and Zm is the renormalization constant that

needs to be determined non-perturbatively. In practical simulations one makes

use of a different parametrization for choosing the bare masses. Since the Wilson

Dirac operator has to be inverted in order to calculate n-point functions it is useful

to introduce the hopping expansion which reads

DW = 1− κH, κ =
1

2am+ 8
(4.3.8)
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where κ is the hopping parameter. In this way we can write for the inverse

D−1
W = (1− κH)−1 =

∑

n=0

κnHn. (4.3.9)

It is a common practice that Lattice theorists use κ instead of m for referring to the

bare quark mass following Eq. (4.3.8). For the renormalized quark mass, one first

needs a precise definition such as the one written in Eq. (4.3.7). Nevertheless, there

are other equally good options like e.g. the PCAC mass which will be introduced

in Sec. 4.5.1.

4.4 Lattice artifacts

One can group systematic errors present in lattice calculations into three cate-

gories:

• Finite volume effects: They arise due to the finite extent of our 4D box. It

is an infrared effect present at low energies. One often uses the value of the

pion mass mπL, (more precisely, the screening pion mass) to quantify them.

Since finite volume effects are exponential ∼ e−mπL, as a rule of thumb, if

mπL > 4 one is in the “safe regime”, which means that finite volume effects

may be small and under control. Ideally, one should always perform a finite

volume study at bigger lattices in order to quantify finite volume corrections.

• Cutoff effects: The most important systematic errors come from the finite

lattice spacing a we are forced to use in lattice calculations. It is an ultravio-

let effect at energy scales µ ∼ 1/a. As stated in previous sections, the lattice

spacing acts as a natural regulator of LGT since no momentum can be in-

duced bigger than ∼ π/a. In the far future, when computers are so powerful

to perform simulations at sufficiently small values of a, cutoff effects may

become numerically negligible. Until then, one needs to find a way to deal

with them and in the best case to remove them completely. This will be the

topic of the next section.

• Chiral extrapolation to physical quark masses: In many Lattice simulations

the values of the renormalized quark masses are not the ones realized in na-

ture. This leads to systematic errors in quantities that depend strongly with
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the quark masses. A typical example is the pion mass m2
π which according to

Chiral Perturbation Theory grows linearly with the quark mass. Simulations

are often done at much heavier pion masses than the ∼ 140 MeV value listed

in the PDG. Two main reasons speak in favor of simulating at bigger pion

masses. Firstly, finite size effects are suppressed with the lightest screening

mass of the theory. Choosing a bigger value of the pion mass leads to smaller

finite size effects. From the numerical point of view, the Wilson Dirac opera-

tor defined in the previous section needs to be inverted for the calculation of

any observable within LGT. It turns out, the smaller one chooses the value of

the masses, the bigger the condition number of DW is. This leads to a higher

computational cost in the calculation of its inverse. The extrapolation to the

physical pion mass is done a posteriori with theoretical input from ChPT.

4.4.1 Improvement program

From the discussion on the discretized version of the pure gauge action we saw

that the standard plaquette-Wilson action reproduces the continuum Yang-Mills

action up to O(a2) effects. It can be shown that pure gauge lattice actions are

always O(a) improved. This is not true when introducing fermions. The main

reason is the inclusion of the Wilson term, mandatory to remove doublers. As it

can be seen from Eq. (4.3.4) it is a dimension 5 operator that vanishes linearly

with the lattice spacing. Thus, our Wilson fermion action has O(a) effects. These

discretization errors will propagate to any expectation value of any observable

calculated on configurations generated with this action. Nevertheless, we can use

to our advantage the freedom of adding other operators of dimension bigger than

4 that also vanish in the continuum limit and hence, reproduce the QCD action.

When tuning the coefficients of those new operators, we may be able to exactly

cancel discretization effects order by order. This is the philosophy behind the

Symanzik improvement program [40,41] we will try to summarize here.

Let us write an effective lattice action as an expansion in the lattice spacing a

Slat =

∫
d4x

(
L(0) + aL(1) + a2L(2) + ...

)
(4.4.1)

where L(0) is simply the continuum QCD lagrangian written in Eq. (3.1.1). The

new terms L(k) have dimensions 4 + k and hence they are multiplied with ak such
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that the full action is dimensionless (in natural units). All new terms that appear

as k > 0 have to respect all relevant QCD symmetries (gauge invariance, Lorentz

covariance). For k = 1 we can write 5 different dimension 5 operators. Making

use of the Dirac field equation we see that only 3 are linearly independent. Those

are

L
(1)
1 = ψ̄(x)σµνFµνψ(x) (4.4.2)

L
(1)
2 = mTr[FµνFµν ] (4.4.3)

L
(1)
3 = m2ψ̄(x)ψ(x) (4.4.4)

where σµν = i
2
[γµ, γν ] are the generators of the Lorentz group. We notice that L

(1)
2

and L
(1)
3 are operators that are already included in our fermion Wilson action of

Eq. (4.3.6). A redefinition of the bare parameters m and g would absorb those

terms. We are left with L
(1)
1 which is called the Sheikholeslami-Wohlert term or

clover term [42]. The O(a) improved Wilson action can then be written as

SW,imp
F [ψ̄, ψ, U ] = SWF [ψ̄, ψ, U ] + cswa

5
∑

n∈Λ

∑

µ<ν

ψ̄
1

2
σµνF̂µν(n)ψ(n) (4.4.5)

where csw is the coefficient we have to tune in order to properly remove O(a) dis-

cretization effects. The object F̂µν is some discretized version of the field-strength

tensor. One can show that the following operator is suitable

F̂µν =
−i
8a2

(Qµν −Qνµ) = Fµν +O(a2) (4.4.6)

where Qµν(n) is the sum of plaquettes in the (µ, ν) plane at point n (see Fig. 4.2).

Qµν(n) = Uµ,ν(n) + U−µ,ν(n) + Uµ,−ν(n) + U−µ,−ν(n) (4.4.7)

and Uµ,ν(n) is the plaquette at point n as defined in Eq. (4.2.9) with the property

Uµ,ν(n) = U−µ,ν(n + µ̂) (equivalently for ν). Since Q is a sum of plaquettes,

Q†µν = Qνµ and therefore in F̂µν the imaginary part is chosen since Im[Qµν ] =
−i
2

(Qµν −Q†µν).
The coefficient csw is calculated non-perturbatively [43] within the Schrödinger

functional which is a specially suited renormalization scheme on the lattice. Through-
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µ̂

ν̂

U−µ,ν Uµ,ν

Uµ,−νU−µ,−ν

Figure 4.2: Clover term Qµν(n).

out this thesis, we will make use of those results for the generation of gauge con-

figurations.

4.5 Scale setting and Renormalization

We know that a physical observable calculated on the Lattice has a well defined

continuum limit where the lattice dependence has to cancel out

lim
a→0

P (g(a),m(a), a) = P0. (4.5.1)

The Callan-Symanzik equations

dP (g,m, a)

d log a
=

(
∂

d log a
+

∂g

∂ log a

∂

∂g
+

∂m

∂ log a

∂

∂m

)
P (g,m, a) = 0 (4.5.2)

tell us how the bare parameters depend on the lattice spacing so as that Eq. (4.5.1)

holds. A very important function is the beta function

β(g) = − ∂g

∂ log a

g→0
= −β0g

3 − β1g
5 +O(g7) (4.5.3)

which determines how the bare coupling depends on the lattice spacing a. We can

expand around g = 0 as written above where the first two completely universal

coefficients determined within perturbation theory read for the case of N colors
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and Nf flavors

β0 =
1

(4π)2

(
11

3
N − 2

3
Nf

)
, (4.5.4)

β1 =
1

(4π)2

(
34

3
N2 − 10

3
NNf −

N2 − 1

N
Nf

)
. (4.5.5)

By solving and then inverting Eq. (4.5.3) so as to get a function a(g0) we notice

that the continuum limit a → 0 corresponds to g0 → 0. This property is called

asymptotic freedom which is a genuine feature of QCD. Since the lattice regular-

ization is nothing but a very special and convenient regularization procedure the

two first universal coefficients apply also for the Lattice regularization. Lattice

calculations usually take place at the other end of the spectrum, in the IR where

the coupling constant is of order 1. Thus, none of the perturbative renormalization

schemes are well suited. Lattice results are rarely compared to loop calculations

within perturbative QCD, due to the fact that perturbative results are not valid

at low energies where LGT is more powerful. This is one of the reasons because

the Lattice comunity uses its own non-perturbative renormalization schemes the

Schrödinger functional being one of them. For details we refer the reader to [44,45].

When starting a new simulation we have 3 parameters at our disposal (βL, κ, csw).

All of them depend nontrivially on the lattice spacing a and its dependence can

be studied for a given action (e.g. Wilson action with two O(a) improved quarks).

Firstly, the lattice spacing needs to be calculated. A common choice for doing so

relies on the Sommer parameter r0 [46]. This physical quantity is related to the

static force between two quarks in the limit where they are infinitely heavy. Its

physical value rphys
0 ≈ 0.5fm comes from experimental data. On the lattice we find

this quantity in the Wilson loop, which is a closed temporal loop of links

〈W (r, t)〉 = c(r) exp (−tV (r)) (4.5.6)

where r and t are the lenghts in space and time respectively. Taking the derivative

of the potential we arrive at the force F (r) = −dV (r)
dr

. Once extracted we need to

find the adimensional number r0 where [46]

F (r0)r2
0 = 1.65. (4.5.7)
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Finally we just calculate the lattice spacing as the ratio of (ar0)/rphys
0 where the

numerator comes directly from the simulation. We can repeat this process for

different values of βL so as to obtain a function a(βL).

For setting the mass scale, i.e. tuning the quark mass we can use hadronic

renormalization schemes. One often uses ratios of hadron masses such as Mπ/MN

or Mπ/Mρ because this reduces the quark mass dependence which leads then to

smaller errors in the upcoming extrapolation. One may then compute at a given βL

mass ratios for different values of κ and then extrapolate to the κ∗ where the ratio

takes its physical value. Repeating this process for different values of βL will yield

a function κ∗(βL) such that we know how to tune the value of κ when approaching

the continuum limit (βL → ∞) along the renormalization group trajectory that

automatically will reproduce the real world in the continuum. Nevertheless, one

rarely simulates along the κ∗ trajectory since it would correspond to very small

values of the quark masses and complications in the inversion of the Dirac oper-

ator appear. One prefers to simulate at unphysical masses and perform a chiral

extrapolation at the end.

4.5.1 The PCAC mass: improvement of local operators

An alternative path to compute the renormalized quark mass m (cf. Eq. (4.3.7))

can be given by using the PCAC relation which is an operator identity that in

euclidean space holds when inserted in expectation values. It relates the divergence

of the non-singlet axial current Aaµ = ψ̄γµγ5
τa

2
ψ to the pseudoscalar density P a =

ψ̄γ5
τa

2
ψ

∂µA
a
µ = 2mP a Nf = 2. (4.5.8)

This relation can be derived by computing the Ward Identity associated to a

chiral rotation of the fields. It is very useful in the context of renormalization

and improvement. For example, it can be shown that the computation of the

improvement coefficient csw is calculated by enforcing the PCAC relation at finite

lattice spacing to order O(a2). This is done by applying distinct operators O
that yield a non-vanishing matrix element with the axial current and pseudoscalar

density respectively [47]. The PCAC mass can be defined by applying for example

the pseudoscalar density operator on each side and taking the expectation value.

This choice is specially convenient since the pseudoscalar density two point function
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has a very good signal-to-noise ratio

∂µ
〈
Aaµ(x)P b(0)

〉
= 2m

〈
P a(x)P b(0)

〉
. (4.5.9)

One can then solve for m and write

mbare
PCAC =

1

2

∂µ
〈
Aaµ(x)P b(0)

〉

〈P a(x)P b(0)〉 (4.5.10)

Notice that the quark mass is unrenormalized. This is due to the fact, that matrix

elements that directly involve the bare fields need to further undergo a renormaliza-

tion process so as the theory to become predictive. Since no other gauge invariant

operators of dimension smaller or equal than 3 can mix with the operators ap-

pearing above implies that Aaµ, V
a
µ , P

a are multiplicatively renormalizable. On top

of that, the improvement process described in Sec. 4.4.1 will only guarantee the

O(a) improvement of the spectrum (in particular hadron masses or energy values

appearing in the exponents of n-point functions). Therefore one needs to improve

and further renormalize also composite operators like V,A or P such that matrix

elements of these operators approach the right continuum value. Common ways

of relating them proceed through the regularization independent (RI) scheme or

RI/MOM [48] or the Schrödinger Functional. One writes the O(a) improved and

renormalized operators as

V a,r
µ = ZV (g2

0)(V a
µ + acV ∂

imp
ν σaµν), (4.5.11)

Aa,rµ = ZA(g2
0)(Aaµ + acA∂

imp
ν P a), (4.5.12)

P a,r = ZP (g2
0, µ)P a. (4.5.13)

It turns out that the renormalization condition for the determination of the renor-

malization constants is set in the chiral limit. This means that ZA,V (g2
0 → 0)→ 1

since both currents are conserved in the continuum chiral limit and thus are au-

tomatically renormalized. This assures also that there is no remaining scheme

dependence if the results are continuum extrapolated. In order to connect to the

case of finite quark mass additional parameters bA, bP , bV , bm [49] appear which

are neglected in this work since the correction is very small. The case of ZP is

different: a scale dependence remains, tightly connected to the scheme that was

used for its computation. Therefore, in order to quote results in some continuum
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renormalization scheme as MS one needs an additional coefficient connecting the

lattice renormalization scheme and the MS scheme at some scale which is com-

monly set to µ = 2GeV although the matching of renormalization schemes is done

at much higher perturbative scales of order ∼ 100GeV. We can then write the

renormalized PCAC mass quoted in MS at a scale of µ = 2GeV as

mMS
PCAC(µ = 2GeV ) = cSFtoMS(µ)

(
ZA
ZP

)
1

2

∂imp
µ

〈
Aaµ(x)P b(0)

〉

〈P a(x)P b(0)〉 (4.5.14)

where Aaµ and P a are O(a) improved. In order to be consistent with the order of

improvement considered, there are also some improved derivatives ∂imp
µ that can

be defined such that they are free of O(a) effects (see Appendix B). The relation

with the definition of the renormalized mass given in Eq. (4.3.7) is the following.

The bare PCAC-mass given in Eq. (4.5.10) vanishes for those values of βL and

κ for which the theory is chirally symmetric. Thus, we can use it to determine

the value of mc(g
2
0) (or in the lattice version κc(βL)). In a second step, we notice

that after additive renormalization both definitions are proportional to each other.

Still, there is a non-trivial factor rm between them (see Eq. (E.1) of [50])

ZA(g2
0)/ZP (g2

0, µR)mbare
PCAC = Zm(g2

0)rm(g2
0)(m−mc(g

2
0)) = rmm. (4.5.15)

where R is the renormalization scheme chosen for the calculation of ZP at the scale

µ.

4.6 Following lines of constant physics: temper-

ature scans

We have discussed in the context of Thermal Field Theroy in Sec. 2.3 that Wick

rotating a QFT theory to Euclidean time leads to a statistical interpretation and

consequently, the inverse length of the periodic (antiperiodic for fermions) imag-

inary time extension denotes the temperature of the statistical system as stated

in Eq. (4.1.3). Performing scans in temperature is one of the main objectives of

Lattice QCD at finite temperature and is of major importance throughout this

thesis. In principle, one can think of three straightforward manners of varying

temperature:
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• By varying the number of points in the time direction. This is called fixed

scale approach and it has the advantage that one does not need to retune

any of the bare parameters of the theory. This is very convenient if one is

interested in coarse scans. The obvious drawback is that the discrete steps

limit the resolution. In real simulations there are other practical restrictions

concerning the algorithm and its parallelization such that the situation is

even worse.

• By varying the lattice spacing a. These types of scans are far more difficult,

since a retuning of all bare parameters is necessary in order to remain at

the line of constant physics described by Eq. (4.5.2). This is achieved by

choosing one dimensionfull quantity that remains constant throughout the

whole scan. The scans used in this thesis are done at fixed renormalized

quark mass following Eq. (4.5.14).

• Implementing shifted boundary conditions. This method was proposed in

[51–53]. It relies on SO(4) euclidean symmetry in the continuum while

considering shifted boundary conditions in time. The conceptual idea is

very similar to the twisted boundary idea [54] where those shifts are imple-

mented in space enabling a finer resolution in momentum values such that

pni = (2πni/L)+θi where θ is related to the shift parameter. In a similar way,

implementing those shifts in time, permits a much finer scan since three new

parameters appear for choosing the imaginary time length making a total of

4 instead of one. In addition, considering different shift parameters does not

imply a change in the bare parameters. Some details and one application is

presented in Chapter 5.

4.7 Aspects of Montecarlo simulations

In this section, we will mention the strategy of generating configurations. From

previous sections we have stated that expectation values are calculated according

to

〈O〉 = lim
N→∞

1

N

∑

{φ}∈ΓMC

O({φ}) (4.7.1)
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where the configurations are generated according to the probability distribution

density

dP ({φ}) =
e−S

lat
QCD[φ] D{φ}

∫
D{φ} e−Slat

QCD[φ]
. (4.7.2)

We have also managed to identify the correct degrees of freedom of LGT, or more

precisely, its parametrization, such that we can write the integration measure as

D{φ} = D[U ]D[ψ̄, ψ] =
∏

n∈Λ

∏

µ

dUµ(n)
∏

n′∈Λ

dψ(n′)dψ̄(n′). (4.7.3)

The object dU is called the Haar measure which is well known in the mathematical

literature. The defining properties are gauge invariance and normalization. We

can list them as

dU = d(UV ) = d(V U),

∫

SU(3)

dU = 1, U, V ∈ SU(3). (4.7.4)

Putting everything together we can now write the full QCD lattice version of

the path integral for two flavors of light degenerate O(a) improved quarks (Pauli

term) with parametrically very heavy doublers (Wilson term) in the presence of a

dynamical gluon background as follows

Z lat
QCD =

∫
D[U ]D[ψ̄, ψ]e−S

W
G [U ]−SW,imp

F [U,ψ̄,ψ] (4.7.5)

where SWG is Eq. (4.2.8) and SW,imp
F is the improved fermion action of Eq. (4.4.5).

The goal is now to approximate the previous integral with stochastic methods

like Monte-Carlo algorithms and by doing this, generate a set of configurations on

which observables can be measured. We notice that the fermion action has the

following structure

SW,imp
F [ψ̄, ψ, U ] =

∑

n,m

ψ̄(n)DW (n,m)[U ]ψ(m) (4.7.6)

and thus, is quadratic in the fields. By remembering that fermionic variables obey

anticommutation relations such as {ηi, ηj} = 0 one can integrate out the fermion
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fields analytically and write

Z lat
QCD =

∫
D[U ]det[DW ]udet[DW ]d e

−SWG [U ] (4.7.7)

=

∫
D[U ]det[DWD

†
W ] e−S

W
G [U ] (4.7.8)

where we have made explicit that there is one determinant factor coming from

each flavor. Still, isospin symmetry assures that det[DW ]u = det[DW ]d and the

determinant operation is understood to be taken over space-time, color and spin

indices. In addition, γ5-hermiticity allows us to write it in a single determinant

that involves the Dirac operator itself and its hermitian conjugate. Once fermions

are integrated out, we are left with the normalized probability distribution density

dP [U ] =
det[DWD

†
W ] e−S

W
G [U ]D[U ]∫

D[U ] det[DWD
†
W ] e−S

W
G [U ]

. (4.7.9)

Neglecting the contribution of the determinant corresponds to the quenched ap-

proximation. In this limit, sea quarks are neglected in the calculation. One in-

tegrates out fermonic degrees of freedom because implementing Grassmann vari-

ables on computational platforms is a very non-trivial task. By doing so, the

det[DWD
†
W ]-factor emerges. This leads us to another problem. The calculation of

the determinant factor is very demanding due to its very non-local character. In

general, the number of terms of a determinant of a N × N matrix goes like N !.

In practical situations it is completely unfeasible to estimate. This leads to the

inclusion of pseudo fermions [55]. The analogy relies on the relation of gaussian

integrals between fermionic and bosonic variables. More precisely, the determi-

nant factor appears in the denominator for bosonic variables and in the numerator

for fermionic ones as it can be seen from Eq. (4.7.9). In order to see this let us

consider a real vector of bosonic fields φi where i may be labelling for example the

position on which it is evaluated (let i take discrete values), and the same for a real

fermionic field ηi which is a Grassmann variable. We compute then the gaussian
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integral for each case and encounter

∫ N∏

i

dφie
−1/2φiMijφj = (2π)N/2

1

(det[M ])1/2
(4.7.10)

∫ N∏

i

dηie
−1/2ηiMijηj = (det[M ])1/2. (4.7.11)

Starting from this relation, we first can promote φi and ηi to complex fields (as

it is in QCD), this adds another factor of the det[M ]∓1/2 respectively. On top of

that, we account for both flavors which adds another det[M ]∓1. We then are able

to write

∫
D[ψ̄, ψ]e−ψ̄uD

W
u ψu−ψ̄dDWd ψd = N(π)

∫
D[φ†, φ]e−φ

†(DWD†W )−1φ (4.7.12)

where N(π) is an overall irrelevant normalization constant and we have used the

fact that Dirac operator is free of zero modes such as det[D] = 1/det[D−1]. It

is now straightforward to understand that the fields φ and φ† need to posses the

same degrees of freedom as the fermionic Grassmann variables ψ̄ and ψ with the

only distinction that they obey Bose-Einstein statistics instead of Fermi-Dirac. In

simulations they are implemented as ordinary complex numbers. Nevertheless,

this does not represent a problem since the mathematical identity of Eq. (4.7.12)

assures that the correct effective action is generated which is the only relevant

aspect that needs to be respected in order to properly generate configurations.

4.7.1 Completing a trajectory with the Hybrid Montecarlo

algorithm

The simulation starts from a given configuration, i.e. one needs to specify all links

that live between all lattice points. These are (4×Nt×N3
s ) 3×3 unitary matrices of

unit determinant. Common choices for the starting configuration are all matrices

equal to the identity matrix (this corresponds to the free theory) and is given the

name of cold start or all matrices set to random elements of the SU(3) group

which is referred to as hot start. The fields that need to be stored are the links

U whereas the pseudofermions φ will only help to sample the configuration space

correctly. The Hybrid Montecarlo algorithm (HMC) is a global update algorithm.



4.7 Aspects of Montecarlo simulations 47

This means, that at the beginning of each trajectory, a complete global set of fields

is proposed at every space-time point.

One trajectory starts by generating a random vector η which has pseudofermionic

degrees of freedom according to the probability distribution e−η
†η. Then, one con-

structs the true field φ by applying the Dirac operator D[U ]η = φ. This field

will be kept constant throughout the whole trajectory. The Molecular Dynam-

ics evolution equations are responsible for the update of the link variables and

are the classical solutions of a non-relativistic system with Hamiltonian H[P,Q]

that depends on the generalized coordinates Q and their corresponding conjugate

momenta P . The Hamilton operator reads

H[P,Q] =
1

2
P 2 − S[φ, U ] (4.7.13)

where

S[φ, U ] = SWG [U ] + φ†(DWD
†
W )−1φ (4.7.14)

One identifies the generalized coordinates Q with the parameters αaµ(n) that define

a given link Uµ(n) = eiα
a
µ(n)Ta where T a are the generators of SU(3). In addition

there are some conjugate momenta P a
µ (n) which are the conjugate variables to αa.

Those are also random generated at the beginning of the trajectory according to

the probability distribution exp[−1
2
[
∑

n∈Λ P
a
µ (n)P a

µ (n)] which comes from the first

term in Eq. (4.7.13). Then one needs to solve the Hamilton equations for updating

alternately αaµ(n) (or equivalenty, Uµ(n)) and P a
µ (n)

Ṗ = −∂H
∂Q

=
∂S

∂Q
, (4.7.15)

Q̇ =
∂H

∂P
= P. (4.7.16)

The derivative (Ṗ and Q̇) is to be understood with respect to the molecular dy-

namics evolution time. From the practical point of view, standard integrators

such as the leapfrog technique, induce O(ε2) errors. Nevertheless, the algorithm

can be made exact by introducing a Metropolis step at the end of the trajectory.

In each substep of the update, the full inverse (DD†)−1 needs to be calculated.

This represents the most time consuming part of the algorithm. Once a sufficient

amount of substeps (updates of U and P ) have been performed, one completes the
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trajectory with a Metropolis-accept-reject step. It accepts the configuration if a

random number r ∈ [0, 1) is smaller than e−∆H[P,U |P ′,U ′] where (P,U) and (P ′, U ′)

are the variables at the beginning and at the end of the trajectory respectively.

The trajectory itself has a length of τ = εn and n is the number of substeps. If the

trajectory is accepted, the configuration is stored and a new trajectory begins from

the previous configuration. This introduces autocorrelation effects that have to be

studied in detail in order to not underestimate the error in our measurements. For

a fixed τ , increasing the number of substeps n will lead to smaller errors and con-

sequently to a bigger acceptance rate at the cost of needing more computational

resources. Thus, one has to find a good set of parameters for the algorithm to

produce uncorrelated configurations without spending too much Montecarlo time

within each trajectory. Due to the Metropolis step at the end of the trajectory, the

HMC algorithm is exact to machine precision in the sense that any accumulated

numerical errors from the MD evolution will be fixed such that at the end we

will indeed have configurations according to the probability distribution written

in Eq. (4.7.9). Notice how by switching to the Hamilton formalism we are able

to introduce conjugate momentum variables that always appear quadratically and

are usually integrated out. Nevertheless, it is precisely those variables that are

responsible for choosing “the direction in Montecarlo-space” that the trayectory

is pointing to. They are gaussian distributed and chosen at the beginning. The

same applies to η and consequenctly to φ which is also chosen randomly with the

difference that it is kept fixed during the whole trajectory. Both choices of η and

P a
µ (n) together with the Metropolis step at the end are responsible for introducing

quantum fluctuations into the system. This is important since the MD evolution

is a completely deterministic process.

4.8 Euclidean 2pt-functions

A whole set of very basic but also important quantities are 2pt-functions. They

correspond to the expectation value of an operator O1(0)† that creates a whole

tower of states with the same quantum numbers as the operator O1 itself at some

time t = 0, and another operator O2 that annihilates states with quantum numbers
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of O2 at some time t

〈
O2(t)O†1(0)

〉
=

1

Z
Tr
[
e−(β−t)HO2e

−tHO1

]
(4.8.1)

where O2(t) = etHO2(0)e−tH , β is the finite time extent of the box and H is the

lattice version of the QCD Hamilton operator acting on a Hilbert space as

H |n〉 = En |n〉 En < En+1 ∀n ≥ 0 (4.8.2)

It can be easily seen within this framework that Z =
∑

n

〈
n|e−βH |n

〉
=
∑

n e
−βEn .

Inserting a complete set of states one can arrive at

〈
O2(t)O†1(0)

〉
=

∑
m,n 〈m|O2|n〉

〈
n|O†1|m

〉
e−t∆Ene−(β−t)∆Em

1 + e−β∆E1 + e−β∆E2 + ...
∆En = En−E0.

(4.8.3)

Taking the limit β →∞ (equivalent to sending the temperature T → 0) will yield

the spectral decomposition of the euclidean correlator

lim
β→∞

〈
O2(t)O†1(0)

〉
=
∑

n

〈0|O2|n〉
〈
n|O†1|0

〉
e−t∆En . (4.8.4)

This formula, although strictly valid only at zero temperature will be of conceptual

importance for extracting hadronic energy levels from euclidean correlators.

4.8.1 Evaluation of mesonic 2pt-functions

In order to already make connection with the work that will be presented in the

next chapters, we will discuss here the evaluation of two-point functions of oper-

ators that create mesonic states within Nf = 2 QCD with degenerate masses. In

this sense, we accommodate the two quark spinors into an SU(2) doublet such

that ψ̄ = (ū d̄).

Throughout this thesis, we will mostly consider mesonic 2pt-functions with

insertions of the local vector current, axial vector current and pseudo scalar density.

They are defined as

V a
µ (x) = ψ̄(x)γµ

τa

2
ψ(x), Aaµ(x) = ψ̄(x)γµγ5

τa

2
ψ(x), P a(x) = ψ̄(x)γ5

τa

2
ψ(x)

(4.8.5)
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State JPC Particles
Vector 1−− ρ±, ρ0, ω,K∗, φ, ...
Axial Vector 1++ a1, f1, ...
Pseudoscalar 0−+ π±, π0, η,K±, K0, ...

Table 4.1: Quantum numbers corresponding to the quark bilinears for Vµ(x), Aµ(x)
and P (x) together with the lightest mesons of the QCD spectrum carrying the same
quantum numbers.

where τa are 2 by 2 Pauli matrices and have quantum numbers listed in Table 4.1.

They create a full tower of states that have a nonzero overlap with the operator

in question. In this regard, they do not only couple to the ground state but

also to all other resonances and excited states with the same quantum numbers.

Due to the fact that we are considering QCD with two degenerate light flavors

of quarks we have a full SU(2) isospin symmetry at our disposal that can be

exploited. Mesons can then be arranged into degenerate multiplets corresponding

to irreducible representations of SU(2). The flavor structure of the operators listed

in Eq. (4.8.5) is such that they belong to the adjoint (or isovector) representation

of SU(2). This can be shown by defining a flavor rotation on the quark fields as

ψ → ψ′ = eiα
aτaψ ψ̄ → ψ̄′ = ψ̄e−iα

aτa (4.8.6)

where αa are the 3 parameters that define the flavor rotation and τa are the 3

different 2 by 2 Pauli matrices that correspond to the generators of SU(2) in

the fundamental representation. One can show by using the expansion of the

exponential for a small set of parameters αa that for all operators in Eq. (4.8.5)

regardless of their Dirac structure,

Oc → O′c = ψ̄′Γ
τ c

2
ψ′

= ψ̄(1− iαaτa)Γτ
c

2
(1 + iαaτa)ψ

= Oc + iαa(−ifacb)Ob +O(α2)

= Oc + iαa(T aA)cbO
b +O(α2)

where we used the fact that (T aA)bc = −ifabc are the generators in the adjoint

representation. We have proven that they belong to the adjoint representation with
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total isospin I = 1. This fact represents a technical advantage for the calculation

of 2pt-functions since quark disconnected diagrams cancel out.

Consider the meson interpolator Oa(x) = ψ̄(x)Γ τa

2
ψ(x). We want then to

calculate the expectation value of the 2pt-function with one operator at x and the

other at the origin. We define the quark propagator as the Wick contraction of

two quark fields with the same flavor

D−1
q (x, y)abαβ = q(x)aα q̄(y)bβ q = u, d (4.8.7)

where we have made color and spin indices explicit. We can then write

〈
Oa

1(x)Ob
2(0)

〉
=

〈
ψ̄(x)Γ1

τa

2
ψ(x)ψ̄(0)Γ2

τ b

2
ψ(0)

〉

a=b=3
=

1

4

〈[
ū(x)Γ1u(x)− d̄(x)Γ1d(x)

] [
ū(0)Γ2u(0)− d̄(0)Γ2d(0)

]〉

=
1

4
〈ū(x)Γ1u(x)ū(0)Γ2u(0)〉+

1

4

〈
d̄(x)Γ1d(x)d̄(0)Γ2d(0)

〉

−1

4

〈
ū(x)Γ1u(x)d̄(0)Γ2d(0)

〉
− 1

4

〈
d̄(x)Γ1d(x)ū(0)Γ2u(0)

〉

For simplicity, we have chosen a = b = 3 but the result is the same for other values

of a = b = 1, 2 with the property that for a 6= b the result is zero since they have

different third isospin component and the operators would be orthogonal to each

other.

〈
O3

1(x)O3
2(0)

〉
=

1

4

(
−
〈
Tr[D−1

u (x, 0)Γ1D
−1
u (0, x)Γ2]

〉
+
〈
Tr[D−1

u (x, x)Γ1]Tr[D−1
u (0, 0)Γ2]

〉

−
〈
Tr[D−1

d (x, 0)Γ1D
−1
d (0, x)Γ2]

〉
+
〈
Tr[D−1

d (x, x)Γ1]Tr[D−1
d (0, 0)Γ2]

〉

−
〈
Tr[D−1

u (x, x)Γ1]Tr[D−1
d (0, 0)Γ2

〉

−
〈
Tr[D−1

d (x, x)Γ1]Tr[D−1
d (0, 0)Γ2]

〉)

where the trace operation is over spin and color indices. Since we have isospin sym-

metry D−1
u = D−1

d and the disconnected pieces that involve D−1
q (x, x) or D−1

q (0, 0)

cancel out. So we are left with

〈
Oa

1(x)Ob
2(0)

〉
= −δ

ab

2

〈
Tr[D−1(x, 0)Γ1D

−1(0, x)Γ2

〉
. (4.8.8)
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Quark disconnected pieces are very expensive to calculate, due to the fact that one

needs all-to-all propagators and the full inverse of the Dirac operator is needed. At

this point, it is important to say that quark disconnected diagrams are nonetheless

connected in the usual field theoretical sense since any number of gluon lines can

be drawn. On the lattice, these contributions are already included in the gauge

average over configurations. As an additional fact one should note that the lattice

Dirac operator we use satisfies γ5-hermiticity. This property is expressed as

D† = γ5Dγ5 =⇒ (D−1)† = γ5D
−1γ5 (4.8.9)

It relates the forward propagator with the backward propagator. This reduces the

cost of the calculation drastically, since only one propagator needs to be calculated.

Thus, we can write the above results for the fully connected piece as follows

〈
Oa

1(x)Ob
2(0)

〉
= −δ

ab

2

〈
Tr[D−1(x, 0)Γ1γ5

(
D−1(x, 0)

)†
γ5Γ2]

〉
. (4.8.10)

4.8.2 Placing sources on the lattice to calculate D−1(x, y)

From the discussion in the previous section it has become clear that the most

relevant building block is the propagator, i.e. the inverse of the Wilson-Dirac

operator D−1
W [U ] which is a matrix depending only on the link variables. One

should keep in mind that we consider the O(a) improved action with the Pauli-

term included and a non-perturbatively determined csw coefficient. We define then

the propagator as

D−1(x, y)abα,β x, y ∈ Λ. (4.8.11)

The Dirac operator DW is a sparse matrix (cf. periodic boundary conditions), due

to the theory being local, up to discretization effects. Due to the periodic boundary

conditions in space and anti-periodic in time, we know that our action is invariant

under a change of variables xµ → xµ + aµ. In this sense, the propagator can only

depend on the relative position of points x and y. Although in principle we are

interested in the full inverse, i.e. calculating for every configuration the propaga-

tion of a quark from any point to any point of the lattice (all-to-all-propagator),

this is not needed for the case of quark-connected contributions to 2pt-functions.
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It is natural then to introduce point sources

η(x, x0)aa0αα0
= δ(x− x0)δaa0δαα0 . (4.8.12)

Instead of inverting the full Dirac matrix, we are only interested in the propagation

of a quark from point x0 to any point in the lattice (usually the source is placed

at a random position in the lattice). Consequently we are looking for the solution

of the following set of linear equations

∑

y∈Λ

D(x, y)abαβG(y, x0)ba0βa0
= δ(x− x0)δaa0δαα0 (4.8.13)

where G is the desired propagator that connects the source located at x0 with any

point in the lattice. This has to be solved for any combination of α0 and a0; in total

12×N3
s ×Nτ equations. This is much less demanding than inverting the full dirac

matrix for any pair x and y. There are multiple techniques that yield a satisfactory

inverse of the Dirac operator. Known techniques are the conjugate gradient or

Bi-conjugate Gradient methods [56]. Both of them rely on an iterative procedure,

where one has a minimizing condition that improves the solution in every step until

the desired accuracy is reached. In this work the ‘DFL-SAP-GCR’ solver is used

(see [57] for a general review on solvers and [58] for accelerated HMC algorithms)

in the process of generating configurations and for calculating expectation values

of fermionic observables such as two-point functions.

Once the solution G(y, x0) is found one can repeat the procedure for different

values of x0 relying on the fact that translational invariance holds. Thus, one can

define a set of source positions {xi0} for i = 1, ..., Nsrc and perform an average over

the solutions

〈G(y, 0)〉 =
1

Nsrc

Nsrc∑

i=1

G(y + xi0, x
i
0) (4.8.14)

relying on the fact that we know that G(x, y) = G(x− y). The expectation value

of the previous equation should really be understood within one configuration and

not to be confused with the true gauge average which is taken a posteriori. This

procedure reduces our error roughly by a factor
√
Nsrc. Some interesting remarks

can be made at this point. For the following argument we restrict ourselves to

one configuration. Notice that by choosing a definite source position xi0, the Dirac
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operator that needs to be inverted involves the links at position xi0. The fact that

we average the propagator with another solution that was calculated by placing

the source at xj0 with i 6= j relies on translational invariance. Nevertheless, it is

clear that in general Uµ(xi0) 6= Uµ(xj0). The difference is due to statistical fluc-

tuations which to some extent can be interpreted as quantum fluctuations which

are contributions to the path integral. This means that by averaging over differ-

ent sources we are already including some quantum fluctuations although we are

working within one single configuration. It is straightforward then to understand

that the number of measurements of some observable is Nmeas = NcnfgNsrc. Fol-

lowing this lines, it is in principle possible to find one single representative gauge

configuration with a very big volume (so as to reduce autocorrelation effects) and

fill it up with a lot of sources such that we include all quantum fluctuations. In

recent years it has been a topic of extensive study by Martin Lüscher (“Stochas-

tic Locality and simulations of very big lattices”; talk at Schloss Liseland.) For a

general introductory overview of LGT the author recommends [59] and [60] for a

more elaborated description.



Chapter 5
Shifted boundary conditions (sbc)

The path integral Z of a theory is the most fundamental object from which all

properties of a system can be derived. Lattice results are called “from first princi-

ples” because expectation values are calculated taking into account all (relevant)

non-perturbative effects that otherwise would be neglected if relying on perturba-

tive approaches. Nevertheless, even on the Lattice, one never calculates the path

integral itself. One usually writes that

〈O〉 =

∫
d{φ} O({φ})e−S[{φ}]

Z
= lim

N→∞

1

N

∑

i∈ΓMC

Oi (5.0.1)

where ΓMC is a set of N configurations generated according to the probability

density dP = e−S[{φ}]d{φ}. If the theory is invariant under some global symmetry

transformation, it can be shown that the path integral can be decomposed into a

sum of functional integrals each giving the contribution from states with definite

symmetry properties [61, 62]. Therefore, an interesting problem is to try to gain

information about the relative contribution, due to the individual sectors.

5.1 Momentum distribution

Relying on translational invariance one can study the relative contribution of those

states with well defined total momentum p [51–53]. Within the canonical ensemble

55
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one can write it as

R(β,p)

L3
=
〈
P̂ (p)

〉
=

Tr{e−βĤP̂ (p)}
Tr{e−βĤ}

(5.1.1)

where P̂ (p) is the projector onto those states with total momentum p. By intro-

ducing the partition function Z(β, ξ) = Tr
{
e−β(Ĥ−iP̂ξ)

}
where ξ is called the shift

parameter ξ = z/β which is a ratio of two physical lengths and therefore does not

need any normalization (see Fig. 5.1.) We can express R(β,p) as

R(β,p) = β3

∫
d3ξ e−iβpξ

Z(β, ξ)

Z(β,0)
. (5.1.2)

One can further define the generating functional K(β, z) as

e−K(β,ξ) =
1

L3

∑

p

eiβpξR(β,p) (5.1.3)

and consequently

K(β, ξ) = − log

(
Z(β, ξ)

Z(β,0)

)
. (5.1.4)

The partition function Z(β, ξ) has the same action as Z(β,0) with the only dif-

ference that states with total momentum p are weighted by a phase eiβpξ. This is

equivalent to consider that the fields obey shifted boundary conditions

φ(β,x) = ±φ(0,x− βξ) (5.1.5)

with (±) for bosons and fermions respectively.

5.2 The free energy of a shifted system

If one considers a relativistic 4-dimensional QFT in euclidean time, the Lorentz

group is replaced by the SO(4) group. One may reinterpret the shift parameter ξ

as an imaginary velocity v = iξ and boost the system. Following the definition of

Eq. (2.3.2) we can write the free energy density of a boosted (or shifted) system

as

f(β, ξ) = − 1

βL3
logZ(β, ξ). (5.2.1)
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0

0 Lk

β

k̂

0̂

zk = a

β
√

1 + ξ2

Figure 5.1: Shifted lattice with renormalized shift parameter ξk = zk
β

for a 4 × 2
lattice. Points with the same color are identified.

At zero-temperature and in infinite volume, SO(4) symmetry implies that the free

energy density of the boosted system cannot depend on ξ

∂

∂ξ

[
lim
β→∞

lim
L→∞

(
− 1

βL3
logZ(β, ξ)

)]
= 0. (5.2.2)

This statement goes back to the general argument that if a theory (more precisely,

its vacuum) is invariant under the action of some group G, expectation values of

operators that belong to non-trivial irreducible representations of the group, van-

ish. In [53], the authors demonstrated that when the imaginary time extent is finite

(so T 6= 0) the SO(4) group is broken softly due to the effect of the boundaries.

In this case, the free energy does depend on ξ but only through the combination

β
√

1 + ξ2 due to the remaining SO(3) symmetry. The key observation is then to

recognize that there is a relation between an unshifted system at inverse tempera-

ture β
√

1 + ξ2 and a system shifted by a vector ξ at inverse temperature β. This

can be written in terms of the free energy densities of both systems as

f(β, ξ) = f(β
√

1 + ξ2,0) (5.2.3)

which is the master equation, strictly valid only in the thermodynamic limit, from

which a whole set of non-trivial relations can be derived. The finite extension

of the spatial directions is a further source of SO(4) breaking and the authors
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calculated the corrections to Eq. (5.2.3) which are exponentially suppressed with

the lightest screening mass of the theory [53].

5.3 Thermodynamic potentials

Taking derivatives of the free energy with respect to β and ξ one is able to cal-

culate the cumulants of energy and momentum respectively. Moreover, by us-

ing Eq. (5.2.3) one finds that they are related by a linear transformation. This

corresponds to the statement that in the thermodynamic limit, the total energy

and momentum distributions are related. This opens the possibility to calculate

thermodynamic potentials within a relativistic QFT from momentum distribution

cumulants at non-zero shift and vice versa.

For example, it can be shown that the entropy density of a system at inverse

temperature β
√

1 + ξ2 can be calculated as

s = −ZT
β (1 + ξ2)

3/2

ξk
〈T0k〉ξ (5.3.1)

where 〈T0k〉ξ corresponds to the expectation value in a lattice with shifted bound-

ary conditions. The coefficient ZT renormalizes the off diagonal components of the

energy-momentum tensor due to breaking of translational invariance to a discrete

subgroup on the lattice and will be computed non-perturbatively in SU(3) pure

gauge theory in Sec. 5.5. Eq. (5.3.1) is one of many relations one can derive based

on Eq. (5.2.3). Other thermodynamic potentials like specific heat can also be ex-

pressed in terms of expectation values of energy momentum tensor correlators at

non-zero shift [51–53].

5.4 Temperature scans with shifted boundaries

As already stated in Sec. 4.6 one can use the parameter ξ to vary the temperature

without altering the ultraviolet behavior of the theory under consideration. This

means, that lattice spacings as well as all renormalization constants do not change

when varying the value of ξ. This may be very relevant when trying to perform fine

scans due to the presence of e.g. a phase transition. In [53] the authors illustrated
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the increased temperature-resolution due to the additional parameters ξ1, ξ2 and

ξ3.

5.5 Renormalization of the momentum density

on the lattice using (sbc)

This section corresponds to published work in PoSLattice2013. In particular, sub-

sections 5.5.1, 5.5.2, 5.5.3, 5.5.5 and 5.5.6 contain identical text from the original

work in [63] with minor structural modifications in order to maintain consistency

across the whole chapter. In the above mentioned sections, some minor changes

are introduced as well as additional information and plots that initially were left

out due to restrictions in space in the published version.

5.5.1 Introduction

In the modern approach to study static and dynamic properties of a strongly in-

teracting quantum system like the Quark-Gluon-Plasma (QGP), calculating the

transport coefficients plays an important role. These “low energy constants” of

hydrodynamics, viewed as an effective field theory, can be extracted from spectral

functions calculated in the underlying theory via the famous Kubo-formulas (see

for instance [8]). As a prominent example we can mention the shear viscosity η

which parametrizes how efficiently the momentum of a layer of fluid diffuses in the

direction orthogonal to the layer. It should be obvious that transport of energy

and momentum is governed by energy-momentum-tensor-correlators.

Due to the lack of continuous Poincaré invariance induced by the lattice regu-

larization, the discretized Energy-momentum-tensor (EMT) is only conserved up

to cutoff effects

∂µT
lat
µν = 0 +O(a2). (5.5.1)

Hence, on the lattice we have to further investigate the renormalization pattern

of T µν in order to have a well defined continuum limit of its correlation functions

and be able to safely extract transport coefficients.

This project will address the problem of calculating the renormalization con-

stant ZT of the momentum densitiy T 0k for SU(3) pure Yang-Mills theory with

the Wilson plaquette action (see Eq. (4.2.8)) using shifted boundary conditions.
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5.5.2 Renormalization pattern of Tµν

In the continuum, the pure SU(3) EMT can be splitted into a traceless part and

the trace itself,

Tµν = θµν +
1

4
δµνθ, (5.5.2)

where

θµν =
1

4
δµνF

a
ρσF

a
ρσ − F a

µαF
a
να and θ = Tµµ. (5.5.3)

On the lattice, we discretize θµν by using the “clover” form F̂µν of the field strength

tensor as written in Eq. (4.4.6).

In order to proceed with the renormalization of the momentum densitiy T 0k we

need to know the transformation properties of this operator under the symmetry

group of the lattice: the hypercubic group denoted by H(4). The operators Tµν

split into irreducible representations of H(4). In particular, T 0k = θ0k belongs

to a six dimensional representation along with the other off-diagonal components

of T µν [64]. Since there are no other gauge invariant operators of equal or lower

dimension, T 0k renormalizes multiplicatively

TR
µν = ZTTµν µ 6= ν. (5.5.4)

Our aim will be to determine in a non perturbative way the renormalization con-

stant ZT = ZT (g2
0). Since in the continuum the momentum density is a conserved

current, this renormalization constant does not depend on any external scale (like

temperature) but only on the bare coupling g2
0. In the classical field theory, ZT = 1

and due to asymptotic freedom, we expect

lim
g20→0

ZT = 1. (5.5.5)

The O(g2
0) correction has been computed in Lattice Perturbation Theory in [65]

yielding

ZT (g2
0) = 1 + 0.27g2

0 +O(g4
0). (5.5.6)

5.5.3 Consistency check on sβ3/sSBβ
3 in the free theory

Before moving on to the extraction of ZT , we performed consistency checks on the

free theory where this constant takes a value of 1. In [53] the authors calculated
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Figure 5.2: Ratio of momentum densities at non-zero shift as a function of (a/β)2.

in perturbation theory the expectation value of the momentum density in the free

lattice theory for different values of the shift. Via Eq. (5.3.1) they extracted the

ratio of the entropy at finite lattice spacing with respect to the continuum value

(sβ3)

(sSBβ3)
= 1 + c1(a/β) (5.5.7)

where sSBβ
3 = 32π2/45 for SU(3) and c1 is a coefficient that encodes the lattice

discretization effects and depends only on (a/β)2. It has to approach zero when

the true continuum limit is taken. In Fig. 5.2 we show the ratio of momentum

densities at different ξ. At leading order in Lattice Perturbation theory cutoff

effects grow as we lower the value of ξ.

In order to reproduce this ratio we have to simulate at very small values of

g2
0 which corresponds to the free theory. This leads to some complications. On

the one hand the critical slowdown of the algorithm makes it harder to maintain

autocorrelation effects under control (see e.g. [66]). On the other hand, finite size

effects are of order ∼ e−g
2
0L/β. This requires that one chooses a very large aspect

ratio L/β for decreasing values of g2
0. We simulate at 4 different values of g2

0 at

fixed a/β = 1/2 and ξ = (1, 0, 0). Results are summarized in Table 5.1.
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ξ = (1, 0, 0)
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Figure 5.3: Linear extrapolation to g2
0 → 0 of sβ3/sSBβ

3 for a/β = 1/2 fixed.

After the linear extrapolation, the intercept at g2
0 = 0 takes a value of

(sβ3)

(sSBβ3)
= 1.018(6) (5.5.8)

which compared to the analytic value calculated in lattice perturbation theory

(sβ3)/(sSBβ
3) = 1.026 gives a standard deviation of ∼ 1.2σ, indicating that we

are able to reproduce the “free value” within errors and we have managed to

maintain finite size effects under control.

5.5.4 Ensemble generation: heat-bath and overrelaxation

We will briefly discuss the update strategy for generating configurations in pure

SU(3) gauge theory. The goal is to generate configurations according to the

probability distribution P [U ] ∼ e−S
W
G [U ] where SWG [U ] follows the definition of

Eq. (4.2.8). Since we have no fermions, the theory is automatically O(a) im-

proved. The method used is a combination of heat-bath and overrelaxation steps

together with an accept-reject step at the end similar to the one introduced in

Sec. 4.7. Both of them correspond to local changes of the link variables. This sit-

uation is qualitatively different from the HMC algorithm where a single change of

a link variable Uµ(n) would require the recomputation of the action that involves
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all link variables present in the lattice. This is due to the non-locality property

of the determinant factor of Eq. (4.7.9). In the present case, the difference of the

action involves only the calculation of the six plaquettes where the updated link

is contributing. The remaining plaquettes are not affected by the local change.

On the one hand, local update algorithms are in general less expensive in terms of

computing resources since the change in the action involves only the nearby pla-

quettes. On the other hand, autocorrelation effects may become a problem since

the configuration space is scanned very slowly. The local change in the action by

changing Uµ(n)→ U ′µ(n) is given by

∆S = − 2

g2
0

ReTr{[U ′µ(n)− Uµ(n)]A} (5.5.9)

where A is the sum of 6 staples. Each staple is the product of the links that

together with Uµ(n) form the plaquettes that are modified due to the change in

Uµ(n). Due to the group property of SU(3) we can modify a given link Uµ(n) by

multiplying it with some random group element g ∈ SU(3). The question is then

what link is modified and in which manner such it is likely to be accepted in the

Metropolis step at the end.

The heat-bath algorithm proposes a new link variable U ′µ(n) according to the

probability distribution

P [U ′µ(n)] ∼ exp

(
2

g2
0

ReTr[U ′µ(n)A(n)]

)
. (5.5.10)

This assures that the new link variable, although different, yields a change in the

action that is likely to be accepted. When repeating this process for all link vari-

ables in the lattice one often refers to it as a heat-bath sweep. The overrelaxation

algorithm is used in order to speed up the sampling of the configuration space so

as to reduce autocorrelation effects. This is done by performing local changes of

all link variables (overrelaxation sweep) with the restriction that the total change

in the action vanishes. This assures that overrelaxation sweeps do not affect the

probability of a given configuration to be accepted or not. For detailed informa-

tion we refer the reader to the seminal paper of Cabibbo and Marianari [67]. The

configuration update that was used throughout this project is characterized by
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a combination of one heat bath and two overrelaxation sweeps. All simulations

are started from a hot start, so a finite number of updates steps (combination of

heat-bath and overrelaxation sweeps) has to be completed in order for the system

to reach thermalization. From this point on, all configurations produced are valid

configurations on which observables can be measured. The number of thermaliza-

tion steps was set to 1000.

5.5.5 Computation of ZT (g2
0)

In order to extract the relevant renormalization constant we need some already

renormalized quantity to compare with. For this purpose, we make use of the

generating functional associated with the momentum distribution K(β, ξ) already

introduced in Eq. (5.1.4) which is a ratio of two partition functions: in the nu-

merator the one with shifted boundary conditions and in the denominator the

ordinary partition function with periodic boundary conditions. It turns out that

this is a RGI quantity and therefore has a finite and universal continuum limit.

Any derived quantity that one can compute by taking derivatives with respect to

this functional is already renormalized, too. In particular,

∂K(β, ξ)

∂ξk
= −βZT

〈∫
d3xT0k(x)

〉

ξ

. (5.5.11)

How to systematically compute ratios of partition functions was first investigated

in [61, 62]. This motivated the study of the contribution to any field theoretical

partition function due to states with a given set of quantum numbers. If we stick

to the case of ξ = (ξ1, 0, 0) it can be shown that the cumulants of this functional

are related to thermodynamic potentials [53]. For example, the entropy of the

system at finite lattice spacing is defined by

( s

T 3

)
R

=
∂2

∂ξ2
1

K(β, ξ)

T 3L3

∣∣∣∣
ξ=0

=
2K(β, ξ)

|ξ|2T 3L3
+O(|ξ2|) (5.5.12)

where an R subscript indicates that this is a renormalized quantity and β is the

inverse temperature. In [51] , the authors calculated K(β, ξ), the last equality

in the previous equation coming from a limiting procedure so as to estimate the

value of the renormalized entropy in terms of K(β, ξ). By combining Eq. (5.5.11)

and Eq. (5.5.12) one can come to the conclusion that by measuring the expecta-
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tion value of the momentum density along the x-direction at nonzero shift and

taking the first derivative with respect to ξ1 one ends up with an unrenormal-

ized prediction for (s/T 3)0 that can be written as the traditional definition of the

derivative: ( s

T 3

)
0

=
∂

∂ξ1

〈T01〉ξ
T 4

∣∣∣∣
ξ=0

= lim
ξ1→0

[〈T01〉ξ
T 4ξ1

]
. (5.5.13)

The last term cancels out because of symmetry considerations since at zero shift

the expectation value of the total momentum vanishes. Since on the lattice ξ1

is not a continuous parameter that can be tuned we have to stick to rational

values and let them be close to zero where the derivative needs to be evaluated.

The best choice is to take ξ1 = a/β to get more accurate results for increasing

number of points in the temporal direction. In addition, since 〈T01〉ξ is an odd

function in ξ1 our errors are of O(a/L0)2. The master equation for calculating the

renormalization constant is then

ZT =

(
s
T 3

)
R(

s
T 3

)
0

(5.5.14)
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Figure 5.4: ZT as a function of g2
0 for three different sets of values of temperature.
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5.5.6 Results & Conclusions

Results are summarized in Table 5.2. Different capital letters correspond to dif-

ferent temperatures. A# corresponds to T = 1.5TC , B# correspond to T = 4.1TC

and C# corresponds to T = 9.1TC . In [51] the scale setting was done following the

data of [68] via the Sommer parameter r0 and TC can be found in [69]. In order to

connect with perturbative results we used as an input for our fit function the one-

loop approximation that was calculated in [65] (Eq. (5.5.6)). It should be noticed

that the good agreement between the three different data sets corresponding to

different temperatures is an indication that we have O(aT )2 errors under control

since ZT should not depend on any external scale. After performing the fit to the

data our final result is

ZT (g2
0) =

1 + 0.1368g2
0 + 0.1858g4

0

1− 0.1332g2
0

. (5.5.15)

(see Fig. 5.4 and Table 5.2). The absolute error is ∼ 0.008 when g2
0 ∈ [0.8, 1.0].

Recently, Giusti et al. recomputed the value of ZT (g2
0) following a somewhat

different approach [70]. Calculating K(β, ξ) becomes quickly very demanding.

They extracted ZT by noting that derivatives with respect to g2
0 yield differences

of expectation values of the action at different shift parameters which can be

calculated very accurately with current cumputer resources. Further tree-level

improvement of the data of 〈T0k〉ξ yields the result shown in Fig. 5.4.

5.5.7 Outlook

In the future, one could try to simulate at smaller values of the coupling in order

to better match the perturbative prediction. This may be difficult because of

the critical slowing down of the algorithm to generate configurations correctly

distributed across the whole Montecarlo space (see. [71] for topological charge

freezing and solutions to the problem). Due to the following relation

ZT 〈T0k〉ξ =
ξk

1− ξ2
zT

(
〈T00〉ξ − 〈Tkk〉ξ

)
no summation on k. (5.5.16)

that can be derived from Eq. (5.2.3) the authors in [70] already calculated the

renormalization factor zT of the diagonal components with previous information

on ZT and by measuring 〈T00〉 and 〈Tkk〉 at non-zero shift. Ultimately the purpose
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is to simulate within full QCD. Therefore adding the contribution of dynamical

fermions is of key interest to extract renormalization constants that can be used

for the calculation of energy-momentum-tensor correlators.

5.5.8 Tables

g2
0 L/a L/β 〈T01〉 βL3 sβ3/sSBβ

3

0.429 32 18 1365.1(4) 0.88641(2)
0.3 48 24 3371(11) 0.9266(3)
0.24 60 30 5371(24) 0.944(4)
0.2 72 36 7819(56) 0.955(7)

Table 5.1: Ensembles used for the g2
0 → 0 extrapolation so as to estimate c1(a/β).

The number of point in the time direction is kept fixed at L0/a = 2 as well as
the shift parameter ξ = (1, 0, 0). For each βL = 6/g2

0 40000 measurements were
performed.

Lat 6/g2
0 L0/a L/a

(
s
T 3

)
R

(
s
T 3

)
0

ZT

A2 6.024 5 16 4.98(4) 3.27(3) 1.52(2)

A3 6.137 6 18 4.88(6) 3.24(4) 1.50(3)

A4 6.337 8 24 5.12(19) 3.28(6) 1.56(6)

A5 6.507 10 30 4.9(3) 3.32(9) 1.47(10)

B2 6.747 5 16 6.53(6) 4.53(2) 1.44(2)

B3 6.883 6 18 6.40(6) 4.53(2) 1.41(2)

B4 7.135 8 24 6.42(20) 4.54(2) 1.41(4)

B5 7.325 10 30 6.1(3) 4.55(4) 1.33(7)

C2 7.426 5 20 7.13(8) 5.11(3) 1.39(2)

C3 7.584 6 24 6.94(12) 5.07(3) 1.36(3)

Table 5.2: The values of the column
(
s
T 3

)
R

were taken from [51].





Chapter 6
Chiral dynamics in the low-temperature

phase of QCD

Ever since the discovery of asymptotic freedom in QCD [26], theorists have strived

to understand the properties of a hadronic system under extreme conditions (very

high temperature and densities). It seems very natural to think that, since the

coupling constant of QCD becomes smaller with increasing energy, at very high

temperatures, the system may be very weakly coupled and consists of weakly

coupled quarks and gluons. Moreover, from the cosmological point of view, it is

believed that the universe started in a dense and hot phase. In the process of

expanding, it cooled down undergoing a phase transition from a plasma phase to

a confined hadronic phase, the one we now live in. Therefore, a conjectured phase

diagram of QCD has emerged which has been the object of very intensive study

in the last decades (see Fig. 6.1).

Chiral symmetry plays a fundamental role in the study of thermodynamic prop-

erties of QCD. As already pointed out in Sec. 3.3.2, the QCD Lagrangian density

exhibits a new symmetry in the limit of vanishing quark masses. For the case of

two degenerate flavors (Nf = 2), the new symmetry group is SU(2)L × SU(2)R

which correspond to two independent flavor rotations of the left-handed and right-

handed components of the quark fields. An order parameter associated with

the spontaneous breaking of chiral symmetry can be defined: the quark conden-

sate. Symmetries, their breaking pattern or the complete absence of them are

closely related to phase transitions and to their order. In the massless scenario,

the spontaneous breaking pattern is the same as in a 3-dimensional ferromagnet

69
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Figure 6.1: Conjectured phase diagram of QCD. On the x-axis one often plots
baryon chemical potential µB which can be identified with baryon density. The
y-axis corresponds to temperature. Figure taken from [72].

(O(4) ∼ SU(2)L × SU(2)R → SU(2)V ) which is second order, the quark conden-

sate being its order parameter.1 When adding a third strange quark, Pisarski and

Wilczek argued that the transition cannot be second order [74]. On the other

hand, Lattice simulations at zero chemical potential µB show that the transition

is a crossover at physical quark masses (see e.g. [75, 76]). This means that all

thermodynamic functions are analytic functions of the thermodynamic variables.

In this scenario the transition temperature TC is not a sharply defined quantity

since it depends on the observable which is used for its determination. This is

consistent with the picture that in the real world, chiral symmetry is only realized

approximately due to the light non-vanishing up and down quark masses and the

spontaneous symmetry breaking pattern described above is only an appropriate

approximation. Nevertheless, depending on the value of the strange quark mass,

there may be a critical point located at the endpoint of the first order phase tran-

sition line where the crossover region begins. Locating the critical point of QCD

(if any) is one of the most important tasks in the field of QCD thermodynamics.

1Second order phase transitions, can be grouped into universality classes regardless of their
distinct nature. Within each class, there is a set of critical exponents which dictate how certain
key observables vanish or diverge as the critical temperature is approached (for further reading
on universality classes see [73]).
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The plasma phase, usually called Quark-Gluon-Plasma (QGP), is claimed to

be produced in ultra relativistic heavy ion collisions (at RHIC and LHC). In order

to reproduce the extreme conditions of the early stages of the universe, regarding

temperature and density, very heavy nuclei like gold or lead are smashed against

one another almost at the speed of light (
√
s = 200GeV at RHIC). During this

process the system evolves from a state where quark and gluons are released and

consequently almost free, to a confined phase where a vast type of hadronic species

are measured at the detectors. In the intermediate state, an almost (still strongly

coupled) ideal fluid is produced in local thermal equilibrium which can be described

by the laws of hydrodynamics.

One of the pieces of evidence for the formation of a QGP-type system comes

from so-called thermal fits [77]. One performs a two parameter fit within the grand-

canonical ensemble so as to obtain temperature and baryon chemical potential by

feeding in data on the relative abundance of about a dozen different hadron species.

The temperature extracted in this way is called freeze-out temperature, which can

be interpreted as the temperature at which the system becomes dilute enough

that inelastic hadron-hadron collisions cease to modify abundance ratios [78]. At

RHIC, typical freeze-out temperatures are in the range 155-180MeV [79] which

is interesting since these values are quite close to the expected chiral transition

temperatures that come from Lattice studies [80].

Elliptic flow is one of the most famous experimental signatures for the formation

of the QGP. In this type of analysis one studies the azimuthal distribution of

produced particles perpendicular to the beam pipe. The idea is to recognize that

as the two heavy nuclei collide at non-zero impact parameter, a few hundred

nucleon-nucleon collisions occur. If the system did not behave collectively, the

distribution of produced particles would be distributed isotropically due to the

free-streaming of the produced particles. The data however tells otherwise. What

one sees is a very anisotropic distribution favoring the production of particles along

directions corresponding to small angles with respect to the interaction plane. The

hydrodynamic description does surprisingly well at predicting this anisotropy [81].

In order to conclude this brief discussion about the high-temperature phase,

one should mention one of the most celebrated results coming from the AdS/CFT

correspondence. It concerns N = 4 supersymmetric Yang-Mills theory at non-

zero temperature which has been shown to share a lot of common features with
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the plasma phase of QCD. In 2001, Policastro et al. [82] calculated the ratio of

shear viscosity to entropy density η/s = 1/4π in the limit of infinite coupling.

This value is surprisingly low compared to other systems (for water is about two

orders of magnitude bigger) making maybe the QGP one of the most interesting

and perfects fluids discovered so far.

Chapter 6 is based on published work in Physical Review D [18, 83] and Pro-

ceedings of Science [84, 85] and the purpose of the author here was to provide a

self consistent description of the whole research project. In this regard, although

structured differently, most parts of the chapter are taken over from the original

publications so as to respect the formulation of the precise arguments and their

interpretation originally made. For completeness, the same applies to appendices

E and F which were slightly modified with respect to the originals. The author of

this thesis was involved in all steps of this project, starting from the generation of

configurations (especially for the finite volume check for which a complete addi-

tional ensemble was generated) until the extraction and analysis of all quantities

considered in this thesis.

In the low-temperature phase, it is natural to ask how close the properties of

the excitations are to those of the known hadrons at zero temperature. Viewed

globally, the spectrum does not appear to change much until temperatures close to

the transition temperature are reached, where the rapid crossover to a deconfined

and chirally symmetric phase takes place. This conclusion is based on the success of

the hadron resonance gas model in describing equilibrium properties of the medium

(particularly the equation of state and quark number susceptibilities) computed

in lattice QCD [86–88], and on its success in describing particle yields in heavy-

ion collisions [89, 90]. However, reliable information about individual excitations

is sparse. For the work presented in this chapter several different ensembles are

used. They are summarized in Table 6.1.

6.1 Introduction

One picture of the low-temperature phase that has had significant phenomeno-

logical success is the hadron resonance gas (HRG) model. It assumes that the
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Lattice Calculation (#) T [MeV] mMS [MeV] Nτ ×N3
s a [fm]

(I) C1 scan 150-235 ∼ 15 16× 323 ∼ 0.05− 0.08
(I) D1 scan 177-203 ∼ 8 16× 323 ∼ 0.06− 0.07
(II) O7-type 170 ∼ 13 24× 643 ∼ 0.05
(III) A5-type 150 ∼ 15 16× 483 ∼ 0.08

Table 6.1: Summary of all QCD thermal ensembles used in this thesis. The number
in the parenthesis in the first column indicates in what section this ensemble is
used. The quark mass is given at a scale µ = 2GeV.

thermodynamic properties of the system, including the conserved charge fluctua-

tions, are given by the sum of the partial contributions of non-interacting hadron

species

logZ(T, V, µa) = − V

2π2

∑

i

∫ ∞

0

dp p2 log
(
1− ξizi(µa)e−Ei/T

)
. (6.1.1)

The sum extends over all resonances up to about 2.5GeV mass, since for most

of them the width is not large compared to the temperature. The coefficient

ξi = ±1 takes into account mesons and baryons respectively. Eventually, one

would like to couple the system to different chemical potential variables. This

information is incoded in the fugacities zi = e(BiµB+SiµS+QiµQ)/T where Bi, Si and

Qi correspond to baryon number, strangeness and electric charge of the different

hadron species. Notice that Ei =
√
m2
i + p2 such that one feeds in a free vacuum-

type dispersion relation in order to obtain thermodynamic medium properties.

The model gives an economic description of particle yields in heavy-ion collisions

(see the recent [89], [90] and references therein) and gives a good estimate of the

pressure and charge fluctuations determined in lattice calculations [86–88]. On the

other hand, relatively little is known with certainty about the spectral functions of

local operators (say, the conserved vector current, the axial current or the energy-

momentum tensor) at finite temperature, which encode the real-time excitations

of the system [12]. The success of the HRG model for static quantities does not

imply that the real-time excitations of the system are in any sense similar to the

ordinary QCD resonances observed at T = 0.

A good starting point to investigate the excitations of the thermal medium is to

study what becomes of the pion [91,92]. At sufficiently low temperatures T � Tc,
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correlation functions can be computed using chiral perturbation theory. The result

is that a well-defined pion quasiparticle persists, with small modifications to the

real part of the pole, and a parametrically small imaginary part [93–95]. It is not

clear how far up in temperature this treatment can be justified, since the partition

function is certainly no longer dominated by the pions for T & 100 MeV. However,

the pion is special in that the Goldstone theorem guarantees the presence of a

divergent static correlation length when m→ 0 for all temperatures in the chirally

broken phase [96]. If we consider the temperature vs. quark-mass plane (T,m),

this observation suggests an expansion in the quark mass around the point (T, 0).

In this case, one gives up on relating the chiral condensate 〈ψ̄ψ〉 and the screening

pion amplitude fπ to their T = 0 counterparts, however the range of applicability

is significantly extended; see Fig. 6.2. This is the approach adopted by Son and

Stephanov [97,98]. The result of their analysis is that a pion quasiparticle persists,

with a parametrically small imaginary part compared to the real part of the pole

position. The real part of its dispersion relation is, however, no longer the relation

implied by Lorentz invariance, but rather

ω2
p = u2(T )(m2

π + p2). (6.1.2)

Here mπ is the inverse static correlation length in the pseudoscalar channel, and

u, the ‘pion velocity’, is an a priori unknown function of temperature which can

however be related to static quantities [98]. At finite temperature it is important

to distinguish between the pion static screening mass and the quasiparticle mass.

The former is the inverse length scale over which a localized pseudoscalar perturba-

tion turned on adiabatically is screened. It is thus a property of the static response

of the system. The pion quasiparticle mass is a property of the dynamic response

and can be given the following interpretation. Suppose that the expectation value

of the axial charge is driven out of equilibrium adiabatically by an external per-

turbation until the instant t = 0, where the perturbation is switched off. Consider

then how the system relaxes back to equilibrium at large positive times. The pion

quasiparticle mass (times c2/~) is the frequency at which the axial charge present

in the system would oscillate as a function of time2. Technically, while the quasi-

particle mass is the real-part of a pole of the retarded correlator GR(ω, |p| = 0) of

2The amplitude of the oscillations would be damped slowly in comparison with the oscillation
frequency. The interpretation given is valid in the linear response approximation. By contrast,



6.1 Introduction 75

Figure 6.2: Sketch of the domain of validity of the chiral effective field theory in
the quark mass vs. temperature plane. The expansion is represented by the blue
arrowed vertical line. The quark mass on the vertical axis is understood to be
mMS. The value of the critical temperature at the chiral limit Tc(0) ' 170 is taken
from [99].

the pseudoscalar density in the frequency variable, the static screening mass is a

pole of GR(ω = 0,p) in the spatial momentum |p|. At zero temperature, Lorentz

symmetry implies that the two masses are equal. Determining u(T ) using lattice

QCD for a few temperatures below Tc is one of the main goals. We first rederive

Eq. (6.1.2), present an improved estimator for u(T ), and show that the spectral

function ρ
A

of the axial charge density obeys the following exact sum rule for all

temperatures, quark masses and spatial momenta,

∫ ∞

−∞
dω ω ρ

A
(ω, T,p)

∣∣∣
T

0
= −m〈ψ̄ψ〉

∣∣∣
T

0
. (6.1.3)

The respective pion pole contributions (which dominate) at zero and at finite

temperature satisfy the sum rule.

We will be working in QCD with two flavors of (O(a) improved Wilson) quarks

with renormalized masses 8MeV ≤ mMS ≤ 15MeV. In this range of quark

perturbing a conserved quark number (vector charge) with a wave vector k leads to a purely

damped late-time response e−Dk2t, with D the diffusion coefficient.
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masses, the transition from the low-temperature to the high-temperature phase

is a crossover, as it is at physical quark masses. At vanishing m, there must

be a sharp phase transition, however its nature is not known with certainty3.

The crossover temperature, defined conventionally by some observable, depends

quite strongly on the quark mass. The results of [99] indicate that the pseudo-

critical temperatures are Tc = 211(5) MeV and Tc = 193(7) MeV at respectively

mMS ' 15MeV and mMS ' 8MeV in the two-flavor theory. An extrapolation to

mMS = 0 yields values between 160MeV and 175MeV for the critical temperature

in the chiral limit [99]. See [75,76] for other lattice studies of the transition in the

two-flavor theory.

The dependence of Tc on the quark mass is sketched in Fig. 6.2. The ex-

pected domain of applicability of a chiral expansion around a point (T,m) for

T < Tc(m = 0) is also indicated by the shaded region. The two horizontal lines

and the corresponding dots correspond to two scans at constant renormalized

quark mass. Unfortunately, most of the ensembles considered in this first analysis

correspond to the crossover region. We point out, however, that all observables

considered here are well defined for any temperature and any quark mass; this is

in particular true for the estimators of the quantity u(T ) introduced above. It is

the interpretation of the quantity u(T ) as the velocity of a quasiparticle that is

uncertain when calculating near or at the transition region.

The relatively strong dependence of the pseudocritical temperature on the

quark mass tends to reduce the domain of applicability of the chiral expansion

at fixed T . For instance, we clearly observe that the scaling m2
π ∝ m is violated at

T ' 180 MeV. Instead the screening pion mass increases (sic!) as the quark mass

is reduced from 15 MeV to 8 MeV. A plausible explanation is that at the smaller

quark mass, the system is already entering the crossover region, where the chiral

expansion breaks down.

We have found it useful to introduce the following ‘effective chiral condensate’

based on the Gell-Mann–Oakes–Renner (GOR) relation,

〈
ψ̄ψ
〉

GOR
≡ −f

2
πm

2
π

m
. (6.1.4)

By construction it has the property that it tends to the actual chiral condensate

3The possibility considered to be the ‘standard scenario’ is that it is a second order phase
transition in the 3d O(4) universality class.
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when m → 0; it is of order m above Tc, and thereby an order parameter with

respect to chiral symmetry. We remark that none of the observables considered

here requires the use of a lattice action preserving chiral symmetry.

The goals of this project are the following:

1. test the validity of the chiral expansion around (T,m = 0) and compute the

pion quasiparticle velocity u(T );

2. test the chiral expansion around (T = 0,m = 0);

3. investigate the behavior of mπ, fπ and other quantities around the crossover,

where no obvious expansion applies.

6.2 Chiral Ward identities in the thermal field

theory

We consider Euclideanized QCD with two flavors of degenerate quarks on the

space S1 × R3, with the Matsubara cycle S1 of length β ≡ 1/T . We label the

Euclidean time direction as ‘0’, while the direction 1, 2 and 3 are of infinite extent;

we write x⊥ ≡ (x1, x2). Unexplained notation follows [100]. The Dirac field is a

flavor doublet, for instance ψ̄(x) = (ū(x) d̄(x)).

We define the vector current, axial current and the pseudoscalar density as

V a
µ (x) = ψ̄γµ

τa

2
ψ(x), Aaµ(x) = ψ̄γµγ5

τa

2
ψ(x), P a(x) = ψ̄(x)γ5

τa

2
ψ(x).

(6.2.1)

where a ∈ {1, 2, 3} is an adjoint SU(2)isospin index and τa is a Pauli matrix. The

PCAC (partially conserved axial current) relation reads

∂µA
a
µ(x) = 2mP a(x), (6.2.2)

where m is the common mass of the up and down quark. (Eq. (6.2.2)) is valid

in any on-shell correlation function. The Ward identities for two-point functions

(valid for all x; see appendix E) that follow from the partial conservation of the

axial current are

〈Aaν(0)∂µA
b
µ(x)〉 = 2m〈Aaν(0)P b(x)〉 (6.2.3)
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where we assume zero isospin chemical potential (〈V a
µ 〉 = 0 ∀a, µ), and

〈P a(0)∂µA
b
µ(x)〉 = −δ

ab

2
〈ψ̄ψ〉δ(4)(x) + 2m〈P a(0)P b(x)〉. (6.2.4)

6.2.1 Correlators in the massless theory

Space-time symmetries imply the following form for the 〈P ~A〉 correlator,

∫
dx0 〈P a(0) ~Ab(x)〉 = δabg(r)~er, r = |~x|, ~er =

~x

r
. (6.2.5)

Integrating Eq. (6.2.4) over
∫ β

0
dx0

∫
|~x|<R d

3x, using the form (6.2.5) and Gauss’s

theorem, we get

g(r) = −〈ψ̄ψ〉
8πr2

. (6.2.6)

This static correlator is thus fully determined by the chiral WI. Integrating Eq. (6.2.5)

over an x3 = constant plane, one obtains

∫
dx0 d

2x⊥ 〈Aa3(x)P b(0)〉 = −δ
ab

4
sign(x3) 〈ψ̄ψ〉, m = 0. (6.2.7)

A second correlator can also be determined exactly in the massless theory.

Indeed, for x0 6= 0 we have

∂0

∫

r<R

d3x〈P a(0)Ab0(x)〉 = −
∫

SR

d~σ · 〈P a(0) ~Ab(x)〉. (6.2.8)

We assume that, when 〈P a(0)Aa(x)〉 is expanded in a Fourier series in x0, the

non-constant modes fall off faster than 1/r2. If we then take the limit R → ∞,

using Eq. (6.2.5)–Eq. (6.2.6) we obtain

∂0

∫
d3x 〈P a(0)Ab0(x)〉 = δab

〈ψ̄ψ〉
2β

. (6.2.9)

Thus, since 〈P a(0)Aa0(x)〉 is odd in x0 and in particular vanishes at x0 = β/2,

∫
d3x 〈P a(0) Ab0(x)〉 = δab

〈ψ̄ψ〉
2β

(
x0 −

β

2

)
. (6.2.10)
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6.2.2 Correlators at small quark mass: the pion decay con-

stant and the GOR relation

The power law found in Eqs. (6.2.5–6.2.6) shows that P couples to a massless

screening particle. The main idea in the following is to obtain the residue of the

poles in the chiral limit, where they are determined by chiral Ward identities, and

to use those at small but finite quark mass.

At finite quark mass, we expect4

∫
dx0 d

2x⊥ 〈Aa3(x)P b(0)〉 |x3|→∞= δabsign(x3) c(m) exp(−mπ|x3|), (6.2.11)

with c(0) = −1
4
〈ψ̄ψ〉 in view of Eq. (6.2.7). Since the PCAC relation (6.2.2) implies

∂3

∫
dx0 d

2x⊥ 〈Aa3(x)P b(0)〉 = 2m

∫
dx0 d

2x⊥ 〈P a(0)P b(x)〉, (6.2.12)

we learn from (6.2.11) that close to the chiral limit,

∫
dx0 d

2x⊥ 〈P a(0)P b(x)〉 = δab
〈ψ̄ψ〉mπ

8m
exp(−mπ|x3|). (6.2.13)

This equation shows that the correlation function of the pseudoscalar density ad-

mits a pole at mπ with residue m2
π〈ψ̄ψ〉
4m

. Consequently, since the scalar propagator

is exp(−mπr)
4πr

in three dimensions, we can write

∫
dx0 〈P a(0) P b(x)〉 r→∞= δab

m2
π〈ψ̄ψ〉
4m

exp(−mπr)

4πr
. (6.2.14)

Now returning to Eq. (6.2.11), multiplying both sides by 2m and using the PCAC

relation shows that close to the chiral limit,

∫
dx0 d

2x⊥ 〈Aa3(x)Ab3(0)〉 |x3|→∞= −δabm〈ψ̄ψ〉
2mπ

exp(−mπ|x3|). (6.2.15)

We know that the correlator
∫
dx0〈P a(0) ~Aa(x)〉 is non-zero at m = 0; therefore

the coupling of P to the Goldstone boson cannot vanish at m = 0 — consistently

4This equation defines mπ.
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with Goldstone’s theorem. Since the residue at the pion pole in the correlator

(6.2.14) cannot diverge in the chiral limit, we conclude that m2
π ∼ m.

The scaling of mπ with the quark mass motivates the definition of fπ (for any

value of the quark mass) at any temperature below TC via

Gs
A(x3, T,0) =

∫
dx0 d

2x⊥〈Aa3(x)Ab3(0)〉 =
δab

2
f 2
πmπe

−mπ |x3|, |x3| → ∞.
(6.2.16)

Comparison with the chiral prediction (6.2.15) shows that

f 2
πm

2
π = −m〈ψ̄ψ〉, m→ 0, (6.2.17)

in particular fπ has a finite, non-vanishing limit when m → 0 as long as 〈ψ̄ψ〉 is

finite.

6.2.3 Spectral functions in the axial sector

Relation (6.2.10) shows that the pseudoscalar density and the axial charge density

couple to a (real-time) massless excitation in the chiral limit. The goal is now

to compute the dispersion relation of this excitation for small quark masses and

spatial momenta. We recall the relation between the spectral function and the

Euclidean correlator for the following cases,

δabGP(x0, T,p) ≡
∫
d3x eipx〈P a(x)P b(0)〉 = δab

∫ ∞

0

dω ρ
P
(ω, T,p)

cosh(ω(β/2− x0))

sinh(ωβ/2)

(6.2.18)

δabGAP(x0, T,p) ≡
∫
d3x eipx〈P a(x)Ab0(0)〉 = δab

∫ ∞

0

dω ρ
AP

(ω, T,p)
sinh(ω(β/2− x0))

sinh(ωβ/2)

(6.2.19)

δabGA(x0, T,p) ≡
∫
d3x eipx〈Aa0(x)Ab0(0)〉 = δab

∫ ∞

0

dω ρ
A
(ω, T,p)

cosh(ω(β/2− x0))

sinh(ωβ/2)

(6.2.20)

The PCAC relation (6.2.2) implies

2mρ
P
(ω, T,0) = −ω ρ

AP
(ω, T,0), (6.2.21)

ω ρ
A
(ω, T,0) = 2mρ

AP
(ω, T,0). (6.2.22)
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Equation (6.2.10), which is an exact expression in the chiral limit, shows that

ρ
AP

(ω, T,0) = −〈ψ̄ψ〉
2

δ(ω) (m = 0). (6.2.23)

Since P (x) and A0(x) couple to a massless excitation at m = p = 0, they must

also couple to an excitation when m and p are small but finite. In the following

we assume that the imaginary part of the pole is negligible compared to its real

part. An analysis in the hydrodynamic framework supports this assumption [98],

as well as the chiral expansion around T = 0 [94]. We thus write the ansatz

ρ
P
(ω, T,p) = sign(ω)C(p2)δ(ω2 − ω2

p) + . . . (6.2.24)

for the spectral function of the pseudoscalar density. We must have ωp → 0 when

m,p → 0 and the function C(p2) is the residue of the pole in ω2 and is non-

vanishing when mπ,p → 0. We now show that the dispersion relation is of the

form

ω2
p = u2(m2

π + p2) + O((p2)2). (6.2.25)

The key observation is that we know the static correlator, Eq. (6.2.14); it is pro-

portional to a three-dimensional scalar propagator. The static correlator can be

expressed in terms of the spectral function as follows (see for instance [101]),

∫
dx0 〈P a(0) P b(x)〉 = 2δab lim

ε→0

∫
d3p

(2π)3
eipx

∫ ∞

0

dω

ω
e−εωρ

P
(ω, T,p)

= δab
∫

d3p

(2π)3
eipx

C(p2)

ω2
p

+ . . . (6.2.26)

Comparing with Eq. (6.2.14), we see that ω2
p must be proportional to m2

π + p2.

Calling the proportionality factor u2, we have proved Eq. (6.2.25) and we then

have

C(p2) = −〈ψ̄ψ〉
2 u2

4f 2
π

(6.2.27)

in the limit of small mπ and p. Relations (6.2.21–6.2.22) now lead to

ρ
AP

(ω, T,0) = −ω0〈ψ̄ψ〉
2

δ(ω2 − ω2
0) + . . . , (6.2.28)

ρ
A
(ω, T,0) = sign(ω)f 2

πm
2
π δ(ω

2 − ω2
0) + . . . (6.2.29)



82 Chapter 6: Chiral dynamics in the low-temperature phase of QCD

6.2.4 An exact sum rule for ρ
A
(ω, T,p)

In appendix E, we show that the chiral Ward identities, together with the ultravi-

olet properties of the axial current correlator, imply the following exact sum rule

for the axial current spectral function

∫ ∞

−∞
dω ω ρ

A
(ω, T,p)

∣∣∣
T

0
= −m〈ψ̄ψ〉

∣∣∣
T

0
. (6.2.30)

This equation is valid at vanishing chemical potential, but for any quark mass; it

is to be compared to the corresponding sum rule in the vector channel (〈V0V0〉,
[102,103]), ∫ ∞

−∞
dω ω ρ

V
(ω, T,p)

∣∣∣
T

0
= 0. (6.2.31)

The symbol {. . . }
∣∣∣
T

0
means that the zero-temperature contribution is subtracted.

The subtraction is necessary to make the integral over frequency convergent.

One easily checks that the pion-quasiparticle contribution to ρ
A
(ω, T,0) given in

(6.2.29) and the T = 0 pion contribution satisfy the sum rule (6.2.30).

The sum rules (6.2.30) and (6.2.31) are complementary to the sum rules derived

in [104] in the massless theory. For m = 0, Eq. (6.2.30)–Eq. (6.2.31) are consistent

with the sum rule ‘II-L’ given in [104] upon substracting the T = 0 contributions.

6.2.5 Expressing u2 in terms of static quantities

The parameter u can be obtained from GA(x0, T,0), at sufficiently small quark

mass, by noting that

ω2
0 =

∂2
0GA(x0, T,0)

GA(x0, T,0)

∣∣∣
x0=β/2

= −4m2GP(x0, T,0)

GA(x0, T,0)

∣∣∣
x0=β/2

(6.2.32)

The chiral Ward identities allow one to express ∂2
0GA(x0, T,0) in terms of fπ,

mπ and ω0. Using the spectral function (6.2.29), one obtains

∂2
0GA(x0, T,0) =

f 2
πm

2
πω0

2

cosh(ω0(β/2− x0))

sinh(ω0β/2)
. (6.2.33)

Inserting expression (6.2.33) into Eq. (6.2.32) yields the following algebraic equa-
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tion for u,

u sinh(umπβ/2) =
f 2
πmπ

2GA(β/2, T,0)
. (6.2.34)

This equation provides a way to extract the velocity u from Euclidean correlation

functions. It is valid throughout the shaded region in Fig. 6.2, i.e. for sufficiently

small quark masses and for all T < Tc(m = 0). In the massless case, this relation

is equivalent to the result of Son and Stephanov [98],

u2 =
f 2
π∫ β

0
dx0 GA(x0, T,0)

(m = 0). (6.2.35)

The axial susceptibility appearing in the denominator of (6.2.35) however contains

an ultraviolet divergence at any non-vanishing quark mass. It is therefore not

practical to use in lattice calculations.

6.3 Lattice calculation (I): the scans C1 and D1

In this section we describe the numerical lattice QCD calculation of the tempera-

ture dependent parameters u and mπ that characterize the pion dispersion relation;

see Eq. (6.2.25). All finite temperature correlation functions are measured on a

set of dynamical gauge ensembles with two mass degenerate quark flavors covering

a temperature range 150 ≤ T ≤ 235 MeV. We use the plaquette gauge action and

the O(a) improved Wilson fermion action with a non-perturbatively determined

csw coefficient [43]. The configurations were generated using the MP-HMC algo-

rithm [105,106] following the implementation described in [107] based on Lüscher’s

DD-HMC package [108].

Two scans in temperature were carried out on lattices of size 16 × 323, where

the short direction is interpreted as time and therefore T = 1/(16a) and the

spatial extent is L = 32a. The gluon fields have periodic boundary conditions

in all directions, while the quark fields are periodic in space and antiperiodic in

time. The temperature is varied by varying the bare coupling g2
0, which amounts

to varying the lattice spacing at fixed ‘aspect ratio’ LT = 2. The scale setting

was done via the Sommer parameter [46]. We use a quadratic interpolation of

log(r/a) based on the data given in [50] to relate the lattice spacings at two values
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of the bare coupling. The absolute scale setting, a/fm, is done using the value

r0 = 0.503(10) fm [50].

6.3.1 The PCAC mass: line of constant physics

The two scans correspond to two quark masses of respectively about 8MeV and

15MeV, where the bare quark mass is tuned to keep the renormalized quark mass

constant (see Fig. 6.3). The quark mass is given in the MS scheme at a scale µ =

2GeV for which we used the renormalization factors ZA(g2
0) and ZP = 0.5184(53)

from [50] as well as the conversion factor from the Schrödinger Functional (SF) to

the MS scheme, which is 0.968(20) [50].

We use the standard definition for the quark mass that comes from the PCAC

relation [109,110]

mPCAC(x3) =
1

2

∫
dx0d

2x⊥
〈
∂imp

3 Aa,imp
3 (x)P a(0)

〉

∫
dx0d2x⊥ 〈P b(x)P b(0)〉 , x⊥ = (x1, x2), (6.3.1)

where in the improvement process

Aaµ −→ Aa,imp
µ = Aaµ + acA∂

imp
µ P a. (6.3.2)

The derivative ∂imp
µ is the improved lattice discretized version of the derivative

following [49]. The non-perturbatively calculated coefficient cA was taken from

[111]. Notice that since the PCAC relation is an operator identity, we are free

to choose the direction in which we define the quark mass – any dependence on

the direction must therefore amount to a discretization error. On our lattices, the

spatial direction is longer, so measuring along these directions we obtain a longer

plateau and thus, smaller errors. The extraction is carried out by performing a fit

to a constant in the range where a plateau is observed. Within errors the PCAC

masses measured in the time and in spatial directions agree.

The two scans, called C1 and D1, have respectively pseudocritical temperatures

of Tc = 211(5) MeV and Tc = 193(7) MeV [99]. For instance, in Fig. 6.3, we observe

that in scan C1, our renormalized quark mass in physical units is approximately

constant up to T = 211MeV where the phase transition to the deconfined phase is

estimated to occur. This means that the ensembles presented in Tabs. 6.2 and 6.3
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Figure 6.3: Renormalized quark mass in physical units in the MS scheme for both
temperature scans (C1 and D1). For the C1 scan, Tc = 211(5) MeV, and for D1,
Tc = 193(7) MeV.

follow to a good approximation ‘lines of constant physics’ and can be interpreted

as temperature scans at fixed quark mass.

Statistical errors on the observables are calculated using the jackknife method.

In plots, only the statistical error from our simulations are displayed; the error

from renormalization factors and the scale setting uncertainty should be added in

quadrature to obtain the full uncertainty.

6.3.2 Basic observables

In this section we describe the calculation of the following observables:

• the midpoint of the axial charge correlator in the time direction, GA(β/2, T,0);

• the midpoint of the pseudoscalar correlator in the time direction, GP(β/2, T,0);

• the screening pion mass mπ;

• the screening pion decay constant fπ.

The values of the correlators GA(β/2, T,0) and GP(β/2, T,0) at x0 = β/2 are

displayed in Fig. 6.4. While the former only exhibits a mild temperature depen-

dence, the latter quantity is strongly temperature dependent. Since ∂2
0GA(x0) =
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−4m2GP(x0), this observation means that the axial charge correlator becomes

flatter as a function of x0. It shows that the spectral density ρ
A
(ω, T,0) must

concentrate around the origin as the temperature rises.

Extraction of mπ

In order to extract the ‘screening’ pion mass, we compute the symmetrized pseudoscalar-

pseudoscalar screening Euclidean correlator along a spatial direction,

δab Gs
P(x3) =

∫
dx0d

2x⊥
〈
P a(x)P b(0)

〉
, Gs

P(x3)
|x3|→∞∼ e−mπ |x3| (6.3.3)

At long distances, it is dominated by the lowest lying state with pseudoscalar

quantum numbers, which we call the ‘screening pion’. In practice, a two state fit

to the correlation function via Levenberg-Marquardt’s method [56] is performed

using an ansatz of the form

Gs
P(x3) = AP1 cosh[mP

1 (x3 − L/2)] + AP2 cosh[mP
2 (x3 − L/2)]. (6.3.4)

To initialize the fit-routine we use as input parameter for mP
1
.
= mπ an averaged

value of the ‘coshmass’ mcosh(x3) defined as the positive root of the following

equation,
Gs

P(x3)

Gs
P(x3 + a)

=
cosh[mcosh(x3 + a/2)(x3 − L/2)]

cosh[mcosh(x3 + a/2)(x3 + a− L/2)]
; (6.3.5)

In order to be sure that the ground state is isolated one can repeat the fit to the

correlation function for different fit windows, leaving out points that are furthest

away from the middle point x3 = L/2 of the correlator. We choose for the mπ

result quoted in table 6.5 a value corresponding to a small χ2/d.o.f which is stable

under small variations of the fit window. The result for mπ obtained in this way

is close, in value and in its uncertainty, to mcosh around x3 = L/2; see Fig. 6.5.

The temperature dependence of mπ is illustrated in the left panel of Fig. 6.6.

We observe that the correlation length in the thermal medium becomes shorter

as the temperature increases, and is about half as long at the crossover as it is at

zero-temperature.
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Figure 6.4: Midpoints of the renormalized correlators GA(x0) and GP(x0). The
former was renormalized via multiplication with Z2

A, the latter via multiplication
with Z2

P as well as the conversion factor from the SF to the MS scheme at the scale
µ = 2GeV. All data from the C1 temperature scan.

Extraction of fπ

We extract fπ from the correlation function

δabGs
A(x3) =

∫
dx0d

2x⊥
〈
Aa,imp

3 (x)Ab,imp
3 (0)

〉 |x3|→∞
=

δab

2
f 2
πmπe

−mπx3 (6.3.6)

Because of the noisier behavior of this correlator, it turns out that the fit to this

correlation function is more stable using a 1-state-fit rather than a 2-state-fit.

Since Gs
A is symmetric around x3 = L/2 we use an ansatz of the form

Gs
A(x3) = AA1 cosh[mA

1 (x3 − L/2)]. (6.3.7)

For stability reasons we put mA
1 = mπ by hand since this quantity is already known

from the Gs
P-fit. This reduces the number of parameters to one. By repeating the

procedure for different fit windows as explained above, we select the final value for

AA1 by choosing a fit which has a low χ2/d.o.f. The relation between AA1 and fπ

reads

f 2
π =

2AA1 sinh(mπL/2)

mπ

. (6.3.8)

The temperature dependence of fπ in the C1 temperature scan is displayed in

the right panel of Fig. 6.6. We observe a reduction of fπ as the temperature

increases, reaching a value of about one third its zero-temperature value around

the crossover.
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Figure 6.5: Example of an effective-mass plot showing mcosh(x3 + a/2) for the
pseudoscalar density two-point function in the x3-direction in the C1 scan at T =
150 MeV. The result of the fit to the correlation function is represented by a (1σ)
band. Here the chosen fit-window was 26, which corresponds to ignoring the three
points closest to each operator, and the (uncorrelated) χ2/d.o.f amounts to 0.05.

Chiral condensate
〈
ψ̄ψ
〉

Using the Gell-Mann–Oakes–Renner relation [112], one can define an effective

chiral condensate as follows (see Eq. (6.1.4)),

〈
ψ̄ψ
〉MS

GOR
= −f

2
πm

2
π

mMS
. (6.3.9)

Since mπ ∼ T and fπ ∼ m above Tc,
〈
ψ̄ψ
〉MS

GOR
is of order m above Tc; at high

temperatures, it is expected to grow as mT 2.

The behavior of the effective chiral condensate is displayed in Fig. 6.7. We

find it to be weakly temperature dependent around Tc. It illustrates how smooth

the crossover is at the quark mass used in the temperature scan C1: around

T = 200 MeV, |
〈
ψ̄ψ
〉
MS

GOR
|1/3 only appears to be about 10% lower than at zero

temperature.
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Figure 6.6: Inverse screening mass lπ ≡ m−1
π (left) and screening pion ‘decay

constant’ (right) in the C1 scan, divided by the same quantity at T ' 0 extracted
from the A5 ensemble. The displayed error bars represent the statistical errors
originating from the ensembles of the C1 scan and from ensemble A5.

6.3.3 Lattice estimators for the pion velocity

We showed that, at sufficiently small quark mass, the axial charge correlator is

dominated by a light quasiparticle and that its mass ω0 is given by Eq. (6.2.32).

With ω0 = umπ, the following estimator for u can be defined,

u2
m = −4m2

m2
π

GP(x0, T,0)

GA(x0, T,0)

∣∣∣∣
x0=β/2

. (6.3.10)

We introduce a second estimator for u based on Eq. (6.2.34),

uf sinh(ufmπβ/2) =
f 2
πmπ

2GA(β/2, T,0)
. (6.3.11)

It should be noticed that the pion velocity is a renormalization group invariant

quantity and thus, does not require any renormalization. The results for uf and

um are shown in Fig. 6.8. We observe a significant reduction of both quantities

from unity, pointing to a pion ‘velocity’ well below the speed of light. However,

whether the interpretation is valid for T & 160 MeV is questionable.

One way to test the validity of the chiral effective theory predictions is the

following. The chiral EFT makes a prediction for GP(β/2) in terms of fπ, mπ and

GA(β/2); see Eq. (6.2.32)–Eq. (6.2.33). Testing whether uf/um = 1 is equivalent

to testing this prediction. The estimator um is based on the dominance of the pion
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Figure 6.7: Effective chiral condensate defined from the GOR relation, divided
by its T = 0 counterpart, in the temperature scan C1. In addition, the predictions
of [113] both for the infinite volume limit and for our finite lattice volume are dis-
played. The temperature is given in units of the zero-temperature decay constant
fπ,0.

contribution in the correlators GA and GP at x0 = β/2; the estimator uf is based

on assuming that the residue is given by the screening quantities (as predicted

by the chiral effective theory), Res(ω0) = f 2
πm

2
π, and the dominance of the pion

contribution in GA only. The dominance in GA is less strong an assumption than

the assumption that the pion dominates GP , since their spectral functions are

related by ρP (ω) = − ω2

4m2ρA(ω) at zero spatial momentum. It is worth noting

that at high temperatures, well in the deconfined phase, um = O(m2/T 2), while

uf = O(m/T ), so that uf/um is expected to grow with temperature. In the lattice

data displayed in the right panel of Fig. 6.8 we indeed observe that uf/um grows

above unity. Thus it is at the lowest-temperature ensemble in the C1 temperature

scan that we are most confident in the interpretation of uf as the pion quasiparticle

velocity.
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Figure 6.8: Left: The two estimators of the pion velocity in the C1 scan. Right:
Ratio of the estimators, which serves as a test of the chiral prediction (6.2.33).

6.3.4 The T ' 0 ensemble A5 and test of chiral perturba-

tion theory predictions

In addition to the analysis of thermal ensembles, it is interesting to compute the

same observables on a corresponding zero-temperature ensemble. One reason is

that we obtain the reference values of ω0, mπ and fπ at T = 0; the thermal

modification of these quantities can be compared with the predictions of chiral

perturbation theory [113, 114]. A second, practical reason is to check the validity

of our estimators for u(T ), since limT→0 u(T ) = 1. We therefore analyze the CLS

ensemble labelled A5 in [50]. All ensemble parameters coincide with the lowest-

temperature ensemble in the C1 scan; the only difference is the lattice extent in the

time direction, which is 64 instead of 16. The bare parameters and the computed

observables are summarized in Table 6.4.

In contrast to the thermal ensembles, here we are able to directly extract the

mass of the pion propagating in the temporal direction, which we denote by ω0. It

is extracted by fitting to a constant the coshmass of the pseudoscalar-pseudoscalar

correlator, where a clear plateau is observed. The pion decay constant fπ,0 is

calculated by fitting the amplitude of the axial charge correlator GA(x0). The

effective quark condensate |
〈
ψ̄ψ
〉
MS

GOR,0
|1/3 given in Table 6.4 follows the definition

(6.3.9), except that mπ was replaced by ω0 and fπ by fπ,0.

We find that the extraction of the pseudoscalar mass in the spatial and in the

temporal direction give the same answer within two standard deviations. The esti-
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mators uf and um are both compatible with unity within two standard deviations;

this adds to our confidence that the estimators work as expected in practice.

We use mπ and fπ to normalize the corresponding quantities at finite temper-

ature in Fig. 6.6. This allows for the most natural comparison of the predictions

of one-loop chiral perturbation theory [113], an expansion around (T = 0,m = 0),

with the lattice data. We display both the prediction for the infinite-volume sys-

tem and for the finite-volume system; details are given in appendix G. At the

lowest temperature in the C1 scan (T ' 150 MeV), the prediction agrees very

well with the lattice result for fπ. The central value of the correlation length m−1
π

lies somewhat lower than the corresponding chiral prediction, but still within two

standard deviations. However, on the next ensemble, at T ' 177 MeV, the lattice

data clearly deviates from the chiral prediction. From this temperature onwards,

both mπ and fπ deviate substantially from their T = 0 counterparts. One-loop

chiral perturbation theory predictions at T & 170 MeV appear to be unreliable.

We remark that the prediction for fπ(T )/fπ(0) does not involve directly the re-

lation between the quark mass and the pion screening mass. The GOR-condensate,

however, does; it is compared to the chiral prediction in Fig. 6.7. Here the quan-

tities combine to give a result which is only mildly temperature-dependent. Cor-

respondingly the chiral prediction lies numerically quite close to the data points.

The prediction for the GOR condensate seems to be more robust than the predic-

tions for mπ and fπ taken separately; it works, at our current level of accuracy,

essentially up to the transition temperature.

We can in principle compare the pion quasiparticle mass, computed as ω0(T ) =

u(T )mπ(T ), with the two-loop predictions of chiral perturbation theory [94, 95].

At T = 150 MeV in the C1 scan, we find

ω0(T )

ω0(0)
= 0.97(4), (6.3.12)

where ω0(T = 0) = 294(4) MeV. Thus the thermal shift of the pion quasiparticle

mass appears to be very small. At the same temperature, but at the physical

quark mass, the corresponding quantity is predicted to be about 0.86 at the two-

loop level [94]; we note that there is a change in the sign of ω0(T )
ω0(0)

− 1 between

the one-loop and the two-loop result at this temperature. Clearly one expects

the thermal effect on ω0 to be smaller at heavier quark masses. Thus the lattice
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results are not obviously inconsistent with the chiral prediction. We postpone a

more detailed comparison of lattice results for the quantity ω0 (and indeed ωp)

with chiral perturbation theory to a future study.

The relative success of the one-loop chiral prediction for the thermal effect on

the ‘chiral’ quantities mπ, fπ and 〈ψ̄ψ〉GOR at

T = 150 MeV ' 0.7Tc (mMS ' 15 MeV) (6.3.13)

is somewhat unexpected when one considers that the energy density, say, for phys-

ical quark masses is completely dominated by hadrons more massive than pi-

ons [87, 114]. The surprise at the quark mass used here is, in a sense, that chiral

quantities are still affected below the 10% level by the thermal effects. However,

the effect of the thermal medium increases rapidly above T = 150 MeV.

6.3.5 Quark mass dependence of mπ and fπ around the

pseudocritical temperature

The scan D1 at the light quark mass is more concentrated around the pseudocritical

temperature. Therefore we can only discuss the quark mass dependence of the

observables discussed so far in the crossover region; see Fig. 6.9. We find that,

if mπ/T and fπ/T are viewed as a function of T/Tc, where Tc is the quark-mass

dependent pseudocritical temperature, the quark mass dependence is very mild.

In this respect we are far from the deeply chiral regime where the screening pion

mass exhibits a sudden steep rise at Tc, from a low value below Tc of order
√
m.

A look at Table 6.5–6.6 shows that the effective condensate appears to be

quite insensitive to the quark mass up to T = 195 MeV, which corresponds to the

pseudocritical temperature at the lower quark mass. In other words, the GOR

relation is satisfied within the uncertainties, in spite of the fact that, at fixed

temperature, the pion mass mπ does not decrease with the quark mass between

scan C1 and scan D1.
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Figure 6.9: Temperature dependence of the pion screening mass and the associated
decay constant, for two quark masses (C1 and D1 scans). The temperature is given
in units of the pseudocritical temperature at the corresponding quark mass.

6.4 Axial Form factors at non-zero momentum

and its residues

In appendix E.2, we provide a decomposition in momentum space of the Lorentz

structure of the two-point functions of the axial current. For a general momentum

p, they are entirely described by four ‘form factors’, which in the rest frame of

the thermal medium are functions of p0 and p2. At zero-temperature, the four

functions reduce to two functions of p2, one longitudinal and one transverse. The

partially-conserved axial current (PCAC) relation relates the two-point function

〈P a(x)P b(0)〉 of the pseudoscalar density, as well as the 〈Aaµ(x)P b(0)〉 correlation

functions to the aforementioned form factors. They are related by Fourier trans-

formations to the form factors defined in appendix E.2, for instance

Gs
A(x3, T ) =

∫
dp3

2π
e−ip3x3 ΠL,l(0, p2

3). (6.4.1)

The correlators GA(x0, T,0) and Gs
A(x3, T ) are only sensitive to the longitudinal

form factor ΠL,l; these were the cases considered so far. At non-vanishing momen-

tum however, the correlator GA(x0, T,p) is sensitive to three independent form

factors ΠT,l, ΠM and ΠL,l.

At long distances, the screening correlator Gs
A(x3, T ) is given by

Gs
A(x3, T )

|x3|→∞
=

1

2
f 2
πmπ e

−mπ |x3|, (6.4.2)
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which defines the screening pion mass mπ and the associated decay constant5 fπ.

The Gell-Mann–Oakes–Renner relation

f 2
πm

2
π = −m〈ψ̄ψ〉 (6.4.3)

holds to leading order in the chiral expansion. From Eqs. (6.4.1) and (6.4.2), the

low-momentum analytic structure of the longitudinal form factor ΠL,l reads

ΠL,l(0,p2) =
f 2
πm

2
π

p2 +m2
π

, p→ 0. (6.4.4)

More generally, expanding the denominator in the frequency,

p2 +m2
π −→ p2 +m2

π +
1

u2
ω2
n + . . . , (6.4.5)

it follows that a quasiparticle (pole in the retarded correlator as a function of

frequency) with the dispersion relation [97,98]

ωp = u(T )
√
m2
π + p2 (6.4.6)

exists at low momenta as already pointed out in Eq. (6.1.2)6. The remarkable

aspect is that the parameter u determines both the (real part of the) dispersion

relation of the quasiparticle and the ratio of the quasiparticle mass to the screening

mass. A graphical interpretation of the dual role of the parameter u is given in

Fig. 6.10. Here the trajectory in the frequency-momentum plane of a pole in the

retarded correlator of the pseudoscalar density7 corresponds to a static screening

state at p2 = −m2
π, and to a real-time quasiparticle at small positive p2. So far,

good agreement was found between the estimators uf and um at T ' 150 MeV

for a zero-temperature pion mass of 305 MeV. Any departure of u from unity

clearly represents a breaking of Lorentz invariance due to thermal effects. The

next goal is to test whether the parameter u determined from the ratio of the

quasiparticle to the screening mass, as in [12], really does predict the dispersion

5The normalization convention is such that at zero temperature fπ ≈ 92 MeV.
6In this argument, the imaginary part of the frequency-pole is neglected. A more sophisti-

cated argument is required to show that the damping rate of the pion quasiparticle is indeed
parametrically subleading [98].

7 Recall that the momentum-space Euclidean correlator GE(ωn,p) is related to the retarded
correlator via GR(iωn,p) = GE(ωn,p) for ωn ≥ 0 [12] as already stated in Eq. (2.3.30).
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0 |p|2

[Re(ω)]2

−m2
π

ω2
0

Figure 6.10: Trajectory in (ω,p)-plane of the pion pole in the pseudoscalar re-
tarded correlator. At negative p2 the pole corresponds to the pion screening mass,
at positive p2 it corresponds to the pion quasiparticle. The slope is the value of
u2(T ).

relation of the quasiparticle, as in Eq. (6.1.2). In order to carry out this goal, we

perform an analysis of the time-dependent Euclidean correlator GA(x0, T,p) at

non-zero momentum in terms of the spectral function ρA. As already pointed out

in Eq. (6.2.20), they are related as follows,

GA(x0, T,p) =

∫ ∞

0

dω ρ
A
(ω, T,p)

cosh(ω(β/2− x0))

sinh(ωβ/2)
. (6.4.7)

First we recall that at zero temperature, the Lorentz structure of the axial-

current two-point function implies the following momentum dependence of the

pion pole contribution,

GA(x0, T = 0,p)
|x0|→∞∼ Res(ω0

p)
e−ω

0
p|x0|

2ω0
p

(6.4.8)

where the residue is here given by

Res(ω0
p) = (f 0

π ω
0
p)2, ω0

p = (p2 + (ω0
0)2)1/2. (6.4.9)

In terms of the spectral functions, this correlator corresponds to

ρ
A
(ω, T = 0,p) = Res(ω0

p) δ(ω2 − (ω0
p)2) + . . . (6.4.10)
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At the other end of the spectrum, in the high frequency region, a leading-order

perturbative calculation (see for instance [14]) yields

ρ
A
(ω, T,p) = θ(ω2 − 4m2 − p2)

Nc

24π2
(p2 + 6m2), ω →∞. (6.4.11)

We note that at non-zero momentum, the correlator GA(x0, T = 0,p) receives

contributions from axial vector mesons via the transverse form factor (see appendix

E.2),

GA(x0, T = 0,p) =

∫
dp0

2π
e−ip0x0

[ p2

p2
0 + p2

ΠT(p2
0 + p2) +

p0
2

p2
0 + p2

ΠL(p2
0 + p2)

]
.

(6.4.12)

The spectral functions associated with the form factors ΠT and ΠL are measured

experimentally in τ decays [115]. The most prominent excitation in the transverse

spectral function is the a1(1260) meson, while the longitudinal spectral function

is dominated by the pion. Since ΠT describes by itself the two-point function of

spatial components of the axial current at vanishing spatial momentum, it cannot

contain the pion pole. The latter is entirely contained in the form factor ΠL.

At finite temperature, the pion pole appears in all three form factors contribut-

ing to GA(x0, T,p); they are given explicitly in appendix (E.2). In the limit T → 0,

one of the three form factors turns into ΠT, one turns into ΠL and the third one

vanishes (sec. E.2.2). Therefore the pion contribution to the first form factor must

vanish in the limit T → 0, in view of the remarks above, and indeed, we find it to

be proportional to (1 − u2) (recall that limT→0 u(T ) = 1 by Lorentz symmetry).

Altogether, the pion contribution to the spectral function ρ
A

is predicted to have

the form ρ
A
(ω, T,p) = Res(ωp)δ(ω2 − ω2

p), with the dispersion relation given by

Eq. (6.1.2) and the residue by (see appendix E.3)

Res(ωp) = f 2
π(m2

π + p2). (6.4.13)

For later use we also define the pion quasiparticle decay constant f tπ via

Res(ω0) = (f tπ ω0)2. (6.4.14)
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The contribution to the Euclidean correlator then reads

GA(x0, T,p) =
Res(ωp)

2ωp

cosh(ωp(β/2− x0))

sinh(ωpβ/2)
+ . . . . (6.4.15)

Whether the residue determined through fits to lattice correlation functions agrees

with Eq. (6.4.13) provides a cross-check that the low-energy effective description

is working.

6.5 Lattice calculation (II): a fine thermal en-

semble at T = 170MeV

In order to study the impact of systematic errors in our lattice calculations, we

performed the analysis concerning the non-vanishing momentum euclidean correla-

tors on a superior ensemble in terms of cut-off effects and finite volume corrections

(compared to the calculation presented in Sec. 6.3). We describe the analysis

performed on a finite temperature ensemble of size 24 × 643 with two degenerate

dynamical light flavors. The short direction is interpreted as time and therefore

the temperature is T = 1/24a = 169(3)MeV while the spatial extent amounts to

L = 64a = 3.1 fm.

Like in the previous Lattice calculation (see Sec. 6.3) we use the Wilson pla-

quette action [36] and the O(a) improved Wilson fermion action with a non-

perturbatively determined csw coefficient [43]. Again, the configurations were gen-

erated using the MP-HMC algorithm [105] following the implementation described

in [107] based on Lüscher’s DD-HMC package [108]. In addition, we use a 128×643,

effectively zero temperature ensemble that was made available to us through the

CLS effort (labelled as O7 in [50]) with all bare parameters identical to our finite

temperature ensemble. The pion mass takes a value of mπ = 270MeV [50] such

that mπL = 4.2. This represents an advantage concerning the validity of the chiral

expansion since we move to slighter smaller values of the quark mass. This addi-

tional zero temperature test ensemble allows us to compare thermal observables

in a straightforward manner with their corresponding “effective zero-temperature”

value calculated in the O7 ensemble (see Sec. 6.5.2).

In order to check that our thermal ensemble indeed yields the same physical

quark mass as its corresponding zero-temperature counterpart (O7), we use the
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definition of the quark mass based on the PCAC (partially conserved axial current)

relation already defined in Eq. (6.3.1) and Eq. (6.3.2). The extraction can be

carried out by performing a fit to a constant in the range where a plateau is

observed. Its central value and error, given in Table 6.7, are in very good agreement

with the independent determination quoted in [116].

mMS(x3)/T
mMS(x0)/T

xµ/a
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Figure 6.11: The PCAC mass for the 24 × 643 thermal ensemble. The renormal-
ization factors ZA and ZP are included, as well as the conversion factor from the
SF to MS at a scale of µ = 2GeV, which amounts to 0.968(20) [50]. We also plot
the result along the x0-direction to show that indeed both are compatible. This
can be interpreted as a check that cutoff effects are indeed small for this value of
the lattice spacing.

6.5.1 Pseudoscalar and axial-vector correlators at p 6= 0

In the thermal ensemble we are analyzing here, we have mMS(µ = 2GeV) =

12.8(1)MeV (see Table 6.7), and therefore expect a slightly lower value of the

transition temperature. Nevertheless, this should not affect the applicability of

the chiral expansion around (T,m = 0) with T < TC .

We use the correlators GA(x0, T,p) and GP (x0, T,p) as well as the correspond-

ing screening correlators Gs
A(x3, T ) and Gs

P (x3, T ) already introduced in previous
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Figure 6.12: Effective ‘cosh’ masses for the O7 zero-temperature ensemble in the
〈A0A0〉 channel for n = 0, 1. The values of ω0

n ≡ ω0
pn are given in units of the

temperature T = 1/24a corresponding to our thermal ensemble.

sections with the spatial momenta given by

p = pn ≡ (0, 0, 2πn/L). (6.5.1)

Note that since all two-point functions belong to the adjoint (or isovector) repre-

sentation of SU(Nf ) (Nf = 2), the contributions of quark disconnected diagrams

cancel out. The renormalization program is carried out such that

GA(x0, T,p) = (ZA(g2
0))2GA(x0, g

2
0, T,p) (6.5.2)

GP (x0, T,p) = (ZP (g2
0))2GP (x0, g

2
0, T,p) (6.5.3)

and similarly for the screening correlators; the value of the coefficients ZA and ZP

can be found in Table 6.7.

6.5.2 The T ' 0 ensemble O7

As a benchmark we analyze zero-temperature data on the O7 ensemble. Here we

are able to obtain the pion energy ω0
p by fitting a constant to the effective mass.

The pion energy corresponding to p = 0 and p = (0, 0, 2π/L) can be read off from



6.5 Lattice calculation (II): a fine thermal ensemble at T = 170MeV 101

the plot in Fig. 6.12. The dominance of the pion contribution, particularly in the

zero-momentum case, is clearly very strong. Performing a linear fit to (ω0
p)2 as

a function of p2, we obtain for the slope u2(T ' 0) = 1.01(6), consistently with

Lorentz invariance. The decay constant f 0
π , defined by Eq. (6.4.9), indeed turns

out to be independent of the momentum.

Once the ground state dominates the correlator GA(x0, T ' 0,p), one-state

cosh fits of the form A1 cosh(ω0
p(T/2 − x0)) with T = 128a are applied and the

results are summarized in Table 6.9. The values for ω0
0 and f 0

π are in very good

agreement with the ones quoted in [116].

mcosh(x3 + a/2)/T

x3/a

3025201510

2.2
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Figure 6.13: Effective ‘cosh’ mass plot for the screening mass mπ for the 24× 643

thermal ensemble. The plateau has been chosen to begin at x3/a = 19.

6.5.3 The estimators uf and um at 170 MeV

The chiral expansion around (T,m = 0) proposed in [98] assumes that one is suffi-

ciently close to the chiral limit. In this limit, the screening pion mass mπ vanishes

and the coefficient u(T ) is indeed the velocity of a massless pion quasiparticle in the

presence of a thermal bath. A deviation from unity corresponds to a violation of

boost invariance. At finite but small quark mass, we showed that the consistency

of uf and um serves as an indicator for the applicability of the chiral expansion.

Based on the results of Table 6.8, we conclude that they are indeed consistent.
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Figure 6.14: The difference ∆GA(|p|, x0) ≡ [GA(x0, T,p) − Grec
A (x0, T,p)]/T 3 of

the thermal correlator and the reconstructed correlator for |p| = 0 and 2π/L.

The results, in particular for uf , are in good agreement with the results obtained

in the scan C1 in view of Fig. 6.15 (ensembles with a coarser lattice spacing and

a slightly heavier quark mass.) Note that to leading order, u is expected to be

independent of the quark mass.

6.5.4 The reconstructed correlator Grec
A (x0, T,p)

The ‘reconstructed’ correlator Grec
A is defined as the thermal Euclidean correlator

that would be realized if the spectral function remained the zero-temperature one.

We compute it following the method first proposed in [117]

Grec
A (x0, T,p) =

∑

m∈Z
GA(|x0 +mβ|, 0,p). (6.5.4)

The previous equation is based on the identity of the kernel function

cosh(ω(β/2− x0))

sinh(ωβ/2)
=
∑

m∈Z
e−ω|x0+mβ|. (6.5.5)

Figure 6.14 shows the difference between the thermal correlator and the recon-

structed correlator. There is a statistically significant difference between the two
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Figure 6.15: Comparison of the estimators uf and um calculated in the thermal
ensemble of size 24× 643 with the ones from the C1 scan.

correlators, which shows that a change must take place in the spectral function.

Because the difference is very weakly dependent on time, the change must take

place in the low-frequency part of the spectral function. We expect from the ther-

mal chiral effective theory that the change is due to a modification of the mass

and/or the residue of the pion quasiparticle. Using the numbers of Table 6.8, the

changes amount respectively to

ω0

ω0
0

= 0.836(14),
f tπ
f 0
π

= 1.03(2). (6.5.6)

We thus observe that while the pion decay constant remains unchanged at the

precision level of a few percent, the pion mass decreases by 16%. Qualitatively,

these results are consistent with the two-loop results in zero-temperature chiral

perturbation theory given in [94, 95]. Future lattice calculations approaching the

chiral limit would allow for a quantitative comparison.
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6.5.5 The spectral function ρ
A
(ω, T,p) at non-zero momen-

tum

As the next step, we test the functional form of Eq. (6.1.2) at non-zero momentum.

The relevant real-time pion states with energy ωp have a non-zero overlap with

the operator
∫
d3x eipxA0(x); furthermore, the spectral function ρ

A
becomes inde-

pendent of ω in the ultraviolet, rather than growing like ω2. We therefore expect

to have the best sensitivity to the pion contribution in the correlator GA(x0, T,p).

At finite temperature, the analysis of the correlator GA(x0, T,p) is more in-

volved than at zero temperature: only at sufficiently small quark masses and mo-

menta, and not too small x0 is the correlator parametrically dominated by the pion

pole. Therefore we proceed by formulating a fit ansatz to take into account the

non-pion contributions. The combination of Eqs. (6.4.10) and (6.4.11) motivates

an ansatz for the spectral function reading

ρ
A
(ω,p) = A1(p) sinh(ωβ/2)δ(ω − ωp) + A2(p)

Nc

24π2

(
1− e−ωβ

)
θ(ω − c). (6.5.7)

The corresponding form of the correlation function then reads

GA(x0, T,p) = A1(p) cosh(ωp(β/2− x0)) + A2(p)
Nc

24π2

(
e−cx0

x0

+
e−c(β−x0)

β − x0

)
.

(6.5.8)

We fit GA(x0, T,p) with the ansatz given in Eq. (6.5.8) for the momenta pn =

(0, 0, 2πn/L) with n = 1, 2, 3, 4, 5. The fit interval is chosen to be x0/a ∈ [5, 12] in

order to avoid cutoff effects. There are four parameters involved, A1(p), ωp, A2(p)

and c. Leaving ωp as a fit parameter led to poorly constrained fits. Therefore we

set the value of ωp to the prediction of Eq. (6.1.2) in order to test whether the

data can be described in this way. Motivated by the expected large-ω behavior of

the spectral function, we quote the rescaled parameter Ã2 = A2/p
2. Note that the

quark mass is negligible compared to all the non-vanishing |p| values considered

here. The expected value of Ã2 is of order unity, in view of Eq. (6.4.11). Eq.

(6.4.15) allows us to establish the relation between the fit parameter A1(p) and

the residue itself,

Res(ωp) = 2A1(p)ωp sinh(ωpβ/2). (6.5.9)
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One may further convert the result for the residue into a parameter b(p), defined

by

Res(ωp) = f 2
π(m2

π + p2)(1 + b(p)). (6.5.10)

From the chiral prediction Eq. (6.4.13), we thus expect b(p) to be small compared

to unity if the effective description is working. The results are summarized in

Table 6.10.

The fits provide a good description of the data; see the χ2/d.o.f values and Fig.

6.16. We observe that at the smallest momentum, |p| ' 400 MeV, b(p) really is

small, pointing to a successful check of the chiral prediction. At higher momenta,

the negative, order unity value of b(p) indicates that the residue of the pion pole

is reduced. It should also be remembered that at higher momenta, neglecting

the width of the quasiparticle is bound to be an increasingly poor approximation.

The coefficient Ã2 is expected to be of order unity from the treelevel prediction

Eq. (6.4.11). Indeed the numbers in Table 6.10 are of order unity. One reason

for the relatively large value of the coefficient at the smallest momentum could be

that axial-vector excitations are contributing around the threshold c, thus adding

spectral weight. The value of the threshold at |p| ' 400 MeV, is about 1.1GeV, a

value we consider to be reasonable given that the mass of the lightest axial-vector

meson in nature is ma1 ≈ 1.2GeV.

In order to gauge the discriminative power of the test, it is interesting to ask

whether a rather different model is consistent with the lattice data on GA(x0,p, T ).

We assume for this purpose that the dispersion relation and the residue have the

same p-dependence as at zero temperature. We therefore set ωp =
√
ω2
0 + p2,

and obtain for n = 1 an equally good description of the data, with a value of the

residue Res(ωp) = 3.01(4) not too different from (f tπ)2(ω2
0 + p2) = 2.84(7). The

other fit parameters take the values Ã2 = 2.42(17) and c/T = 10.2(4). While

the perturbative coefficient and the threshold values seem less plausible to us, we

cannot completely exclude this model on the basis of the lattice data.

To summarize, we have found that the dispersion relation of the pion quasipar-

ticle is consistent with Eq. (6.1.2), the parameter u being determined at vanishing

spatial momentum. In order to test the dependence of our results on the fit ansatz

made, in the next section we apply the Backus-Gilbert method.
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Figure 6.16: Correlation functions GA(x0, T,pn)/T 3 with pn = (0, 0, 2πn/L), to-
gether with the fits resulting from the four-parameter Ansatz of Eq. (6.5.8). The
corresponding parameter values are given in Table 6.10. All renormalization con-
stants are included.

6.5.6 The Backus-Gilbert method for ρ
A
(ω,p)

The Backus-Gilbert method is a method suitable for inverting integral equations

like Eq. (6.4.7). It has been studied in many contexts (see e.g. [19–21,56,118,119]).

While it has not been applied in lattice QCD, to our knowledge, the central notion

of resolution function was used in [120]. We first describe the method in some

generality. It is a completely model-independent approach since no ansatz needs

to be made for the spectral function.

The goal is to solve the integral equation

G(xi) =

∫ ∞

0

dωf(ω)K(xi, ω) xi 6= 0 ∀i (6.5.11)

for the unknown function f(ω), given the kernel K(xi, ω) and given data on G(xi).

The idea is to define an estimator f̂(ω̄)

f̂(ω̄) =

∫ ∞

0

δ̂(ω̄, ω)f(ω)dω (6.5.12)
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where δ̂(ω̄, ω) is called the resolution function or averaging kernel. It is a smooth

function concentrated around some reference value ω̄, normalized according to∫∞
0
dωδ̂(ω̄, ω) = 1, and parametrized at fixed ω̄ by coefficients qi(ω̄),

δ̂(ω̄, ω) =
∑

i

qi(ω̄)K(xi, ω), (6.5.13)

so that f̂ is obtained according to

f̂(ω̄) =
n∑

i=1

G(xi)qi(ω̄). (6.5.14)

The goal is then to minimize the width of the resolution function. Minimizing the

second moment of δ̂(ω̄, ω)2 in its second argument around its first argument yields

qi(ω̄) =

∑
jW

−1
ij (ω̄)R(xj)∑

k,lR(tk)W
−1
kl (ω̄)R(xl)

, (6.5.15)

where

Wij(ω̄) =

∫ ∞

0

dωK(xi, ω)(ω − ω̄)2K(xj, ω), (6.5.16)

R(xi) =

∫ ∞

0

K(xi, ω)dω. (6.5.17)

We remark that f̂(ω) equals f(ω) if the latter is constant.

The matrix Wij(ω̄) is very close to being singular. This is the reason why, when

trying to use a data set with error bars, one needs to regulate the inverse problem,

replacing the matrix W by

Wij → λWij + (1− λ)Sij, 0 < λ < 1, (6.5.18)

where Sij is the covariance matrix of the data. The value of λ controls the trade-off

between resolution and stability. For values of λ close to 1, we obtain the best pos-

sible resolution. However the results tend to be unstable since the matrix is poorly

conditioned and large cancellations take place among the terms in Eq. (6.5.14).

Reducing λ improves the stability of the result at the cost of deteriorating the

frequency resolution. One may start from a value for λ near unity and decrease
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it until the statistical error on ρ̂(ω) drops to say 5%. Of all linear methods, the

result ρ̂(ω) then has the best possible frequency resolution (as measured by the

second moment of δ(ω̄, ω)2 in its second argument) for the given statistical uncer-

tainty of 5%. It should be emphasized that, as a matter of principle, any choice

of λ yields a correct result, in the sense that the relation between ρ̂(ω) and ρ(ω)

is given model-independently by the resolution function. However, in order to be

useful, the result must have both a reasonable statistical uncertainty and a decent

frequency-resolution. It is worth noting that if the statistics is increased so that Sij

is overall reduced by a factor 1/ξ, then keeping λ constant will result in a better

frequency resolution; instead, choosing a new value for λ so as to keep (1− λ)Sij

constant will maintain the same resolution function and ρ̂(ω) will have a reduced

statistical uncertainty by 1/
√
ξ. In particular, it is predictable by how much the

statistics needs to be increased in order to achieve a certain frequency resolution

at fixed statistical uncertainty.

λ = 0.002, ω̄/T = 5
λ = 0.01, ω̄/T = 5
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Figure 6.17: Left: Some examples of resolution functions for different values of λ
centered at ω̄/T . Right: Estimators ρ̂(ω,pn)/T 2 for n = 0, 1, 2, 3 together with
its error shown as a band. The vertical colored dashed lines correspond to the
locations of the expected positions of the poles ωpn according to Eq. (6.1.2) with
u(T ) = um. The black horizontal lines correspond to the treelevel asymptotic
values of ρ

A
(ω,p). All renormalization constants have been taken into account as

well as the improvement program on the axial correlators. Dimensionful quantities
have been made dimensionless by the appropriate power of T = 1/24a.

We apply this method to Eq. (6.4.7). In order to regularize the finite-temperature
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kernel at ω = 0 we rewrite the equation as

GA(x0, T,p) =

∫ ∞

0

dω

(
ρ

A
(ω,p)

tanh(ω/2)

)(
cosh(ω(β/2− x0))

cosh(ωβ/2)

)

︸ ︷︷ ︸
.
=K(x0,ω)

. (6.5.19)

This defines our estimator ρ̂ at ω = ω̄,

ρ̂(ω̄,p) =

∫ ∞

0

dω δ̂(ω̄, ω)

(
ρ

A
(ω,p)

tanh(ωβ/2)

)
. (6.5.20)

After regulating the problem via the covariance matrix Sij as in Eq. (6.5.18), the

inversion is carried out via Singular Value Decomposition. This offers the op-

portunity to diagnose how badly conditioned the matrix is. With all quantities

made dimensionless by applying appropriate powers of the temperature, we choose

λ = 2 · 10−3 in the following, so as to yield an error . 5% on ρ̂. Typical condi-

tion numbers of the regularized matrix in Eq. (6.5.18) are ∼ 108. The situation

gets worse when λ approaches unity, as explained above. The results for zero mo-

mentum and the first three units of momentum are shown in the right panel of

Fig. 6.17. As in the case of the fit, we included the points of the correlation in the

interval x0/a = [5, 12] so Wij(ω̄) is a n×n symmetric matrix with n = 8. With our

chosen value of λ, we obtain a relative error on ρ̂ of ∼ 3− 5%, while the resolution

function is displayed in the left panel of Fig. 6.17. One direct observation is the

fact that the expected asymptotic behavior for large values of ω is reproduced very

well.

The right panel of Fig. 6.17 also shows the expected positions of the poles that

follow from Eq. (6.1.2) as vertical colored dashed lines. We now want to test the

p dependence of the residue Res(ωp) via the following argument. If we assume

that, for a given value of ω, ρ̂(ω,p) is dominated by the pion pole, we obtain the

following estimator for the residue,

Res(ωp, ω)BG =
2ωp tanh(ωpβ/2)ρ̂(ω,p)

δ̂(ω, ωp)
. (6.5.21)

Here we treat ωp as input and calculate it using Eq. (6.1.2) with the value of

u = um = 0.74(1) determined at zero momentum. The result as a function of ω is

shown in Fig. 6.18 for zero and one unit of momentum. The natural choice where
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Figure 6.18: The effective residue Res(ωp, ω)BG as defined in Eq. (6.5.21). Left:
No momentum induced, p = 0. Right: One unit of momentum induced, p1 =
(0, 0, 2π/L). The grey band is the expectation in terms of screening quantities,
Eq. (6.4.13). All renormalization factors are included. The errors arise from the
statistical uncertainty. The values of ωp are indicated by dashed vertical lines.

Res(ωp, ω)BG is expected to be the best estimator of the residue is at ω ≈ ωp.

Looking at Fig. 6.18, one sees that approximately around this value the curve

intercepts the grey band, which represents the prediction Eq. (6.4.13). The latter

is particularly well verified at zero momentum, while the agreement at |p| = |p1| ≈
400MeV is at the ten percent level. These observations provide a further test that

the pion dispersion relation Eq. (6.1.2) predicted by the thermal chiral effective

theory is consistent with the lattice two-point function of the axial charge density.

Comparing the method followed in this subsection with the previous method

based on a global fit to the spectral function, the former has the advantage of

not requiring an explicit parametrization of the non-pion contributions to the

spectral function. This observation may be useful in other lattice studies of spectral

functions.

6.6 Lattice calculation (III): finite volume effects

at T = 150MeV

Since in principle we are studying a relatively low-energy effect compared to the

typical available probing scales on a common lattice calculation 1/L� µ� 1/a,

finite volume effects may appear as the most dangerous source of systematic errors
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(see Sec. 4.4). Therefore it is worth investing in the generation of additional

ensembles to rule out any possible finite volume dependency. In this section we

discuss the generation of a new ensemble and the measurements of some of the

previously considered quantities. We focus on the lowest temperature in the C1

scan. It corresponds to T = 150MeV and is part of a fixed quark mass scan at

mMS ≈ 15MeV. It lies well below the transition region and our chiral effective

theory appears to work best since e.g uf/um ' 1. Although in Sec. 6.5 we already

presented an ensemble with a larger three-dimensional volume than those of the C1

scan where no obvious evidence was found that finite-volume effects could affect

our interpretation of the pion velocity estimators, it is always important to perform

a systematic analysis of finite volume effects by comparing two ensembles with the

same bare parameters and different volumes. Therefore, we generate an ensemble

16× 483 at T = 150MeV with the same quark mass of 15MeV following the same

recipe explained in Sec. 6.3 and Sec. 6.5 concerning the tuning of csw, κ and scale

setting procedure.

A slight change in the value of κ may lead to huge modifications in the quark

mass. Therefore, it is always a good practice to compute the PCAC mass in

order to check that indeed the right quark mass was selected. Fig. 6.19 shows

that mMS(µ = 2GeV) = 14.8(3) MeV is in agreement with the value quoted in

Table 6.2.

6.6.1 The correlator GA(x0)

In Sec. 6.3.3 we argued that the dominance of the pion inGA is a crucial assumption

for the applicability of the chiral effective theory. One crosscheck is given by the

ratio of estimators uf/um. Therefore we are particularly concerned about GA.

Nevertheless, in view of Fig. 6.20 one sees that finite volume effects are almost

absent and both data sets agree within errors even at x0 = β/2.

6.6.2 Finite volume dependency of fπ and mπ and the pion

velocity

In view of Fig. 6.21, Table 6.12, and by comparing with the first row of Table 6.5

one can safely say that we are free of finite volume effects since all results agree

within one standard sigma deviation. This adds confidence to the interpretation
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mMS(x3)/T
mMS(x0)/T
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Figure 6.19: The PCAC mass for the 16 × 483 thermal ensemble. The renormal-
ization factors ZA and ZP are included, as well as the conversion factor from the
SF to MS at a scale of µ = 2GeV, which amounts to 0.968(20) [50]. We also plot
the result along the x0-direction to show that indeed both are compatible.
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Figure 6.20: Axial charge euclidean correlator GA(x0) at T = 150MeV for two
different volumina. All renormalization factors are included and T = 1/16a.
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Figure 6.21: Effective ‘cosh’ mass plot for the screening mass mπ for the 16× 483

thermal ensemble. The plateau has been chosen to begin at x3/a = 11.

that our estimators would correspond to the pion velocity of a massless excitation

in a thermal bath.

6.7 Conclusions

The results for two estimators of the pion velocity is displayed in Fig. 6.15 for the

C1 scan and the fine thermal ensemble at T = 170MeV. The reasonable agreement

of the two estimators observed up to T ' 190 MeV is a successful test of the

validity of the chiral expansion. It therefore appears likely that the estimator

uf (T ' 150MeV) = 0.88(2) for mMS = 15 MeV and uf (T ' 170MeV) ∼ 0.76(1)

for mMS = 12.8 MeV do indeed provide a valid estimate of the pion quasiparticle

velocity. The finite volume analysis performed on the 16×483 ensemble consolidate

our statements and guarantees that most of the systematics are under control.

The fine lattice at T = 170MeV indicates that also cut-off effects do not spoil the

property of u(T ) < 1 for T > 0. Both values for u show that there is a significant

departure from unity, corresponding to a violation of boost invariance through the

presence of the thermal medium. It shows that, although the hadron resonance gas

model prediction for the thermodynamic potential (e−3p)/T 4 [87] and the charge
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fluctuations agree well with lattice results [86,88], the properties of the in-medium

excitations can be shifted appreciably from their T = 0 counterparts.

The ability to extract the dispersion relation from Euclidean quantities rests on

the dominance of the pion quasiparticle contribution in the axial charge correlator

and in the pseudoscalar density correlator. We find that at T ' 150 MeV, the static

screening pion mass and the associated decay constant fπ have changed only by

about 5% from their T = 0 values. Also the mass of the pion quasiparticle turns out

to be very close to the T = 0 pion mass. These observations are in agreement with

the predictions of the chiral expansion around the point (m = 0, T = 0) [113]. By

contrast, at T = 170MeV, we found that the pion quasiparticle mass is reduced

significantly by thermal effects compared to its vacuum value – unlike the pion

screening mass, which increases. At even higher temperatures, the decay constant

fπ and the correlation length m−1
π fall off rapidly, a behavior no longer described

by the chiral expansion.

Fig. 6.7 shows the behavior of the effective condensate defined via the GOR re-

lation. This quantity, in spite of being a chiral order parameter, varies remarkably

slowly throughout the crossover region. Fig. 6.9 displays our results for mπ/T and

fπ/T as a function of temperature for two different quark masses; the temperature

has been rescaled in units of the quark-mass dependent crossover temperature.

Within the accuracy of the data, hardly any quark mass dependence is observed.

These observations indicate that we are still deep in the crossover region and far

from the chiral regime, where one expects a rapid fall-off of the condensate when

T
<−→ Tc and an abrupt rise of mπ just above Tc.

Assuming the results hold to further scrutiny, one may wonder how much a

modified mass and dispersion relation of the pion affects the predictions of the

hadron resonance gas model for equilibrium properties. In answering the question,

one must take into account that the modification of the pion dispersion relation

is due to the presence of hadrons in the medium, and issues of double counting

arise. However, the following estimates may provide a useful first idea of the size

of the effect. At the temperature of 170MeV in the two-flavor theory with a zero-

temperature pion mass of 270MeV, we estimate, using the hadron resonance gas

model, an isovector quark number susceptibility8 amounting to χs/T
2 = 0.42. In

8The current is here normalized as
√

2V aµ (x).
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the HRG model, the pion contributes9 χs/T
2|pions = 4β3

∫
d3p

(2π)3
fB(p)(1 + fB(p)) =

0.28. If the spatial-momentum integral in the pion contribution is cut off at

pmax = 400 MeV (roughly the range of validity of the chiral effective theory that

we found), the contribution is reduced to 0.11. If we instead use the modified

dispersion relation with the lower quasiparticle mass ω0 = 223MeV and u = 0.74,

the contribution for p < pmax amounts again to 0.28. It is unclear whether one

should include a contribution from higher momenta, given that the thermal width

of the pion may then not be negligible. The numbers above illustrate that the con-

tribution of the pion to the quark number susceptibility might not be as strongly

affected as one may at first think. However, the contribution comes from softer

pions, which implies a reduced amplitude of the transport peak in the two-point

function of the vector current V a
i (x), an effect that can be tested in lattice simu-

lations.

9Here fB(p) = (eβωp − 1)−1 is the Bose distribution.
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6.8 Tables

6/g2
0 κ csw a [fm] T [MeV] ZA(g2

0) mMS [MeV]

5.20 0.13594 2.017147 0.0818(8) 150(1) 0.7703(57) 15.4(4)
5.30 0.13636 1.909519 0.0693(6) 177(2) 0.7784(52) 14.6(6)
5.355 0.13650 1.859618 0.0633(7) 194(2) 0.7826(49) 14.7(6)
5.37 0.13652 1.846965 0.0618(7) 199(2) 0.7838(48) 15.8(7)
5.38 0.13654 1.838739 0.0608(7) 203(2) 0.7845(48) 15.5(9)
5.39 0.13656 1.830676 0.0599(6) 206(2) 0.7853(48) 14.8(6)
5.40 0.13658 1.822771 0.0589(6) 209(2) 0.7860(47) 16.8(7)
5.41 0.13660 1.815019 0.0580(6) 213(2) 0.7868(47) 15.2(7)
5.42 0.13662 1.807416 0.0571(6) 216(2) 0.7875(46) 14.0(7)
5.43 0.13664 1.799958 0.0562(6) 219(2) 0.7882(46) 12.2(8)
5.44 0.13665 1.792642 0.0553(5) 223(2) 0.7889(45) 14.2(10)
5.45 0.13666 1.785462 0.0544(5) 226(2) 0.7896(45) 10.3(8)
5.47 0.13667 1.771499 0.0527(5) 234(2) 0.7910(44) 15.4(9)

Table 6.2: Lattice parameters for the scan C1. All our finite-temperature lattices
are 16×323. The error on the lattice spacings and on the temperatures comes
from interpolating a second order polynomial with the three known input values
for r0/a evaluated at 6/g2

0 = 5.20, 5.30, 5.50 [50]. The error shown on mMS includes
neither the uncertainty of the renormalization constants nor the error due to the
scale setting. The latter two sources of error combine to be about 0.4-0.5 MeV in
the whole range of 6/g2

0.
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6/g2
0 κ csw a [fm] T [MeV] ZA(g2

0) mMS [MeV]

5.30 0.13640 1.909519 0.0693(6) 177(2) 0.7784(52) 8.2(8)
5.32 0.13646 1.890703 0.0671(7) 183(2) 0.7800(51) 7.7(5)
5.33 0.13649 1.881590 0.0660(7) 186(2) 0.7808(50) 5.2(10)
5.34 0.13651 1.872665 0.0649(7) 189(2) 0.7815(50) 7.4(6)
5.35 0.13653 1.863922 0.0639(7) 192(2) 0.7823(49) 7.9(6)
5.36 0.13655 1.855357 0.0628(7) 195(2) 0.7830(49) 9.3(4)
5.37 0.13657 1.846965 0.0618(6) 199(2) 0.7838(48) 9.7(9)
5.38 0.13659 1.838739 0.0608(7) 203(2) 0.7845(48) 9.0(7)

Table 6.3: Lattice parameters with lower quark mass (scan D1; the lattice size is
16 × 323 for each ensemble). The displayed errors have the same meaning as in
Table 6.2.

6/g2
0 5.20

κ 0.13594
csw 2.017147
T [MeV] 37.7(4)
a [fm] 0.0818(8)
ZA 0.7703(57)

mMS(µ = 2GeV) [MeV] 14.7(3)
mπ [MeV] 305(5)
fπ [MeV] 93(2)∣∣∣
〈
ψ̄ψ
〉MS

GOR

∣∣∣
1/3

(µ = 2GeV) [MeV] 364(7)

ω0 [MeV] 294(4)
fπ,0 [MeV] 97(3)∣∣∣
〈
ψ̄ψ
〉MS

GOR,0

∣∣∣
1/3

(µ = 2GeV) [MeV] 368(9)

uf 0.96(2)
um 0.92(6)
uf/um 1.04(4)
ω0/mπ 0.96(2)

Table 6.4: Summary of results for the 64× 323 ensemble ‘A5’.
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6/g2
0 5.50

κ 0.13671
csw 1.751496
TNτ=24 [MeV] 169(3)
TNτ=128 [MeV] 32(1)
a [fm] [50] 0.0486(4)(5)
ZA [50] 0.793(4)
ZP [50] 0.5184(53)

mMS/T (µ = 2GeV) 0.0757(7)

Table 6.7: Summary of the main parameters for the 24 × 643 finite temperature
ensemble as well as for the 128 × 643 zero temperature ensemble labelled as O7
in [50]. The quark mass is computed at and normalized with the T = 1/24a
temperature. The statistics collected for two-point functions is respectively 360
and 149 configurations at Nτ = 24 and Nτ = 128, with respectively 64 and 16 point
sources per configuration, exploiting the translational invariance of the system.

mπ/T 1.79(2)
fπ/T 0.46(1)
uf 0.76(1)
um 0.74(1)
uf/um 1.02(1)
ω0/T 1.32(2)
f tπ/T 0.62(1)
Res(ω0)/T 4 0.68(2)

Table 6.8: Summary of the results for the Nτ = 24 thermal ensemble. All renor-
malization factors are included and the errors are purely statistical. The value of
ω0 is calculated using ω0 = ummπ. In the same way f tπ = fπ/um. The value of the
residue is obtained according to Eq. (6.4.13), Res(ω0) = f 2

πm
2
π.
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n A1/T
3 ω0

pn/T χ2/d.o.f f 0
π/T Res(ωp)

0 8.4(3)× 10−3 1.579(12) 0.05 0.599(8) 0.89(3)
1 5.3(4)× 10−4 2.88(3) 0.4 0.629(12) 3.27(15)

Table 6.9: Properties of the pion at zero temperature. The index n denotes the
momentum pn induced and ω0

pn corresponds to the energy of the state (in particu-
lar, ω0

0 is the pion mass). All errors are purely statistical, and all renormalization
factors are included. The fit interval begins at x0/a = 6 for the zero-momentum
case and at x0/a = 15 for one unit of momentum in view of the effective mass plot
of Fig. 6.12. Dimensionful quantities are normalized with T = 1/24a.

n A1/T
3 ωpn/T Ã2 c/T Res(ωpn)/T 4 b χ2/d.o.f

1 2.95(4)× 10−1 2.19(3) 1.78(8) 6.7(3) 1.72(6) −0.08(3) 0.06
2 1.40(5)× 10−1 3.73(6) 1.26(2) 6.1(1) 3.3(2) −0.39(4) 0.15
3 4.9(3)× 10−2 5.40(9) 1.19(1) 7.7(1) 3.9(5) −0.65(4) 0.35
4 1.7(2)× 10−2 7.1(1) 1.15(1) 9.67(9) 4.21(7) −0.78(3) 0.49
5 4(1)× 10−3 8.8(1) 1.12(1) 11.7(1) 3(1) −0.89(3) 1.04

Table 6.10: Results of fits to the axial-charge density correlator at non-vanishing
momentum pn. All errors quoted are statistical, and all renormalization factors
are included. The quantity ωp/T is not a fit parameter; rather it is set to the value
predicted by Eq. (6.1.2) with u(T ) = um = 0.74(1).
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mπ/T 2.15(2)
fπ/T 0.57(2)
uf 0.88(3)
um 0.848(15)
uf/um 1.04(3)

Table 6.12: Summary of the main results for the thermal ensemble of size 16×483

at 150 MeV. All renormalization factors are included and the errors are purely
statistical.





Chapter 7
Conclusions

This work represents a step towards understanding the degrees of freedom dictating

the static correlations and the dynamical properties of QCD in its low-temperature

phase. We have computed the two temperature-dependent parameters that deter-

mine the pion quasiparticle dispersion relation (see Eq. (6.1.2)) and tested its

validity at non-vanishing momentum.

The energy cost of giving the pion quasiparticle a momentum is significantly

reduced, since the ‘velocity’ is well below unity. We have tested that the pion

indeed admits a modified dispersion relation, Eq. (6.4.6), by analyzing lattice two-

point functions. The test is based on requiring the consistency with the lattice

data of the combined chiral prediction for the dispersion relation and the residue

of the pion pole in the two-point function of the axial-charge density.

The Backus-Gilbert Method has been proven to be a useful tool for spectral

function reconstruction which to our knowledge was never applied to QCD before.

The realistic Mock-data analysis of Appendix F shows that applying the method

in a first step can be useful in narrowing down the region of frequency where a

specific ansatz for the spectral function must be made. In addition, the procedure

of calculating residues associated with single δ-type states appears to be very

robust.

We have shown that shifted boundary conditions in time represent a substan-

tial practical advantage that provides a way to perform fine temperature scans.

We have used shifted boundary conditions to renormalize the energy-momentum-

tensor in SU(3) Yang-Mills theory. The knowledge of this renormalization constant

is crucial in order to determine transport coefficients from the slope of spectral
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functions at the origin. Nevertheless, a full application of this method to a theory

with fermions has not yet been done. It could be subject of future work.

All methods introduced can be applied to ensembles with a quark content closer

to the real world: it would be very interesting to compute all observables considered

here on QCD ensembles with up, down and strange quarks at their physical masses

(see the recent [121]). In order to test the T = 0 chiral effective theory predictions

more stringently, additional simulations at temperatures 100-150MeV are required

at lighter quark masses. The comparisons with the available two-loops calculations

in chiral perturbation theory [94, 95] could then be done systematically. Also

determining the dispersion relation of a non-Goldstone hadron would be interesting

to see whether the relatively strong change we have seen in the pion properties is

specific to chiral dynamics. In general, a kinetic theory description allows one to

use as primary degrees of freedom the quasiparticles specific to the temperature of

interest. It is therefore much broader in applicability than the hadron resonance

gas model, but requires input information on the quasiparticles. The problem

treated here illustrates the importance of having guidance from an effective theory

in reconstructing the gross features of the spectral function. Having a higher

resolution in momentum could help in assessing the region of validity of the chiral

effective theory; for example with twisted boundary conditions. Our conclusions

could be strengthened further by repeating the calculation at smaller quark masses

and with higher statistics.

In order to conclude, one can surely say that there is still a lot of room for

ideas within the field of finite temperature strongly coupled systems. As far as

systematic controllable errors are concerned, Lattice Gauge Theory appears to be

the best tool to gain information about this systems. In relation to QCD, there are

open problems that need better understanding: the picture of the phase diagram is

still incomplete and the role of the axial anomaly around the phase transition is not

well understood either. One should also work towards the definition of cleaner ob-

servables that can be measured accurately in experiments and compared to Lattice

results at finite temperature in an easy manner. On the lattice side, a coordinated

lattice simulation effort at finite temperature could represent a substantial step in

the right direction.



Appendix A
Gamma matrices and conventions

Throughout this work natural units are used

~ = c = 1. (A.0.1)

We use the euclidean version of the gamma matrices satisfying

{γµ, γν} = 2δµνI. (A.0.2)

In the chiral representation, γ5 is diagonal and anti-commutes with all other

gamma matrices. They read

γ0 =




0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0



, γ1 =




0 0 0 −i
0 0 −i 0

0 i 0 0

i 0 0 0



, γ2 =




0 0 0 −1

0 0 1 0

0 1 0 0

−1 0 0 0



, γ3 =




0 0 −i 0

0 0 0 i

i 0 0 0

0 −i 0 0



,

γ5 = γ0γ1γ2γ3 =




1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1



. (A.0.3)

For all 5 matrices it is true that

γ = γ† = γ−1, γ2 = I. (A.0.4)
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Appendix B
Improved derivatives

Derivatives are at the origin of cutoff effects. Therefore a systematic improvement

of differential operators is of key importance. One defines forward and backwards

acting derivatives on some field φ(n) as

∂µφ(n) =
1

a
(φ(n+ µ̂)− φ(n)) +O(a) (B.0.1)

∂∗µφ(n) =
1

a
(φ(n)− φ(n− µ̂)) +O(a). (B.0.2)

The symmetric derivative is free of O(a) effects

∂µφ(n) =
1

2

(
∂µφ(n) + ∂∗µφ(n)

)
=

1

2a
(φ(n+ µ̂)− φ(n− µ̂)) +O(a2). (B.0.3)

One can further improve the derivative to the next order by making the replace-

ment [49]

∂µφ(n) → ∂µφ(n)

(
1− 1

6
a2∂∗µ∂µφ(n)

)
(B.0.4)

=
1

12a
(8φ(n+ µ̂)− 8φ(n− µ̂)− φ(n+ 2µ̂) + φ(n− 2µ̂)) ,

which has O(a4) discretization errors. The same operation can be done for the

second derivative which leads then to the laplacian (if summed over µ)

∂∗µ∂µ → ∂∗µ∂µ(1− 1

12
a2∂∗µ∂µ) (B.0.5)

=
1

12a2
(16φ(n+ µ̂)− 30φ(n) + 16φ(n− µ̂)− φ(n− 2µ̂)− φ(n+ 2µ̂)) .
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Notice how in every improvement step, more distant neighbors are involved in the

definition of the derivative at point n. Therefore we are removing cutoff effects at

the cost of reducing the locality property of the theory.



Appendix C
Error analysis

The mean value of any observable calculated on the lattice is

X̄ =
1

N

N∑

j=1

Xj (C.0.1)

where N is the number of configurations. The error is calculated via the jackknife

procedure, where one first generates N jackknife replica xJi according to

xJi =
1

N − 1

N∑

j 6=i
Xj (C.0.2)

All calculations are done on the mean value and on the jackknifed replica. In this

way the error can be calculated simply as

∆f(X̄) =

√
N − 1

N

∑

i

(f(xJi )− f(X̄))2 (C.0.3)

Notice the corrective factor of (N − 1) in the numerator. This appears in order to

correct the effect that each xJi is much closer to X̄ than the old values Xi. In this

way we avoid working with the set {Xi} that is much noisier.
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C.1 Autocorrelation effects: binning

One should always study autocorrelation effects in the data. For this purpose one

defines the autocorrelation function

ρ(t) =
Γ(t)

Γ(0)
=

1

Γ(0)

(
1

N − t
N−t∑

i=1

(Xi − X̄)(Xi+t − X̄)

)
(C.1.1)

where t represents Montecarlo time. The error on this function can be estimated

according to Appendix E of [122] as

∆ρ(t) =

√√√√ 1

N

t+Λ∑

i=1

(ρ(i+ t) + ρ(i− t)− 2ρ(i)ρ(t))2 (C.1.2)

where the choice of the cutoff Λ is not critical and values ∼ 102 give consistent

results. Typically, ρ(t) is an exponentially decaying function with some correlation

length τ , ρ(t) ∼ e−t/τ . In the case that τ is large, autocorrelation effects are big

which would lead to an underestimation of the error. A possible technique for

taking those into account is binning. Before the generation of the jackknife replica

one averages the data over some bin size length Nb

xBi =
1

Nb

iNb∑

j=Nb(i−1)+1

Xj i = 1, ..., N/Nb (C.1.3)

The set {xBi } is used as input in Eq. (C.0.2) replacing Xi with XB
i and N with

N/Nb. The error dependence of some quantity with the bin size Nb is such that it

grows until it reaches a saturation level at some critical bin size. This value of the

bin size should be further used in the analysis for a conservative error estimation.

A lot of useful information regarding error analysis can be found in [123].

C.2 An example of error analysis on GA(β/2)

The tools presented in the previous section can be applied to a particular case. We

choose the midpoint of the axial charge euclidean correlator in the C1 scan at a

couple of temperatures since the dominance of the pion contribution at this point

is a crucial assumption for the consistency of the effective theory used through-
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out this work. In our analysis of Sec. 6.3 the data were prebinned by averaging

over five consecutive configurations. We want to study in more detail the effect

of autocorrelations. In Fig. C.1 the autocorrelation ρ(t) is shown for a handful of

temperatures. While at the lower temperatures autocorrelation effects are clearly

small, as one approaches the phase transition the effect becomes bigger and be-

comes worst at T = 209MeV which happens to be the critical temperature quoted

in [99]. It is clear then that the transition region has a clear effect on the auto-

correlations produced by the algorithm we employed. One should be aware of this

fact for the future generation of configurations.

In Fig. C.2 we illustrate the dependence of the estimated error bars on the bin

size. Disregarding binsize 20 which is already quite uncertain since the number of

jackknife bins is ≈ 15, we see no significant effect at the two lower temperatures

which points to the evidence that the saturation level is reached. In contrast,

between 194-209 MeV a systematic trend of growing error bars is visible. Never-

theless, we cannot resolve due to lack of statistics whether the error quoted with

bin size 5 is close to the saturation level. This does not affect any physics conclu-

sion since we do not make any claim concerning the pion and its properties deep

in the transition region.
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Figure C.1: The autocorrelation function ρ(t) of the observable GA(β/2) for six
ensembles of the temperature scan C1 as a function of the configuration number.
Consecutive configurations are separated by 10 units of molecular dynamics time.
The uncertainty on ρ(t) was estimated using the formula written in Eq. (C.1.2).
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Figure C.2: Effects on the estimated uncertainty of the observable GA(β/2) on the
scan C1 of binning the data before applying the jackknife method.





Appendix D
Fitting correlation functions

After having produced configurations and calculated mesonic 2pt-functions, ex-

tracting physical information from these correlation functions is usually done via

fits.

D.1 Calculating amplitudes

Using the spectral decomposition we know that a given state n contributes to a

generic 2pt-correlation function as

∫
d3x 〈O1(x)O2(0)〉 = 〈0|O1(x) |n〉 〈n|O2(0) |0〉 e−tEn (D.1.1)

(see Eq. (4.8.4)). In practical situations the finiteness of the time extension, al-

though periodic, gives rise to a backwards propagating state with the same energy.

Therefore, a common practice is to average the correlation functions around the

midpoint enforcing the property f(t) = f(β − t) and consequently one uses data

points in the range [0, β/2]. Restricting our discussion to the ground state at zero

momentum which has the lowest energy and therefore decays slower than any other

state, a valid fit ansatz is

f(t) = |A0|2e−m0t = B0 cosh(m0(β/2− t)) (D.1.2)

where |A0|2 = 〈0|O1(x) |n〉 〈n|O2(0) |0〉 and in most cases of interest O1 = O2 =

O = ±O†. The relation between |A0|2 and B0 is then easily derived. Dividing
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Eq. (D.1.2) by sinh(m0β/2) we arrive at

|A0|2e−m0t

sinh(m0β/2)
= B0e

−m0t +O(e−m0β) (D.1.3)

and if m0β � 1 we arrive at the master equation

|A|2 = B0 sinh(m0β/2). (D.1.4)

D.2 Effective mass-plots: coshmass

For calculating m0 we make use of the “coshmass”. We can write the identity

f(t)

f(t+ a)
=

cosh(m0(t− β/2))

cosh(m0(t+ a− β/2))
(D.2.1)

where the constant B0 drops out. The positive root of the previous equation defines

a function mcosh
0 (t+ a/2) that eventually, for big values of t, will reach a constant

value (within statistical uncertainty). The plateau is observed as soon as all excited

states have died out and the single ground state remains. A fit to a constant in

the plateau range leads then to the extraction of m0. This plot is also useful for

estimating the optimal fit window that needs to be considered when a direct fit to

the correlation function is done (for example for calculating the amplitude |A0|2
as in Sec. D.1.) Throughout the thesis we have used the Levenberg-Marquardt

method for fitting purposes which is explained in detail in [56].



Appendix E
Chiral Ward identities for two-point

functions

The isovector vector and axial-vector currents, as well as the pseudoscalar density

were defined in Eq. (6.2.1). We use the Euclidean field theory method to derive the

axial Ward identities [100]. We assume that all chemical potentials are set to zero.

It is useful to recall some of the space-time transformation properties of these local

operators. Under the Euclidean time reversal tranformation (x′0 = −x0, ~x
′ = ~x),

we have

Aa0
′(x′) = Aa0(x), Aak

′(x′) = −Aak(x), P a′(x′) = −P a(x), (E.0.1)

while under (x′ = −x)

Aaµ
′(x′) = −Aaµ(x), P a′(x′) = P a(x). (E.0.2)

We also note that Vµ is odd under charge conjugation C, while P and Aµ are even.

The variations of the quark and antiquark fields under an infinitesimal, isovec-

tor, axial phase rotation read

δaAψ(x) = 1
2
τaγ5ψ(x), δaAψ̄(x) = ψ̄(x)γ5

1
2
τa. (E.0.3)

They lead to the following transformation of the composite operators,

δaAA
b
µ(x) = −iεabcV c

µ (x), δaAP
b(x) =

δab

2
ψ̄ψ, (E.0.4)
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For an axial transformation parameter αa(x), the variation of the action is given

by [57]

δS =

∫
d4x

(
∂µα(x)aAaµ(x) + α(x)a2mP a(x)

)
. (E.0.5)

In the path integral, the invariance of the integration measure under the transfor-

mation above leads to 〈δO〉 = 〈OδS〉. In particular, if O consists of one local field

located at the point y,

α(y)〈δaAO(y)〉 = 〈O(y)

∫
d4x

(
∂µα(x)Aaµ(x) + α(x)2mP a(x)

)
〉 (E.0.6)

In the following we set α(x) = eikx and consider several choices for O. Choosing

O = Abν , we obtain

0 = ikµ〈Abν(0)

∫
d4x eikxAaµ(x)〉+ 2m

∫
d4x eikx〈Abν(0)P a(x)〉. (E.0.7)

Choosing instead O = P b, we obtain

1

2
δab〈ψ̄ψ〉 = ikµ〈P b(0)

∫
d4x eikxAaµ(x)〉+ 2m〈P b(0)

∫
d4x eikxP a(x)〉. (E.0.8)

These are the momentum-space versions of the Ward identities, while Eq. (6.2.3)–

Eq. (6.2.4) are the position-space versions.

E.1 A sum rule for the spectral function of the

axial charge density

Combining Eq. (E.0.7) and Eq. (E.0.8), one finds

kµkν

∫
d4x eikx 〈Abν(0)Aaµ(x)〉 = −mδab〈ψ̄ψ〉+ 4m2

∫
d4x eikx 〈P b(0)P a(x)〉.

(E.1.1)

Next we consider the difference of this relation at finite temperature and at zero

temperature. The operator-product expansion indicates that the most singular

contributions arise from dimension four operators. By power counting, all the

correlators appearing in (E.1.1) are then expected to be finite. More precisely, for

large k0 and finite quark mass, all correlators in (E.1.1) are of order k−2
0 . The
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left-hand side of the equation has a finite contribution when k0 →∞ given by the∫
d4x eikx〈A0A0〉|T0 correlator, since it is multiplied by k2

0. On the right-hand side,

the only surviving term is given by the condensate. The coefficient of the O(k−2
0 )

term of the
∫
d4x eikx 〈Aa0(0)Ab0(x)〉|T0 correlator must thus equal −mδab〈ψ̄ψ〉|T0 and

it cannot contain logarithms of k0. To convert this statement into a property of

the spectral function, we use the spectral representation (see for instance [12])

∫
d4x eikx 〈Ab0(0)Aa0(x)〉

∣∣∣
T

0
= δab

∫ ∞

−∞
dω

ω

ω2 + k2
0

ρ
A
(ω, k)

∣∣∣
T

0
. (E.1.2)

The absence of logarithms in the coefficient of k−2
0 on the left-hand side of Eq. (E.1.2)

indicates that ωρ
A
(ω,~k)|T0 is integrable [124]. Expanding the integrand on the

right-hand side of Eq. (E.1.2) to order k−2
0 we then obtain

∫ ∞

−∞
dω ω ρ

A
(ω,~k)

∣∣∣
T

0
= −m〈ψ̄ψ〉

∣∣∣
T

0
. (E.1.3)

E.2 Tensor structure of the axial current two-

point functions

We work in the Euclidean field theory and define the correlation function in mo-

mentum space as

δab ΠA
µν(ε̂, k) ≡

∫
d4x eik·x〈Aaµ(x)Abν(0)〉ε̂. (E.2.1)

The unit vector ε̂ points in the direction that defines the thermal boundary con-

dition. It is ε̂ = (1, 0, 0, 0) in the rest frame of the thermal system. By doing the

change of integration variables x→ −x and using translation invariance

〈Aµ(−x)Aν(0)〉ε̂ = 〈Aν(x)Aµ(0)〉ε̂ (E.2.2)

and symmetry under the O(4) rotation x→ −x,

〈Aµ(−x)Aν(0)〉ε̂ = 〈Aµ(x)Aν(0)〉−ε̂, (E.2.3)



142 Chapter E: Chiral Ward identities for two-point functions

we have the symmetries

ΠA
µν(ε̂, k) = ΠA

νµ(ε̂,−k) = ΠA
µν(−ε̂,−k). (E.2.4)

To write down the tensor decomposition, we have the building blocks δµν , kµ and

ε̂µ at our disposal. We can write down four structures that respect the symmetries

(E.2.4),

δµν ,
kµkν
k2

,
ε̂ · k
k2

(ε̂µkν + kµε̂ν), ε̂µε̂ν . (E.2.5)

We can form one projector to the subspace orthogonal to both ε̂ and k,

CT,t
µν = δµν −

1

1− (ε̂ · k)2/k2

(
ε̂µε̂ν +

kµkν
k2
− 1

k2
(ε̂ · k)(ε̂µkν + kµε̂ν)

)
, (E.2.6)

and one projector onto the component of ε̂ which is orthogonal to k,

CT,l
µν = δµν−

kµkν
k2
−CT,t

µν =
1

1− (ε̂ · k)2/k2

(
ε̂µ−

(ε̂ · k)kµ
k2

)(
ε̂ν−

(ε̂ · k)kν
k2

)
. (E.2.7)

Two possible non-transverse combinations are

CL,l
µν =

kµkν
k2

, CM
µν =

1

1− (ε̂ · k)2/k2

(
ε̂µε̂ν − (ε̂ · k)2 kµkν

(k2)2

)
. (E.2.8)

The first one is the projector onto the direction of kµ. The second tensor, while

not a projector, has the properties

CM
µµ = 1, CT,t

µα CM
αν = CL,l

µα C
M
αν = 0. (E.2.9)

In summary, we can write

ΠA
µν(ε̂, k) = CT,t

µν ΠT,t + CT,l
µν ΠT,l + CL,l

µν ΠL,l + CM
µν ΠM. (E.2.10)

The argument of the C’s is (ε̂, k), while the argument of the form factors Π is

(ε̂ · k, k2).

It is helpful to be able to invert the relation Eq. (E.2.10) in order to project
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out the form factors individually. We find

ΠL,l =
kµkν
k2

ΠA
µν , (E.2.11)

ΠM =
1

ε̂ · k kµΠA
µν(ε̂ν −

ε̂ · k
k2

kν), (E.2.12)

ΠT,l =
1

1− (ε̂ · k)2/k2

[
ε̂µΠA

µν ε̂ν −
(ε̂ · k)2

(k2)
ΠL,l − (1 + (ε̂ · k)2/k2) ΠM

]
, (E.2.13)

ΠT,t =
1

2

{
ΠA
µµ −

[
ΠT,l + ΠM + ΠL,l

]}
. (E.2.14)

E.2.1 Special kinematics

When (ε̂·k)2 = k2, corresponding to vanishing spatial momentum in the rest frame

of the thermal system, the projectors CT,t
µν and CT,l

µν as well as CM
µν become singular.

Therefore we will define the value of the form factors in this limit by continuity.

When ε̂ and k are collinear, there are only two independent tensor structures,

ΠA,col
µν (ε̂, k) =

(
δµν −

kµkν
k2

)
Π̂T(k2) +

kµkν
k2

Π̂L(k2). (E.2.15)

Applying the relevant projectors as in Eqs. (E.2.11–E.2.14), one finds that

ΠT,t = ΠT,l = Π̂T, ΠL,l = Π̂L, ΠM = 0. (E.2.16)

When ε̂ · k = 0, corresponding to the static correlators, CT,l
µν becomes equal

to CM
µν . Therefore, in that situation the Euclidean correlator is only sensitive

to the sum of the two corresponding form factors, (ΠM + ΠT,l). Eq. (E.2.12)

nonetheless provides an unambiguous definition of ΠM if, expressed in the rest

frame, limk0→0 ΠA
0i/k0 is known. The latter limit, however, requires an analytic

continuation of the Euclidean correlator.

E.2.2 The zero-temperature limit

At zero temperature, it is natural to parametrize the correlation function as

ΠA
µν(k) =

(
δµν −

kµkν
k2

)
ΠT(k2) +

kµkν
k2

ΠL(k2). (E.2.17)
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Applying the same projectors as in Eqs. (E.2.11–E.2.14) onto the correlation

function (E.2.17), and requiring that the same result be obtained in the zero-

temperature limit, we obtain

ΠL,l(ε̂ · k, k2) −→ ΠL(k2), (E.2.18)

ΠM(ε̂ · k, k2) −→ 0, (E.2.19)

ΠT,l(ε̂ · k, k2) −→ ΠT(k2), (E.2.20)

ΠT,t(ε̂ · k, k2) −→ ΠT(k2). (E.2.21)

E.2.3 Relation to the correlators of the pseudoscalar den-

sity

We define

δabAµ(ε̂, k) =

∫
d4x eikx 〈Aaµ(x) P b(0)〉, (E.2.22)

δabP(ε̂, k) =

∫
d4x eikx 〈P a(x) P b(0)〉. (E.2.23)

We note the symmetry relations

Aµ(ε̂, k) = −Aµ(−ε̂,−k), (E.2.24)∫
d4x eikx 〈P (x) Aν(0)〉ε̂ = Aν(ε̂,−k), (E.2.25)

respectively from O(4) invariance and from translation invariance.

In [18], Eq. (A7) and (A8), taking into account Eq. (E.2.25) and Eq. (E.2.4),

the Ward identities

2mAµ(ε̂, k) = ikα ΠA
µα(ε̂, k), (E.2.26)

4m2 P(ε̂, k) = kµΠA
µα(ε̂, k)kα +m〈ψ̄ψ〉 (E.2.27)

were derived. Inserting our tensor decomposition of ΠA
µα(ε̂, k), we find

2mAµ(ε̂, k) = ikµ ΠL,l(ε̂ · k, k2) + i(ε̂ · k)
ε̂µ − (ε̂ · k/k2) kµ

1− (ε̂ · k)2/k2
ΠM(ε̂ · k, k2), (E.2.28)

4m2 P(ε̂, k) = k2 ΠL,l(ε̂ · k, k2) +m 〈ψ̄ψ〉. (E.2.29)
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E.3 On the residue of the pion pole

In this appendix, we use the general results of the previous section in the rest frame

of the thermal system, ε̂µ = (1, 0, 0, 0). The form factors are thus functions of k0

and k2 and the dependence on ε̂ is no longer indicated explicitly. All expressions

for correlation functions in this section refer exclusively to the pion contribution.

In [18], it was shown that the residue of the pion pole in the two-point function

of A0 at vanishing spatial momentum is Res(ω0) = f 2
πm

2
π. In order to determine

the form of the residue at finite momentum, we parametrize the residue as

Res(ωk) = f 2
π(m2

π + λk2). (E.3.1)

To determine the parameter λ, we will exploit the fact that the spectral represen-

tation of the two-point function of A0 in terms of real-time excitations must agree

with the spectral representation in terms of screening states. From the former

point of view, the pion contribution to the correlator in momentum space takes

the form

ΠA
00(k) =

f 2
π(m2

π + λk2)

k2
0 + ω2

k

, (E.3.2)

with ωk given in Eq. (6.4.6). From the ‘screening’ point of view, the residue must

be proportional to k2
0 at small k2

0 (here we invoke the analytic continuation in the

frequency, away from the Matsubara values k0 = 2πTn). This is so because the

screening pion is odd under the Euclidean time reversal x0 → −x0, while A0 is

even. Thus we can write

ΠA
00(k) =

−|F |2k2
0

k2 +
k20
u2

+m2
π

(E.3.3)

for some parameter F to be determined. Equations (E.3.2) and (E.3.3) must agree

when the numerators are evaluated at the pole, k2
0 = −ω2

k. From here we learn

the following,

|F | = fπ
u2
, λ = 1. (E.3.4)

This shows in particular that the residue has the form given in Eq. (6.4.13). Es-

sentially the same argument was already used in [18] to determine the residue of
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the pion pole in the two-point function of the pseudoscalar density,

P(k) = −〈ψ̄ψ〉
2 u2

4f 2
π

1

k2
0 + ω2

k

. (E.3.5)

We note that for a one-pole contribution, factorization relations such as

|A0(k)|2 = |P(k)| |ΠA
00(k)| (E.3.6)

hold. The phase of A0 can then be determined through its form at vanishing

spatial momentum given in [18].

E.3.1 The pion contribution to ΠA
µν

Having found the residue of the pion pole in the various two-point functions of the

axial current, we give for completeness the pion contribution to the form factors

defined in Eqs. (E.2.11–E.2.14),

ΠL,l(k0, k
2) = − f 2

πm
4
πu

2

k2(k2
0 + ω2

k)
, (E.3.7)

ΠM(k0, k
2) =

f 2
πm

2
πk

2(1− u2)

k2(k2
0 + ω2

k)
, (E.3.8)

ΠT,l(k0, k
2) =

f 2
πk

2(1− u2)

k2
0 + ω2

k

, (E.3.9)

ΠT,t(k0, k
2) = 0. (E.3.10)

The first is obtained from Eq. (E.2.29), then the second from Eq. (E.2.28), the

third by using Eq. (E.2.13) and the first two results. Via Eq. (E.2.10), the form

factors allow one to obtain the entire tensor ΠA
µν .

These calculations could be greatly expedited by using an effective Lagrangian,

as written down in [98]. However it is also instructive to derive the results above

directly within QCD.



Appendix F
Mock-data study of the Backus-Gilbert

method

In this appendix, we study the performance of the Backus-Gilbert method in a

realistic lattice QCD application. We apply the method on mock data, where the

underlying spectral function is known. Our goal is to validate the method used in

section 6.5.6.

Our procedure is the following:

1. We start from a real lattice correlator computed on the ‘zero’ temperature

ensemble O7 introduced in Sec. 6.5 and Table 6.7.

2. In order to construct a realistic model, a spectral function with sufficiently

many free parameters is fitted to the lattice data.

3. The original correlator data is now replaced by mock data, namely the cor-

relator obtained by integrating the fitted spectral function, with Gaussian

noise added (using the original covariance matrix of the correlator).

4. The mock data is now fed into the Backus-Gilbert method, which generates

a filtered spectral function ρ̂BG(ω̄) and the resolution function δ(ω̄, ω). The

former is compared to the input spectral function.

5. The final step, as in section 6.5.6, is to assume that the true spectral function

is dominated at low frequencies by the contribution of a stable particle (the

pion), and we determine its residue in the correlator from ρ̂BG(ω) and δ(ω̄, ω).

The result is compared with the input value.
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F.1 Construction of realistic mock data

We use the Euclidean pseudo scalar density correlator projected onto zero momen-

tum due to its good signal to noise ratio,

GP (x0)δab = −
∫
d3x

〈
P a(x)P b(0)

〉
. (F.1.1)

In a first step, we want to obtain a fit function Gfit
P (x0) which describes the data.

We employ the following fit ansatz for the spectral function,

ρP (ω) =
A1

2
eω0β/2δ(ω − ω0) +

A2Nc

(4π)2
θ(ω − 3ω0)ω2. (F.1.2)

It contains a δ-type pion contribution at a low frequency ω0 and a continuum of

multi particle states beginning at threshold ω = 3ω0 due to the negative parity of

the pseudoscalar density operator. The corresponding correlator is given by1

Gfit
P (x0) =

∫ ∞

0

dωρP (ω)
(
e−ωx0 + e−ω(β−x0)

)
(F.1.3)

= A1 cosh(ω0(β/2− x0))

+
A2Nc

(4π)2

[
e−3ω0x0

x3
0

(2 + 6ω0x0 + 9ω2
0x

2
0) + (x0 → β − x0)

]
. (F.1.4)

The fit to the data was performed in the interval x0/a ∈ [5, 64] in order to avoid cut-

off effects present a small distances. In view of Fig. F.1 one clearly sees that Gfit
P (x0)

describes the data in a satisfactory way yielding an (uncorrelated) χ2/d.o.f. ∼ 10−2

with fit parameters shown in Table F.1. Note that we do not quote statistical er-

rors on the parameters A1, ω0 and A2 since our goal is merely to construct realistic

mock data.

The next step is to generate the correlatorGfit
P (x0) that corresponds to the fitted

spectral function via the integral transform (F.1.3). In order to be as realistic as

possible, we add Gaussian noise δGfit
P (x0) to the correlator in order to obtain the

mock data G̃fit
P ,

G̃fit
P (x0) = Gfit

P (x0) + δGfit
P (x0). (F.1.5)

The noise is generated by using the covariance matrix Sij of the real data GP (xi0)

1The integrand in Eq. (F.1.3) should really be divided by (1 + exp(−βω)), but we neglect
this effect because ω0β ' 8.8.
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A1/T
3 463.911

ω0/T 8.394
A2 5.727

Table F.1: Fit parameters corresponding to Gfit
P (x0). Dimensionful quantities are

made dimensionless by dividing with T = 1/128a. No renormalization constants
are included.

GP (x0)/G
fit
P (x0)

x0/a

605040302010

1.04

1.03

1.02

1.01

1

0.99

0.98

0.97

0.96

Figure F.1: Euclidean correlator GP (x0) divided by its fit function Gfit
P (x0).

where i and j label the discrete lattice points. The eigenvalues and eigenvectors

of S are obtained by solving the eigenvalue equation

Sv(i) = (σ2)(i)v(i). (F.1.6)

The statistically independent observables U (i) with squared variance (σ2)(i) are

linear combinations of the points GP (xi0),

U (i) = (V T )ijGP (xj0), (F.1.7)

where the orthogonal matrix V carries the eigenvectors written in columns and

diagonalizes S via V TSV = D. Random values δU (i) are generated according to

the normalized gaussian probability distribution

P (δU (i)) =
1√

2π(σ2)(i)
e
− (δU(i))2

2(σ2)(i) (F.1.8)
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and by back-substitution we obtain the random noise

δGfit
P (xi0) = (V )ij δU

(j). (F.1.9)

F.2 The Backus-Gilbert method applied to G̃fit
P (x0)

We now use the Backus-Gilbert algorithm on the mock-data G̃fit
P (x0) with the goal

to ‘reproduce’ the spectral function ρP (ω) with parameters in Table F.1. We write

the following identity based on Eq. F.1.3

G̃fit
P (x0) =

∫ ∞

0

dω

(
ρP (ω)

ω2

)
ω2
(
e−ωx0 + e−ω(β−x0)

)
︸ ︷︷ ︸

.
=K(x0,ω)

. (F.2.1)

so that the output ρ̂BG(ω) of the Backus-Gilbert method is a ‘filtered’ version of
ρP (ω)
ω2 ,

ρ̂BG(ω̄) =

∫ ∞

0

dω δ̂(ω̄, ω)

(
ρP (ω)

ω2

)
. (F.2.2)

The results are shown in the left panel of Fig. F.2, which corresponds to a value

of the regulating parameter λ = 0.25, and the points considered in the Backus-

Gilbert method belong to the interval xi0/a ∈ [5, 20]. Consequently, the dimension

of all matrices and vectors defined previously is M = 16. In view of Fig. F.2 one

sees that the location of the pion pole agrees with the value quoted in Table F.1.

The same is true for the height of the threshold, whose expectation is A2Nc
(4π)2

and its

flatness is consistent with the assumed ω2-growth of ρP (ω).

λ aBG/T
3

0.25 1.540(28)× 104

0.05 1.536(23)× 104

0.005 1.540(20)× 104

Table F.2: The estimator aBG/T
3 as defined in Eq. F.3.1 with T = 1/128a for

different values of λ evaluated at ω = ω0. The expected value A1

2
eω0β/2 = 1.54255×

104.
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Figure F.2: Left: Estimator ρ̂BG(ω) with λ = 0.25. Expected values are shown as
dashed blue lines. Left: Resolution functions δ̂(ω0, ω) for different values of λ.
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Figure F.3: The estimator aBG/T
3 as defined in Eq. F.3.1 with T = 1/128a as a

function of ω Left: λ = 0.25. Right: λ = 0.005.

F.3 Extraction of the pion residue

We now extract the residue of the pion in the correlator from the output of the

Backus-Gilbert method. As in Eq. (6.5.21), we assume that at small frequencies ρ̂

is dominated by the pion and therefore ρP (ω) = aBGδ(ω−ω0)+.... Using Eq. F.2.2,

we define an estimator aBG(ω) ,

aBG(ω) =
ρ̂BG(ω)ω2

0

δ̂(ω, ω0)
, (F.3.1)

which we expect in view of Eq. F.1.2 to be equal to A1

2
eω0β/2 at ω = ω0. Table F.2

and Fig. F.3 show that the agreement is excellent and stable as a function of ω.
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This study adds to our confidence that the Backus-Gilbert method is a viable

approach for spectral function reconstruction in lattice QCD.

To summarize, the interpretation of ρ̂BG(ω) in terms of the spectral function is

model-independent and determined solely by the resolution function δ̂(ω̄, ω). The

latter in turn depends on the regulating parameter λ, which is chosen to balance

good resolution in frequency against the statistical precision of ρ̂BG(ω). Prior

knowledge on the spectral function, such as the existence of a sharp excitation,

can be used a posteriori to extract its amplitude in the correlator.



Appendix G
Chiral perturbation theory predictions for

finite-T observables

The one-loop results of [113] for the finite-temperature and finite-size effects on

the chiral observables can be written as

O(T, L)

O(0,∞)
= 1− νO

m2
π

f 2
π

g̃1(mπ/T,mπL), (G.0.1)

νfπ = 1, νmπ = −1

4
, ν〈ψ̄ψ〉 =

3

2
, (G.0.2)

g̃1(x, y) =
1

(4π)2

∑

n1,n2,n3,n4

∫ ∞

0

dλλ−2 exp

[
−λ− 1

4λ
(y2(n2

1 + n2
2 + n2

3) + x2n2
4)

]
.

(G.0.3)

On the right-hand side, mπ and fπ are understood to be the zero-temperature,

infinite-volume quantities. The sum runs over four integers, where the term

(n1, n2, n3, n4) = (0, 0, 0, 0) is to be omitted. In addition to showing

fπ(T,∞)

fπ(0,∞)
,

mπ(T,∞)

mπ(0,∞)
,

〈
ψ̄ψ
〉

(T,∞)〈
ψ̄ψ
〉

(0,∞)
, (G.0.4)

as a function of T , we also display the curves

fπ(T, 2/T )

fπ(0, Lref)
,

mπ(T, 2/T )

mπ(0, Lref)
,

〈
ψ̄ψ
〉

(T, 2/T )〈
ψ̄ψ
〉

(0, Lref)
(G.0.5)
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in Fig. 6.6, Fig. 6.7), where Lref corresponds to the spatial linear size of the A5 en-

semble. In this way the finite size (L = 2/T ) of the spatial volume in our thermal

ensembles are taken into account in the comparison with the predictions of chiral

perturbation theory.

We want to show how to derive these equations starting with the ChPT La-

grangian written in Eq. (3.3.8) for the two flavor theory with degenerate quark

masses focusing only on the temperature corrections.

G.1 Quark condensate

When matching QCD to ChPT, the first step is always to find the correspond-

ing operator in ChPT in terms of the matrices U and U † and its derivatives that

corresponds to the desired operator in QCD. For this purpose, one couples both

the QCD and ChPT lagrangian densities to external sources (a detailed derivation

on the generating functional can be found in [33]) which then are used to take

functional derivatives with respect to them so as to truly match all Green Func-

tions. The Quark condensate
〈
ψ̄ψ
〉

in QCD can be derived in ChPT by taking

one functional derivative with respect to the scalar source s0 with s =
∑3

a=0 s
aτa

and τ 0 = δab. In this way we obtain the following correspondence

F 2Σ

2
Tr{U(x) + U †(x)} = −ψ̄(x)ψ(x). (G.1.1)

The next step is to expand the U matrices in terms of the fields φ(x) = φa(x)τa

to next to leading order and we get

〈
ψ̄ψ
〉

= −2F 2Σ

{
1− 1

4F 2

〈
Tr{τaτ b}φa(x)φb(x)

〉}
(G.1.2)

Evaluating the trace yields Tr{τaτ b} = 2δab and we define the thermal propagator

in euclidean metric

∆T (x− y)δab =
〈
φa(x)φb(y)

〉
= δabT

∑

p0

∫
d3p

(2π)3

eip(x−y)

p2
0 + E2

p

(G.1.3)
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with E2
p = p2 +M2, p0 = 2πn0T and n ∈ Z. The final formula then reads

〈
ψ̄ψ
〉

= −2F 2Σ

{
1− 3

2F 2
∆T (0)

}
+ higher orders. (G.1.4)

We will mention how to convert the thermal propagator into the g1 function at

the end of this chapter.

G.2 Screening pion mass

The screening mass mπ can be calculated by looking at the spatial dependence of

the axial two-point function. It was first introduced in Eq. (6.2.16) and plays an

important role in the analysis presented in Chapter 6

Gs
A(x3)δab =

∫
dx0 d

2x⊥〈Aa3(x)Ab3(0)〉 ∼ e−mπ |x3|. (G.2.1)

Following the same strategy as in the previous section, one derives by taking

functional derivatives, the form of the axial current operator in ChPT which reads

Aaµ(x) = −F
2

4
Tr
{
τa{U(x), ∂µU

†(x)}
}
. (G.2.2)

Expanding the U matrices to leading order one arrives

Aaµ(x) = −F
2

4
Tr

{
τa
{
−2i

F
∂µφ(x)

}}
. (G.2.3)

The lowest order corresponds to two insertions of the field φ. This terms con-

tributes as (µ = 3)

(
F 2

4

)2(−2i

F

)2

4δacδbd
〈
∂3φ

c(x)∂3φ
d(0)

〉
. (G.2.4)
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Performing the integral over the perpendicular space to x3,
∫ 1/T

0
dx0

∫
dx1dx2 yields

for the previous expectation value

∫ 1/T

0

dx0

∫
dx1dx2

〈
∂3φ

c(x)∂3φ
d(0)

〉
= T

∫ 1/T

0

dx0

∫
dx1dx2

∑

p0

∫
d3p

(2π)3
p2

3

eipx

p2
0 + E2

p

= −M
2
e−Mx3 (G.2.5)

and we get the leading order term

Gs
A(x3)LOδ

ab = δab
F 2M

2
e−Mx3 . (G.2.6)

A correction to the exponent mass can only appear from a one-loop self-energy

graph. For doing this, the 4-pion-interaction-vertex V abcd(pa, pb, pc, pd) coming

from the lowest order chiral Lagrangian is needed (see [33] or Appendix of [125]).

We expect a linear term in x3 since the mass appearing in the exponent will be

corrected as mπ = M(1 + aε) and consequently we will obtain a term

δab
F 2M

2
e−Mx3 (1− aMx3ε) + other terms +O(ε2). (G.2.7)

The expression one needs to evaluate coming from the self-energy diagram with

all prefactors included is

(
F 2

4

)2(−2i

F

)2(
1

2

)
4T 2

∑

k0,p0

∫
d3k

(2π)3

∫
d3p

(2π)3

p2
3e
ipx

(p2 +M2)2

V ab(p, k)

k2 +M2
(G.2.8)

with V ab(p, k) = δab

3F 2 (5M2 + (p− k)2). The factor of 1/2 is the symmetry factor of

the diagram. The integrals over the perpendicular space project onto p0 = p1 =

p2 = 0. Linear terms in k vanish and the single term linear in x3 appears because

of the derivative one needs to take in order calculate the residue coming from the

double pole in p3. The linear term in x3 appears as

− M2

8
e−Mx3∆T (0)x3 (G.2.9)
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Adding the free result we obtain

δab
F 2M

2
e−Mx3

(
1− ∆T (0)

4F 2
Mx3

)
(G.2.10)

from which we conclude that a = 1
4

and ε = ∆T (0)
F 2 . Consequently

mπ = M(1 +
∆T (0)

4F 2
) + higher orders. (G.2.11)

G.3 Screening pion decay constant

Once the chiral condensate correction and the screening mass have been calculated,

we can make use of the GOR relation. It was first introduced in Eq. (6.1.4). It is

a relation valid at leading order in the quark mass expansion. At this order of the

temperature expansion the GOR relation still holds. Therefore we can just solve

for fπ by performing a Taylor expansion of the corrections to the quark condensate

and of the screening mass. In this way we get

fπ =

(
−m

〈
ψ̄ψ
〉

m2
π

)1/2

. (G.3.1)

Inserting the previously calculated expression we manage to obtain

fπ = F (1− ∆T (0)

F 2
) + higher orders. (G.3.2)

G.4 The function ∆T (0) at finite volume

We will consider the case where not only the time component of the momentum

vector is quantized in units of 2πβ but also the spatial components appear pro-

portional to 2π/L. The starting point is the function

∆T (0) =
T

L3

∑

p0,p1,p2,p3

1

p2
0 + E2

p

(G.4.1)
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We use Poisson summation formula on all four variables together with the Schwinger

representation of the propagator 1
a2+b2

=
∫∞

0
dλe−λ(a2+b2)

∑

n0,n1,n2,n3

∫ ∞

0

dλ

∫
d4p

(2π)4
exp

(
−λ(p2

0 + E2
p) + i(p0n0β + p1n1L+ p2n2L+ p3n3L)

)

(G.4.2)

Completing squares and doing the change of variables

p′0 = p0 − i
n0β

2λ
(G.4.3)

p′i = pi − i
niL

2λ
(G.4.4)

yields

∫ ∞

0

dλ

∫
d4p′

(2π)4
exp

(
−λ(p′20 + p′ip

′
i)− λ(

n2

4λ
+ λM2)

)
(G.4.5)

with n = (n0β, n1L, n2L, n3L). The four gaussian integrals can be calculated

straightforwardly giving a factor
(
π
λ

)2
and we obtain

∆T (0) =
1

(4π)2

∑

n0,n1,n2,n3

∫ ∞

0

dλ
1

λ2
exp

(
−λM2 − n2

4λ

)
. (G.4.6)

Simple algebra manipulations lead to the form written in Eq. (G.0.3). The term

n = (0, 0, 0, 0) is to be omitted since it corresponds to the infinite volume and

zero temperature contribution. This integral form is specially suited for numerical

implementation since the integral will converge fast because of the damping term

in the exponent. Therefore, only a couple of terms in the sum are needed to

approximate the function (e.g. from −10 ≤ nµ ≤ 10, µ = 0, ..., 3). In addition a

Table can be produced with all possible norms of the vector n and its corresponding

degeneracy. In this way, one reduces the 4-dimensional sum to a simple sum over

norms times each degeneracy.
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[100] M. Lüscher, S. Sint, R. Sommer, and H. Wittig, Nonperturbative

determination of the axial current normalization constant in O(a) improved

lattice QCD, Nucl.Phys. B491 (1997) 344–364, [hep-lat/9611015].

[101] H. B. Meyer, Energy-momentum tensor correlators and viscosity, PoS

LAT08 (2008) 017, [arXiv:0809.5202].

[102] D. Bernecker and H. B. Meyer, Vector Correlators in Lattice QCD: Methods

and applications, Eur.Phys.J. A47 (2011) 148, [arXiv:1107.4388].

[103] B. B. Brandt, A. Francis, H. B. Meyer, and H. Wittig, Thermal Correlators

in the rho channel of two-flavor QCD, JHEP 1303 (2013) 100,

[arXiv:1212.4200].

[104] J. I. Kapusta and E. V. Shuryak, Weinberg type sum rules at zero and

finite temperature, Phys. Rev. D49 (1994) 4694–4704, [hep-ph/9312245].

[105] M. Hasenbusch, Speeding up the hybrid Monte Carlo algorithm for

dynamical fermions, Phys.Lett. B519 (2001) 177–182, [hep-lat/0107019].

[106] M. Hasenbusch and K. Jansen, Speeding up lattice QCD simulations with

clover improved Wilson fermions, Nucl.Phys. B659 (2003) 299–320,

[hep-lat/0211042].

[107] M. Marinkovic and S. Schaefer, Comparison of the mass preconditioned

HMC and the DD-HMC algorithm for two-flavour QCD, PoS

LATTICE2010 (2010) 031, [arXiv:1011.0911].

[108] http://luscher.web.cern.ch/luscher/DD-HMC/index.html (2010).

[109] M. Bochicchio, L. Maiani, G. Martinelli, G. C. Rossi, and M. Testa, Chiral

Symmetry on the Lattice with Wilson Fermions, Nucl. Phys. B262 (1985)

331.
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