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Zusammenfassung

Die Fähigkeit, das eigene Verhalten in Reaktion auf komplexe Umweltveränderungen anzupassen,
ist essentiell für jedes Lebewesen. Eine wichtige Komponente ist hierbei die Fähigkeit, Verhaltensim-
pulse umzulenken, aufzuhalten oder zu unterbrechen - man bezeichnet dies als Reaktionsinhibition.
Bei gesunden Erwachsenen werden die inhibitionsbezogenen neuronalen Prozesse mit der Ak-
tivität in einem ausgedehnten fronto-striatalen Netzwerk assoziiert. Elektrophysiologisch sind
diese inhibitorischen Prozesse mit einem markanten negativen Ausschlag um 150–400 ms nach
Stimulusbeginn, gefolgt von einem positiven Ausschlag um 300–500 ms, assoziiert. Die separate
Analyse von funktionellen magnetresonanztomographischen Daten (fMRT) und elektrophysiol-
ogischen ereigniskorrelierten Potentialen (EKP) liefert jedoch nur Informationen entweder in
der räumlichen (fMRT) oder in der zeitlichen (EKP) Domäne. Die kombinierte Auswertung
von simultanen elektroenzephalographischen (EEG) Daten und fMRT-Daten ist hingegen ein
wirkungsvolles Verfahren, um die neuronalen Reaktionen unterschiedlicher Aspekte und/oder
Phasen der Informationsverarbeitung während der Reaktionsinhibition zu entschlüsseln.

Ziel der vorliegenden Dissertation war die umfangreiche Charakterisierung der Dynamik des
neuronalen Netzwerkes der Reaktionsinhibition in verschiedenen Gruppen erwachsener Probanden
- bei gesunden Erwachsenen sowie in Patientengruppen, die durch defizitäre Inhibitionskontrolle
charakterisiert sind, d.h. bei Patienten mit dem Aufmerksamkeitsdefizit-/Hyperaktivitätssyndrom
(ADHS) und bei Patienten mit der Borderline-Persönlichkeitsstörung (BPS). Dies ermöglichte neue
Einblicke in die räumlich-zeitliche Dynamik der neuronalen Prozesse der Reaktionsinhibition bei
gesunden Probanden (Studie 1, Kapitel 3) und trug zu einem umfangreicheren Verständnis der Neu-
ropathophysiologie der defizitären Reaktionsinhibition in den unterschiedlichen Krankheitsmodellen
(AHDS und BPS, Studie 2, Kapitel 4) sowie bei gesunden Probanden, die durch eine impulsivere
Persönlichkeitseigenschaft charakterisiert sind (Studie 3, Kapitel 5), bei. Zu diesem Zweck wurde
ein neues, datengesteuertes Analyseverfahren eingeführt und zunächst anhand einer Stichprobe
gesunder Probanden validiert (Studie 1, Kapitel 3) und anschließend auf die Daten von ADHS-
und BPS-Patienten angewandt (Studie 2, Kapitel 4).

Dieses neu entwickelte Analyseverfahren selektiert automatisch aufgabenspezifische elektro-
physiologisch unabhängige Komponenten (engl. independent components, ICs), welche reliabel
mit der Reaktionsinhibition in unterschiedlichen Phasen der Aufgabenausführung zusammenhän-
gen. Da diese inhibitionsbezogenen ICs auf der Ebene der Einzelprobanden identifiziert wurden,
garantiert dieser Ansatz, dass die Variabilität der gewählten elektrophysiologischen Komponenten
spezifisch für die anvisierten neurophysiologischen Prozesse auf Gruppenniveau und auf der Ebene
der Einzelprobanden ist. Das Verfahren steht im deutlichen Gegensatz zu bisherigen kombinierten
EEG-/fMRT-Analysen, da diese Methoden darauf ausgerichtet waren, bekannte EKP-Komponenten
zu vermessen, die auf Gruppenniveau bestimmt wurden, ungeachtet der interindividuellen Unter-
schiede. Der Vergleich dieses konventionellen Verfahrens mit dem neuentwickelten IC-basierten
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Verfahren zeigte für Letzteres eine größere Spezifität für aufgabenbezogene neuronale Aktivität.
Einzeltrial-Korrelationen dieser automatisch selektierten inhibitionsspezifischen ICs mit der fMRT-
Antwort zeigten, dass die Aktivität in den fronto-striatalen Regionen in einer frühen Phase der
Aufgabenausführung stärker ausgeprägt war verglichen mit einer späten Phase der Aufgabenaus-
führung.

Dieses neue IC-basierte Analyseverfahren wurde anschließend dazu verwendet, die zeitliche und
räumliche Dynamik der neuronalen Prozesse zu untersuchen, die der defizitären Reaktionsinhibition
bei ADHS-Patienten, zugrunde liegen, im Vergleich zu den ebenfalls impulsiven BPS-Patienten
und gesunden Probanden (Studie 2, Kapitel 4). Dies ermöglicht es, gezielt zu untersuchen, ob nur
bestimmte, zeitlich abgrenzbare Phasen der neuronalen Verarbeitung in einer bestimmten Patien-
tengruppe wie den erwachsenen ADHS-Patienten beeinträchtigt sind. Defizitäre Impulskontrolle,
also die Tendenz zu impulsiven (Re-)Aktionen und impulsiven Entscheidungen, wird als zentrales
Element bei psychiatrischen Störungen wie ADHS und BPS angesehen. Ungeachtet solider Befunde
von klinisch relevantem impulsiven Verhalten bei BPS-Patienten deuten neuste fMRT-Studien
darauf hin, dass das neuronale Impulskontrollnetzwerk bei BPS-Patienten weitestgehend intakt ist.
Daher wird diskutiert, ob das impulsive Verhalten von BPS-Patienten aus einer Interaktion zwischen
negativen Emotionen/defizitärer Emotionsregulation und der Impulskontrolle resultieren könnte.
Im Gegensatz dazu wird angenommen, dass Dysfunktionen im fronto-striatalen Netzwerk eine
zentrale Rolle in der ADHS-Pathophysiologie innehaben, auch wenn dies kaum durch unimodale
fMRT-Studien bestätigt wird. In Übereinstimmung damit zeigten die unimodalen fMRT-Analysen
der Studie 2 (Kapitel 4) eine Unteraktivierung in striatalen Regionen bei ADHS-Patienten, aber
keine Unterschiede zwischen BPS-Patienten und gesunden Kontrollprobanden. Einzeltrial-EEG-
/fMRT-Korrelationen enthüllten signifikante Unteraktivierungen in fronto-striatalen Regionen bei
ADHS-Patienten im Vergleich zu gesunden Kontrollprobanden und BPS-Patienten, aber nur geringe
Unterschiede zwischen BPS-Patienten und gesunden Kontrollprobanden. Dies liefert erste Hinweise
darauf, dass kritische Regionen des neuronalen Reaktionsinhibitionsnetzwerkes bei erwachsenen
ADHS-Patienten zeitlich nicht gut abgestimmt sind, während dieses Netzwerk bei BPS-Patienten
nur geringfügig beeinträchtigt ist, was auf einen ADHS-spezifischen Pathomechanismus hinweist.

Man nimmt an, dass interindividuelle Unterschiede in der intraindividuellen Variabilität einen
zentralen pathologischen Prozess bilden, welcher der defizitären Impulskontrolle bei psychiatrischen
Störungen zugrunde liegt. Durch die zeitliche Auflösung des EEG’s im Millisekunden-Bereich wird
es ermöglicht, die neuronalen Korrelate kognitiver Prozesse mit einem genau definierten zeitlichen
Zusammenhang zu einem gegebenen Ereignis zu bestimmen. Dies ermöglicht die Analyse von Trial-
zu-Trial-Variabilität und, basierend darauf, eine detaillierte Analyse interindividueller Unterschiede.
Diese Information kann für die Klassifikation neurokognitiver Unterschiede in der interindividuellen
neuronalen Variabilität genutzt werden, nicht nur zwischen gesunden Kontrollprobanden und Patien-
tengruppen, sondern auch innerhalb einer Gruppe gesunder Probanden. Dennoch existiert bislang
keine kombinierte EEG-/fMRT-Studie, welche diese Information über die neuronale Variabilität für
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eine Subgruppenklassifikation genutzt hat. Das Vorhandensein oder Fehlen spezifischer ICs, welche
mit inhibitionsspezifischen Prozessen zu einem frühen Zeitpunkt der Reaktionsinhibition assoziiert
sind (Studie 1, Kapitel 3), können für eine vollkommen datengesteuerte Subgruppenklassifikation
genutzt werden (Studie 3, Kapitel 5). Anschließend durchgeführte unimodale EEG- und fMRT-
Analysen sowie konventionelle Einzeltrial-EKP/fMRT-Analysen zeigten, dass die beobachteten
interindividuellen Unterschiede in einem elektrophysiologischen Korrelat der Reaktionsinhibition
mit verschiedener neuronaler Aktivität assoziiert sind. Dies könnte ein Hinweis auf das Vorhan-
densein elektrophysiologisch trennbarer Phänotypen der verhaltensbezogenen und neuronalen
Reaktionsinhibition sein, sogar in einer Gruppe gesunder Probanden. Es kann die Hypothese
aufgestellt werden, dass der Phänotyp, der durch die Existenz von mit frühen inhibitorischen
Prozessen assoziierten ICs charakterisiert ist, protektiv gegen impulsivitätsbezogene Dysfunktionen
sein könnte. Dies zeigt, dass die Verwendung eines Verfahrens, das sensitiv für interindividuelle
Unterschiede ist, bei gesunden Probanden eine Subgruppenklassifikation ermöglicht und somit auch
eine Identifizierung und Charakterisierung der neuronalen Korrelate interindividueller Unterschiede
in der Reaktionsinhibition. Dies wiederrum kann wichtige Informationen für unser Verständnis
der Defizite in der Reaktionsinhibition heterogener psychiatrischer Störungen wie ADHS und BPS
liefern.
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Summary

The ability to adapt their own behavior in response to complex environmental changes is essential
for living beings. An important component of this is the ability to redirect, withhold or interrupt
behavioral impulses—known as response inhibition. In adult healthy subjects, inhibition-related
neural processes are associated with activity in a broad fronto-striatal network. Electrophysiologi-
cally, these inhibitory processes have been associated with a prominent negative deflection around
150–400 ms after stimulus onset followed by a large positive deflection at 300–500 ms. However
separate analyses of functional magnetic resonance imaging (fMRI) data or electrophysiological
event-related potentials (ERPs) provide information only on the spatial (fMRI) or temporal (ERP)
domain. A combined analysis of simultaneous electroencephalographic (EEG) and fMRI data
is a powerful tool to disentangle neural responses related to different aspects and/or stages of
information processing during response inhibition.

The aim of the present thesis was to comprehensively characterize the dynamics of the neural
response inhibition network in several groups of adult subjects, healthy adults as well as patients
characterized by deficient inhibitory control, i.e., Attention-Deficit/Hyperactivity Disorder (ADHD)
or Borderline Personality Disorder (BPD). This provided new insights into the spatio-temporal
dynamics of neural processes in healthy controls (Study 1, Chapter 3) and contributed to a more
comprehensive understanding of neural pathophysiology of deficient inhibitory control in the
different disease models (ADHD and BPD, Study 2, Chapter 4) as well as in healthy controls
characterized by a higher impulsive personality trait (Study 3, Chapter 5). To this end a new
data-driven analysis procedure was introduced and first validated in a sample of healthy controls
(Study 1, Chapter 3) and then applied to the data of ADHD and BPD patients (Study 2, Chapter 4).
This newly developed analysis procedure automatically selects task-specific electrophysiological
independent components (ICs) which are reliably related to response inhibition at different phases of
task execution. Since inhibition-related ICs are identified on the single-subject level, this approach
guarantees that the variability of the chosen electrophysiological component is specific for the
targeted neurophysiological process on the group and single-subject level. This procedure is in clear
distinction to previous applications of combined EEG/fMRI analyses, as these approaches aimed
to measure known ERP components defined on the group level, irrespective of inter-individual
differences. Comparisons between this conventional approach and the newly developed IC-based
approach revealed that the latter provides greater specificity for task-related neural activity. Single-
trial correlations of automatically selected inhibition-related ICs with fMRI responses revealed
activity in fronto-striatal regions which was more pronounced in an early compared to a late phase
of task execution.

This new IC-based analysis procedure was then used to examine the temporal and spatial
dynamics of neural processes underlying response inhibition deficits in adult patients with ADHD
compared to impulsive patients with BPD and healthy control subjects (Study 2, Chapter 4).
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This procedure allows to specifically examine whether only certain, temporally distinct phases of
neural processing are affected in a specific patient group, e.g., in adult ADHD patients. Deficient
impulse control, i.e., the tendency towards impulsive (re-)actions and impulsive choices is viewed
as a key element in psychiatric disorders such as ADHD and BPD. Despite robust findings of
clinically relevant impulsive behaviors in BPD patients, recent fMRI studies point towards an
almost intact neural response inhibition network in BPD patients. Thus it is said that impulsive
behaviors in BPD patients may arise from an interaction between negative emotions/deficient
emotion regulation and impulse control. In contrast, in adult ADHD patients, dysfunctions in the
fronto-striatal network are thought to be central in ADHD pathophysiology although this is rarely
confirmed by unimodal fMRI studies. In line with this, unimodal fMRI data analysis of Study 2
(Chapter Chapter 4) revealed a hypoactivation of striatal regions in ADHD compared to healthy
controls, but no differences between BPD and healthy controls. Single-trial EEG/fMRI correlations
unveiled significantly reduced activity in frontal-striatal regions in ADHD in comparison to both
BPD and healthy controls, but only marginal differences between healthy controls and BPD.
This provides initial evidence that critical regions of the neural response inhibition network are
temporally not well orchestrated in adult ADHD patients while this network was only mildly
affected in BPD patients, hence pointing to an ADHD-specific pathomechanism.

Between-subject differences in the intra-individual variability have been said to be a key
to pathological processes underlying deficient impulse control in psychiatric disorders. Due to
its millisecond-scale temporal resolution, EEG allow for an assessment of the neural correlates
of cognitive processes with precisely defined temporal relationship relative to a given event and
thus for the analysis of trial-to-trial neural variability and, based on that, for detailed inter-
individual difference analysis. This information can be used to classify neurocognitive differences
in inter-individual neural variability not only between healthy controls and patient groups but
also within a group of healthy subjects. Nevertheless, at present no combined EEG/fMRI studies
used this neural variability information for subgroup classification. Using the existence or absence
of ICs related to inhibition-specific processing at an early stage of response inhibition (Study 1,
Chapter 3) permits subgroup classification in a completely data-driven way (Study 3, Chapter 5).
Subsequent unimodal ERP and fMRI analysis as well as conventional single-trial ERP/fMRI
analysis revealed that the observed inter-individual differences in an electrophysiological correlate
of response inhibition is associated with distinct neural activity. This may suggest the existence of
electrophysiologically dissociable phenotypes of behavioral and neural motor response inhibition
even in a group of healthy control subjects. It could also be hypothesized that the phenotype
characterized by the existence of ICs related to early inhibitory processes may provide protection
against impulsivity-related dysfunction. Using an approach sensitive to inter-individual varieties
allows for subgroup classification and, hence, identification and characterization of neural correlates
of inter-individual differences in response inhibition in healthy subjects. This in turn may provide
important information for our understanding of deficits in response inhibition in heterogeneous
psychiatric disorders such as ADHD or BPD.

V





Contents

List of Tables XI

List of Figures XIII

List of abbreviations XV

1. Introduction 1
1.1. Impulse control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1. Response inhibition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.1.1. Neuronal underpinnings of response inhibition . . . . . . . . . . . 2
1.1.1.2. Electrophysiological correlates of response inhibition . . . . . . . . 3
1.1.1.3. Spatio-temporal dynamics of response inhibition . . . . . . . . . . 4
1.1.1.4. Neural underpinnings of response inhibition in personality trait of

impulsivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.1.2. Attention-Deficit/Hyperactivity Disorder (ADHD) . . . . . . . . . . . . . . 7

1.1.2.1. Genetics and pathophysiology of ADHD . . . . . . . . . . . . . . . 8
1.1.2.2. Neuroanatomy and neurofunctionality in ADHD . . . . . . . . . . 8
1.1.2.3. Behavioral correlates of response inhibition in ADHD . . . . . . . 10
1.1.2.4. Neural correlates of response inhibition in ADHD . . . . . . . . . 11
1.1.2.5. Electrophysiological correlates of response inhibition in ADHD . . 11
1.1.2.6. Spatio-temporal dynamics of response inhibition in ADHD . . . . 12

1.1.3. Borderline Personality Disorder (BPD) . . . . . . . . . . . . . . . . . . . . . 13
1.1.3.1. Genetics and pathophysiology of BPD . . . . . . . . . . . . . . . . 13
1.1.3.2. Neuroanatomy and neurofunctionality in BPD . . . . . . . . . . . 14
1.1.3.3. Behavioral correlates of response inhibition in BPD . . . . . . . . 15
1.1.3.4. Neural correlates of response inhibition in BPD . . . . . . . . . . 15
1.1.3.5. Electrophysiological correlates of response inhibition in BPD . . . 16

1.2. Analysis techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2.1. Magnetic resonance imaging (MRI) . . . . . . . . . . . . . . . . . . . . . . . 17

1.2.1.1. Principle of magnetic resonance imaging (MRI) . . . . . . . . . . 18
1.2.1.2. Principle of functional magnetic resonance imaging (fMRI) . . . . 18
1.2.1.3. Generalized linear model (GLM) and statistical analysis . . . . . . 20

VII



Contents

1.2.2. Electroencephalography (EEG) . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.2.2.1. Principles of electroencephalography (EEG) . . . . . . . . . . . . . 21
1.2.2.2. Event-related potentials (ERPs) . . . . . . . . . . . . . . . . . . . 22

1.2.3. Combined EEG/fMRI analysis . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.3.1. Concepts of combined EEG/fMRI . . . . . . . . . . . . . . . . . . 24
1.2.3.2. Single-trial coupling of simultaneous EEG/fMRI . . . . . . . . . . 26
1.2.3.3. Single-trial EEG feature extraction . . . . . . . . . . . . . . . . . 27
1.2.3.4. Artifact removal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.2.3.5. Principles of independent component analysis (ICA) . . . . . . . . 30

1.3. Motivation and outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2. Material and Methods 35
2.1. Experimental design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.1.1. Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.2. Questionnaires and diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.3. Paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.2. Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.1. (functional) magnetic resonance imaging (MRI/fMRI) . . . . . . . . . . . . 38
2.2.2. Electroencephalography (EEG) . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.3. Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.1. fMRI preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.2. EEG preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.4. Extraction of single-trial EEG information . . . . . . . . . . . . . . . . . . . . . . . 41
2.4.1. Classification and selection of Nogo-related ICs . . . . . . . . . . . . . . . . 41

2.4.1.1. Reliability testing and thresholding . . . . . . . . . . . . . . . . . 41
2.4.1.2. IC classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.1.3. IC selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.1.4. Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4.2. Classification and selection of visual ICs . . . . . . . . . . . . . . . . . . . . 44
2.4.2.1. IC classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2.2. IC selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2.3. Feature extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.4.3. Classification and selection of N2/P3 ERPs . . . . . . . . . . . . . . . . . . 45
2.4.4. EEG-derived regressors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.5. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5.1. Statistical analysis of behavioral data . . . . . . . . . . . . . . . . . . . . . 47
2.5.2. First-level unimodal fMRI analysis . . . . . . . . . . . . . . . . . . . . . . . 47
2.5.3. First-level single-trial EEG/fMRI analysis . . . . . . . . . . . . . . . . . . . 47
2.5.4. Unimodal ERP analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

VIII



Contents

3. Study 1: Data-driven analysis of simultaneous EEG/fMRI using an ICA approach. 49
3.1. Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.1.1. Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1.2. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.1.2.1. Extraction of electrophysiological single-trial amplitude values . . 50
3.1.2.2. fMRI regressors and first level analysis . . . . . . . . . . . . . . . 53
3.1.2.3. Group analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1. EEG/fMRI single-trial analysis of Nogo-related ICs . . . . . . . . . . . . . . 54
3.2.2. EEG/fMRI single-trial analysis of N2/P3 . . . . . . . . . . . . . . . . . . . 56
3.2.3. EEG/fMRI single-trial analysis of visual ICs . . . . . . . . . . . . . . . . . 62

3.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.3.1. Single-trial EEG/fMRI analysis of Nogo-related ICs and N2/P3 ERPs . . . 64
3.3.2. EEG/fMRI single-trial analysis of visual ICs . . . . . . . . . . . . . . . . . 66
3.3.3. Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.4. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4. Study 2: Neural timing of response inhibition in Attention-Deficit/Hyperactivity Dis-
order (ADHD) and Borderline Personality Disorder (BPD) 73
4.1. Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.1.1. Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.1.2.1. ERP analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2.2. Unimodal fMRI analysis . . . . . . . . . . . . . . . . . . . . . . . 75
4.1.2.3. Multimodal fMRI analysis . . . . . . . . . . . . . . . . . . . . . . 75
4.1.2.4. Group analysis of unimodal and multimodal fMRI data . . . . . . 75

4.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1. Demographics and task performance . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2. Psychometrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.2.3. Unimodal ERP analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.4. Unimodal fMRI data analysis: Within-group task related activation . . . . 86
4.2.5. Group comparisons of unimodal fMRI and single-trial EEG/fMRI analyses 90

4.2.5.1. Healthy controls vs. Attention-Deficit/Hyperactivity Disorder . . 90
4.2.5.2. Healthy controls vs. Borderline Personality Disorder . . . . . . . . 93
4.2.5.3. Borderline Personality Disorder vs. Attention-Deficit/Hyperactivity

Disorder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.6. Time-window shifts around the early latency range . . . . . . . . . . . . . . 94

4.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

IX



Contents

5. Study 3: Data-driven analysis of simultaneous EEG/fMRI reveals neurophysiological
phenotypes of impulse control 103
5.1. Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1.1. Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.1.1.1. Group selection: . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1.2. Data analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.1.2.1. Unimodal fMRI group analysis . . . . . . . . . . . . . . . . . . . . 105
5.1.2.2. Unimodal ERP analysis . . . . . . . . . . . . . . . . . . . . . . . . 105
5.1.2.3. Single-trial EEG/fMRI analysis . . . . . . . . . . . . . . . . . . . 106

5.2. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2.1. Demographics and Task Performance . . . . . . . . . . . . . . . . . . . . . . 108
5.2.2. Psychometrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.2.3. Unimodal fMRI analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.2.3.1. Unimodal fMRI: Group specific task related activation . . . . . . 111
5.2.3.2. Unimodal fMRI: Between group comparison of task related activation111

5.2.4. Unimodal ERP Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.4.1. N2 (240–350 ms) amplitude and latency: . . . . . . . . . . . . . . 116
5.2.4.2. P3 (350–580 ms) amplitude and latency: . . . . . . . . . . . . . . 116

5.2.5. N2/P3-ERP Single-trial EEG/fMRI analysis . . . . . . . . . . . . . . . . . 119
5.2.5.1. Group specific correlations with ERP-regressors . . . . . . . . . . 119
5.2.5.2. Between group comparisons of correlations with ERP-regressors . 124

5.3. Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6. Discussion 131
6.1. General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.2. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3. Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

7. References 145

A. Schmüser et al. (2014) Frontiers in Neuroscience 181

B. Schmüser et al. (2016) Human Brain Mapping 183

C. Curriculum Vitae 185

X



List of Tables

3.1. Positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regres-
sors early (time window starting 200 ms after stimulus onset and ending with the
individual median Go response time (RT)) and late (time window starting 100 ms
prior to RT and ending 300 ms after RT). . . . . . . . . . . . . . . . . . . . . . . . 55

3.2. Positive correlations of fMRI BOLD signal with orthogonalized EEG-derived re-
gressors N2 (280–340 ms after stimulus onset), and P3 (350–570 ms after stimulus
onset). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3. Brain regions significantly stronger correlated with P3 single-trial amplitude values
(350–570 ms after stimulus onset) than with N2 single-trial amplitude values (280–
340 ms after stimulus onset). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.4. Negative correlations of fMRI BOLD signal with orthogonalized EEG-derived re-
gressor N2 (280–340 ms after stimulus onset). . . . . . . . . . . . . . . . . . . . . . 59

3.5. Positive correlations of fMRI BOLD signal EEG-regressor derived from visual re-
sponse (time window starting 90 ms after stimulus onset and ending 140 ms after
stimulus onset). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.6. Side-by-side comparison of positive correlations of fMRI BOLD signal with orthogo-
nalized EEG-derived regressors early (time window starting 200 ms after stimulus
onset and ending with the individual median Go response time (RT)) and late (time
window starting 100 ms prior to RT and ending 300 ms after RT), as well as with
orthogonalized EEG-derived regressors N2 (280–340 ms after stimulus onset) and
P3 (350–570 ms after stimulus onset). . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.1. Group comparison of demographic and performance data in whole groups and
subgroups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.2. Group comparison of psychometric data in the whole groups and subgroups. . . . . 80
4.3. Results of separate repeated measures ANOVAs on N2 and P3 amplitudes in the

whole groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4. Results of unimodal fMRI analysis in healthy control (HC) subjects, Attention-

Deficit/Hyperactivity Disorder (ADHD) patients, and Borderline Personality Disor-
der (BPD) patients: Side-by-side comparison of task-related activation in the whole
groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

XI



List of Tables

4.5. Results of multimodal fMRI analysis in healthy control (HC) subjects and Attention-
Deficit/Hyperactivity Disorder (ADHD) patients: Between group comparisons and
Group (HC, ADHD) by Latency (early, late) interaction effect of correlations of
fMRI signal with early and late IC-regressors. . . . . . . . . . . . . . . . . . . . . . 92

4.6. Results of unimodal fMRI analysis in healthy control (HC) subjects, Attention-
Deficit/Hyperactivity Disorder (ADHD) patients, and Borderline Personality Disor-
der (BPD) patients: Between group comparison of task-related activity in the whole
groups. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.7. Results of multimodal fMRI analysis in healthy control (HC) subjects and Borderline
Personality Disorder (BPD) patients: Between group comparisons of correlations of
fMRI signal with early and late IC-regressors. . . . . . . . . . . . . . . . . . . . . . 96

4.8. Results of multimodal fMRI analysis in Borderline Personality Disorder (BPD)
patients and Attention-Deficit/Hyperactivity Disorder (ADHD) patients): Between
group comparisons of correlations of fMRI signal with early and late IC-regressors. 97

5.1. Results of ANOVAs on the main effect of task condition (Go and Nogo) on event-
related potential (ERP) amplitudes at 9 selected electrode site: computed separately
for amplitudes of N2 and P3 ERPs across Nogo-IC-positive and Nogo-IC-negative
subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.2. Group comparison of demographic and performance data in Nogo-IC-positive and
Nogo-IC-negative subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3. Group comparison of psychometric data in Nogo-IC-positive and Nogo-IC-negative
subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.4. Unimodal fMRI: Task-related activity in Nogo-IC-positive and Nogo-IC-negative
subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.5. Unimodal fMRI: Between group comparison of task-related activity in Nogo-IC-
positive subjects compared to Nogo-IC-negative subjects . . . . . . . . . . . . . . . 114

5.6. Results of separate repeated measures ANOVAs on amplitudes and latencies of N2
(240–350 ms) ERPs in Nogo-IC-positive and Nogo-IC-negative subjects. . . . . . . 117

5.7. Results of separate repeated measures ANOVAs on amplitudes and latencies of P3
ERPs in Nogo-IC-positive and Nogo-IC-negative subjects. . . . . . . . . . . . . . . 118

5.9. Multimodal fMRI: Correlations of fMRI BOLD signal with ERP-regressors at N2
and P3 latency in Nogo-IC-positive subjects. . . . . . . . . . . . . . . . . . . . . . 120

5.8. Multimodal fMRI: Correlations of fMRI BOLD signal with ERP-regressors at N2
and P3 latency in Nogo-IC-negative subjects. . . . . . . . . . . . . . . . . . . . . . 123

5.10. Multimodal fMRI: Between group comparisons of correlations of fMRI BOLD signal
with ERP-regressors at N2 and P3 latency in Nogo-IC-positive (IC+) subjects
compared to Nogo-IC-negative (IC−) subjects. . . . . . . . . . . . . . . . . . . . . 124

XII



List of Figures

2.1. Schematic display of the Go/Nogo task. . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2. Visualization of the two predefined time windows in which the independent compo-

nent’s (IC) latency range of significant activation had to be confined. . . . . . . . . 43
2.3. Visualization of independent component feature extraction from the two predefined

time windows in which the IC’s latency range of significant activation were identified. 44
2.4. Visualization of the two time windows in which the most pronounced Nogo-related

N2/P3 effects were found. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.1. Graphical representation of single-trial EEG/fMRI analysis. . . . . . . . . . . . . . 52
3.2. (A) independent component (IC) activation grand averages (a) and grand mean

topographies (b, c) of all participants ICs which were classified as reliably Nogo-
related within the early latency range or late latency range. (B) Activation maps
displaying the main effects of positive correlations with EEG-derived early (a; time
window starting 200 ms after stimulus onset and ending with the RT) and late (b;
time window starting 100 ms prior to RT and ending 300 ms after RT) regressors. 60

3.3. (A) Grand average (a) and grand mean topographies at N2 latency range (b) and
P3 latency range (c). (B) Activation maps displaying the main effects of positive
correlations with EEG-derived N2 (a; time window 280–340 ms after stimulus onset)
and P3 (b; time window 350–570 ms after stimulus onset) regressors. . . . . . . . . 61

3.4. (A) Grand averages (a) and grand mean independent component (IC) topography (b)
of all participants’ ICs which were classified as reliable related to visual processing
within the latency range of 90–140 ms. (B) Positive correlations of fMRI BOLD
signal with EEG regressor derived from visual components (90–140 ms after stimulus
onset). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1. Nogo related grand mean event-related potentials (ERPs) at two representative
electrodes (F4 and Cz) and topographic map series from 150–800 ms after stimulus
onset, averaged from Nogo stimulus onsets in the whole groups of healthy control
(HC) subjects (blue), Attention-Deficit/Hyperactivity Disorder (ADHD) patients
(red), and Borderline Personality Disorder (BPD) patients (green). . . . . . . . . . 84

XIII



List of Figures

4.2. Go related grand mean event-related potentials (ERPs) at two representative elec-
trodes (F4 and Cz) and topographic map series from 150–800 ms after stimulus
onset, averaged from Go stimulus onsets in the whole groups of healthy control (HC)
subjects (blue), Attention-Deficit/Hyperactivity Disorder (ADHD) patients (red),
and Borderline Personality Disorder (BPD) patients (green). . . . . . . . . . . . . 85

4.3. Activation maps displaying task-related activity during ’correct Nogo−Go’ as assessed
by unimodal fMRI analysis in the whole groups. . . . . . . . . . . . . . . . . . . . 89

4.4. Activation maps displaying results of group comparisons of healthy control (HC)
vs. Attention-Deficit/Hyperactivity Disorder (ADHD) as assessed by single-trial
EEG/fMRI analysis in the subgroups (HC (N = 21) > ADHD (N = 12)) and
unimodal fMRI analysis in the whole group (HC (N = 31) > ADHD (N = 19)). . 91

4.5. Activation maps displaying results of group comparisons of Borderline Personality
Disorder (BPD) vs. healthy control (HC) as assessed by single-trial EEG/fMRI
analysis in the subgroups (HC: N = 21; BPD: N = 11). . . . . . . . . . . . . . . . 93

4.6. Activation maps displaying results of group comparisons of Borderline Personality
Disorder (BPD) vs.Attention-Deficit/Hyperactivity Disorder (ADHD) as assessed by
single-trial EEG/fMRI analysis in the subgroups (BPD: N = 11; ADHD: N = 12)
and unimodal fMRI analysis in the whole group (BPD: N = 19; ADHD: N = 19). 95

4.7. Independent component (IC) activation grand averages and related grand mean
topographies of all subjects’ ICs which were classified as reliably Nogo-related within
ten different latency ranges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1. Group selection in healthy control subjects. . . . . . . . . . . . . . . . . . . . . . . 104
5.2. Unimodal fMRI: Activation maps displaying task-related activity during ’correct

Nogo−Go’ as assessed by unimodal fMRI analysis. . . . . . . . . . . . . . . . . . . 112
5.3. Nogo- and Go-related grand mean event-related potentials (ERPs) and topographic

map series from 200–600 ms after stimulus onset, averaged from stimulus onsets in
21 Nogo-IC-positive subjects (IC+, blue) and 17 Nogo-IC-negative subjects (IC−,
green). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.4. Multimodal fMRI: Activation maps displaying the main effects of positive corre-
lations with N2/P3 regressors in Nogo-IC-positive (IC+) and in Nogo-IC-negative
(IC−) subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.5. Multimodal fMRI: Activation maps displaying the results of comparing effects
of positive correlations with N2/P3 regressors in Nogo-IC-positive (IC+) and in
Nogo-IC-negative (IC−) subjects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

XIV



List of abbreviations

AAL automated anatomical labeling

AAS average artifact substraction

ACC anterior cingulate cortex

ADHD Attention-Deficit/Hyperactivity Disorder

ANOVA analysis of variance

BCG ballistocardiographic

BDI Beck Depression Inventory

BIS-11 Barratt Impulsiveness Scale-11

BMBF Bundesministeriums für Bildung und Forschung

BOLD blood oxygenation level-dependent

BPD Borderline Personality Disorder

BPDSI Borderline Personality Disorder Severity Index

CAARS-S:L Conners’ Adult ADHD Rating Scale

CoV coefficient of variability

DF degree of freedom

DSM Diagnostic and Statistical Manual of Mental Disorders

ECG electrocardiogram

EEG electroencephalography

EOG electrooculogram

EPI echo planar image

ERP event-related potential

fMRI functional magnetic resonance imaging

XV



List of abbreviations

FOV field of view

FWE family-wise error

FWHM full-width at half maximum

GLM generalized linear model

HC healthy control

HRF hemodynamic response function

IC independent component

IC+ Nogo-IC-positive

IC− Nogo-IC-negative

ICA independent component analysis

ICD International Classification of Diseases

IFC inferior frontal cortex

IFG inferior frontal gyurs

IFJ inferior frontal junction

infomax information-maximization

IQR inter-quartile range

MADRS Montgomery Asberg Depression Scale

MCC middle cingulate cortex

MEG magnetoencephalography

MNI Montreal Neurological Institute

MPRAGE magnetization prepared, rapid acquisition gradient echo

MRI magnetic resonance imaging

MWT-B German multiple-choice vocabulary test

NIMH National Institute of Mental Health

PACE prospective acquisition correction

PCC posterior cingulate cortex

pre-SMA pre-supplementary motor area

XVI



List of abbreviations

PTSD post-traumatic stress disorder

RDoC Research Domain Criteria

RF radio frequency

ROI region of interest

RT Go response time

SCID I Structural Clinical Interviews for DSM-IV Axis I Disorders

SCID II Structural Clinical Interviews for DSM-IV Axis II Disorders

SMA supplementary motor area

SPM Statistical Parametric Mapping

SSS-V Sensation Seeking Scale

STN subthalamic nucleus

TE echo time

TR repetition time

UPPS UPPS Impulsive Behavior Scale

VEP visual-evoked potential

voxel volume element

WURS-k Wender Utah Rating Scale

XVII





1. Introduction

1.1. Impulse control

The ability to adapt or inhibit their own behavioral impulses in response to external influences
is essential especially in a complex and rapidly changing environment. This flexible adaption of
behaviors in interaction with changing situations or environments is mediated by higher order
cognitive functions referred to as executive functions (Barkley, 1997; Diamond, 2013; Garavan,
2002; Logue and Gould, 2014).

Impulse control refers to the ability to refrain from actions which are not, or no longer, adequate
to the current situation or even harmful for oneself or others. Impulse control is considered as a
cold executive function that is related to a right-lateralized network of prefrontal cortex and basal
ganglia (Aron, 2007, 2011; Garavan, 2002; Garavan et al., 2006; Munakata et al., 2011; Rubia,
2011; Schuch et al., 2015; Sebastian et al., 2015; Simmonds et al., 2008; Swick et al., 2011). Within
the broad concept of impulse control (Aron, 2011; Simmonds et al., 2008; Swick et al., 2011),
the component that controls motor responses and behavioral impulses on a late stage of output
processing is referred to as response inhibition (Sebastian et al., 2013a; Stahl et al., 2014). The
behavioral and neural correlates of inhibitory control over motor responses will be discussed in the
following (cf. Section 1.1.1).

Impulsivity, i.e., the tendency towards impulsive (re-)actions and impulsive choices is viewed
as a key element of a variety of psychiatric diseases such as Attention-Deficit/Hyperactivity
Disorder (ADHD, cf. Section 1.1.2) and Borderline Personality Disorder (BPD, cf. Section 1.1.3)
(American Psychiatric Association, 1994). This emphasizes the importance of impulse control for
the individual’s daily life and social functioning, and thus on the mental health (Chamberlain and
Sahakian, 2007).
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CHAPTER 1. INTRODUCTION

1.1.1. Response inhibition

Response inhibition refers to the ability to suppress inadequate but inadvertently activated prepotent
or ongoing motor response tendencies (Barkley, 1997; Miyake, 2000; Stahl et al., 2014; Swick et al.,
2011). This can be operationalized by a variety of paradigms such as Go/Nogo, Stop-Signal, Simon,
Erikson flanker, Stroop, Continuous Performance and many others (Aron, 2011; Nee et al., 2007).
It has been shown, that stopping motor responses is related neuroanatomically to right-lateralized
prefrontal activation (Aron, 2011; Chambers et al., 2009) and electrophysiologically to the N2/P3
complex a characteristic sequence of a negative deflection at 150–400 ms and a positive deflection
at 300–500 ms after stimulus onset (Falkenstein et al., 1999; Huster et al., 2013).

To assess the neural underpinnings of response inhibition in human beings, functional magnetic
resonance imaging (fMRI or neuroimaging, cf. Section 1.2.1) and electroencephalography (EEG,
cf. Section 1.2.2) are most often used. fMRI is a noninvasive technique that provides an indirect
measurement of neural activity through the inherent coupling of slow metabolic and hemodynamic
changes to local changes in neural activity (Ogawa et al., 1992). fMRI comes with low temporal
resolution but with a high spatial resolution that enables to localize brain regions engaged during
cognitive processes. As opposed to this, EEG is a direct measurement of neural brain activity
mainly generated from cortical pyramidal cells (Bucci and Galderisi, 2011; Laufs, 2008; Woodman,
2010). As such it comes with significantly higher temporal resolution than fMRI measurement, but
with substantially reduced spatial resolution. Amplitude and latency characteristics of event-related
potentials (ERPs, i.e., EEG data averaged to a certain type of stimulus) are typically used to assess
the temporal dynamics of large-scale neural activity in relation to a given stimulus or experimental
condition.

1.1.1.1. Neuronal underpinnings of response inhibition

Neuroimaging studies showed that response inhibition as assessed by Stop-Signal and Go/Nogo
paradigms is associated with activations in cortical and subcortical structures of a predominantly
right hemispheric fronto-striatal network (Aron, 2011; Aron and Poldrack, 2006; Chambers et al.,
2009). This network is composed of the right inferior frontal gyurs (IFG) stretching to anterior
insula, the pre-supplementary and supplementary motor areas (pre-SMA, SMA), and the inferior
parietal lobe, as well as striatum and the subthalamic nucleus (STN) (Aron et al., 2003a; Chambers
et al., 2009; Chikazoe et al., 2009; Garavan et al., 2006; Jahfari et al., 2011; Konishi et al., 1998;
Sebastian et al., 2013a, 2015; Sharp et al., 2010; Simmonds et al., 2008; Swick et al., 2011).

However, although there is evidence for overlapping activation in right ventrolateral prefrontal
cortex, IFG, and pre-SMA, it has been repeatedly advocated that neither impulse control in general
nor inhibitory control on the response level is an unitary construct (Aron, 2011; Chambers et
al., 2009; Schachar et al., 2007; Sebastian et al., 2013a; Stahl et al., 2014). It seems plausible
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that the process of withholding a prepotent motor response as assessed by the Go/Nogo task is
closely related to, but different from, the process of canceling an already initiated motor response
as assessed by the Stop-Signal task. This is supported by neuroimaging studies demonstrating that
the neural networks as assessed by Stop-Signal and Go/Nogo tasks are associated with functionally
distinct subcomponents of response inhibition (Aron, 2011; Dalley et al., 2011; Eagle and Baunez,
2010; Eagle et al., 2008; Rubia et al., 2001a; Sebastian et al., 2012, 2013a; Stahl et al., 2014; Swick
et al., 2011). Thus, inconsistency in results as revealed by neuroimaging studies as well as by
electrophysiological studies on response inhibition might be caused by the fact that these studies
operationalized different subcomponents of response-related control.

1.1.1.2. Electrophysiological correlates of response inhibition

Electrophysiologically, the comparison between Go- and Nogo-related ERPs typically reveals robust
task-dependent differences, mainly concerning the N2/P3 complex. This is a pronounced negative
deflection at fronto-central electrodes (N2 or N200) followed by a late positive deflection over
central electrodes (P3 or P300) which are both elicited stronger by Nogo stimuli relative to Go
stimuli (Bokura et al., 2001; Falkenstein et al., 1999; Jodo and Kayama, 1992; Kopp et al., 1996;
Ruchsow et al., 2008a; Simson et al., 1977). N2 is a negative deflection that typically appears at a
latency of 150–400 ms with its largest deflection at the fronto-central electrode site Fz (Falkenstein
et al., 1999). Nogo-N2 is assumed to reflect early, pre-motor processes of response inhibition (Beste
et al., 2010; Falkenstein et al., 1999; Jodo and Kayama, 1992; Lavric et al., 2004). Nogo-P3 is a
positivity deflection at the latency of 300–500 ms that reaches its maximum at central electrode
sites Cz and Fz (Falkenstein et al., 1999). Nogo-P3 has been assumed to reflect the process of
response inhibition (Beste et al., 2010; Falkenstein et al., 1999; Huster et al., 2013; Wessel and
Aron, 2015). N2 and P3 together are also referred to as the N2/P3 complex.

Even though the N2/P3 complex has been associated with the inhibitory process (Falkenstein
et al., 1999; Simson et al., 1977), there is also growing evidence that N2/P3 may reflect separable
aspects of response inhibition, attentional processes and/or conflict and performance monitoring
rather than response inhibition exclusively (Huster et al., 2013). Thus, although Nogo-N2 is
assumed to reflect pre-motor processes either directly related to response inhibition (Beste et al.,
2010; Falkenstein et al., 1999; Jodo and Kayama, 1992; Lavric et al., 2004), evidence is emerging
that N2 may reflect rather other cognitive processes such as conflict monitoring or action updating
(Donkers and van Boxtel, 2004; Huster et al., 2013; Nieuwenhuis et al., 2004). Likewise, the
Nogo-P3 has also been assumed to reflect the process of response inhibition directly (Beste et al.,
2010; Falkenstein et al., 1999; Huster et al., 2013; Wessel and Aron, 2015), but it has also been
argued that the P3 do peak too late to reflect inhibitory processes (Dimoska et al., 2003; Huster
et al., 2013; Naito and Matsumura, 1994) so that it has been claimed that P3 may reflect rather
evaluative processes such as stimulus or performance evaluation (Friedman et al., 2001; Huster
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et al., 2013; Liotti et al., 2005; Schmajuk et al., 2006; Wu and Zhou, 2009). Thus, it has been
suggested that N2 and P3 may reflect task-independent stages of higher-level processing rather
than modality specific components (Huster et al., 2013).

This view is supported by recent combined EEG/fMRI studies, demonstrating that N2 and
P3 are most likely associated with anatomically and functionally distinguishable neural sources.
Huster and colleagues for instance showed that neural generators of N2 and P3 can be clearly
differentiated (Huster et al., 2010). Whereas the major generators of Nogo-N2 were predominantly
located in the anterior part of the left middle cingulate cortex (MCC) and in the left IFG, the
neural generators of Nogo-P3 were found primarily in the posterior part of right MCC as well as
in middle frontal and precentral regions, and bilateral insula. Also supporting the notion that
Nogo-N2 and Nogo-P3 are associated with different neural sources, a recently published EEG
and fMRI study demonstrated that comparisons of task-conditions related to motor and cognitive
(non-motor) inhibition revealed significant task-related effects only for Nogo-P3 but not for Nogo-N2
components (Smith et al., 2013b). The authors concluded that the Nogo-P3 is most likely related
to movement-related negativity in the Go condition and not to inhibition related positivity in the
Nogo condition. In contrast to this, however, pure ERP waveforms clearly demonstrate larger P3
in Nogo compared to Go (Beste et al., 2010; Falkenstein et al., 1999; Huster et al., 2013; Wessel
and Aron, 2015). In the end the functional relevance of different ERP components to distinct
cognitive processes remains unclear, so that it may be more reasonable to conceive these positive
and negative deflections as indicative of task-independent sequential neural processing steps.

1.1.1.3. Spatio-temporal dynamics of response inhibition

Combined analysis of simultaneous EEG and fMRI data (cf. Section 1.2.3) can be used to
disentangle neural responses related to different aspects and/or stages of information processing
during response inhibition (Baumeister et al., 2014; Huster et al., 2011; Karch et al., 2008, 2014;
Lavallee et al., 2014). This takes advantage of the fMRI’s high spatial resolution and the EEG’s
high temporal resolution (Debener et al., 2005, 2006; Eichele et al., 2005; Huster et al., 2012). It has
been demonstrated that correlating inhibition-related EEG features with fMRI blood oxygenation
level-dependent (BOLD) signal can help to disentangle different stages of neural processing during
response inhibition (Baumeister et al., 2014; Huster et al., 2011; Karch et al., 2008, 2014; Lavallee
et al., 2014). However, as these few studies have employed very different paradigms and wide
variety of analysis approaches they revealed largely deviant results.

Using a cued auditory Go/Nogo task and simultaneous EEG/fMRI, Karch and colleagues for
example found correlations of fMRI BOLD signal in insula, right temporo-parietal and medial
frontal cortex with fronto-central Nogo-P3 amplitude values (Karch et al., 2008). Combining
Stop-Signal related EEG time-frequency values with fMRI signal, revealed an significant association
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between fronto-central delta, theta and left motor high beta with increased right IFG and left
middle frontal gyrus activity (Lavallee et al., 2014). Equally using a Stop-Signal paradigm, Huster
et al. (Huster et al., 2011) demonstrated an association between Stop-Signal N2/P3 ERP values
and fMRI activity in regions linked to response inhibition such as basal ganglia, anterior MCC and
pre-SMA and the anterior insula. Using a combined Flanker and Go/Nogo task, Baumeister et
al. (Baumeister et al., 2014) found that across conditions, N2 was correlated with deactivations
in cingulate motor area and parts of the default mode network, while P3 was correlated with
activations in left anterior insula, IFG and posterior cingulate cortex (PCC).

1.1.1.4. Neural underpinnings of response inhibition in personality trait of impulsivity

Even in a group of adult healthy subjects, the degree and effectiveness of inhibition in response
inhibition paradigms varies across individuals. Thus, it seems reasonable to assume that such
inter-individual differences constitute valuable information. However, the relationship between
the personality trait of impulsivity and the neural underpinnings of response inhibition has not
yet been investigated adequately. Only few neuroimaging (Asahi et al., 2004; Brown et al., 2015;
Collins et al., 2012; Horn et al., 2003) and electrophysiological (Kam et al., 2012; Ruchsow et al.,
2008a; Russo et al., 2008; Shen et al., 2014) studies exist on the subject of personality trait of
impulsivity in healthy subjects. Moreover, potentially due to the multifaceted nature of impulsivity
as well as the variety of employed task designs, these studies provided inhomogeneous results.

Some studies found negative correlations between high impulsive personality traits as assessed
by the Barratt Impulsiveness Scale-11 (BIS-11, Patton et al., 1995) and reduced neural activity
in prefrontal areas (Asahi et al., 2004) as well as significantly reduced P3 amplitudes (Kam et
al., 2012; Russo et al., 2008; Shen et al., 2014). Positive correlations with BIS-11 subscale ’motor
impulsiveness’ but not with other BIS-11 subscales nor with total BIS-11 score might indicate
a particular sensitivity of the right prefrontal cortex to motor impulsivity (Asahi et al., 2004).
However, another study found an association between reduced prefrontal activity and higher risk
tendency but not with higher BIS-11 scores (Brown et al., 2015). Using reaction time variability as
a task-related measure of impulsivity instead of self-rated questionnaires, Ruchsow and colleagues
(Ruchsow et al., 2008a) demonstrated that non-clinical high impulsive subjects compared to low
impulsive subjects had significantly reduced Nogo-P3 amplitudes but no differences in Nogo-N2.

In contrast to this, there is also evidence for enhanced neural activity in subjects with a high
impulsive personality. Several studies reported positive correlations between different impulsivity
measures and enhanced neural activity in right prefrontal areas and left temporal gyrus (Horn et al.,
2003), overall enhanced neural activity in Go condition (Collins et al., 2012), as well as significantly
enhanced P3 amplitudes in high impulsive subjects (Kóbor et al., 2014). Positive correlations
between Eysenck’s Impulsivity Scale (Eysenck et al., 1985) and neural activity in right prefrontal
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areas as well as positive correlations between BIS-11 and left temporal gyrus may indicate that
subject with a higher impulsive personality trait needed to recruit more neuronal resources in order
to attain an appropriate degree of response inhibition (Horn et al., 2003). In line with this, another
study reported enhanced neural activity in Go condition but not in Nogo condition of an equal
probability Go/Nogo task in subjects with a high sensation seeking profile (Collins et al., 2012).
This may support the notion of additional, potentially overactive or overreactive recruitment of
neural resources in subjects with a higher impulsive personality trait. Thus, despite of the mixed
picture, these findings may indicate that potentially different dimensions of the personality trait of
impulsivity are accompanied by altered neural network activity.

Assessing the correlation between impulsiveness and response inhibition functions in non-
clinical populations, several ERP studies also demonstrated an association between personality
traits of impulsivity and altered neural activity, as expressed in deviating Nogo-P3 amplitudes
(Kam et al., 2012; Kóbor et al., 2014; Ruchsow et al., 2008a; Russo et al., 2008; Shen et al.,
2014). Two studies demonstrated that high impulsive subjects compared to low impulsive subjects
had significantly reduced Nogo-P3 amplitudes but no differences in Nogo-N2 amplitudes during
response inhibition (Ruchsow et al., 2008a; Shen et al., 2014), while one study found enhanced P3
amplitudes during response interference in high impulsive subjects (Kóbor et al., 2014). However,
response inhibition and response interference are related to different neural networks (Sebastian et
al., 2013a; Stahl et al., 2014). Thus, enhanced P3 amplitudes in the context of response interference
can be seen as reflecting enhanced attentional effort, while in the context of response inhibition
reduced P3 amplitudes are thought to indicate less effective inhibitory processes (Beste et al., 2010;
Falkenstein et al., 1999; Huster et al., 2013; Wessel and Aron, 2015).

Although counterintuitive at the first glance, these opposed alterations in P3 amplitudes in the
context of response inhibition and response interference may indicate less effective neural processing
in high impulsive subjects. In congruency with this, correlation analysis revealed significant
negative correlations between P3 amplitudes and BIS-11 total scores in an oddball paradigm
(Russo et al., 2008) as well as between P3 amplitudes and BIS-11 subscale ’motor impulsiveness’
in a continuous performance task (Kam et al., 2012). As significant negative correlations were
found regardless of task condition, the authors concluded that reduced P3 amplitudes in high
impulsive subjects could reflect reduced efficiency in cognitive processing as well as in inhibiting
task-irrelevant information (Kam et al., 2012; Russo et al., 2008). Further findings of positive
correlations between P3 amplitudes and BIS-11 subscale ’non-planning’ as well as no significant
correlations between P3 amplitudes and BIS-11 subscale ’inattention’ may indicate that this is
specific for a certain subpopulation characterized by higher motor impulsiveness trait (Kam et al.,
2012).

Together, although these studies provided inhomogeneous results, they seem to indicate that
inter-individual differences in personality trait of impulsivity in healthy subjects may influence the
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related neural activity which in turn may affect the results of group comparisons in clinical studies.
This is of importance as a higher impulsive personality trait is also characteristic for psychiatric
disorders. On the other hand, however, it has been shown that measures from self-reported
questionnaires and behavioral tasks are only weakly correlated (Cyders and Coskunpinar, 2011;
Jacob et al., 2010; Reynolds et al., 2006; Sebastian et al., 2013b; Stahl et al., 2014). Thus, to assess
reliably inter-individual differences, and the subgroup classification associated therewith, more
objective criteria are recommended. This may be differences in task-related behavioral measures,
e.g., the individual RT as shown by Ruchsow and colleagues (Ruchsow et al., 2008a), or differences
in electrophysiological parameters in the case of simultaneous EEG and fMRI data acquisition.
At present, however, no combined EEG/fMRI study used this internally driven information for
subgroup classification, although this may provide important information for our understanding of
deficits in response inhibition in heterogeneous psychiatric disorders such as ADHD and BPD as
they will be presented in the following two sections.

1.1.2. Attention-Deficit/Hyperactivity Disorder (ADHD)

Attention-Deficit/Hyperactivity Disorder (ADHD) is a neurodevelopmental disorder with onset in
childhood. With a prevalence of 8–12 % it is one of the most frequent psychiatric disorders in school-
aged children and adolescence (Faraone et al., 2003). Although recognized as a disorder of childhood
and adolescence, symptoms can persist into adulthood (Davidson, 2007) with a prevalence of adult
ADHD about 3–4 % (Faraone, 2005; Fayyad et al., 2007; Kessler et al., 2005; de Zwaan et al.,
2012). ADHD is characterized by developmentally inappropriate levels of inattention, hyperactivity
and impulsivity (American Psychiatric Association, 1994). Depending on the particular subtype of
ADHD (i.e., primarily inattentive, primarily hyperactive-impulsive or combined) clinical symptoms
are manifested in different ways (Barkley, 1998). Thus, ADHD is associated with a clinical picture
of reduced concentration capacity and sustained attention, increased distractibility and emotional
instability as well as enhanced impulsivity and hyperactivity as expressed in inner restlessness,
motor hyperactivity and the tendency to act thoughtlessly (Arnsten, 2009; Barkley, 1998).

Although first mentions of ADHD-like symptoms in children can be traced back to early 1900
(Barkley, 1998), the pathophysiology of ADHD remains unclear. The absence of reliable biomarkers
makes it necessary to relate the clinical diagnostics on subjective judgment. This, together with
the disorder’s clinical heterogeneity as well as with its unknown neurobiological underpinnings
still causes controversial debates on the validity of ADHD as a psychiatric disorder diagnosis in
the public area. At the same time, various studies based on neuroimaging and electrophysiology
showed that cognitive impairments in ADHD are associated with structural and functional network
anomalies. The most consistent functional deficits are found in fronto-striato-cerebellar and fronto-
parietal circuits that mediate response inhibition and attention (Friedman and Rapoport, 2015;
Hart et al., 2013; Konrad and Eickhoff, 2010; Sebastian et al., 2014). And also molecular genetic
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analysis provided emerging evidence for a highly heritable disease of 70–80 % with a complex
genetic architecture (Faraone and Mick, 2010; Faraone et al., 2005; Freitag et al., 2010).

1.1.2.1. Genetics and pathophysiology of ADHD

Meta-analyses of molecular genetic studies suggest a contribution of genes involved in the regulation
of the neurotransmitter systems of dopamine, noradrenaline and serotonin in the pathogenesis of
ADHD (Faraone et al., 2001; Gizer et al., 2009; Li et al., 2006; Schuch et al., 2015; Yang et al.,
2007). However, up to date genome wide association studies revealed only marginal associations
between allelic variants and ADHD pathophysiology (Doyle, 2015; Faraone and Mick, 2010; Scerif
and Baker, 2015). This supports the idea of ADHD as a multifactorially determined neurobiological
disease that is caused by a combination of environmental factors and multiple genes of small effects.
Thus, molecular genetic studies may aim at reducing heterogeneity and thus enhance statistical
power by taking into account the clinical phenomenology and complexity of ADHD (Faraone and
Mick, 2010). This includes the known inter-individual differences and subtypes of ADHD, but also
the existence of various comorbid psychopathology or cognitive impairments.

A more comprehensive understanding of the underlying pathophysiology may also be provided
by studies which take the knowledge of neurophysiologically or neurofunctionally distinguishable
endophenotypes into consideration (Castellanos and Tannock, 2002; Doyle et al., 2005). A major
obstacle in studies on genetic and neurofunctional characteristics of ADHD may result from the
traditional approach of separating patient groups categorically by means of diagnostic criteria
irrespective of the underlying dimensional aspects. A better understanding of the pathophysiology
underlying a specific psychiatric disorder may be provided by classifying patient groups based
on dimensional measures such as behavior, neurobiology and genetics instead of, or in addition
to, conventional categorical diagnostic criteria (i.e., Diagnostic and Statistical Manual of Mental
Disorders (DSM), International Classification of Diseases (ICD)). Thus, the Research Domain
Criteria (RDoC) was launched by the National Institute of Mental Health (NIMH) as a new
framework that aims at classifying psychiatric disorders based on these observable measures rather
than on categorical criteria (Insel et al., 2010). Although not established yet in European psychiatric
research prospective studies may benefit from this approach by reducing variance.

1.1.2.2. Neuroanatomy and neurofunctionality in ADHD

Despite of considerable research activity, the neurodevelopmental pathways underpinning this
disorder as well as the core neurophysiological dysfunction that substantially causes ADHD are still
an open question. As potential causal processes underpinning ADHD the cognitive dysfunction
model as well as the motivational dysfunction model are discussed (Barkley, 1997; Sonuga-Barke,
2005; Sonuga-Barke et al., 1994).
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The motivational dysfunction model proposes that disturbances in ventral striatal-limbic
circuits which are associated with bottom-up reward-related processing play a central role in
ADHD pathophysiology. It is assumed that deficits in ventral striatal-limbic circuits lead to
reduced influence of future rewards on the current behavior and thus the tendency to pursue
immediate impulses regardless of the long-term consequences (Keune et al., 2015; Mitchell, 2010;
Mitchell and Nelson-Gray, 2006; Sonuga-Barke et al., 1994). However, results from studies
investigating reward-related processing in ADHD compared to healthy controls are inconsistent.
The reward-related model is supported by a recent meta-analysis who demonstrated ventral-
striatal hypoactivations in ADHD patients (Plichta and Scheres, 2014). However the authors also
concluded that due to the small amount of data available, the result should be viewed with caution.
Conversely, a meta-analysis of 55 fMRI-studies focusing on different cognitive domains found
significant hypoactivations in the fronto-parietal network of executive functions and the ventral
attentional network but failed to confirm an involvement of regions associated with motivational
processing (Cortese et al., 2012).

The currently dominant model is the cognitive dysfunction model which considers deficient
response inhibition as core element in ADHD neuropathophysiology. It is assumed that executive
control dysfunctions of the frontal-striatal-cerebellar circuits lead to deficient response inhibition
(Barkley, 1997; Boonstra et al., 2005; Doyle, 2006; Nigg, 2001; Nigg et al., 2005a; Willcutt et
al., 2005). Executive functions are higher-order ’top-down’ cognitive processes that facilitate goal
directed behavior but also modify the behavior in accordance with the situation or cope with novel
circumstances (Ardila, 2008; Miyake, 2000; Snyder et al., 2015). The cognitive dysfunction model
is supported by two recent meta-analyses by Hart and colleagues who found reduced activation
in ADHD in regions related to different domains of executive functions (Hart et al., 2012, 2013).
A meta-analysis on timing-functions revealed in ADHD hypoactivations of left IFG, left inferior
parietal lobe and right cerebellum (Hart et al., 2012). Meta-analyses on the attention and cognitive
or motor inhibition revealed hypoactivations in the right hemispheric attention network (right
dorsolateral prefrontal cortex, right inferior parietal cortex, caudal basal ganglia and thalamus)
as well as in key regions of the impulse control network (right IFG, SMA, left striatum and
right thalamus) (Hart et al., 2013). And also studies comparing ADHD with different psychiatric
disorders (obsessive-compulsive disorder, conduct disorder and bipolar disorder) revealed significant
hypoactivations in the IFG during tasks of cognitive flexibility (Rubia et al., 2010a), sustained
attention (Rubia et al., 2009b), and response inhibition (Passarotti et al., 2010; Rubia et al., 2009c,
2010b).

In line with the cognitive dysfunction model, studies focusing on the neuroanatomical correlates
of ADHD revealed structural alterations in regions mainly involved in the regulation of executive
functions (Arnsten and Rubia, 2012; Friedman and Rapoport, 2015; Makris et al., 2007, 2008;
Rubia et al., 2014a). Analyses of voxel based morphometry in ADHD patients compared to healthy
controls revealed global gray matter reduction in cerebral volumes including prefrontal cortex
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and parieto-temporal regions, basal ganglia as well as limbic regions such as anterior cingulate
cortex (ACC), insula, amygdala and thalamus (Ellison-Wright et al., 2008; Frodl and Skokauskas,
2012; Greven et al., 2015; Ivanov et al., 2010; Maier et al., 2015; Tebartz van Elst et al., 2003;
Valera et al., 2007; Villemonteix et al., 2015). It has also been shown that ADHD patients
and their unaffected first-degree relatives share gray and white matter abnormalities. Although
less pronounced than in ADHD patients, volumetric reduction in unaffected first-degree relatives
confirms the notion that they are linked to a familial risk for ADHD (Durston et al., 2004; Greven
et al., 2015; Pironti et al., 2014). This ties in with findings of delayed maturation in prefrontal
cortex, caudate nucleus, and cerebellum in ADHD patients (Sharma and Couture, 2014). It has
also been shown that decreased gray matter volume in right prefrontal cortex is positively correlated
with deficits in motor response inhibition in adult ADHD patients (Depue et al., 2010). Together,
structural and functional data indicate that dysfunction of the (inferior) prefrontal cortex may be
disorder-specific to patients with ADHD.

1.1.2.3. Behavioral correlates of response inhibition in ADHD

Although impulsivity, i.e., the tendency towards impulsive (re-)actions and impulsive choices is
viewed as a key element of ADHD (American Psychiatric Association, 1994), results are mixed
regarding the behavioral correlates of response inhibition. A variety of behavioral measures has
been reported with adult ADHD patients showing higher error rates together either with slower Go
response times (RTs) (Morein-Zamir et al., 2014; Schneider et al., 2010) or without differences in
RT (Dibbets et al., 2009; Karch et al., 2012; Sebastian et al., 2012; Woltering et al., 2013), but also
slower RTs without enhanced error rates (Carmona et al., 2012; Kooistra et al., 2010; Wiersema et
al., 2006a), or with no significant group differences at all (Dillo et al., 2010; Helenius et al., 2011;
Köchel et al., 2012; Mulligan et al., 2011; Prox et al., 2007) were reported.

Interestingly, while increased commission errors are primarily linked to deficits in response
inhibition, only few studies reported significantly enhanced commission error rates in adult ADHD
(Morein-Zamir et al., 2014; Woltering et al., 2013). In contrast to this, most studies on response
inhibition in adult ADHD reported increased omission error rates which are thought to be indicative
of attentional deficits (Dibbets et al., 2009; Karch et al., 2014; Kenemans et al., 2005; Sebastian et
al., 2012; Woltering et al., 2013). This may indicate that adult ADHD patients may have learned
to cope with the impulsivity trait on motor level but not with attentional lapses. However, as
opposed to this, deficient inhibitory control is seen as a key element of ADHD pathophysiology
in adults as much as in younger ADHD patient groups. Nevertheless, the majority of studies
provided evidence for behavioral deficits in adult ADHD being linked to dysfunctional activity on
the neuronal level.
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1.1.2.4. Neural correlates of response inhibition in ADHD

Neuroimaging studies on response inhibition in ADHD patients revealed functional underactivation
in the fronto-striatal neural impulse control network. Particularly in children and adolescents with
ADHD dysfunctions in fronto-striatal and fronto-parietal regions of the neural response inhibition
network are often found (Dickstein et al., 2006; Durston et al., 2003; Hart et al., 2013; Rubia
et al., 2001a, 2001b, 2005, 2009c, 2010b; Smith et al., 2006; Suskauer et al., 2007; Tamm et al.,
2004; Vaidya et al., 2005). In contrast to this, to date studies on the neural correlates of response
inhibition in adult ADHD have provided rather inconsistent findings (Congdon et al., 2014). A
recent meta-analysis on neural correlates of response inhibition in ADHD patients of all ages found
significantly decreased activation in the fronto-striatal network of response inhibition (Hart et al.,
2013). However, if split into a pediatric group (14 studies) and an adult group (7 studies), the
picture was changed substantially: Deficits in SMA/ACC and basal ganglia were only present in
the child/adolescent group while the adult group was characterized by deficits in right IFG/insula
and thalamus. The authors interpreted this finding as indicating that subcortical/basal ganglia
deficits may be the primary cause of child ADHD pathology which normalizes with age, while
frontal deficits become more prominent.

However, in contrast to this, studies focusing on response inhibition in adult ADHD did find
reduced activity either in pre-frontal areas (Cubillo et al., 2010; Morein-Zamir et al., 2014; Mulligan
et al., 2011) or in striatal regions (Schneider et al., 2010; Sebastian et al., 2012), while only one
study found reduced activity in frontal and striatal regions at the same time (Epstein et al., 2007).
Others also found increased cortical activity in ADHD patients (Dibbets et al., 2009; Dillo et al.,
2010; Epstein et al., 2007), as well as no significant group differences at all (Carmona et al., 2012;
Congdon et al., 2014; Karch et al., 2010). Taken together, neuroimaging studies provided evidence
for deficits in key regions of response inhibition in adult ADHD, but these findings are inconsistent
across studies. A possible reason could be the different paradigms and varying implementations
thereof that have been employed in these studies. Thus, the differences in task demands might
at least partly account for the variability in the results. But also the multifaceted nature and
heterogeneity of ADHD as well as enhanced intra-individual variability in ADHD patients might
contribute to this inconsistency.

1.1.2.5. Electrophysiological correlates of response inhibition in ADHD

Electrophysiological studies consistently reported reduced P3 amplitudes in children and adolescents
with ADHD (Dimoska et al., 2003; Doehnert et al., 2010; Fallgatter et al., 2004; Gow et al., 2012;
Liotti et al., 2010; Pliszka et al., 2000, 2007; Smith et al., 2004) as well as in adult ADHD patients
(Dhar et al., 2010; Fallgatter et al., 2005; Fisher et al., 2011; Helenius et al., 2011; Köchel et al.,
2012; Prox et al., 2007; Woltering et al., 2013). In addition, reduced N2 amplitudes are often
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found in children and adolescents with ADHD (Dimoska et al., 2003; Gow et al., 2012; Liotti et al.,
2010; Pliszka et al., 2000, 2007) but not in adult ADHD patients. This may be due to the fact
that N2 is relatively small in amplitude and thus potentially more susceptible to artifacts or inter-
and intra-individual variability. Nevertheless some studies also found differences in N2 amplitudes
during response inhibition (Fisher et al., 2011; Prox et al., 2007; Woltering et al., 2013). However,
reports of some electrophysiological (EEG) studies also seemed to emphasize that N2 alterations
are associated with dysfunctional information processing in ADHD patients (Johnstone et al., 2013;
Karch et al., 2014). Interestingly, it has been shown that abnormalities at the N2 latency in ADHD
patients are associated with hypoactivation of the IFG (Fisher et al., 2011; Pliszka et al., 2000).

Since the IFG has been identified as one of the central regions in response inhibition (Aron,
2007; Sebastian et al., 2015), this may indicate a potential dysfunctional processing at an early
stage of response inhibition. In line with this, a combined EEG/fMRI study investigating executive
functions in adult ADHD found reduced fMRI correlations with N2 but not P3 amplitude values
during voluntary decisions in ADHD patients (Karch et al., 2014). Using single-trial coupling of
simultaneous EEG/fMRI data, the authors demonstrated that early (N2) but not later (P3) phases
of information processing were affected in ADHD patients (Karch et al., 2014). Further evidence
for altered early information processing stages in ADHD patients was also provided by other
electrophysiological studies on motor preparatory processes (Banaschewski et al., 2003; Brandeis
et al., 1998; Doehnert et al., 2010; van Leeuwen et al., 1998; McLoughlin et al., 2010). This
may indicate that difficulties within the temporal dynamics or orchestration of neural processes
underlying response inhibition are central in the pathophysiology of impulsivity in ADHD.

1.1.2.6. Spatio-temporal dynamics of response inhibition in ADHD

Increased intra-individual variability has been proposed as a candidate for an endophenotypic
trait of ADHD (Noreika et al., 2013; Valera et al., 2010) and might contribute to inconsistency in
conventional ERP and fMRI studies. Intra-individual variability can be accounted for by using
single-trial correlations of EEG and fMRI data in addition to unimodal EEG and fMRI data
analysis. Besides of incorporating trial-to-trial variability, combined analysis of simultaneous EEG
and fMRI data also allows to disentangle neural responses related to different aspects and/or stages
of information processing during response inhibition (Baumeister et al., 2014; Huster et al., 2011;
Karch et al., 2008, 2014; Lavallee et al., 2014). Thus, single-trial EEG/fMRI enables to investigate
the spatio-temporal dynamics of neural processes and therewith may contribute to a comprehensive
understanding of neural pathophysiology in adult ADHD. However, up to date only one group
used combined EEG/fMRI to investigate the spatio-temporal dynamics of neurocognitive processes
in ADHD patients. Interestingly enough, neither unimodal ERP analysis nor unimodal fMRI
analysis revealed any significant group differences during a voluntary motor response selection
task (Karch et al., 2010). On the other hand, a single-trial analysis performed on the same data
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revealed reduced fMRI correlations with N2 but not P3 ERPs in ADHD patients (Karch et al.,
2014). This does not only indicate that dysfunctional early information processing may account
for executive deficits in ADHD, but also emphasizes the potential power of combined EEG/fMRI
analysis, especially if dealing with a patient group characterized by high intra- individual variability
and inter-individual differences.

1.1.3. Borderline Personality Disorder (BPD)

Borderline Personality Disorder (BPD) is a severe disorder that is characterized by deficits in
emotion regulation and impulse control as well as pervasive instability in interpersonal relationships
and self-image (American Psychiatric Association, 1994). The prevalence of BPD in the general
population is reported with 1.3 % (Coid et al., 2006) with a lifetime prevalence of 3–5.9 % (Grant
et al., 2008; Trull et al., 2010). Among the variety of symptoms, impulsivity, i.e., inhibitory
dysfunctions are regarded as a key element in BPD pathology (Lieb et al., 2004; Nigg et al.,
2005b; Sebastian et al., 2013b). Clinically this is expressed as potentially self-damaging impulsive
behaviors such as excessive spending, substance abuse, unsafe sex, binge eating, or physically
self-harming acts (American Psychiatric Association, 2013). Recent data seem to suggest that in
BPD patients impulsive behavior may arise from a negative interaction of emotional stress and
impulse control, so that impulsive behavior will more likely occur under emotional distress than
under emotionally neutral conditions (Domes et al., 2006; van Eijk et al., 2015; Jacob et al., 2013;
Sebastian et al., 2013b; van Zutphen et al., 2015).

1.1.3.1. Genetics and pathophysiology of BPD

According to today’s state of knowledge, the development of BPD can be explained best by a
gene × environment interaction in which negative environmental (psychosocial) events through
childhood play a central role (Leichsenring et al., 2011; Lieb et al., 2004; Paris, 2005). It seems
conceivable that in individuals with a vulnerable phenotype the exposure to adverse childhood
events may trigger a loop of neural network dysfunctions (impulsivity and emotional dysregulation)
and behavioral deficits (dysfunctions in behavior and social interaction) which will reinforce each
other (Lieb et al., 2004). Alternatively, it has been suggested that two distinct pathomechanisms
may lead to the development of BPD pathology (Nigg et al., 2005b). According to this, the
traumatic pathway is based on severe early caregiving disruption and/or chronic early traumatic
experiences leading to a disturbed development of affect regulation which in turn results in an
altered reactive affect system. While inhibitory dysfunctions play a minor part in this pathway,
it is the central element in the second ’impulsivity’ pathway. Nigg and colleagues suggested that
this pathway is based on severe inhibitory deficits which cause dysfunctional impulsive and social
behavior leading to a number of negative social experiences which in turn ultimately results in
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interpersonal disturbances. In this pathway, it seems likely that other disorders such as ADHD or
conduct disorder may play an important role.

Twin studies suggest a strong genetic background in the development in BPD with a estimated
heritability ranging from 35 % to 60 % (Bornovalova et al., 2009; Kendler et al., 2008, 2011;
Torgersen et al., 2000). Nonetheless, no specific gene has been identified yet to be causally related
to the development of BPD pathology. Due to its association with impulsive aggression and self-
destructive behavior the serotonergic system is considered as a potential candidate for a genetic link
to BPD pathology (Leichsenring et al., 2011; Lis et al., 2007; Retz et al., 2004). Among women with
bulimia spectrum syndromes carriers of a short allele variant of the serotine transporter promotor
gene displayed significantly more behavioral impulsivity, affective instability and interpersonal
insecurity as well as comorbid BPD (Steiger et al., 2005). Although this suggests a central role
for the serotonergic system in the development of BPD pathology, it should be interpreted with
caution, as data for the role genetic effects in BPD are sparse.

1.1.3.2. Neuroanatomy and neurofunctionality in BPD

Structural and functional neuroimaging studies revealed a dysfunctional fronto-limbic network in
BPD (Berdahl, 2010; Brendel et al., 2005; Lieb et al., 2004; O’Neill and Frodl, 2012; Sebastian et al.,
2014). This included ACC, orbitofrontal and dorsolateral prefrontal cortex as well as hippocampus
and amygdala. Several studies reported reduced volumes in hippocampus and amygdala (Driessen
et al., 2000; Nunes et al., 2009; O’Neill et al., 2013; Schmahl et al., 2009, 2003; Soloff et al., 2008;
Tebartz van Elst et al., 2003; Weniger et al., 2009). Interestingly, two meta-analyses indicated that
volume changes in hippocampus and amygdala may rely on different subtypes of BPD pathology
and/or comorbid post-traumatic stress disorder (PTSD). While reduced amygdala volume seemed
to be specific for BPD patients without comorbid PTSD (de-Almeida et al., 2012), reduced
hippocampus volumes seemed to be related predominantly to comorbid PTSD (Rodrigues et al.,
2011). The latter is supported by meta-analyses demonstrating reduced volumes in hippocampus
but not in amygdala and hippocampus in PTSD patients (Kitayama et al., 2005; Woon and Hedges,
2009; Woon et al., 2010). Although this may suggest reduced hippocampus volume in BPD is
caused by PTSD while reduced amygdala volume is specific for BPD, this is questioned by a
another meta-analysis in which reduced volumes in hippocampus and amygdala were unrelated to
comorbid PTSD symptoms (Ruocco et al., 2012). However, as pointed out by O’Neill and Frodl
(2012) a conclusive statement on hippocampus and amygdala volume in BPD is compounded by
the large heterogeneity in morphometric studies (O’Neill and Frodl, 2012). Additionally volume
reductions in BPD were found in the gray matter of the ACC (Hazlett et al., 2005; Minzenberg et
al., 2008; Soloff et al., 2008; Tebartz van Elst et al., 2003) and the orbitofrontal and dorsolateral
prefrontal cortex (Brunner et al., 2010; O’Neill et al., 2013; Tebartz van Elst et al., 2003).
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Fronto-limbic dysfunctions in BPD patients were demonstrated especially under negative
emotional or stressful conditions. Most prominently, this included amygdala hyperactivity in BPD
patients in response to emotional stimuli or negative emotional conditions (Donegan et al., 2003;
Hazlett et al., 2012; Herpertz et al., 2001; Jacob et al., 2013; Krause-Utz et al., 2012; Silbersweig et
al., 2007; Soloff et al., 2015). Additionally altered neural activity in ACC under emotionally and/or
stressful conditions were often reported (Holtmann et al., 2013; Jacob et al., 2013; Silbersweig et al.,
2007; Soloff et al., 2015, 2015; Wingenfeld et al., 2009a). In view of the orbitofrontal/dorsolateral
volume reduction and the role of the interaction between orbitofrontal cortex and amygdala in
affect regulation, it has been suggested that enhanced amygdala activity in BPD patients may
arise from reduced prefrontal inhibitory control (Lieb et al., 2004; Tebartz van Elst et al., 2003).
Further, it has been suggested that a fronto-limbic dual brain pathology, i.e., simultaneous volume
reduction in amygdala/hippocampus and orbitofrontal cortex may be a neuropathological correlate
of the hyperarousal-dyscontrol syndrome as it is present in BPD (Lieb et al., 2004; Tebartz van
Elst et al., 2003).

1.1.3.3. Behavioral correlates of response inhibition in BPD

The failure to resist impulsive potentially harmful actions and choices, is viewed as a key element
of BPD pathology (Lieb et al., 2004; Nigg et al., 2005b) as much as of ADHD pathology (Barkley,
1997; Nigg, 2010). This notion is supported by consistent findings of significantly higher scores in
self-rating questionnaires regarding impulsivity in both patient groups (Sebastian et al., 2013b).
However, most studies on response inhibition did not reveal significant differences between BPD
patients and healthy control subjects on behavioral level (Cackowski et al., 2014; van Eijk et al.,
2015; Hagenhoff et al., 2013; Jacob et al., 2013; Lampe et al., 2007; Ruchsow et al., 2008b; Völker
et al., 2009). Although others also demonstrated enhanced omission error rates (Silbersweig et al.,
2007) and enhanced commission error rates (Coffey et al., 2011; McCloskey et al., 2009; Rentrop et
al., 2008), marginal group differences might be a confound of an (subclinical) ADHD-comorbidity
in BPD patients (Cackowski et al., 2014; Lampe et al., 2007; Nigg et al., 2005b; (Cackowski et
al., 2014; Lampe et al., 2007; Nigg et al., 2005b; Sebastian et al., 2013b) or due to emotional
dysregulation in emotional impulse control tasks (Sebastian et al., 2013b; Silbersweig et al., 2007).

1.1.3.4. Neural correlates of response inhibition in BPD

In accordance with this, the few neuroimaging studies on response inhibition in BPD patients
revealed a mixed picture (van Eijk et al., 2015; Jacob et al., 2013; Silbersweig et al., 2007;
Wingenfeld et al., 2009b). Three of these studies investigated the neural underpinnings of response
inhibition in BPD patients in the context of different emotional modulations (Jacob et al., 2013;
Silbersweig et al., 2007; Wingenfeld et al., 2009b). They demonstrated that in BPD patients
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compared to healthy controls the interaction between negative emotional modulation and response
inhibition leads to decreased activation in subgenual ACC and medial orbitofrontal as well as in
bilateral frontal, parietal and temporal areas (Silbersweig et al., 2007; Wingenfeld et al., 2009a).
Significantly reduced activity in the left IFG as well as significantly enhanced activity in STN
was also demonstrated in BPD patients during response inhibition after anger induction (Jacob et
al., 2013). Interestingly, the same authors also reported that in emotionally neutral conditions
the BPD patients did not differ from healthy controls, which may indicate that the disturbed
prefrontal-limbic circuitry in BPD is compensated by a subcortical loop (Jacob et al., 2013).

Thus, while the response inhibition in the context of different emotional modulations was
related to significant reduced activity in BPD patients, these differences were no longer detectable
in emotionally neutral conditions (Sebastian et al., 2013b). In accordance with this, a recent study
on pure response inhibition mechanisms in BPD patients demonstrated that the neural impulse
control network of BPD patients is not impaired in emotionally neutral situations (van Eijk et al.,
2015). Supporting the idea that the clinically relevant symptom of impulsivity in BPD patients
may result from an interaction of emotional dysregulation and impulse control contrary to pure
response inhibition deficits in ADHD patients (van Eijk et al., 2015; Lampe et al., 2007; Prada et
al., 2014; Sebastian et al., 2013b, 2014; van Zutphen et al., 2015).

1.1.3.5. Electrophysiological correlates of response inhibition in BPD

On the subject of electrophysiological correlates of response inhibition in BPD only one ERP
study exists (Ruchsow et al., 2008a). This study found no significant group differences for the
Nogo-N2 components, but significantly reduced Nogo-P3 amplitudes in BPD patients compared
to healthy control subjects, which was interpreted as evidence for impaired response inhibition in
BPD. However, due to the lack of additional electrophysiological studies on response inhibition in
BPD and the current debate on the association between Nogo-P3 and inhibitory control functions
(Huster et al., 2013), this conclusion should be treated with caution. Nevertheless, studies on other
neural processes also indicated abnormal P3 amplitudes in BPD (Meares et al., 2005, 2011). So it
could be deduced, that this stage of information processing is affected, or at least altered, in BPD
patients.
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1.2. Analysis techniques

Electroencephalography (EEG) and functional magnetic resonance imaging (fMRI) are most widely
used to investigate human brain functions non-invasively. However, as both techniques come with
complementary strength and disadvantages, there is a growing interest in combining both modalities.
This provides the possibility to benefit from their strengths and remediate their disadvantages.
The following sections will focus on the methodological background of unimodal EEG and fMRI
analysis, as well as combined EEG/fMRI analysis techniques.

Topic of Section 1.2.1 is the fMRI technology, a method that is based on the blood oxygenation
level-dependent (BOLD) response, an indirect measure of neuronal activity as it is indicated by
increased regional metabolism. fMRI provides a high spatial resolution which allows localizing
brain regions engaged during cognitive processes with an accuracy of few millimeters. However,
due to the temporal sluggishness of the measured hemodynamic responses, the temporal resolution
is limited to the range of several seconds.

The next Section 1.2.2 will focus on EEG measurements which allow to assess the temporal
dynamics of cognitive processes. The EEG is a direct recording of the summed electrical activity
of the brain as a potential difference between a set of active electrodes and one reference electrode.
According to nowadays understanding, the apical dendrites of pyramidal cells are the main
contributors to the recorded EEG signal. While EEG recordings attain a temporal resolution at a
sub-millisecond time range, its spatial resolution is limited to the range of centimeters. This is due
to the volume conducting effect of the brain, which results in a spatially integrated signal.

The last Section 1.2.3 will focus on the combined analysis of EEG and fMRI data, which is
supposed to circumvent the disadvantages of unimodal EEG and fMRI analysis and simultaneously
benefit from their strengths. However, this technique comes with its own drawbacks and technical
challenges mainly caused by the fact that the EEG recording system needs to be placed within
the strong and changing magnetic field of the fMRI scanner. This section gives an overview of the
main developments and achievements in the field of simultaneous EEG/fMRI measurements and
the methodological challenges thereof.

1.2.1. Magnetic resonance imaging (MRI)

Magnetic resonance imaging (MRI) is a noninvasive technique not only used in medical diagnostics
but also in research studies interested in brain structures. Functional magnetic resonance imaging
(fMRI) is a special application of MRI that was designed to study brain functions, e.g., the neural
correlates of cognitive processes such as response inhibition. The following section will summarize
the principles of MRI and fMRI as they can be found in more detail in several textbooks (Buxton,
2009; Huettel et al., 2008; Lazar, 2008; Moore and Holland, 1980).
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1.2.1.1. Principle of magnetic resonance imaging (MRI)

Magnetic resonance imaging MRI was developed in the early 1980’s (Bailes et al., 1982; Bydder
and Steiner, 1982; Doyle et al., 1981; Hawkes et al., 1980; Holland et al., 1980; Oldendorf, 1981;
Young et al., 1981) and exploits the fact that the nuclei of certain nuclides resonate in a magnetic
field, which is known as nuclear magnetic resonance (Bloch, 1946; Purcell et al., 1946). MRI is
based on the principle that atomic nuclei with an uneven number of protons or neutrons possess a
nuclear spin (i.e., spin angular momentum). Such nuclei naturally precess around a central axis and
generate weak magnetic fields, which makes them responsive to external electromagnetic influences.
When placed within a strong and static magnetic field, they precess with a characteristic frequency
proportional to this external magnetic field. Simultaneously, they will also align with the direction
of the static external magnetic field, causing the net magnetization to increase from the normal
state of zero. A stronger external magnetic field will cause more nuclei to align in the parallel
direction (i.e., lower energy) and thus result in a greater net magnetization.

3-dimensional images of the brain can be obtained by using a combination of the strong static
magnetic field (1.5–4.0 Tesla), a short radio frequency (RF) pulse, and a set of additional gradient
coils which will cause linear variations in the strength of the static magnetic field in one of the
three dimensions. By applying a short RF pulse perpendicular to the external magnetic and tuned
to the nuclei’s resonance frequency (i.e., Larmor frequency), an excitation of the nuclear spins
(i.e., the movement from the low energy state to the high energy state) can be induced. This
causes the nuclei to realign in a uniform angle (i.e., flip angle) in direction of the RF field and to
precess in phase in contrast to the former equilibrium state. In the following, the nuclei return to
the former parallel alignment with the static magnetic field, while emitting the energy of the RF
pulse. This in turn provides the so called spin echo signal that can be detected by an external
receiver (i.e., radio-frequency) coil in the MRI scanner. Caused by two independent processes
(i.e., longitudinal and transverse relaxation, each characterized by its own time constant T1 and T2),
the emitted signal strength decays over time (Hendee and Morgan, 1984; Moore and Holland, 1980).
As the nuclei’s Lamor frequency depends on the strength of the external magnetic field, magnetic
field inhomogeneities as caused by the magnetic field gradients will result in spatially varying
Lamor frequencies which can be targeted precisely and thus allows to reconstruct 3D images with
a spatial resolution of about 1 mm (Poustchi-Amin et al., 2001).

1.2.1.2. Principle of functional magnetic resonance imaging (fMRI)

Functional magnetic resonance imaging (fMRI) enables the investigation of brain functions as
indirectly indicated by local changes in the brain’s metabolic demand. It is assumed that local
changes in neural activity are accompanied by regional changes in the cerebral blood flow, the
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cerebral blood volume, and the cerebral metabolic rate of oxygen utilization (Ances, 2004; Bartels
et al., 2008; Kim and Ogawa, 2012; Logothetis, 2002).

Neuronal activity is accompanied by complex cellular processes followed by metabolic and
vascular processes. Energy demanding processes of neuronal activity such as membrane depo-
larization/repolarization and neurotransmitter synthesis/recycling consume energy in the form
of adenosine triphosphate. This is mainly synthesized by the oxidative glucose metabolism and
thus consumes glucose and oxygen which is provided by the brain’s vascular system. Thus, the
regional cerebral blood flow increases to comply with the increased neuronal metabolism and the
correspondingly increased oxygen and glucose consumption. However, there is a mismatch between
oxygenated cerebral blood flow and oxygen consumption (i.e., cerebral metabolic rate of oxygen)
causing an oversupply with oxygenated blood in succession to an initial decrease of oxygenated
blood due to metabolic activity. This excessive increase in oxygenated hemoglobin results in a
strengthening of the measured fMRI signal as it reduces the local magnetic field inhomogeneities
caused by the paramagnetic properties of deoxygenated hemoglobin (Hillman, 2014; Kim and
Ogawa, 2012).

It is assumed that the vascular response is more closely related to local synaptic activity and
transmission as reflected in local field potentials rather than to spiking neural activity, i.e., action
potentials (Logothetis, 2002). In this connection, it is considered that the neurovascular coupling
(i.e., the local interplay between neuronal activity and regional cerebral blood flow) is mediated via
vasoactive agents who are either molecular by-products of the neuron’s metabolic activity itself or
molecules generated by glia cells involved in neurotransmitter recycling (Buxton, 2013; Hillman,
2014; Pasley and Freeman, 2008). In view of the metabolic-by-product hypothesis it is assumed
that agents such as potassium, nitic oxides, adenosine, or carbon dioxide may act on the vascular
smooth muscle and thus alter the diameter of the blood vessels. Alternatively, it was suggested
that astrocytes may link neuronal activity to vascular responses. In this view it is suggested that in
the process of glutamate recycling the astrocytes produce vasoactive agents (Attwell and Iadecola,
2002; Attwell et al., 2010; Howarth, 2014; Magistretti and Pellerin, 1999).

Physically, fMRI uses the so called BOLD effect, i.e., the intrinsic changes in the blood’s
concentration of deoxyhemoglobin as a naturally produced contrast agent (Ogawa et al., 1990).
These changes in the ratio of deoxygenated (i.e., paramagnetic) and oxygenated (i.e., diamagnetic)
blood as a consequence of neural activity changes the effective transverse relaxation times which
can be measured by means of T2* weighted sequences (Kwong et al., 1992; Ogawa et al., 1992).
The measured BOLD signal is characterized by a stereotyped temporal pattern: (1) initial dip
of BOLD response, i.e., the signal’s strength decreases after the stimulus due to the increased
level of deoxygenated hemoglobin as a consequence of the increased oxygen consumption; (2) two
seconds after stimulus onset the BOLD signal strengthens and reaches its maximum 6–8 seconds
after stimulus onset, this is due to the subsequent oxygen oversupply and the inherent enrichment
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of oxygenated hemoglobin in the specific area; (3) 10–12 seconds after stimulus onset the BOLD
signal regains its initial strength. This relatively stereotyped temporal pattern of the stimulus
induced BOLD response is described mathematically by the canonical hemodynamic response
function (HRF) (Friston et al., 1994a).

1.2.1.3. Generalized linear model (GLM) and statistical analysis

As the stimulus induced alterations in the BOLD responses follow a stereotyped temporal pattern,
the hemodynamic response to a certain type of stimulus can be predicted by a linear regression
model (Boynton et al., 1996). Thus, using a generalized linear model (GLM) enables to assess
which of the volume elements (voxels) show task-related changes in the detected BOLD signal
(Huettel et al., 2008; Friston, 2007). To obtain an estimation of the expected event-related BOLD
response (i.e., regressor-of-interest) for a specific task condition, the canonical HRF is convolved
with the so called stimulus function. This stimulus function is derived from the temporal occurrence
of the respective event type. Hence, it is typically a series of ones and zeros, with ones denoting
each time point the event of interest occurred. This stimulus function is convolved with the HRF
to take into account the delayed and blurred time course of the BOLD signal in response to the
stimulus onset. Additional variance in the data, as for example caused by random movement of the
subject, can be modeled by means of a second type of regressor (i.e., regressors-of-no-interest), e.g.,
using either movement parameters from the analysis software or if available additional physiological
factors such as heart rate.

Both types of regressors are then included into the GLM in order to compare the expected
BOLD responses with the empirically determined fMRI data of every single voxel independently
(i.e., univariate analysis). If written in vector and matrix form, the GLM can be presented as
follows (1.1):

Y = X · β + ε (1.1)

With Y beeing a n×m matrix representing the measured time-courses of the BOLD signal for
each voxel (m) at every measured time point (n), which can be explained by a linear combination
of several hypothetical time-series x(n) · β(n) along with the error term ε (i.e., the residual error).
The term X denotes an n × p matrix (i.e, design matrix), which specifies the linear model and
consists of p different explanatory variables (x), each of which represents a vector (i.e, regressor)
of the length n (i.e., number of time points). For each voxel the related regression coefficients
β (i.e., beta-weights, or model parameters) are estimated in order to achieve the best fit of the
predicted model to the observed data, which is the smallest possible residual term.
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After the beta weights have been estimated, specific predictions on the data can be tested
using t or F statistics in order to identify a region with a significant experiment effect of interest.
These statistics can be calculated using weighted combinations of beta values. Therefore a contrast
vector is build in order to define how to weight the different columns (i.e., regressors) of the design
matrix. To find brain regions active during a certain task condition, the related regressors are
compared to an unmodeled baseline. Therefore, the regressor related to the event of interest is
weighted with a +1, while every remaining regressor is zero-weighted. If for example the first
regressor is weighted with +1 and the second regressor with −1, this will reveal brain regions more
active in condition one compared to condition two. Running such a t- or F -contrast will create an
image that contains the calculated contrast values which is used for subsequent statistical analyses
on the group level (i.e., second level analysis).

1.2.2. Electroencephalography (EEG)

Electroencephalography (EEG) is one of the most often used non-invasive methods in cognitive
neuroscience in addition to fMRI. While the fMRI’s temporal resolution is high compared to
anatomical MRI measurements, it is still limited by the relatively slow time course of the hemo-
dynamic response. Thus, if interested in the temporal dynamics of neural processes in human
beings, noninvasive electrophysiological measurements are the techniques of choice. The origins of
EEG recording can be traced back to the research activities of Hans Berger who demonstrated
first in 1924 that electrical potentials can be recorded by electrodes placed on the human scalp
(Gloor, 1969). Although the recording techniques have continuously improved since then, it’s basic
principle of recording electronic potential differences between a set of electrodes and a reference
electrode remained unchanged (Luck, 2005; Michel, 2009).

1.2.2.1. Principles of electroencephalography (EEG)

Through electrodes placed on the head surface, the EEG records the spontaneous electrical activity
generated by the synchronized activity of large neuronal populations. It is thought, that the summed
extracellular field generated by postsynaptic excitatory and inhibitory potentials of the pyramidal
cells represent the most significant source of the recorded EEG signal (Bucci and Galderisi, 2011;
Laufs, 2008; Woodman, 2010). While action potentials are too short-lasting events to contribute
to the recorded electrical signal, the extracellular current flow caused by synaptic integration
processes involves larger membrane surfaces and proceeds at a time range that facilitates temporal
overlapping of several events (Bucci and Galderisi, 2011). However, in order to generate detectable
potential differences on the head surface, large amounts of simultaneously excited and temporally
synchronized neurons are required. Moreover, the detectability of the electrical potentials strongly
depends on the neurons spatial arrangement. Thus, neuronal populations arranged in parallel to
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one another and perpendicular to both cortical surface and scalp, as is the case in the cerebral
cortex, can be optimally recorded (Bucci and Galderisi, 2011). In contrast to this, neuronal
populations located in subcortical areas or arranged in a radial pattern or orthogonal to the scalp
are less prominent in the recorded EEG signal.

While EEG recordings provide a temporal resolution within a time range of milliseconds,
its spatial resolution is limited due to the volume conduction effect. This is that, if there is a
conductive volume, the electrical currents will be transmitted throughout the entire volume (e.g.,
the whole brain) until it reaches a surface (Luck, 2005). Thus, the signal recorded by a particular
electrode is not only generated by neuronal populations (sources) underneath this electrode but
also by an unknown number of additional sources throughout the brain. Moreover, because of
the different electrical conductivities of brain tissues, dura, skull, and skin, the EEG records a
spatially blurred mixture of the underlying neural activity. The localization of the underlying
neural sources requires the inverse reconstruction of the underlying neural activity. However, due
to the unknown number of sources and the unknown proportion that each source contributes to the
recorded signal, the inverse source reconstruction is mathematically an underdetermined problem.
This can be solved by making assumptions about the total number of neural sources contributing
to the recorded electrical signal, prior to the estimation of the signal’s origin (Pascual-Marqui,
1999). Up to date different powerful algorithms are available to localize the sources within an
accuracy of a few centimeters (Grech et al., 2008; Pascual-Marqui, 1999). Nevertheless, the
strength of electrophysiological analysis lies in it’s high temporal resolution. This allows to draw
conclusions on the temporal dynamics of cognitive processes, for example by investigating the
temporal characteristics of event-related potentials.

1.2.2.2. Event-related potentials (ERPs)

Event-related potentials (ERPs) are reflecting the electrical activity of the brain which is generated
in response to an external stimulus. As they occur with a fixed temporal relationship to a certain
experimental event but with relatively small amplitudes (1–30 µV) compared to the random
background EEG activity, a signal-averaging procedure is used for evaluation of ERPs (Luck,
2004, 2005; Makeig and Onton, 2011; Picton et al., 2000). This assumes, that event-related
brain responses are invariant over repeated stimulation (over 50–300 trials) and independent from
spontaneously ongoing EEG activities. Thus by calculating averages over many trials of the same
event type, the random brain activity will be averaged out while the ERP information remains,
which improves the initially low signal-to-noise ratio. The resultant averaged ERPs can be depicted
by plotting time in milliseconds [ms] on the x-axis against the electrode’s averaged potential in
microvolt [µV] on the y-axis. This results in a signal curve with a typical sequence of positive (P)
and negative (N) deflections (peaks, waves or components) which are labeled P1, N2, P2, N2, and
P3 accordingly to their sequential appearance (Key et al., 2005; Luck, 2005).
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Latencies and amplitudes of these peaks vary depending on the employed experimental design.
Thus, as discussed comprehensively in the work of Luck (2005), this sequence of peaks most
probably reflects the information flow through the brain and is influenced by task and stimulus
properties. The early components (N1 and P1) are thought to reflect task-independent responses
to stimulus properties such as the luminance of visual stimuli in case of the P1 component. In
contrast to this, the negative component N2 as well as the late positive component P3 presumably
reflects task-dependent internal or cognitive processes which are entirely stimulus-independent
(Enriquez-Geppert et al., 2010; Huster et al., 2013; Picton, 1992; Polich, 2007; Polich and Criado,
2006). Strongly depending on the employed paradigm, the N2 and P3 components were shown to
be related to various aspects of executive functions. N2 has been associated with early ’pre-motor’
stages of response inhibition (Beste et al., 2010; Falkenstein et al., 1999; Jodo and Kayama, 1992;
Lavric et al., 2004; Rietdijk et al., 2014), as well as cognitive control, response selection, error
detection or attention allocation (Donkers and van Boxtel, 2004; Huster et al., 2013; Nieuwenhuis
et al., 2004; Rietdijk et al., 2014), while P3 was also associated with later stages of response
inhibition, i.e., the actual inhibition of the motor response (Beste et al., 2010; Falkenstein et al.,
1999; Huster et al., 2013; Rietdijk et al., 2014; Wessel and Aron, 2015) as well as performance
monitoring, or updating of working memory (Friedman et al., 2001; Huster et al., 2013; Liotti et
al., 2005; Schmajuk et al., 2006; Wu and Zhou, 2009).

1.2.3. Combined EEG/fMRI analysis

One major drawback of conventional ERP and conventional fMRI data analysis is the intrinsic
assumption of stationary brain responses to repeated presentation of stimuli with the same
physical and psychophysiological characteristics. This, however, is contrary to the observation that
behaviorally the same stimulus elicits large response variability on trial-to-trial basis as it has been
reported for behavioral performance such as reaction time (Kanai and Rees, 2011; MacDonald
et al., 2006; Reed, 1998; Tamm et al., 2012). Based on these findings it could be assumed that
intra-individually varying behavioral responses are possibly a manifestation of short-term changes
in neural processes. In accordance with this, single-trial variations have been reported for amplitude
and latency of evoked potentials (Kisley and Gerstein, 1999; Ledberg et al., 2012; Möcks et al.,
1984, 1987; Rösler et al., 2008; Truccolo et al., 2002; Turetsky et al., 1989) as well as for the
magnitude of fMRI BOLD signals (Aguirre et al., 1998; Bellgrove et al., 2004; Duann et al., 2002;
Fox et al., 2005). Even on the level of single cell units, single-trial variability of evoked spiking
activity can be observed (Arieli et al., 1996; Bollimunta et al., 2007; Carandini, 2004; Menzer et
al., 2010; Reich et al., 1997).

Response variability of evoked cortical activity can be explained by a linear combination of
random ongoing network activity and stationary stimulus-related responses (Arieli et al., 1996).
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It can therefore be deduced that single-trial fluctuations of evoked responses reflect moment-to-
moment fluctuations in the subject’s cognitive state rather than random and irrelevant noise. This
in turn could interact with task-relevant stages of information processing resulting in trial-to-trial
variations of behavioral responses (Birn, 2007; Fontanini and Katz, 2008; Kelly et al., 2008; Ledberg
et al., 2012; Lutz et al., 2002; van Maanen et al., 2011; Pessoa and Padmala, 2005; Saville et al.,
2011a, 2011b). Single-trial analysis is one way of investigating task-related neural activity which
take into account that task-related brain activity could differ from trial to trial (Jung et al., 2001;
Lutz et al., 2002). This is one of the areas one could benefit from combined EEG/fMRI analyses
in which regressors built from extracted single-trial information of the event-related EEG can
be used as predictors of the BOLD responses (Bland et al., 2011; Debener et al., 2006; Huster
et al., 2012). Intra-individual variability can be found even in healthy subjects, hwoever, this is
particularly pronounced in elderly subjects or patients with neurological or psychiatric disorders
(MacDonald et al., 2006), hence, combined EEG/fMRI studies may improve our understanding of
neural processing in psychiatric disorders.

1.2.3.1. Concepts of combined EEG/fMRI

To circumvent the spatial and temporal disadvantages of unimodal EEG and fMRI analyses and
benefit from their strengths on the same time, intense efforts have been undertaken to combine
both modalities. Although combined EEG/fMRI provides higher spatial and temporal resolution
as compared to unimodal EEG or fMRI, it comes along with its own drawbacks and technical
challenges. These are mainly due to the placement of an EEG recording system within the magnetic
field of the MRI scanner. This is a source of serious danger for every subject undertaking an fMRI
scanning session while equipped with an EEG recording system. Thus, the first step in implementing
simultaneous EEG/fMRI data acquisition had been the development of MRI-compatible EEG-
recording systems and secure fMRI scanning sequences in the mid 1990s (Huang-Hellinger et al.,
1995; Ives et al., 1993). After this, a variety of approaches and signal processing techniques have
been developed in order to facilitate simultaneous EEG/fMRI recordings and the analysis thereof
(Bland et al., 2011; Blinowska et al., 2009; Debener et al., 2006; Huster et al., 2012).

In clinical and scientific studies on epilepsy, EEG-triggered fMRI has been proven to be useful
in localizing the neural generators of interictal epileptiform discharges (Aghakhani et al., 2015;
Bagshaw et al., 2006; Bénar et al., 2003; Gotman et al., 2004; van Graan et al., 2015; Jacobs et al.,
2009; Rathakrishnan et al., 2010). In cognitive neuroscience the fMRI information can be used to
improve the spatial presumptions of EEG source reconstruction (Doñamayor et al., 2012; Esposito
et al., 2009; Ou et al., 2010; Milner et al., 2014) or various parts of the EEG can be utilized
to inform the fMRI data analysis. This could be either the EEG’s spontaneous or task-related
oscillatory activity (Becker et al., 2011; Feige et al., 2005; Goldman et al., 2002; Koch et al., 2009;
Laufs, 2008; Laufs et al., 2003; Lavallee et al., 2014; Michels et al., 2012; Scheeringa et al., 2011a,
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2011b) or the single-trial amplitudes of ERPs as it was introduced in mid 2000s (Bagshaw and
Warbrick, 2007; Bénar et al., 2007; Debener et al., 2005, 2006; Eichele et al., 2005; Liebenthal et
al., 2003; Mulert et al., 2004).

Single-trial coupling of event-related EEG features with fMRI data requires the identification
and selection of ERPs which are small in amplitude compared to the fMRI-induced artifacts. To
circumvent this, different approaches of simultaneous data acquisition as well as data analyses
have been developed. In the initial years of simultaneous EEG/fMRI recordings, interleaved data
acquisition was the recording technique of choice. This used alternating phases of scanning periods
for fMRI data acquisition (with changing magnetic field) and interscan periods for EEG recording
(with only the static magnetic), while the stimuli were presented in both periods (Bonmassar et
al., 1999, 2001; Liebenthal et al., 2003; Mulert et al., 2004; Sommer et al., 2003). This approach
avoided many of the MRI-related artifacts in the EEG and enabled data acquisition on the same
circumstances, e.g., environment, conditions of stimulation, or subject state. However, it did not
provide truly simultaneous data, which is the ultimate goal of combined EEG/fMRI data. This is
that only continuously and simultaneously recorded EEG and fMRI data allow for the investigation
of relationships between event-related potential variations of EEG data and BOLD response at
the single-trial level. A step closer to this was the sparse sampling technique for EEG/fMRI data
acquisition. By using a relatively long scan repetition time (TR) together with the acquisition
of only few fMRI slices per volume this technique allowed for scan periods in which artifact-free
EEG data can be recorded. Using this techniques, several researchers demonstrated that ERPs
related to higher level cognitive processes can be identified and used to assess the spatio-temporal
dynamics of neural processing (Debener et al., 2005; Eichele et al., 2005, 2008; Kruggel et al.,
2000, 2001; Mulert et al., 2008). Although sparse sampling allowed for trial-to-trial coupling of
single-trial EEG and fMRI data, it is limited due to the small number of slices.

In parallel to the development of advanced fMRI scanning sequences, many research activities
concentrated on the improvement of specialized algorithms for artifact removal. In the end this
allowed for uninterrupted and simultaneous acquisition of both EEG and fMRI data (Allen et al.,
1998, 2000; Anami et al., 2003; Delorme et al., 2007; Negishi et al., 2007; Sijbers et al., 2000; Sun
and Hinrichs, 2009). Becker and colleagues demonstrated that visual-evoked potentials (VEPs)
from EEG data recorded during interscan periods did not differ significantly from those recorded
during fMRI data acquisition if MRI-related artifacts were removed (Becker et al., 2005). Moreover,
Bénar and colleagues demonstrated that single-trial amplitude and latency values extracted from
EEG data recorded during continuous fMRI acquisition can be used to inform the fMRI data
analysis on single-trial level (Bénar et al., 2007). Due to these powerful algorithms for reduction of
MRI-related artifacts, nowadays it is standard practice to acquire simultaneous EEG/fMRI data
continuously.
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1.2.3.2. Single-trial coupling of simultaneous EEG/fMRI

Among a variety of different techniques, trial-by-trial coupling of simultaneous EEG/fMRI data
is one of the most commonly applied methods for combining simultaneously acquired EEG and
fMRI. This approach allows for assessing the spatio-temporal dynamics of neural networks related
to cognitive processes (Debener et al., 2005; Eichele et al., 2005; Huster et al., 2012). As has been
shown first in 2005 (Debener et al., 2005; Eichele et al., 2005), single-trial amplitude values of
denoised EEG data can be used in order to model simultaneously acquired fMRI data (Bénar et
al., 2007; Debener et al., 2005, 2006; Eichele et al., 2005). Since then, many studies have been
published on the subject of trial-to-trial correlations of single-trial ERP amplitude values with
fMRI BOLD responses (Baumeister et al., 2014; Goldman et al., 2009; Huster et al., 2011; Juckel
et al., 2012; Karch et al., 2010, 2014; Mayhew et al., 2010; Mobascher et al., 2009; Mulert et al.,
2008; Novitskiy et al., 2011; Sadeh et al., 2010; Scheibe et al., 2010; Warbrick et al., 2009).

The spatio-temporal dynamics of higher level cognitive processes such as response inhibition
can be assessed by using electrophysiological values extracted from distinct latency ranges to
predict BOLD responses at the single-trial level. In the context of response inhibition and executive
functions, positive correlations between fronto-central Nogo-P3 amplitude values and fMRI BOLD
signal in insula, right temporo-parietal and medial frontal cortex has been demonstrated (Karch
et al., 2008). And also the sequential processes during response inhibition has been investigated
by means of single-trial EEG/fMRI correlations (Baumeister et al., 2014). By using parametric
modulation of fMRI BOLD signal with single-trial amplitude values derived from Cz at N2 and
P3 latencies, the authors found an association of N2 with attentional processes while P3 was
associated with inhibitory processes but also with memory recollection and internal reflection
(Baumeister et al., 2014). Although this may indicate that Nogo-P3 is more specifically related to
inhibitory processes, it is still not clear how specific variations of the N2/P3 complex are related to
inhibition.

Besides of the possibility to investigate the spatiotemporal dynamics of neural processes,
single-trial EEG/fMRI also enables to incorporate trial-to-trial variability as it is often seen on the
behavioral level. As mentioned at the beginning of this section, behavioral variability such as the
varying effectiveness of motor inhibition or trial-to-trial variations of reaction times can be linked
to single-trial variabilities in neural processes (Fontanini and Katz, 2008; Ledberg et al., 2012;
MacDonald et al., 2006). It has been shown that single-trial variability of evoked neural activity can
be modeled by a combination of random ongoing network activity and stationary stimulus-related
responses (Arieli et al., 1996). Therefore, single-trial fluctuations of evoked responses may contain
aspects of moment-to-moment fluctuations in the subject’s brain state rather than only representing
noise (Kelly et al., 2008; Ledberg et al., 2012; Lutz et al., 2002). Single-trial EEG/fMRI data
enables to relate single-trial ERPs with single-trial fMRI BOLD data in an attempt to map the
short-term changes (i.e., trial-to-trial variations) in the subject’s brain state to changes in metabolic
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brain activity. This is based on the idea that single-trial fluctuations of ERP amplitudes are
accompanied by systematic state variations which are reflected in trial-to-trial fluctuations of the
fMRI BOLD responses. Under this precondition, trial-by-trial coupling of such ERP fluctuations
with simultaneously recorded fMRI data should reveal those brain regions in which single-trial
fMRI BOLD responses co-vary with the selected ERP amplitude variations.

1.2.3.3. Single-trial EEG feature extraction

The first step towards trial-to-trial coupling of event-related EEG and fMRI data is the extraction of
the EEG features from each single trial of the artifact-cleaned EEG data. The resultant amplitude
vectors are then convolved with HRF, leading to an internally driven model of the expected BOLD
response. Similar to the stimulus derived regressors-of-interest, these EEG-regressors are included
in the GLM of fMRI data analysis (Debener et al., 2005; Eichele et al., 2005; Huster et al., 2012).
This allows relating single-trial event-related EEG to single-trial BOLD data in an attempt to
map the changes in the subject’s brain state, as mentioned above, to changes in metabolic brain
activity. This approach is also designated ’integration-by-prediction’ regarding that single-trial
EEG/fMRI analyses usually employ EEG-derived regressors as predictors of the fMRI BOLD
responses (Bland et al., 2011; Debener et al., 2006; Eichele et al., 2009; Huster et al., 2012). In the
process of isolating task-related single-trial EEG activity, different routines have been used, i.e.,
single-trial EEG features were extracted from different electrophysiological sources: (1) from single
independent components (ICs) reflecting best the EEG component of interest (Debener et al.,
2005; Feige et al., 2005; Mobascher et al., 2009); (2) from artifact-cleaned EEG data using several
electrodes (Eichele et al., 2005; Novitskiy et al., 2011); (3) or from single electrodes (Baumeister et
al., 2014; Bénar et al., 2007; Juckel et al., 2012; Karch et al., 2010; Mulert et al., 2008; Scheibe et
al., 2010; Warbrick et al., 2009). However, in the majority of studies components of interest were
identified by visual inspection, which depends on subjective evaluation and can be biased by inter-
and intra-individual variations of the evaluator.

Greater objectivity can instead be provided by data-driven approaches of component selection.
Goldman and colleagues (2009) for example selected task-discriminating components in a completely
data driven way. This was based on identifying components which are discriminating between two
task-conditions in stimulus-locked and response-locked time windows. The authors demonstrated
that trial-to-trial variations of these task-discriminating components correlated with fMRI BOLD
responses could reveal a meaningful fMRI activation pattern that was different from those yielded by
classical fMRI analyses (Goldman et al., 2009; Walz et al., 2013, 2014). Although this method allows
for extracting task discriminating EEG components in a data driven way, an important limitation
of this linear discrimination method is that the algorithm extracts only one EEG component for a
given time window and thus could miss meaningful components. Also with the intent in providing
more objectivity to the process of selecting meaningful EEG components, Wessel and Ullsperger
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(2011) developed an algorithm (COMPASS) that automatically identifies ICs contributing to the
ERP of interest by comparing each IC with a predefined ERP template. This approach however
is limited by restricting the selection procedure to predefined ERP templates. Thus one central
aspect of this thesis was the development and validation of a new analysis procedure that purely
automatically identifies task-related ICs without using a priori defined ERP templates.

1.2.3.4. Artifact removal

The fundamental step towards trial-to-trial coupling of simultaneous EEG and fMRI data is the
identification of that part of the EEG from which the single-trial information should be extracted.
However, the selection of event-related EEG features from single-trial EEG data sets high standards
for EEG data quality which is in conflict with simultaneous EEG and fMRI recording. As MRI-
related artifacts as well as biologically caused artifacts are often characterized by high amplitudes
they tend to superimpose that part of the signal that is truly related to neural activity. Hence,
artifacts need to be identified and removed from the recordings prior to implementing further steps
in the analysis. Although it has been demonstrated that filtering the EEG data at low frequencies
improves the EEG data quality, so that amplitudes and latencies of the single-trial P3 deflections
at a selected electrode site can be used for single-trial EEG/fMRI coupling (Bénar et al., 2007),
this runs the risk of affecting or even removing event-related signals of interest (Sajda, 2009).

MRI-related artifacts: The crucial key towards single-trial EEG/fMRI analysis was the develop-
ment of algorithms able to correct MRI-related artifacts such as gradient artifacts (Allen et al.,
2000; Anami et al., 2003) or ballistocardiographic (BCG) artifact (Allen et al., 1998; Goldman et
al., 2000; Ives et al., 1993).

The radio frequency (RF) artifact: This artifact is caused by the RF pulses which are applied
perpendicular to the static magnetic field for fMRI data acquisition. RF artifacts are characterized
by high frequencies and amplitudes that are 1000 times larger than the EEG signal related to
neural activity. As the RF artifact appears in a frequency range that is higher than neural activity,
it can be removed by applying an analog low-pass filter.

The gradient artifact: This artifact arises from the rapid switching of magnetic gradients used for
spatial encoding in MRI data acquisition protocols. The gradient artifact arises from the physical
principle of electromagnetic induction, which is the effect that a time varying magnetic field can
induce a significant current flow in electrical wires. This current flow in the EEG’s electrodes
and/or wires results in the gradient artifact with amplitudes 10–100 times larger than the neural
EEG data. In contrast to the RF artifact, the gradient artifact appears in a frequency range that
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also includes frequencies of interest (< 100 Hz), so that filtering is an inappropriate method for
gradient artifact removal (Allen et al., 2000). Instead, as for each EEG epoch recorded during the
fMRI slice acquisition periods the waveform of gradient related artifacts remains almost identical,
the average artifact substraction (AAS) method has been proven to be suitable for gradient artifact
removal (Allen et al., 2000). This based on subtracting an averaged template of the gradient
artifact from each single trial. In this context the synchronization of the EEG and fMRI hardware
clocks turned out to be an useful tool in avoiding jitter-related variations of the gradient artifact,
which will reduce the efficiency of the AAS method (Anami et al., 2003).

The ballistocardiographic (BCG) artifact: Similar to the gradient artifact, the BCG artifact
arises from the physical principle of electromagnetic induction. While the gradient artifact grounds
in the time varying external magnetic fields due to rapidly switching magnetic gradients, the BCG
artifact is related to the effect that electromagnetic induction also arises from the movements of
circuits formed by electrically conductive materials through a magnetic field. Thus, cardiac activity
which results in a pulsatile movement of scalp and the attached EEG electrodes can produce the
BCG artifact (Ives et al., 1993). As this heart beat related BCG artifact appears with a relatively
constant waveform, a method based on the same concept as the abovementioned AAS method
for gradient artifact removal can be used for removing BCG artifacts from EEG data (Allen et
al., 1998). Therefore, an electrocardiographic (ECG) electrode is placed beneath the subject’s
scalpula to record the ECG relatively clean. Using the signal from this ECG electrode, the onset
of each cardiac cycle can be identified and used to estimate a BCG artifact template for each EEG
channel separately, which is then subtracted from the EEG in each cardiac cycle (Allen et al., 1998;
Goldman et al., 2000).

Biological artifacts: Besides of MRI-related artifacts, EEG data may be compromised by a variety
of artifacts regardless whether they were recorded simultaneously with fMRI data acquisition or in
a shielded EEG recording room. While some artifacts arise from avoidable sources of error such as
electrodes with poor conductive properties, electrical interference sources or defective electrodes or
amplifiers, other artifacts derive from unavoidable biological sources such as muscle activity or eye
movements.

In contrast to the abovementioned MRI-related artifacts, artifacts arising from biological
sources are non-stationary over space and time, which makes it more challenging to detect and
remove such artifacts. The most important source of such artifacts is related to the subject’s
eye movement which causes the electrooculographic (EOG) artifact that is characterized by high
amplitudes (> 100 mV) and low frequencies (< 4 Hz). Due to the electrical potential differences
between cornea and retina, every eye movement induces a change in the surrounding electric field
which spread over the entire scalp. Importantly, as this artifact appears non-stationary, none of the
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abovementioned methods are suitable for EOG artifact correction. It has also been claimed, that
the ECG respectively BCG artifact which is the rhythmic artifactual EEG activity associated with
the heart beats, are to some extent non-stationary as well (Srivastava et al., 2005). Thus, they
suggested using the independent component analysis (ICA) technique instead of simple average
removing methods.

1.2.3.5. Principles of independent component analysis (ICA)

In the context of biologically caused artifacts the independent component analysis (ICA) (Bell
and Sejnowski, 1995; Lee et al., 1999; Makeig et al., 1999, 2002) has been proven to be a powerful
approach in denoising the EEG data (Delorme et al., 2007; Hyvärinen and Oja, 2000; Jung et
al., 2000; Lee et al., 2009, 1999; Makeig et al., 1996, 1996; Vigário et al., 2000). ICA is a signal
processing technique that allows decomposing multichannel EEG data into temporally independent
components (Makeig et al., 1996). This blind source separation technique is most frequently
employed for correction of non-stationary artifacts, but has also been proven to be useful to reveal
interesting information or to extract certain features of the EEG (Hyvärinen and Oja, 2000; Makeig
and Onton, 2011). If applied to EEG data, the ICA is based on the assumption that the signals
recorded by the electrodes are a linear mixture of superimposed activity of spatially distributed
and thus spatially independent neural sources (Jung et al., 1998; Lee et al., 1999; Makeig et al.,
1996).

ICA aims at the recovery of the sources, or ICs, contributing to an observed signal without
knowledge about the quality of the underlying sources (Bell and Sejnowski, 1995). This refers to the
source separation problem, also known as the ’cocktail party problem’, which is generally associated
with the occurrence of mixed signals or observations. To solve this problem, i.e., to blindly separate
and deconvolve the statistically independent components of a given mixtures of observation, the
information-maximization (infomax) algorithm was introduced (Bell and Sejnowski, 1995). The
infomax ICA algorithm is an unsupervised learning algorithm for neural networks.

In the following years, it was demonstrated that through applying the infomax ICA algorithm
to multichannel EEG data, the signal can be decomposed into spatially fixed and temporally
independent components which allowed to separate EEG activity related to artifacts from those
related to neural activity (Jung et al., 1998; Makeig et al., 1996). As the infomax ICA only
separates super-gaussians data, an extended version of the infomax ICA algorithm that works for
both sub- and super-Gaussians distributions was introduced (Lee et al., 1999). When the extended
infomax ICA algorithm is applied to multichannel EEG data, the observed EEG signal is linearly
transformed into time courses of activations, which are statistically as independent as possible.

By applying the ICA algorithm, the multichannel EEG data is linearly transformed from the
original sensor space into the IC space. As the IC space is of the same size as the original EEG data,
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the number of resultant ICs is equal to the original number of EEG channels. In matrix notation,
the result of an ICA trained on multichannel EEG data yields a matrix (U) of the activation time
courses of each IC, which is the matrix multiplication of the recorded EEG data (X) with the
unmixing matrix (W ), which is the square matrix of weights (1.2):

U = W ·X (1.2)

With X being the recorded EEG data represented as a matrix of n numbers of channels
(rows) and m time points (columns). W is a square matrix of weights with the size of the number
of channels, which is estimated while the ICA is trained on the EEG data. Using the linear
spatial filters given by the rows of W , the recorded EEG signal can be decomposed into maximally
temporally independent components (U). By multiplying these independent components (U) with
the inverse of W , i.e., the mixing matrix W−1, the original EEG data can be reconstructed which
is also referred to as the back-projection of the ICs into the sensor space (1.3):

X = W−1 · U (1.3)

With matrix U is reflecting the activation time courses of the ICs and the mixing matrix W−1

representing the corresponding topographical information.

In summary, each IC is characterized by its topographical information (i.e., the scalp map
which is the spatial projection of the particular IC) and its time course (i.e., the temporally changing
activity profile of the particular IC) (Hyvärinen and Oja, 2000; Makeig and Onton, 2011; Ullsperger
and Debener, 2010). Thus, by multiplying the continuous EEG data (X) with the unmixing matrix
(W ), IC activations (U) can be computed for any EEG sample without repeating the ICA training.
Although most frequently employed for artifact correction, the extended ICA algorithm can also
be utilized to reveal interesting information or to extract certain features of the EEG (Hyvärinen
and Oja, 2000; Makeig et al., 2002). In line with this, Debener and colleagues demonstrated that,
besides artifact correction, ICA is also a practical solution to isolate task-related EEG activity on
the single-trial level (Debener et al., 2005).
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1.3. Motivation and outline

Response inhibition is the ability to suppress inadequate but prepotent or ongoing response
tendencies. Between-subject differences in the intra-individual variability have been suggested
to constitute a key to pathological processes underlying impulse control disorders. Single-trial
electroencephalographic (EEG)/functional magnetic resonance imaging (fMRI) analysis allows to
increase sensitivity for inter-individual differences by incorporating intra-individual variability and
also allows to assess group differences in spatio-temporal dynamics of the neural impulse control
network. Aim of this thesis was to assess comprehensively the spatio-temporal dynamics of the neural
response inhibition network in healthy control (HC) subjects as well as in subjects characterized
by non-clinical and clinical high impulsive personality traits like Attention-Deficit/Hyperactivity
Disorder (ADHD) and Borderline Personality Disorder (BPD). This thesis is based on two
manuscripts with first authorships and one hitherto unpublished study. One manuscript is published
in an international peer-reviewed journal and one manuscript is submitted to an international
peer-reviewed journal.

Chapter 3 [Study 1: Data-driven analysis of simultaneous EEG/fMRI using an ICA approach.
Schmüser L, Sebastian A, Mobascher A, Lieb K, Tüscher O and Feige B (2014). Front. Neurosci.
8:175. doi: 10.3389/fnins.2014.00175.] introduces a newly developed analysis procedure that
automatically selects task-specific electrophysiological independent components (ICs) which are
reliably inhibition-related at different phases of motor response inhibition, i.e., before or around
the individual median Go response time (RT). As the ICs were selected without using a priori
defined event-related potential (ERP) components, this approach avoided the analytical bias of the
human rater based assessment of EEG correlates of presumed task-related activity as measured by
ERPs. This approach was essentially based on the intra-individual classification of ICs according
to their relation to response inhibition. ICs which are identified as reliably inhibition-related
(significantly larger in amplitude for Nogo than Go) within a predefined time window are combined
into individual electrophysiological regressors and then included into fMRI first-level analysis.
Single-trial correlations of fMRI blood oxygenation level-dependent (BOLD) signal with these
electrophysiological regressors revealed fMRI BOLD responses in fronto-striatal regions which
were more pronounced in an early compared to a late phase of task execution. This study also
demonstrated that beyond detecting inhibition-related ICs the algorithm is able to detect ICs
related to visual responses in the same data set. Moreover, a direct comparison with a more classical
approach that uses N2/P3 amplitudes at specific electrodes as ERP-regressors, demonstrated that
the IC-based approach is more specific for task-related neural activity.

In Chapter 4 [Study 2: Neural timing of response inhibition in Attention-Deficit/Hyperactivity
Disorder (ADHD) and Borderline Personality Disorder (BPD), to be submitted] combined EEG/fMRI
was used in addition to unimodal ERP and fMRI analyses to examine the temporal and spatial
dynamics of neural processes underlying response inhibition in adult ADHD patients compared
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to BPD and HC subjects. Using the novel single-trial EEG/fMRI analysis approach based on
independent component analysis (ICA) from Study 1 allowed to specifically assess whether only
certain, temporally distinct phases of neural processing are affected in adult ADHD patients and/or
in adult BPD patients. In contrast to the usually marginal findings of unimodal fMRI analysis, this
ICA-based single-trial EEG/fMRI analysis revealed significant group differences in key regions of
the neural response inhibition network, especially in the early latency range of response inhibition
in adult ADHD patients as compared to both HC and BPD patients. This finding of no substantial
differences between BPD patients and HC subjects seems to point towards an almost intact neural
response inhibition network in BPD patients. As opposed to this, the finding of deficient early
activity in ADHD patients suggests that difficulties within the temporal dynamics or orchestration
of neural processes underlying response inhibition are central in the pathophysiology of impulsivity
in ADHD. This observation may shift our pathophysiological understanding of impulse dyscontrol
from static to more dynamic models. This is the first multimodal study that demonstrated deficient
neural processing at an early phase of response inhibition in adult ADHD patients.

Chapter 5 introduces Study 3 [Study 3: Data-driven analysis of simultaneous EEG/fMRI
reveals neurophysiological phenotypes of impulse control. Schmüser L, Sebastian A, Mobascher A,
Lieb K, Feige B and Tüscher O (2016). Hum. Brain Mapp.. doi: 10.1002/hbm.23230.] in which
combined EEG/fMRI was employed to examine inter-individual differences in response inhibition in
healthy subjects. Subgroups were defined on electrophysiological level using the existence or absence
of specific ICs related to Nogo processing at an early stage of response inhibition as introduced
in Study 1. To characterize these subgroups, behavioral, neuropsychiatric, unimodal ERP and
fMRI measures, as well as single-trial ERP/fMRI correlations were used. It was demonstrated that
the existence or absence of such early Nogo-related ICs is related to inter-individual differences
in neural and behavioral correlates of responses inhibition. This is the first multimodal study
that assessed inter-individual differences in response inhibition. Using automated selection of
intra-individually classified Nogo-related ICs, distinct neurophysiological phenotypes of response
inhibition were identified in a data-driven, unbiased way. Although further analyses are needed
to differentiate whether inter-individual differences are state or trait related, the identification of
these potential phenotypes already demonstrates the importance of inter-individual differences
which may affect the results of group comparisons in clinical studies.
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2. Material and Methods

2.1. Experimental design

2.1.1. Participants

All participants were selected from a larger data set that was acquired as part of a study founded by
the Federal Ministry of Education and Research (Bundesministeriums für Bildung und Forschung
(BMBF), Grant 01GW0730) on the subject ’Neural circuitry of impulse control: An integrative
approach towards the understanding of normal and impaired impulse control in Humans’. The
study was approved by the Ethics Committee of the University of Freiburg Medical School. All
participants were screened for factors contradicting magnetic resonance imaging (MRI) scanning
and provided written informed consent prior to simultaneous electroencephalography (EEG) and
functional MRI (fMRI) scanning. For the time spend for completing the questionnaires and
experimental procedures, each participant received a financial compensation of 55e.

Because of the necessity of good overall data quality for EEG and fMRI data, participants with
non-existence data for one of the modalities (EEG or fMRI) as well as participants of whom the
artifact correction of fMRI and/or EEG data did not achieve usable datasets were excluded from
further analysis. Moreover, participant characterized by performance data or neuropsychometric
values outside the normal range were excluded. All participants were right-handed as determined
by the Edinburgh Handedness Inventory (Oldfield, 1971) and had normal or corrected-to-normal
vision. All participants had no history of serious medical or neurological disease and were free of
psychotropic medication.

Healthy control (HC) participants: Data of 39 participants (16 males; mean age: 38.85±
16.5) were included. Participants with a lifetime history of axis I or axis II disorder were excluded.

Attention-Deficit/Hyperactivity Disorder (ADHD) patients: Data of 19 adult ADHD
patients (12 males; age: 35.84± 12.7) were included. All ADHD patients were recruited from a
specialized outpatient clinic of the Department of Psychiatry and Psychotherapy of the University
Medical Center Freiburg. To increase diagnostic validity, only ADHD patients who met the
diagnostic criteria of ADHD for Diagnostic and Statistical Manual of Mental Disorders (DSM)-
IV and International Classification of Diseases (ICD)-10 as assessed by a diagnostic interview
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were included. Patients were medication naïve regarding methylphenidate and amphetamine
compounds and had never taken long-term psychotropic medication. Further exclusion criteria
were schizophrenia, bipolar disorder or current depressive episodes.

Borderline Personality Disorder (BPD) patients: Data of 19 adult female BPD patients
(mean age: 23.63 ± 3.5) were included. Only BPD patients who met the diagnostic criteria of
BPD according DSM-IV but had no lifetime diagnosis of ADHD were included. Further exclusion
criteria were schizophrenia, bipolar disorder or current depressive episodes.

2.1.2. Questionnaires and diagnosis

As an approximate measure of intelligence quotient, the individual verbal intelligence was determined
using the German multiple-choice vocabulary test (MWT-B), a verbal test with German norms
(Lehrl, 1995). German versions of the Structural Clinical Interviews for DSM-IV Axis I and II
Disorders were used by trained psychologists to assess current and lifetime psychiatric diagnoses
of axis I or axis II disorders (SCID I: First et al., 1997, SCID I German version: Wittchen et al.,
1997, SCID II: First et al., 1996, SCID II German version: Fydrich et al., 1997).

To assess self-rated impulsive personality traits, all participants were asked to complete the
Barratt Impulsiveness Scale-11, (BIS-11, Patton et al., 1995), the Sensation Seeking Scale (SSS-V,
Beauducel et al., 2003) and UPPS Impulsive Behavior Scale (UPPS, Whiteside and Lynam, 2001).
As both, ADHD and BPD patients are often characterized by comorbid depressive symptoms,
the current depressive mood was tested by the self-rating scale Beck Depression Inventory (BDI,
Hautzinger et al., 1995) as well as by means of an independent rating by a trained psychologist
(Montgomery Asberg Depression Scale (MADRS), (Montgomery and Asberg, 1979).

Clinical ratings regarding ADHD symptoms were assessed using the short version of the
German validated Wender Utah Rating Scale (WURS-k, Retz-Junginger et al., 2003) for childhood
ADHD symptoms and the Conners’ Adult ADHD Rating Scale (CAARS-S:L, Christiansen et al.,
2011, 2012) for current ADHD symptoms. Only ADHD patients with a total WURS-k score of > 30
and a total CAARS-S:L score of > 65 were included, while HC participants and BPD patients above
WURS-k and CAARS-S:L cutoff were excluded. The Borderline Personality Disorder Severity
Index (BPDSI, Arntz et al., 2003; Freese and Kröger, 1999) was used for clinical assessment of the
frequency and severity of manifestations of BPD symptoms.

2.1.3. Paradigm

During simultaneous EEG/fMRI data acquisition all participants performed a visual Go/Nogo task
(Figure 2.1). On the center of the screen, with visual angle of 3.5° vertically and 5.3° horizontally,
a stream of in total 300 consonants was presented serially. Each consonant was shown for 0.5 s
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followed by a black screen for the next 0.5 s. The consonants covered all consonants of the alphabet
and were presented in a pseudo-randomized manner, with the restriction that the Nogo stimulus
(’X’) is presented with a mean probability of 29 % and each Nogo stimulus is followed by at least
one Go stimulus (one of the remaining consonants). The participants were instructed to respond
by pressing a mouse button with the right index finger to every Go stimulus and to withhold this
response in case of the Nogo stimulus (’X’). In total, every participant completed two runs each
consisting of 300 stimuli. Each run started and ended with a 16 s fixation phase in which a white
cross was presented in the center of the screen against a black background to which participants
were asked to fixate. Prior to the scanning session, every participant had received a brief training
session on the task outside the scanner room. This paradigm was programmed using the software
’Presentation’ (Neurobehavioral Systems, Version 11.1 http://www.neurobs.com/). Visual stimuli
were projected on a screen at the head end of the scanner bore and viewed with the aid of a mirror
mounted on the head coils.

Figure 2.1. Schematic display of the Go/Nogo task. Participants were instructed to press a button for any
letter (Go stimuli) except the ’X’ (Nogo stimulus). Each letter was shown for 0.5 s followed by a black screen
for the next 0.5 s.The task consisted of 2 runs with 300 stimuli per run and 29 % Nogo probability.Each run
started and ended with a 16 s fixation phase: a white cross was presented in the center of the screen against
a black background to which participants were asked to fixate. s: second.
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2.2. Data acquisition

Data acquisition was performed at the University Hospital of Freiburg (Department of Radiology).
For simultaneous EEG/fMRI data acquisition, fMRI and EEG data recordings were initiated
manually while visual presentation was initiated by a trigger code sent from the MRI scanner to
the presentation host. To allow for gradient artifact correction, the EEG-amplifier hardware clock
was synchronized with the timing of gradient switching during fMRI measurements (SyncBox,
Brain Products, Gilching, Germany). Furthermore, the onsets of echo planar image (EPI) scans,
visual stimulation and the participant’s response were registered on a trigger channel of the EEG
acquisition system.

2.2.1. (functional) magnetic resonance imaging (MRI/fMRI)

MRI data was collected on a Magnetom 3T tim-TRIO scanner (Siemens Medical Systems, Erlangen)
using a 12 channel head coil for signal reception. To limit head motion within the coil and thus
reduce motion related artifacts, the participant’s head was stabilized by means of foam padding.
Ear plugs and headphones were used to reduce acoustical stress of the participant due to the
scanner noise.

For fMRI blood oxygenation level-dependent (BOLD) imaging, T2*-weighted EPI volumes
were acquired with repetition time (TR) = 2250 ms, echo time (TE) = 30 ms, flip angle = 90°,
field of view (FOV) = 92 mm, voxel (volume element) size = 3 mm3, and 36 interleaved slices.
In each scanning session, movement and distortion correction were performed automatically by
applying fully automated PACE (prospective acquisition correction) motion correction (Thesen et
al., 2000) and distortion correction based on point spread function mapping (Zaitsev et al., 2004).
A total of 157 complete brain volumes were acquired for each run.

Subsequent to simultaneous EEG/fMRI data acquisition, the EEG cap was removed. This
allowed for acquisition of high resolution 3D MRI data for anatomical references by using a
3D magnetization prepared, rapid acquisition gradient echo (MPRAGE) sequence with TR =
2200 ms, TE = 4.11 ms, flip angle = 12°, FOV = 256 mm, voxel size = 1 mm3.

2.2.2. Electroencephalography (EEG)

Simultaneously with fMRI data acquisition, continuous EEG data was recorded using a 64-channel
EEG-system consisting of two 32-channel MRI-compatible EEG-amplifiers (BrainAmp MR plus,
Brain Products) powered by a MRI-compatible rechargeable battery pack (PowerPack, Brain
Products). To reduce potential scanner artifacts caused by wires moving inside the magnetic fields,
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the EEG system was placed inside the scanner bore directly behind the head coil as this allowed
for the use of short wires.

64-channel EEG-recording caps (Easycap, Falk Minow Services, Herrsching, Germany) com-
patible with 56 cm or 58 cm head size were used. A total of respectively 62 sintered Ag/AgCl
ring electrodes were placed within the EEG-recording caps according to an extended international
10-20 system (Klem et al., 1999). Reference electrode was positioned at FCz and ground electrode
was positioned at AFFz. An additional electrode was placed below the participant’s left eye in
order to monitor eye movements and eye blinks (electrooculogram (EOG)). To facilitate ballisto-
cardiographic (BCG) artifact correction, another electrode was placed beneath the participant’s
left scapula in order to monitor the electrocardiogram (ECG). The electrodes were filled with an
electrolyte gel, after cleaning the skin below the electrodes with a high-chloride abrasive electrolyte
gel. This aims at optimizing the conductivity between skin and electrode. By means of this
procedure, electrode-skin contact impedances were maintained below 10 kΩ.

The recorded analog EEG signal was filtered between DC and 1 kHz. To obtain a good
sampling of the scanner artifacts, the analog EEG signal was digitized with a sampling frequency
of 5 kHz. Furthermore, the EEG sampling was driven by the clock board of the MRI scanner
(SyncBox, Brain Products) in order to facilitate the subtraction of the gradient artifact. The
digitized EEG signal was then transmitted via fiber optic cables to the EEG acquisition host
placed outside the scanner room. The Brain Vision Recorder software (Brain Products) was used
to acquire, store and display EEG recordings online.

2.3. Data preprocessing

2.3.1. fMRI preprocessing

fMRI data preprocessing was performed using the Statistical Parametric Mapping (SPM) software
(SPM5, released December 2005, Wellcome Trust Centre for Neuroimaging at UCL, London, UK;
http://www.fil.ion.ucl.ac.uk/spm /software/spm5) running under Matlab 7.7.0 (The MathWorks
Inc., Natick, Massachusetts, USA; http://www.mathworks.com). Prior to data analysis, images
were screened for motion artifacts as caused by excessive head motion (> 2 mm). No participant
had to be excluded because of such excessive head motion. In the next step, functional images
were manually reoriented to the T1-template of SPM.

The first five volumes of each run were then discarded to allow for equilibrium effects. The
remaining functional images of both runs were realigned to the first functional image of the first
run using a six degree of freedom rigid body transformation and then coregistered to the individual
anatomical T1 image. In the following step, this T1 image was spatially normalized to the reference
system of the Montreal Neurological Institute’s (MNI) reference brain using linear and nonlinear
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transformation. Using the resultant normalizing parameters the functional images were spatially
normalized to the standard MNI space, this allows for comparing functional images from different
individuals. Finally, all functional images were smoothed by applying a 3D isotropic Gaussian
kernel with 8 mm full-width at half maximum (FWHM).

2.3.2. EEG preprocessing

Continuous raw EEG data was processed offline using AvgQ (Feige, 1999; Freiburg, Germany;
https://github.com/berndf/avg_q). This is an open source multichannel EEG/MEG (magne-
toencephalography) data processor that is driven by Python scripts. Gradient artifact correction
was performed by the template subtraction method of Allen and colleagues (average artifact
substraction (AAS), Allen et al., 2000). To obtain an optimal estimate of the gradient artifact,
one after another every EEG epoch was tested for the best overall correspondence with the other
epochs. In the following step, all epochs that did not deviate too much from the epoch with the
best overall fit were averaged together. This estimated gradient artifact was then subtracted from
the continuous data. This approach ensures that non-representative epochs, e.g., compromised
by large phasic artifacts, due to eye or head movements are excluded from the averaged template.
The high sampling rate of 5 kHz provides a good temporal resolution of the artifact onset which
facilitates a averaging as precise as possible. Moreover, as the EEG sampling was synchronized to
the gradient clock (SyncBox, Brain Products), further data upsampling was not necessary.

Following the gradient artifact correction, the EEG data was then run through a bandpass filter
(0.2–48 Hz) in order to remove residual scanner artifacts as well as low-frequency drifts. Subsequently,
the data was down-sampled to 100 Hz. Using the extended information-maximization (infomax)
independent component analysis (ICA) algorithm (Lee et al., 1999) an unmixing matrix was
estimated for the artifact-cleaned EEG data of each participant and run separately. By multiplying
the continuous EEG data with this unmixing matrix, independent component (IC) activations can
be computed for any EEG sample without repeating the ICA training.

In the following, averages related to heart beat and eye blink were computed for BCG and
EOG artifact correction. For detection of each single heart beat, the signal as recorded from the
ECG channel was first convolved with a time-domain ECG template. Using these single heart
beats as triggers, an individual BCG template was estimated by computing an ECG-triggered EEG
average. Subsequently, ICs loading on this BCG average were identified and selected as artifact
components. By removing these ICs, BCG artifact correction was performed. Similarly, EOG
artifact detection and correction was performed on the BCG artifact corrected EEG data.

Importantly, in the context of the ICA-based approach of single-trial EEG/fMRI data anal-
ysis the electrophysiological information was extracted from the IC time courses themselves (cf.
Section 2.4.1 ’Classification and selection of Nogo-related ICs’ and Section 2.4.2 ’Classification
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and selection of visual ICs’). Thus, simply excluding those ICs representing BCG/EOG artifacts
was sufficient enough for avoiding BCG or EOG artifacts. This is different, however, for analyses
based on EEG data instead of ICs (cf. Section 2.4.3 ’Classification and selection of N2/P3 ERPs’
and Section 2.5.4 ’Unimodal event-related potential (ERP) analysis’). In this case the last step of
BCG/EOG artifact correction (i.e., back-projection of every IC except those ICs loading on ECG
and EOG artifacts) was necessary to obtain completely artifact-free EEG data.

2.4. Extraction of single-trial EEG information

2.4.1. Classification and selection of Nogo-related independent components (ICs)

After EEG data preprocessing was performed as described in Section 2.3.2 (’EEG preprocessing’),
the 64 continuous IC time courses of each participant were segmented into epochs of 1200 ms length
starting 200 ms prior to stimulus onset. All epochs were baseline corrected using the 200 ms pre-
stimulus interval. Subsequently, epochs belonging to the same event type were averaged, resulting
in event-related averages for correct Go, correct Nogo, omissions of Go trials and commission errors
in Nogo trial, each consisting of 64 averaged ICs.

2.4.1.1. Reliability testing and thresholding

Within the process of averaging, the pointwise mean as well as the pointwise variance information
for each time point was collected. These values were then used to compute pointwise t-tests on
each IC time course and event type. Comparing the averaged IC time courses against baseline
by means of one-sample t-tests yielded that part of the data that was reliably different from
baseline at a specific time point. Secondly, comparing the Nogo and Go conditions by means of
two-sample t-tests for independent groups allowed for assessing the latency ranges in which the IC
is characterized by significantly larger in amplitude for Nogo than for Go trials. The pointwise
t-values were then transformed into Z scores. This allowed to compare the results despite of a
deviant number of trials in different conditions and participants, as caused by the individual error
rate (2.1):

Z = t/N2 (2.1)

With Z being the ratio of two means (t) compared against the variability of the scores (N2),
a high Z score is indicative of a high signal-to-noise ratio. As high Z scores are indicative of high
signal-to-noise ratios, only ICs with absolute Z scores crossing a predefined threshold entered
further analysis steps.
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2.4.1.2. IC classification

Thus determining whether an IC is reliably associated with the Nogo condition was based on
the Z score differences between Nogo- and Go-related IC averages. This means, only ICs with
absolute Z scores as obtained by the two-sample t-test comparing Nogo and Go conditions crossing
a predefined threshold of 0.275 were selected. On the basis of 300 trials per block with maximally
90 Nogo trials, this Z score value of 0.275 corresponds to a two-sided p-value of 0.01 (two-sample
t-test with a degree of freedom (DF) of 89). The DF was chosen conservatively from the condition
with the smaller number of epochs, i.e., the Nogo condition. If the absolute value of this Z score
differences exceeded this threshold of 0.275, the difference between Nogo and Go conditions within
a certain IC was classified as sufficiently reliable. All latency ranges at which the threshold was
crossed in positive and in negative direction were noted and used for selection of IC with activations
within a specific time window. As the polarity of ICs in a given latency range is arbitrary, the
polarity of the IC’s maximal amplitude value during significant activation was noted. In the end, a
list of Nogo-related ICs, latency ranges, and polarities was formed keeping only those ICs which
were associated with larger absolute amplitudes in Nogo trials.

2.4.1.3. IC selection

One of the strengths of simultaneous EEG/fMRI is the possibility to bring higher temporal
resolution in fMRI data analysis. Thus, in order to construct electrophysiological regressors
representing different phases of the motor inhibition processes, ICs and latency ranges falling into
different time windows were combined (Figure 2.2). Importantly, these time windows were not
defined on the group level, as this is the case for classical ERPs such as N2 or P3 (cf. Section 2.4.3
’Classification and selection of N2/P3 ERPs’). Instead, they were defined for each participant
individually by taking the stimulus onset and the individual’s median correct Go response time (RT)
as points of reference.

The first (early) time window aimed at capturing the neural correlates of an early stage of
response inhibition or early stage of information processing associated with pre-motor response
inhibition. To avoid including correlates of visual processing and object recognition (Johnson and
Olshausen, 2003; Railo et al., 2011), this early time window started 200 ms after stimulus onset
and ended with the individual median RT (Figure 2.2, yellow part). As the second (late) time
window aimed at capturing the neural correlates of a later stage of response inhibition or later
stage of information processing associated with response inhibition, it was located around the
participant’s individual median RT. To take into account that single trial RTs fluctuate from
trial-to-trial around the individual median RT the late time window started 100 ms prior to the
median RT and ended 300 ms after the median RT (Figure 2.2, red part).
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These two time windows were chosen to have a 100 ms overlap in order to avoid the loss of
too many meaningful activity candidates. Since both starting and ending point of each acceptable
latency range as determined in the IC classification section (i.e., absolute Z score of Nogo−Go
difference |Z| > 0.275) were strictly required to fall within the given time window, any acceptable
activity not only has to be significant within the given time range but must also start (i.e., rise
above Z threshold) after the beginning and end (i.e., fall under Z threshold) before the ending of
the given time window.

Figure 2.2. Visualization of the two predefined time windows in which the independent component’s
(IC) latency range of significant activation had to be confined. Starting point of the ’early’ time frame
(yellow brackets) is 200 ms after stimulus onset, ending point is the individual median correct Go response
time (RT). The ’late’ time frame (red brackets) starts 100 ms prior to RT and ends 300 ms after RT. To be
selected, the IC’s latency range of reliable activation must be wholly contained within one of the predefined
time windows, i.e., the Nogo minus Go absolute Z score must arise above threshold (|Z| > 0.275) and must
fall below threshold (|Z| > 0.275) within the time window. Black bars depicting 100 ms intervals. Adopted
from (Schmüser et al., 2014).

2.4.1.4. Feature extraction

In the last step, the amplitude values of all single trials were extracted from every selected IC.
This was done by extracting mean single-trial amplitude values from the latency range in which
the respective IC was reliably larger during Nogo than during Go trials (Figure 2.3). Since the
polarities of ICs are arbitrary, the polarity of the IC’s maximal amplitude value during significant
activation has been noted in the process of IC classification. Thus to ensure positive polarity
with respect to the Nogo−Go difference, the amplitude values were inverted if necessary using the
polarity noted above. For each participant, the resultant amplitude vectors of all ICs selected with
respect to the same run and time window (early or late) were combined into a single amplitude
vector by summation, resulting in two different amplitude vectors for each participant and run:
early and late.
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Figure 2.3. Visualization of independent component feature extraction from the two predefined time
windows in which the IC’s latency range of significant activation were identified. Shown is a single participant’s
|Z|-score average (stimulus locked) of an IC classified as reliable Nogo-related within the early (yellow) and
late late (red) latency ranges. Early: starting 200 ms after stimulus onset and ending with the individual
median Go response time (RT). Late: starting 100 ms prior to RT and ending 300 ms after RT. Colored
bars depict the IC’s specific latency range of reliable activation. Dotted line depicts the predefined threshold
of |Z| > 0.275. Black bars are depicting 200 ms intervals. Adopted and modified from (Schmüser et al.,
2014).

2.4.2. Classification and selection of independent components (ICs) related to early
visual processing

2.4.2.1. IC classification

While the Nogo-related ICs were expected to have significantly larger amplitudes in Nogo trials
compared to Go trials, it can be assumed that responses to visual Go and Nogo stimuli are similar.
Thus, IC classification was not based on the Nogo−Go difference, but on IC averages and variances
that were computed across Nogo and Go epochs against baseline. Similarly to the classification of
Nogo-related ICs, the visual ICs were classified as sufficiently reliably activated if their absolute
Z score exceeded a threshold of 0.275. Subsequently, a list of ICs, latency ranges, and polarities
was formed for each participant and run.

2.4.2.2. IC selection

As visual processing is expected to be solely dependent on the time point of stimulus presentation,
for each participant a stimulus-locked time window comparable to the latency range of the visual
evoked P1 component was chosen. In conventional ERP analysis, the P1 is a positive deflection
occurring shortly after 100 ms post-stimulus that has been associated with early conscious visual
perception (Railo et al., 2011). In previous simultaneous EEG/fMRI studies, single-trial correlations
of fMRI BOLD response with P1 amplitudes has been used for validation purposes as well (Di
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Russo et al., 2002, 2005; Novitskiy et al., 2011; Warbrick et al., 2013).To construct a regressor
associated with this early conscious visual processing, ICs and latency ranges falling into a time
window starting 90 ms after stimulus onset and ending 140 ms after stimulus onset were selected.
The size of this time windows is chosen in order to avoid losing too many meaningful activity
candidates.

2.4.2.3. Feature extraction

Similarly as in the procedure of Nogo-related ICs, for every selected IC, mean amplitude values
were extracted from each single trial at the latency range in which the respective IC had crossed
the predefined Z threshold. Subsequently for each participant and run, the resultant amplitude
vectors of the selected ICs were combined into a single amplitude vector by summation.

2.4.3. Classification and selection of N2/P3 event-related potentials (ERPs)

To obtain condition specific ERPs, the BCG/EOG artifact corrected EEG of each participant
(cf. Section 2.3.2 ’EEG preprocessing’) was re-referenced to the average of TP9 and TP10 and
segmented into epochs of 1200 ms starting 200 ms prior to stimulus onset. The 200 ms pre-stimulus
interval was used for baseline correction. Similarly, to the ICA-based approach (cf. Section 2.4.1
’Classification and selection of Nogo-related ICs’), epochs belonging to the same event type (correct
Go, correct Nogo, omission of Go trials, and commission errors in Nogo trials) were averaged,
resulting in four different event-related averages.

In the following, ERPs of the same event type were averaged over the entire group(s). These
grand averages were then used to identify the electrode sites which demonstrated the most pro-
nounced Nogo-N2/-P3 effects. Subsequently, the latency ranges which covered best the task-related
N2 and P3 effects at the selected electrode site(s) on the group level were chosen (Figure 2.4).

In Study 1 (cf. Chapter 3) N2 and P3 single-trial amplitude values were selected from Cz, in
line with a prior publication on single-trial analysis of simultaneous EEG/fMRI data (Baumeister
et al., 2014). N2 was measured as the mean amplitude from a time window starting 280 ms after
stimulus onset and ending 340 ms after stimulus onset. For the later P3-regressor, the mean
amplitude was extracted from a time window starting 350 ms after stimulus onset and ending
580 ms after stimulus. In contrast to this, in Study 3 (cf. Chapter 5) the N2 effect was most
pronounced at F4 from 240–350 ms while P3 was most pronounced at Cz from 350–580 ms. In
each study, single-trial amplitude values were extracted from these specified electrode site(s) and
latency ranges, resulting in two amplitude vectors for each participant.
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Figure 2.4. Visualization of the two time windows in which the most pronounced Nogo-related N2/P3
effects were found. Shown is the a grand average of Go- and Nogo-related event-related potentials (ERPs)
at Cz where the Nogo-N2 and Nogo-P3 effect was most pronounced in a group of 22 healthy participants.
Black lines display grand averages of Go (dotted line) and Nogo (solid line) ERPs at Cz electrode. The
yellow bar indicates the N2 time window. The red bar indicates the P3 time window.

2.4.4. EEG-derived regressors

As described in the prior sections, single-trial amplitude values of the selected electrophysiological
components—either Nogo-related ICs, or visual ICs, or ERPs from Cz (Study 1, cf. Chapter 3),
or from F4 and Cz (Study 3, cf. Chapter 5)—were combined into individual electrophysiological
amplitude vectors. While amplitude values are available for each trial (f = 1 Hz), not every trial
was sampled by fMRI data acquisition (f = 1/2.25 Hz).

Thus to compensate for these deviant sampling frequencies, each electrophysiological amplitude
vector was first interpolated over time by using a cubic smoothing spline function and then re-
sampled at the time points of fMRI data acquisition. This down-sampled time course was then
normalized to inter-quartile range (IQR = 1) and convolved with a canonical hemodynamic response
function (HRF).

To test for effects only driven by the electrophysiological regressors, except of visual IC-
derived regressors, each EEG-derived regressor (early and late ICs, N2 and P3 ERPs) was also
orthogonalized with respect to classical onset regressors (Go, Nogo, Errors). This resulted in
orthogonalized and non-orthogonalized versions of the task-related electrophysiological regressors
(Nogo-related ICs and N2/P3 ERPs).
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2.5. Data analysis

2.5.1. Statistical analysis of behavioral data

To characterize the groups on behavioral level, measures of interest were mean response time on
correct Go trials (= RT), percentage of commission errors on Nogo trials and omission errors on Go
trials. To assess intra-individual RT variability the coefficient of variability (CoV) was computed
by dividing the standard deviation of RT by the mean RT (Stuss, 2003). Statistical analysis
was performed using the package ’stats’ (R Core Team, 2014) from the open-source statistical
computing software ’R’ (http://cran.r-project.org/).

2.5.2. First-level unimodal fMRI analysis: Single-subject analysis of fMRI data

Statistical analysis of fMRI data was performed using SPM8 (released April 2009, Wellcome Trust
Centre for Neuroimaging at UCL, London, UK, http://www.fil.ion.ucl.ac.uk/spm/software/spm8)
running under Matlab 7.7.0 (The MathWorks Inc.). For each participant the first-level generalized
linear model (GLM) consisted of two onset regressors which corresponded to the correct and
incorrect Nogo conditions. As the frequent Go stimuli were presented in a frequency that is beyond
the fMRI’s temporal resolution, the Go stimuli were not modeled by onset regressors but instead
used as an active baseline (Sebastian et al., 2012, 2013a, 2013c). Using Go as an active baseline
allowed comparing Nogo vs. Go (active baseline) implicitly. The time courses of regressors and
functional data were then run through a high-pass filter (128 second cut-off) in order to remove
artifacts resulting from low-frequency temporal variations.

2.5.3. First-level single-trial EEG/fMRI analysis: single-subject analysis of
multimodal fMRI data

Statistical analysis of fMRI data was performed using SPM8 (Wellcome Trust Centre for Neu-
roimaging at UCL) running under Matlab 7.7.0 (The MathWorks Inc.). GLMs were fitted for
each participant, each run, and each EEG-derived regressor separately to the fMRI data. Besides
the three onset regressors Go, Nogo and errors, the design matrix of each GLM contained one
EEG regressor derived from either early or late ICs, N2 or P3 ERPs, or visual ICs. Depending on
the main research question, the task-related electrophysiological regressors were orthogonalized or
non-orthogonalized to the onset regressors, whereas the non-task-related visual regressor was not
orthogonalized. The regressors were orthogonalized if the analysis aimed at revealing exclusively
the additional information provided by the electrophysiological regressors (Study 1 in Chapter 3).
However, if the analysis aimed at assessing comprehensively the spatio-temporal dynamics of
the neural impulse network, the electrophysiological regressor were non-orthogonalized to the
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electrophysiological regressors (Study 2 in Chapter 4 and Study 3 in Chapter 5). To remove
artifacts resulting from low frequency temporal variations, the time courses of regressors and
functional data were run through a high-pass filter with a 128 second cut-off.

As the ICA was applied to each run independently, every step required for the selection of the
task-related ICs of interest was performed on the runs independently resulting in two EEG-derived
regressors per participant. For the sake of consistency, N2/P3-derived regressors were also based
on the two runs independently. Thus, in the end, for each type of EEG-derived regressor, the
first-level analysis could result in two corresponding contrast images for each participant. However,
in some cases reliably task-related ICs were only obtained for one of the two runs. To obtain a
single beta image per participant for second-level analyses, the two contrast images belonging
to the same participant and time window were averaged prior to group analysis resulting in one
contrast image per participant and electrophysiological component, i.e., early, late, N2, and P3.

2.5.4. Unimodal ERP analysis

To obtain condition specific ERPs, the artifact-free continuous EEG signal (cf. Section 2.3.2 ’EEG
preprocessing’) was re-referenced to the average of TP9 and TP10 and segmented into epochs of
1200 ms starting 200 ms prior to onset. The 200 ms pre-stimulus interval was used for baseline
correction. Epochs belonging to the same event type (correct Go, correct Nogo, omission of Go trials,
and commission errors in Nogo trials) were then averaged, resulting in four different event-related
averages. Due to the overall low error rate, ERPs corresponding to incorrect behavioral responses
(i.e., omissions of Go trials and commissions of Nogo trials) were statistically not analyzable and
therefore discarded from further analyses.

For evaluation of Go and Nogo-related effects, N2 and P3 amplitudes were measured as the
mean amplitude relative to baseline in the time windows 240–350 ms (N2), and 350–580 ms (P3)
after stimulus onset. Following Ruchsow and colleagues (Ruchsow et al., 2008c) ERP values were
extracted from a 3 by 3 electrode array: frontal-left (F3), frontal-midline (Fz), frontal-right (F4),
central-left (C3), central-midline (Cz), central-right (C4), parietal-left (P3), parietal-midline (Pz),
and parietal-right (P4). The latency ranges were chosen—similarly to ERP-based single-trial
EEG/fMRI data analysis (cf. Section 2.4.3 ’Classification and selection of N2/P3 ERPs’)—to
cover best the task-related N2 and P3 effects at the selected electrode sites as determined based on
visual inspection of the grand-averaged waveforms across all participants.
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3. Study 1: Data-driven analysis of simultaneous
EEG/fMRI using an ICA approach (Schmüser
et al., 2014, published)

This chapter presents a new method developed for the automated selection of task-related inde-
pendent components (ICs). This approach aimed at automatically selecting ICs with significantly
increased amplitudes in Nogo trials compared to Go trials within predefined time windows located
prior and around the individual’s median Go response time (RT). Importantly, as the existence
of such Nogo-related ICs was verified intra-individually, one advantage of this approach is that
it allows accounting for individual differences in the electroencephalographic (EEG) data, which
may arise from different electrode placement, head shapes, or anatomical differences at the brain
level. A second analysis aimed at selecting ICs related to early visual components in order to test
whether IC selection can be done on early visual responses in the same data. Finally, the new
automated independent component analysis (ICA) approach is contrasted with a more classical
approach that uses single-trial amplitudes of N2/P3 event-related potentials (ERPs) at specific
electrodes as regressors.

Single-trial correlations of functional magnetic resonance imaging (fMRI) blood oxygenation
level-dependent (BOLD) responses with IC-regressors revealed an activation pattern related to
inhibitory control (i.e., positive correlations in right inferior frontal cortex (IFC), pre-supplementary
motor area (pre-SMA) and basal ganglia). The activation pattern revealed by single-trial correlation
with N2/P3 ERP-regressors, resembled a mixture of the impulse control network and networks
related to attentional processing and response monitoring (i.e., pre-SMA, middle frontal gyrus and
basal ganglia but also precuneus and superior medial cortex). This may indicate that the IC-based
approach is more specific for task-related neural activity. This study was published in 2014 in a
peer-reviewed journal paper in order to show the general feasibility and validity of the selection
procedure (Schmüser et al., 2014).
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3.1. Material and methods

This study was designed to examine the BOLD correlates of variations in electrophysiological
(EEG) inhibition-related components in a data-driven approach. While previous studies used fixed
latency windows and distinct EEG channels to derive regressors from the EEG, relying upon data
from other EEG studies or own grand averages for their choice, we automatically selected IC
components reliably associated with response inhibition for each single participant. We ensured to
use only ICs which had reliably larger amplitude in Nogo than in Go trials securing the specificity of
EEG components for neural activity of response inhibition. Therefore the present study introduces
a newly developed data-driven analysis procedure that automatically selects participant-specific
electrophysiological ICs which are reliably and specifically Nogo-related at an early or late stage
of response inhibition to inform fMRI data analysis. To assess and validate the performance and
outcome of our automated procedure in the context of combined EEG/fMRI analysis procedures,
the automated IC-based approach was compared to an approach based on selecting single-trial
amplitude values from predefined ERP components (see Figure 3.1 for a graphical overview).
Thus, in line with Baumeister et al. (2014) for each participant the mean amplitude values of N2
(280–340 ms post-stimulus) and P3 (350–570 ms post-stimulus) were extracted from the Cz site.

Second, to illustrate the utility of the method beyond detecting Nogo-related components, the
same data-driven analysis procedure was used for detecting visual responses in the same dataset.
Visual components are well suited for validation purpose, as consistent results have been found in
previous EEG/fMRI studies with different task settings (Di Russo et al., 2002, 2005; Novitskiy et
al., 2011; Warbrick et al., 2013). Using separate EEG and fMRI data acquisition, Di Russo et al.
(2005, 2002) showed that the P1 and N1 subcomponents can be accounted for by dipoles localized
to middle occipital gyrus, fusiform gyrus and parietal lobe. More recently Novitskiy et al. (2011)
and Warbrick et al. (2013) found positive single-trial correlations of visual components with fMRI
BOLD signal in regions of the visual dorsal stream but also in medial frontal and precentral gyri.

3.1.1. Participants

39 participants (16 males; mean age: 38.85± 16.5) were included in this analysis (cf. Section 2.1.1
’Participants’ for a detailed information on participant samples).

3.1.2. Data analysis

3.1.2.1. Extraction of electrophysiological single-trial amplitude values

Classification and selection of Nogo-related independent components (ICs): As described in
Section 2.4.1 (’Classification and selection of Nogo-related ICs’), for each participant, EEG data
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were decomposed into temporally ICs which were then intra-individually classified according to
their relation to response inhibition (i.e., significantly larger in amplitude for Nogo than for Go).
ICs identified as reliably Nogo-related within a predefined time window (early or late, cf. Figure 2.2
on page 43) were combined into individual electrophysiological regressors and then included into
fMRI first-level analysis (cf. Figure 3.1.D.2).

Thus, ICA was employed in order to selectively extract time series related to different phases of
task execution of a visual Go/Nogo task. This takes advantage of the fact that ICA can be used to
isolate task-related components (Bagshaw and Warbrick, 2007; Debener et al., 2005). Importantly,
the algorithm was not designed to identify ICs associated with classical event-related components
such as N2 and P3, but to automatically select ICs with significantly increased amplitudes in
Nogo trials compared to Go trials within predefined time windows located prior and around the
individual’s median RT. Nogo-related ICs for both latency ranges were identified in 22 participants
(7 males; mean age: 34.41± 14.1), out of initially 39 participants.

Classification and selection of visual independent components (ICs): As presented in Sec-
tion 2.4.2 (’Classification and selection of visual ICs’), the automated IC selection procedure was
modified so that visual ICs can be detected. This aimed at testing whether component selection can
be done on other electrophysiological ICs beyond the Nogo-related components it was designed for.
This was applied to the same dataset of the visual Go/Nogo task as the automated classification
and selection of Nogo-related ICs.

Two participants failed to display visual ICs on the chosen absolute Z score level (|Z| > 0.275),
any further analyses were performed on the remaining 37 participants (15 males; mean age:
38.27± 16.1). These two participants did not belong to the subsample of 22 participants, for which
Nogo-related ICs could be identified.

Classification and selection of N2/P3 event-related potential (ERP): To compare the auto-
mated IC-based approach to a more classical approach based on selecting single-trial amplitude
values from predefined ERP components, the mean N2/P3 amplitude values were extracted. To
achieve improved comparability, single-trial EEG/fMRI analysis of N2/P3 amplitudes was computed
for the same 22 participants as the single-trial EEG/fMRI analysis of Nogo-related ICs.

As described in Section 2.4.3 (’Classification and selection of N2/P3 ERPs’), for each partici-
pant, single-trial amplitude values were extracted from Cz where the Nogo-N2/P3 effects were most
pronounced in the grand average. N2 was measured as the mean amplitude in the time window
280–340 ms after stimulus onset, whereas P3 was measured as the mean amplitude between 350
and 570 ms after stimulus. These latency ranges were chosen to cover best the task-related N2 and
P3 effects on group level (Figure 3.1.D.1) Mean amplitudes of each single trial were extracted from
the N2 and P3 latency ranges at Cz, resulting in two amplitude vectors for each participant.
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Figure 3.1 (previous page) Graphical representation of single-trial EEG/fMRI analysis. After simulta-
neous EEG/fMRI data acquisition (A) the EEG data is preprocessed and corrected for fMRI artifacts (B)
using independent component analysis (ICA). Subsequently the electrophysiological single-trial values can
be extracted (C) using different approaches (D). Classically (D1), single-trial amplitude values are extracted
from predefined ERP components. This is based on a chosen electrode site where the ERP component of
interest (Nogo-N2 and Nogo-P3) is most pronounced in the grand mean average. Followed by the specification
of N2 (280–340 ms, yellow) and P3 (350–570 ms, red) latency ranges which cover best the task-related ERP
effects on group level at the selected electrode site (Cz). For each participant the mean single-trial values
are extracted from these predefined latency ranges. Alternatively (D2), our approach allows to extract
single-trial values from independent components (ICs) which are intra-individually classified and selected
in an automated procedure. This is based on a priori specification of latency ranges of interest, in this
case located prior (early, yellow) and around (late, red) the individual’s median response time (RT). ICs
are intra-individually classified according their association with the Nogo condition (significantly increased
amplitudes in Nogo trials compared to Go trials). For each participant the mean single-trial values are
extracted from latency ranges in which the respective IC was reliably larger during Nogo. In both approaches
the resulting electrophysiological regressors are included in the general linear model of fMRI data analysis
(E) in order to perform the single-trial EEG/fMRI data analysis (F). Adopted from (Schmüser et al., 2014).

3.1.2.2. fMRI regressors and first level analysis

As described in Section 2.4.4 (’EEG-derived regressors’), each amplitude vector was interpolated
over time, re-sampled at the time points of fMRI data acquisition, normalized to inter-quartile
range (IQR = 1) and convolved with a canonical hemodynamic response function (HRF). In a
second step, the task-related electrophysiological regressors (i.e., derived from Nogo-related ICs and
N2/P3 ERPs) were orthogonalized with respect to classical onset regressors (Go, Nogo, Errors).

For each participant (N = 37 in case of visual components and N = 22 in all other cases)
different generalized linear models (GLMs) were fitted separately to the fMRI data (cf. Section 2.5.3,
’First-level single-trial EEG/fMRI analysis’). The design matrix of each GLM contained four
regressors of interest: three onset regressors (Go, Nogo, and Errors) and one EEG regressor derived
from either early or late ICs, N2 or P3 ERPs, or visual ICs. A single beta image per participant
was computed for second-level analyses by averaging the two contrast images belonging to the
same participant and time window.

3.1.2.3. Group analysis

The first level analysis results of task-related regressors (i.e., early/late and N2/P3) were subjected
to paired t-tests with either early/late or N2/P3 as paired observations. The first level analysis
results of EEG regressors derived from visual components were subjected to a one-sample t-test.
For whole brain analysis the statistic images were assessed for cluster-wise significance by using a
cluster-defining height threshold of p(FWE) < .05 (family-wise error (FWE) correction for multiple
comparisons).
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In the case of region of interest (ROI) analyses, clusters were assessed for peak-wise significance
by using a height threshold of p(FWE) < .05 (FWE corrected). Following Sebastian et al. (2013a),
small volume correction was computed for the following predefined ROIs as derived from the
automated anatomical labeling (AAL) atlas: lateral inferior frontal gyurs (IFG); derived from a
combination of pars opercularis and pars triangularis); middle frontal gyrus; pre-SMA; derived
from the supplementary motor area (SMA) region with y > 0); caudate nucleus; putamen and
pallidum. Additionally small volume correction was computed for the subthalamic nucleus (STN),
consisting of two boxes of respectively 10 mm3 in size and localized at the Montreal Neurological
Institute (MNI) coordinates −10, −15, −5 (left STN) and +10, −15, −5 (right STN) (Aron and
Poldrack, 2006). For visual components, bilateral inferior occipital cortex, bilateral middle occipital
cortex and bilateral superior occipital cortex were additionally included.

3.2. Results

3.2.1. EEG/fMRI single-trial analysis of Nogo-related ICs

Positive correlations of the fMRI BOLD signal with EEG regressors derived from ICs related
to task processing at an early (200 ms after stimulus onset until individual median RT) and
later (100 ms prior to median RT until 300 ms after median RT) stage of response inhibition
are listed in Table 3.1. Due to orthogonalization, these regressors revealed those parts of the
trial-to-trial fluctuation that are not captured by the onset regressors. As shown in Figure 3.2.B,
EEG-derived regressors correlated positively with fMRI BOLD signal in cortical and subcortical
regions associated with response inhibition. Although no significant differences between early and
late were found at the level of p < .05 (FWE corrected), it can be seen that correlations with
early and late EEG-derived regressors revealed overlapping but also different areas of activation in
regions associated with response inhibition.

The early regressor but not the late regressors correlated positively with fMRI BOLD signal
in bilateral frontal regions such as right posterior IFG (pars opercularis), right insula/IFG (pars
orbitalis), bilateral superior frontal gyrus and left precentral gyrus (adjacent to inferior frontal
junction (IFJ)) as well as bilateral insula lobe. Subcortically positive correlations between fMRI
BOLD signal and early regressor were found in right putamen, bilateral caudate nucleus and
bilateral pallidum, whereas the late regressor correlated positively with left putamen. Positive
correlations with both regressors but with reduced cluster size in correlations with late regressor were
found in pre-SMA, bilateral dorso-lateral prefrontal cortex and right supramarginal gyrus/temporo-
parietal junctions. Further positive correlations between fMRI BOLD signal and both EEG-derived
regressors were found in left superior temporal gyrus, right precuneus, bilateral occipital regions,
left hippocampus and bilateral insula lobe/amygdala.

54



3.2. RESULTS

Table 3.1. Positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regressors early
(time window starting 200 ms after stimulus onset and ending with the individual median Go response
time (RT)) and late (time window starting 100 ms prior to RT and ending 300 ms after RT).

Early: positive correlations Late: positive correlations

Region x y z k Z p x y z k Z p

Frontal Lobe

IFG (pars Opercularis) R 54 18 27 36 3.84 .045 - - - - - -

IFG (pars Orbitalis) R 51 21 -3 516 4.20 .013* - - - - - -

Middle Frontal Gyrus R 24 51 33 821 4.18 .020* 27 36 24 213 4.49 .005*

Middle Frontal Gyrus L -39 45 15 187 4.55 <.001 -27 42 36 225 4.01 .038*

Superior Frontal Gyrus R 24 54 33 92 4.42 <.001 - - - - - -

Superior Frontal Gyrus L -21 -3 57 636 5.37 <.001 - - - - - -

pre-SMA C -9 3 48 449 4.46 .002* 12 15 66 132 4.63 .001*

Precentral Gyrus L -36 3 39 101 4.28 <.001 - - - - - -

Temporal Lobe

Superior Temporal Gyrus L -63 -27 42 86 4.01 .001 -51 -33 9 54 4.60 .008

Temporal Pole/Insula Lobe R - - - - - - 36 12 0 59 4.07 .005

Middle Temporal Gyrus R 51 -72 18 44 4.06 .020 - - - - - -

Supramarginal Gyrus R 66 -39 24 317 5.15 <.001 66 -21 18 48 4.29 .014

Insula Lobe L -39 -6 -6 57 4.49 .006 - - - - - -

Insula Lobe/Amygdala R 42 -3 -27 58 4.24 .005 - - - - - -

Insula Lobe/Amygdala L - - - - - - -27 6 -15 56 4.68 .007

Hippocampus L -24 -18 -9 57 4.93 .006 -27 -15 -12 53 5.24 .009

Parietal Lobe

Precuneus R 9 -42 54 128 4.68 <.001 15 -54 60 65 4.70 .003

Occipital Lobe

Middle Occipital Gyrus R 33 -78 27 146 4.93 <.001 - - - - - -

Middle Occipital Gyrus L - - - - - - -39 -63 0 57 4.79 .006

Superior Occipital Gyrus L -18 -78 27 217 4.76 <.001 -24 -66 21 88 4.68 <.001

Lingual Gyrus L - - - - - - -3 -72 0 36 4.57 .045

Subcortical Areas

Putamen R 18 15 -3 45 3.87 .018 - - - - - -

Putamen L - - - - - - -27 6 -9 86 3.84 .017*

Caudate Nucleus R 15 15 -3 154 3.85 .015* - - - - - -

Caudate Nucleus L -9 12 9 103 3.53 .045* - - - - - -

Pallidum R 15 9 -3 * 3.74 .004* - - - - - -

Pallidum L -21 0 6 20 3.21 .023* - - - - - -

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); the peak
location in Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); maximum
Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly
activated cluster separately. FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area.
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3.2.2. EEG/fMRI single-trial analysis of N2/P3

Positive and negative correlations of the fMRI BOLD signal with EEG regressors derived from Cz
electrode at the latency ranges N2 (280–340 ms post-stimulus) and P3 (350–570 ms post-stimulus)
are listed in Table 3.2 and Table 3.4. As these regressors were orthogonalized to onset regressors,
correlations of these EEG-derived regressors with fMRI BOLD signal only revealed that part of
the trial-to-trial fluctuation that is not captured by the onset regressors. As shown in Figure 3.3.B,
the N2/P3 EEG-derived regressors correlated positively with fMRI BOLD signal in cortical and
subcortical regions associated with response inhibition. Despite significant differences (P3 > N2) in
left postcentral gyrus, left STN/thalamus and a large area stretching from cerebellar vermis/lingual
gyrus to cuneus/precuneus (Table 3.3), it can be seen that correlations with N2 and P3 EEG-derived
regressors revealed overlapping but also different areas of activation in regions associated with
response inhibition.

The N2 regressor but not the P3 regressors correlated positively with fMRI BOLD signal in
right posterior IFG (pars opercularis), right superior temporal gyrus and left caudate nucleus.
The P3 regressor but not the N2 regressors correlated positively with fMRI BOLD signal in left
anterior IFG (pars triangularis), right precentral gyrus, left middle cingulate cortex (MCC), right
middle and inferior temporal regions, bilateral occipital areas and subcortical regions such as left
putamen, left STN and bilateral thalamus/hippocampus. Positive correlations with both regressors
but with reduced cluster size in correlations with P3 regressor were found in right insula/IFG (pars
orbitalis) and right precuneus/inferior parietal lobule. Reduced cluster size in correlations with N2
regressor compared to P3 regressor was found in left dorso-lateral prefrontal cortex, right pre-SMA
and left superior temporal gyrus. The N2 regressor but not the P3 regressors correlated negatively
with fMRI BOLD signal in a cluster located at the superior medial frontal gyrus and a large area
stretching from central lingual gyrus and cerebellum to precuneus and calcarine gyrus, but also in
smaller cortical and subcortical clusters located in pre-SMA, left middle frontal gyrus, bilateral
fusiform gyri, left STN, and right Pallidum and caudate nucleus (Table 3.4).

Supplementary Table 3.6 contains a side-by-side comparison of positive fMRI BOLD correla-
tions obtained using the new method (early/late regressors, Section EEG/fMRI single-trial analysis
of Nogo-related ICs) and the classical method (current section).
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Table 3.2. Positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regressors N2
(280–340 ms after stimulus onset), and P3 (350–570 ms after stimulus onset).

N2: positive correlations P3: positive correlations

Region x y z k Z p x y z k Z p

Frontal Lobe

IFG (pars Opercularis) R 51 15 27 35 4.24 .036 - - - - - -

IFG (pars Orbitalis) R 51 12 -3 218 4.60 .002* 51 12 -3 53 4.49 .004*

IFG (pars Triangularis) L - - - - - - -45 45 9 48 4.32 .009

Middle Frontal Gyrus R - - - - - - 27 3 51 215 4.23 .016*

Middle Frontal Gyrus L -30 48 33 117 4.71 .002* -33 27 45 412 4.74 .001*

pre-SMA C 6 18 63 101 4.38 .004* 6 18 63 157 4.71 .001*

Precentral Gyrus R - - - - - - 27 -9 48 59 4.65 .003

Middle Cingulate Cortex L - - - - - - -9 -33 45 41 4.68 .019

Temporal Lobe

Superior Temporal Gyrus/Insula
Lobe

R 54 -3 -3 99 5.27 <.001 - - - - - -

Superior Temporal Gyrus/Insula
Lobe

L -39 -12 -6 76 5.08 .001 -39 -12 -6 183 5.93 <.001

Superior Temporal Gyrus L -42 -27 12 36 5.51 .032 -42 -27 12 35 5.38 .036

Superior Temporal Gyrus L -63 -39 12 76 5.20 .001 -63 -33 15 48 5.78 .009

Middle/Inferior Temporal Gyrus R - - - - - - 57 -66 0 44 4.97 .014

Supramarginal Gyrus R - - - - - - 54 -21 18 42 4.49 .017

Fusiform Gyrus R - - - - - - 33 -39 -15 74 5.31 .001

Temporal Pole/Insula Lobe R - - - - - - 60 3 -9 148 5.41 <.001

Parietal Lobe

Postcentral Gyrus R - - - - - - 51 -30 51 94 5.48 <.001

Inferior Parietal Lobule L -39 -51 54 80 4.95 <.001 -42 -51 54 631 5.05 <.001

Precuneus R 9 -45 60 63 4.93 .002 18 -42 57 49 4.45 .008

Occipital Lobe

Middle Occipital Gyrus R - - - - - - 36 -75 6 46 4.35 .011

Middle Occipital Gyrus L - - - - - - -27 -69 30 68 4.36 .001

Lingual Gyrus R - - - - - - 12 -54 -3 33 4.17 .045

Lingual Gyrus L -27 -48 -3 43 5.08 .015 -18 -66 -9 676 5.31 <.001

Cuneus/Precuneus R - - - - - - 24 -54 30 148 4.97 <.001

to be continued on the next page.

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); peak
location in Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); the maximum
Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly
activated cluster separately. FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area.
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Table 3.2. Continuation: Positive correlations of fMRI BOLD signal with orthogonalized EEG-derived
regressors N2 (280–340 ms after stimulus onset), and P3 (350–570 ms after stimulus onset).

N2: positive correlations P3: positive correlations

Region x y z k Z p x y z k Z p

Subcortical Areas

Caudate Nucleus L -18 -15 24 14 3.95 .010* - - - - - -

Putamen L - - - - - - -33 -15 -6 14 3.65 .035*

Subthalamic Nucleus L - - - - - - -12 -18 -6 5 2.92 .047*

Thalamus R - - - - - - 21 -27 -3 79 4.61 <.001

Thalamus/Hippocampus L - - - - - - -21 -24 -6 138 5.50 <.001

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); peak
location in Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); the maximum
Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly
activated cluster separately. FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area.

Table 3.3. Brain regions significantly stronger correlated with P3 single-trial amplitude values (350–570 ms
after stimulus onset) than with N2 single-trial amplitude values (280–340 ms after stimulus onset).

P3 > N2

Region x y z k Z p

Parietal Lobe

Postcentral Gyrus L -39 -24 54 91 3.45 .029

Occipital Lobe

Lingual/Calcarine Gyrus C 0 -63 12 414 4.53 <.001

Subcortical Areas

Subthalamic Nucleus L -12 -18 -6 11 3.49 .006*

Thalamus L -18 -24 -6 88 3.61 .034

Note: The region in which the cluster’s local maximum is located in hemispheres left (L) or central (C); peak location in
Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); maximum Z score; and
FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly activated cluster
separately. FWE: family-wise error.
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Table 3.4. Negative correlations of fMRI BOLD signal with orthogonalized EEG-derived regressor N2
(280–340 ms after stimulus onset).

N2: negative correlations

Region x y z k Z p

Frontal Lobe

Superior Medial Gyrus L -6 60 3 121 5.00 <.001

Middle Frontal Gyrus L -27 54 9 48 4.26 .013*

pre-SMA C 0 18 54 73 3.99 .020*

Temporal Lobe

Fusiform Gyrus R 27 -42 -12 88 5.21 <.001

Fusiform Gyrus L -24 -45 -15 47 5.17 .010

Angular Gyrus L -42 -75 39 48 4.22 .009

Occipital Lobe

Lingual Gyrus/Cerebellum R 9 -54 -15 156 4.52 <.001

Subcortical Areas

Caudate Nucleus R 12 -3 18 31 3.60 .041*

Pallidum R 15 3 3 10 3.68 .005*

Subthalamic Nucleus L -12 -18 -9 8 3.16 .021*

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); peak
location in Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); the maximum
Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly
activated cluster separately. FWE: family-wise error. pre-SMA: pre-supplementary motor area.
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Figure 3.2. (A) independent component (IC) activation grand averages (a) and grand mean topographies
(b, c) of all participants ICs which were classified as reliably Nogo-related within the early latency range or
late latency range. Mean and 95 % confidence interval (C.I.) of Nogo (black lines) and Go (green lines) are
displayed in solid and dotted lines, respectively; gray bars indicate the early and late latency ranges on the
group level. (B) Activation maps displaying the main effects of positive correlations with EEG-derived early
(a; time window starting 200 ms after stimulus onset and ending with the RT) and late (b; time window
starting 100 ms prior to RT and ending 300 ms after RT) regressors. These regressors were orthogonalized to
onset regressors. Images are displayed in neurological order (L: Left; R: Right), with p < .005 (uncorrected)
and k = 20. RT: individual median Go response time. Adopted from (Schmüser et al., 2014).
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Figure 3.3. (A) Grand average (a) and grand mean topographies at N2 latency range (b) and P3 latency
range (c). Mean and 95 % confidence interval (C.I.) of Nogo (black lines) and Go (green lines) are displayed
in solid and dotted lines; gray bars indicate the early and late latency ranges on the group level (a). (B)
Activation maps displaying the main effects of positive correlations with EEG-derived N2 (a; time window
280–340 ms after stimulus onset) and P3 (b; time window 350–570 ms after stimulus onset) regressors. These
regressors were orthogonalized to onset regressors. Images are displayed in neurological order (L: Left; R:
Right), with p < .005 (uncorrected) and k = 20. RT: individual median Go response time. Adopted from
(Schmüser et al., 2014).
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3.2.3. EEG/fMRI single-trial analysis of visual ICs

Positive correlations of the fMRI BOLD signal with EEG regressors derived from ICs related to
visual processing (ICs with |Z| > 0.275 within the latency ranges of 90–140 ms post-stimulus) are
listed in Table 3.5. Correlations of fMRI BOLD signal with EEG regressor derived from single-trial
amplitudes of visual components yielded activations primarily in visual areas but also in the left
premotor cortex (Figure 3.4.B). However, significant positive correlations at the level of p < .05
(FWE corrected) were found exclusively in visual areas (bilateral middle and superior occipital
gyri) but not in premotor areas.

Table 3.5. Positive correlations of fMRI BOLD signal EEG-regressor derived from visual response (time
window starting 90 ms after stimulus onset and ending 140 ms after stimulus onset).

visual components

Region x y z k Z p

Occipital Lobe

Superior Occipital Gyrus R 24 -93 12 42 3.65 .037*

Superior Occipital Gyrus L -15 -93 12 70 4.22 .003*

Middle Occipital Gyrus R 33 -87 15 114 3.88 .021*

Middle Occipital Gyrus L -21 -93 9 55 5.25 .019

Middle Occipital Gyrus L -42 -69 3 59 4.69 .014

Note: The region in which the cluster’s local maximum is located in hemispheres right (R) or left (L); peak location in
Montreal Neurological Institute (MNI) coordinates (x, y, z); cluster extend in number of voxels (k); maximum Z score; and
FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly activated cluster
separately. FWE: family-wise error.
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Figure 3.4. (A) Grand averages (a) and grand mean independent component (IC) topography (b) of all
participants’ ICs which were classified as reliable related to visual processing within the latency range of
90–140 ms. Mean and 95 % confidence interval (C.I.) of Nogo (black lines) and Go (green lines) are displayed
in solid and dotted lines; the gray bar indicates the latency range of 90–140 ms (a). (B) Positive correlations
of fMRI BOLD signal with EEG regressor derived from visual components (90–140 ms after stimulus onset).
Images are displayed in neurological order (L: Left; R: Right), with p < .005 (uncorrected) and k = 20.
Adopted from (Schmüser et al., 2014).
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3.3. Discussion

The current study aimed at a data-driven identification of correlates of trial-to-trial variability in
inhibition specific neurophysiological activity in simultaneously acquired EEG and fMRI. Using
data of 39 healthy participants in a visual Go/Nogo task, single trial EEG/fMRI analysis was
performed based on the automated identification of inhibition-related electrophysiological ICs. This
identification was done for each participant in a completely data driven way using an extended ICA
(Bell and Sejnowski, 1995; Lee et al., 1999; Makeig et al., 1999, 2002). Specifically Nogo-related ICs
(i.e. Nogo minus Go) were identified by Z scores of stimulus-locked averages above a predefined
threshold within one of two time windows.

3.3.1. Single-trial EEG/fMRI analysis of Nogo-related ICs and N2/P3 ERPs

In those participants showing reliable inhibition-related components, we were able to analyze the
relationship between trial-to-trial variations in these ICs and fMRI brain activity. Due to the
high temporal resolution of the EEG, we could specifically assess inhibition-related EEG activity
occurring clearly before the typical RT (early time window) and inhibition-related EEG activity
occurring around the typical RT (later time window; Figure 3.2.A). The corresponding EEG-derived
regressors were orthogonalized to the classical paradigm-derived onset regressors to reveal only
those brain regions in which the BOLD signal is attributed genuinely to trial-to-trial fluctuations
of inhibition-related ICs rather than to condition effects.

Both, early and late EEG-derived regressors correlated positively with fronto-striatal regions
(right IFC, pre-SMA and basal ganglia) associated with response inhibition (Aron, 2011; Chambers
et al., 2009). Although there were no significant differences between early and late, in most areas
including right insula/IFC, right posterior IFC, premotor areas and basal ganglia, correlations of
fMRI BOLD signal with the early EEG regressor were stronger than with the late EEG regressor.
This indicates that the strength of positive correlations is decreasing from early to late stages
of response inhibition. However, when interpreting results of single-trial EEG/fMRI analysis
it should be considered that although the EEG’s high temporal resolution allows extracting
electrophysiological activity clearly related to different stages of neural processing, the fMRI BOLD
signal’s temporal resolution remains low. Accordingly, we are able to correlate electrophysiological
signals generated by the brain at different stages of neural processing with the fMRI BOLD signal
but we are not able to distinguish whether there is a causal relationship between a certain region
and the Nogo-related activity or whether the activity of the regions are just statistically more likely
to be preceded, accompanied, or followed by Nogo-related activity without a causal relationship.

Single-trial correlation of N2/P3 amplitude values with fMRI BOLD signal was computed
for the same 22 participants as the single-trial EEG/fMRI analysis of Nogo-related ICs. The

64



3.3. DISCUSSION

N2-derived EEG regressor correlated negatively with regions associated with the default mode
network (precuneus and superior medial cortex) (Buckner et al., 2008; Raichle et al., 2001) but
also with areas in pre-SMA, middle frontal gyrus and basal ganglia. To some degree, these results
are consistent with Baumeister et al. (2014), who found negative correlations of increased N2
amplitudes in right middle frontal gyrus, bilateral middle temporal and fusiform gyri but also in
regions associated with the default mode network (right precuneus, bilateral superior temporal
gyrus and right medial frontal gyrus). As discussed by Baumeister et al. (2014), this might indicate
an association between increasing N2 amplitudes and deactivation of the default mode network.

Both, N2- and P3-derived EEG regressors correlated positively with fMRI BOLD signal in
fronto-striatal regions associated with response inhibition (right IFC, pre-SMA and basal ganglia),
but also in distributed areas located in temporal and parietal lobule. Except for right IFC the degree
of positive correlations with N2/P3-derived EEG regressors increased from N2 to P3, whereas in
IC-based EEG/fMRI analysis fewer regions were positively correlated with the late EEG regressor
relative to the early EEG regressor. The latter may indicate that regions relevant for a successful
response inhibition are up-regulated at an early stage of response inhibition but not at the later
stage of response inhibition. This seems to be reasonable as it could be expected that regions
essential for withholding a prepotent motor response are activated prior to the time point when the
Go response would be executed. In contrast to this, N2/P3 single-trial amplitude values seem to
correlate with a mixture of network parts associated with response inhibition, attentional processing
or response monitoring.

When comparing both approaches (i.e., early/late vs. N2/P3) it can be seen that the activation
pattern yielded by the early EEG regressor and the N2 EEG regressor are largely deviating. This
might be related to fundamental differences in both approaches. While the early and late EEG
regressors were constructed exclusively of participant-specific components which are reliably
differentiating between different task conditions at the respective latency range, the N2/P3 ERPs
were defined on the group level at the latency ranges and EEG site with the most pronounced
Nogo effect. Repeated measure analysis of variance (ANOVA) with the factors condition (Go and
Nogo) and ERP (N2 and P3) revealed a significant condition × ERP interaction [F (1, 21) = 61.516,
p < .001] on mean amplitude values. However, post hoc test revealed that mean amplitudes of P3
but not of N2 were significantly different between Go and Nogo which is in line with Baumeister
et al. (2014), who also reported significant differences for P3 amplitude values but not for N2
amplitude values. The prominent difference between correlations of the fMRI BOLD signal with
the early EEG regressor or the N2 EEG regressor might be related to the fact that the early ICs
are reliably task-discriminating at the respective latency range and thus more sensitive to the Nogo
condition, while the N2 seems to be less specific to the task condition.

In conclusion, the deviating results between ERP-based N2/P3 and IC-based early/late single-
trial correlations are probably related to the fundamentally different approaches of selecting the
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EEG features used for single-trial correlations. Following Baumeister et al. (2014), for each
participant the mean single-trial amplitude values of N2 and P3 were extracted from Cz electrode
at the latency ranges 280–340 and 350–570 ms after stimulus onset. These time windows were
chosen as they reflected best the Nogo-N2 and Nogo-P3 effects for the entire group (Figure 3.3.A).
However, these fixed time windows were determined on the group level which is insensitive to
inter-individual variability as they were observable for example in the participant’s median RT
(ranging from 322.81 to 487.94 ms). As it is known that such phenotypes exist even for simple
reaction time paradigms, inter-individual differences constitute valuable information when analyzing
more complex cognitive functions (Kanai and Rees, 2011). Thus, inter-individual differences make it
necessary to verify intra-individually the presence of certain components prior to including them into
group-level analyses. Therefore, we developed an analysis procedure that does not build exclusively
on N2/P3 effects, but classifies and selects task- and participant-specific electrophysiological
components in a completely data driven manner. For every single participant, the algorithm
identifies those participant-specific components which are differentiating best between the different
task conditions at the specific latency range (Figure 3.2.A). Thus, in contrast to N2/P3 ERPs
which were defined on the group level (Figure 3.3.A), early and late regressors were constructed of
functionally characterized ICs.

3.3.2. EEG/fMRI single-trial analysis of visual ICs

We introduced an algorithm that allows for selecting Nogo-related ICs in an automated procedure;
however, the fact that the algorithm could identify Nogo-related ICs only in about half of the
participants may question the validity of the algorithm. Thus, to test whether our IC selection
method is generalizable and usable beyond Nogo-related IC detection, we modified the algorithm
so that ICs associated with the visual responses can be detected. Single-trial amplitudes of ICs
related to visual processing (i.e., |Z| > 0.275 within the latency ranges of 90–140 ms post-stimulus)
correlated positively with fMRI BOLD signal in left inferior occipital gyrus as well as bilateral
middle and superior occipital gyri.

The results are consistent with Fuglø et al. (2012) who found positive correlations of visual
components with fMRI BOLD responses in primary visual cortex and middle occipital gyrus.
However, Fuglø et al. (2012) employed a block design with checkerboard stimulus blocks alter-
nating with blocks without stimuli, while continuously estimating visual-evoked potential (VEP)
amplitudes. Therefore, the resulting regressor necessarily follows the stimulation design to a larger
degree. EEG-fMRI correlations from experiments in which either a constant stimulus is repeated or
stimuli matched for physical properties such as size, complexity and luminance are presented must
be viewed from a different perspective. Variability observed across such stimuli may either reflect
early discriminative activity for different stimuli or spontaneous fluctuations in brain state. A
study following a spontaneous fluctuation design (visual oddball with motor responses) comparable
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to the current one revealed positive correlations of visual components with fMRI BOLD signal
not only in regions of the visual dorsal stream but also in medial frontal and precentral gyri
(Warbrick et al., 2013). In addition to visual cortex activity our approach also revealed medial
frontal precentral activity patterns comparable to Warbrick et al. (2013). Thus, despite of different
task settings and the fact that Warbrick et al. (2013) used a selection procedure based on a priori
defined ERP components (P1 and N1), whereas we selected ICs related to visual processing in a
purely data-driven approach, the resultant correlations between EEG-derived regressors and fMRI
BOLD responses are quite similar. This illustrates that beyond of detecting Nogo-related ICs our
algorithm is also able to detect ICs related to visual responses in the same data set.

3.3.3. Limitations

As a result of IC selection only about half of participants could be included into the single-trial
EEG/fMRI data analysis. As such these results of temporal signal evolution in response inhibition
may not be generalizable. Moreover, the fact that Nogo-related ICs were not identified in one half
of the participants suggests that correlations using these restrictive IC selection criteria can only
be determined for part of the initial population of a study. On the other hand, the same algorithm
was able to detect ICs related to visual responses in 37 of 39 participants, which argues against a
principal failure of the algorithm. Thus, the finding that certain Nogo-related components are not
present in every participant may give an indication of substantial inter-individual differences as
state or trait related differences in cognitive strategy when performing the task, illustrating the
sensitivity and specificity of the algorithm for detection of different event related responses.

3.3.4. Conclusion

Using EEG-derived regressors based on single-trial amplitude variability of Nogo-related ICs
selected with respect to different time windows allows visualizing the evolution of brain processes
during motor inhibition. Furthermore, by classifying and selecting ICs intra-individually our
approach takes account of known inter-individual differences in neural processing. In line with
existing automated approaches (Goldman et al., 2009; Wessel and Ullsperger, 2011) we used an
algorithm that allows for selecting task-related ICs in an automated procedure. As is the case
in the COMPASS-approach (Wessel and Ullsperger, 2011), our approach uses an automated IC
selection procedure but is independent of ERP templates, which was one of the major drawbacks of
COMPASS. This can be achieved by using an algorithm that automatically selects inhibition-specific
ICs with significantly increased amplitude during Nogo trials relative to Go trials. Additionally,
these ICs were automatically classified depending on whether the latency range of reliably Nogo-
related activity occurred early or late relative to median correct Go RT. This is partially comparable
to the approach of Goldman et al. (2009) but without the drawback of just being able to extract
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one component per time window. As our method is independent of a priori defined ERPs, we
suggest that this approach of using functionally defined components could be used for EEG features
other than event-related transient responses. Although not tested yet, one possible application
would be to use it in the context of background rhythms. In this case, one could selectively use
those components that are characterized by increased spectral power in one condition relative to
another condition.
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Table 3.6. Side-by-side comparison of positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regressors early (time window
starting 200 ms after stimulus onset and ending with the individual median Go response time (RT)) and late (time window starting 100 ms prior to
RT and ending 300 ms after RT), as well as with orthogonalized EEG-derived regressors N2 (280–340 ms after stimulus onset) and P3 (350–570 ms
after stimulus onset).

early ICs late ICs N2 ERPs P3 ERPs

Region x y z k Z p x y z k Z p x y z k Z p x y z k Z p

Frontal Lobe

IFG (pars Opercularis) R 54 18 27 36 3.84 .045 - - - - - - 51 15 27 35 4.24 .036 - - - - - -

IFG (pars Orbitalis) R 51 21 -3 516 4.20 .013* - - - - - - 51 12 -3 218 4.60 .002* 51 12 -3 53 4.49 .004*

IFG (pars Triangularis) L - - - - - - - - - - - - - - - - - - -45 45 9 48 4.32 .009

Middle Frontal Gyrus R 24 51 33 821 4.18 .020* 27 36 24 213 4.49 .005* - - - - - - 27 3 51 215 4.23 .016*

Middle Frontal Gyrus L -39 45 15 187 4.55 <.001 -27 42 36 225 4.01 .038* -30 48 33 117 4.71 .002* -33 27 45 412 4.74 .001*

Superior Frontal Gyrus R 24 54 33 92 4.42 <.001 - - - - - - - - - - - - - - - - - -

Superior Frontal Gyrus L -21 -3 57 636 5.37 <.001 - - - - - - - - - - - - - - - - - -

pre-SMA C -9 3 48 449 4.46 .002* 12 15 66 132 4.63 .001* 6 18 63 101 4.38 .004* 6 18 63 157 4.71 .001*

Precentral Gyrus L -36 3 39 101 4.28 <.001 - - - - - - - - - - - - 27 -9 48 59 4.65 .003

Middle Cingulate Cortex L - - - - - - - - - - - - - - - - - - -9 -33 45 41 4.68 .019

Temporal Lobe

Superior Temporal Gyrus L -63 -27 42 86 4.01 .001 -51 -33 9 54 4.60 .008 -63 -39 12 76 5.20 .001 -63 -33 15 48 5.78 .009

Superior Temporal Gyrus L - - - - - - - - - - - - -42 -27 12 36 5.51 .032 -42 -27 12 35 5.38 .036

Middle/Inferior Temporal
Gyrus

R - - - - - - - - - - - - - - - - - - 57 -66 0 44 4.97 .014

to be continued on the next page.

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); the peak location in MNI coordinates (x, y, z); cluster
extend in number of voxels (k); maximum Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly activated
cluster separately. ICs: independent components. ERPs: event-related potentials. MNI: Montreal Neurological Institute. FWE: family-wise error. IFG: inferior frontal
gyurs. pre-SMA: pre-supplementary motor area.
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Table 3.6. Continuation: Side-by-side comparison of positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regressors early
and late, as well as with orthogonalized EEG-derived regressors N2 and P3.

early ICs late ICs N2 ERPs P3 ERPs

Region x y z k Z p x y z k Z p x y z k Z p x y z k Z p

Temporal Pole/Insula Lobe R - - - - - - 36 12 0 59 4.07 .005 - - - - - - 60 3 -9 148 5.41 <.001

Middle Temporal Gyrus R 51 -72 18 44 4.06 .020 - - - - - - - - - - - - - - - - - -

Fusiform Gyrus R - - - - - - 33 -39 -15 74 5.31 .001

Supramarginal Gyrus R 66 -39 24 317 5.15 <.001 66 -21 18 48 4.29 .014 - - - - - - 54 -21 18 42 4.49 .017

Insula Lobe L -39 -6 -6 57 4.49 .006 - - - - - - - - - - - - - - - - - -

Superior Temporal
Gyrus/Insula Lobe

R - - - - - - - - - - - - 54 -3 -3 99 5.27 <.001 - - - - - -

Superior Temporal
Gyrus/Insula Lobe

L - - - - - - - - - - - - -39 -12 -6 76 5.08 .001 -39 -12 -6 183 5.93 <.001

Insula Lobe/Amygdala R 42 -3 -27 58 4.24 .005 - - - - - - - - - - - - - - - - - -

Insula Lobe/Amygdala L - - - - - - -27 6 -15 56 4.68 .007 - - - - - - - - - - - -

Hippocampus L -24 -18 -9 57 4.93 .006 -27 -15 -12 53 5.24 .009 - - - - - - - - - - - -

Parietal Lobe

Postcentral Gyrus R - - - - - - - - - - - - - - - - - - 51 -30 51 94 5.48 <.001

Inferior Parietal Lobule L - - - - - - - - - - - - -39 -51 54 80 4.95 <.001 -42 -51 54 631 5.05 <.001

Precuneus R 9 -42 54 128 4.68 <.001 15 -54 60 65 4.70 .003 9 -45 60 63 4.93 .002 18 -42 57 49 4.45 .008

to be continued on the next page.

Note: The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); the peak location in MNI coordinates (x, y, z); cluster
extend in number of voxels (k); maximum Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly activated
cluster separately. ICs: independent components. ERPs: event-related potentials. MNI: Montreal Neurological Institute. FWE: family-wise error. IFG: inferior frontal
gyurs. pre-SMA: pre-supplementary motor area.
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Table 3.6. Continuation: Side-by-side comparison of positive correlations of fMRI BOLD signal with orthogonalized EEG-derived regressors early
and late, as well as with orthogonalized EEG-derived regressors N2 and P3.

early ICs late ICs N2 ERPs P3 ERPs

Region x y z k Z p x y z k Z p x y z k Z p x y z k Z p

Occipital Lobe

Middle Occipital Gyrus R 33 -78 27 146 4.93 <.001 - - - - - - - - - - - - 36 -75 6 46 4.35 .011

Middle Occipital Gyrus L - - - - - - -39 -63 0 57 4.79 .006 - - - - - - -27 -69 30 68 4.36 .001

Superior Occipital Gyrus L -18 -78 27 217 4.76 <.001 -24 -66 21 88 4.68 <.001 - - - - - - - - - - - -

Lingual Gyrus R - - - - - - - - - - - - - - - - - - 12 -54 -3 33 4.17 .045

Lingual Gyrus L - - - - - - -3 -72 0 36 4.57 .045 -27 -48 -3 43 5.08 .015 -18 -66 -9 676 5.31 <.001

Cuneus/Precuneus R - - - - - - - - - - - - - - - - - - 24 -54 30 148 4.97 <.001

Subcortical Areas

Putamen R 18 15 -3 45 3.87 .018 - - - - - - - - - - - - - - - - - -

Putamen L - - - - - - -27 6 -9 86 3.84 .017* - - - - - - -33 -15 -6 14 3.65 .035*

Caudate Nucleus R 15 15 -3 154 3.85 .015* - - - - - - - - - - - - - - - - - -

Caudate Nucleus L -9 12 9 103 3.53 .045* - - - - - - -18 -15 24 14 3.95 .010* - - - - - -

Pallidum R 15 9 -3 * 3.74 .004* - - - - - - - - - - - - - - - - - -

Pallidum L -21 0 6 20 3.21 .023* - - - - - - - - - - - - - - - - - -

Subthalamic Nucleus L - - - - - - - - - - - - - - - - - - -12 -18 -6 5 2.92 .047*

Thalamus R - - - - - - - - - - - - - - - - - - 21 -27 -3 79 4.61 <.001

Thalamus/Hippocampus L - - - - - - - - - - - - - - - - - - -21 -24 -6 138 5.50 <.001

The region in which the cluster’s local maximum is located in hemispheres right (R), left (L), or central (C); the peak location in MNI coordinates (x, y, z); cluster extend in
number of voxels (k); maximum Z score; and FWE-corrected p-values (cluster level corrected, * small volume corrected) are reported for each significantly activated cluster
separately. ICs: independent components. ERPs: event-related potentials. MNI: Montreal Neurological Institute. FWE: family-wise error. IFG: inferior frontal gyurs.
pre-SMA: pre-supplementary motor area.
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4. Study 2: Neural timing of the response
inhibition network in
Attention-Deficit/Hyperactivity
Disorder (ADHD) and Borderline Personality
Disorder (BPD)

Impulsivity is central to Attention-Deficit/Hyperactivity Disorder (ADHD) and Borderline Per-
sonality Disorder (BPD). Especially in ADHD, increased intra-individual variability in response
inhibition has been suggested to constitute a key pathophysiological process of impulsivity. To com-
prehensively characterize group differences in response inhibition, the novel independent component
analysis (ICA)-based single-trial electroencephalographic (EEG)/functional magnetic resonance
imaging (fMRI) analysis was conducted as presented in Study 1 (cf. Chapter 3) in addition to
common unimodal event-related potential (ERP) or fMRI analyses. This allows assessing group
differences in neural timing of response inhibition as well as incorporating intra-individual signal
variability thereby increasing sensitivity for inter-individual differences in comparison to control
subjects. 19 adult ADHD patients, 19 adult female BPD patients, and 31 adult healthy control (HC)
subjects were included in this study.

Both patient groups showed significantly enhanced Go response time (RT) variability and
reduced Nogo-P3 amplitudes in comparison to HC subjects. Unimodal fMRI analysis revealed a
hypoactivation of striatal regions in ADHD compared to HC, but no differences between BPD
and HC. Single-trial EEG/fMRI unveiled significantly reduced activity in frontal-striatal regions
in ADHD in comparison to both BPD and HC, but only marginal differences between HC and
BPD. This may indicated that deficient neural processing at an early phase of response inhibition
may be a specific pathophysiological hallmark of ADHD. Hence, response inhibition deficits in
ADHD may be due to dysfunctions in neural timing of inhibitory control networks opposed to
static regional neural activity deficits. In contrast, neural networks of response inhibition in BPD
were only mildly affected complementing current evidence of largely unaffected impulse control in
BPD. These observations may shift our pathophysiological understanding of impulsivity in ADHD
and BPD.
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4.1. Material and methods

4.1.1. Participants

Data from 31 adult healthy control (HC) subjects (13 males; mean age: 35.65± 14.7), 19 adult
Attention-Deficit/Hyperactivity Disorder (ADHD) patients (12 males; mean age: 35.84 ± 12.7)
and 19 adult female Borderline Personality Disorder (BPD) patients (mean age: 23.63± 3.5) were
included in the following analyses (cf. Section 2.1.1 ’Participants’ for a detailed information on
participant samples).

As age and gender were substantially different between the groups, age and gender were
included as a covariate of no interest in all subsequent analyses in order to prevent any age- or
gender-dependent effects from affecting the results. Nogo-related independent components (ICs)
were only detectable in a subsample of the whole groups (21 HC subjects: 7 males; mean age:
35.00± 14.6, 12 ADHD patients: 8 males; mean age: 36.75± 14.5, 11 female BPD patients: mean
age: 24.27± 3.7). Hence, unimodal ERP and fMRI analysis were preformed on the whole groups,
while single-trial EEG/fMRI analysis was performed on the subgroups.

4.1.2. Data analysis

4.1.2.1. ERP analysis

Mean amplitudes were measured in the predefined time windows 240–350 ms (N2), and 350–580 ms
(P3) after stimulus onset at nine selected electrode sites: F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4.
To assess group differences in Go- and Nogo-related effects, N2 and P3 amplitudes were subjected
to separate repeated measures analysis of variance (ANOVA) including within-subject factors
Condition (correct Go, correct Nogo), Anteriorization (frontal (F3, Fz, F4), central (C3, Cz, C4),
parietal (P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline (Fz, Cz, Pz), right (F4, C4, P4))
as well as between-subject factor Group (HC (N = 31), ADHD (N = 19), BPD (N = 19)). In case
of nonsphericity as indicated by a significant Mauchly test the corrected p-values and degree of
freedom (DF)-values (Greenhouse-Geisser epsilon correction) are reported.

As the study was focused on group differences, only significant main effects as well as significant
two-way interactions effects including Group as factor were further assessed with post hoc t-tests
(Tukey multiple comparisons of means with 95 % family-wise confidence level). All three-way
significant effects involving the factor Group were analyzed post-hoc by applying second ANOVA
models and post hoc t-tests. Statistical analysis was performed using the packages ’stats’ (R Core
Team, 2014) and ’ez’ (Lawrence, 2013) from the open-source statistical computing software ’R’
(http://CRAN.R-project.org/).
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4.1.2.2. Unimodal fMRI analysis

As described in Section 2.5.2 (’First-level unimodal fMRI analysis’), for each subject the unimodal
fMRI first-level generalized linear model (GLM) consisted of two onset regressors corresponding
to the correct and incorrect Nogo conditions. Go was used as an active baseline which allowed
comparing Nogo vs. Go (active baseline) implicitly.

Unimodal fMRI first-level GLMs were computed for 31 HC subjects (13 males; mean age:
35.65± 14.7), 19 ADHD patients (12 males; mean age: 35.84± 12.7) and 19 female BPD patients
(mean age: 23.63± 3.5)

4.1.2.3. Multimodal fMRI analysis

As described in Section 2.5.3 (’First-level single-trial EEG/fMRI analysis’), ICs intra-individually
identified as reliably related to Nogo processing (Nogo > Go) with respect to the same latency
range were used for single-trial EEG/fMRI analysis. Predefined time windows are referred to as
’early’ (200 ms after stimulus onset until the individual’s median RT) and ’late’ (100 ms before RT
until 300 ms after RT).

Only subjects characterized by the existence of Nogo-related ICs at these specific latency
ranges were included to the single-trial EEG/fMRI analysis: 21 HC subjects (7 males; mean age:
35.00± 14.6), 12 ADHD patients (8 males; mean age: 36.75± 14.5), and 11 female BPD patients
(mean age: 24.27± 3.7). ICs classified as Nogo-related with respect to the early or late latency
were combined into individual IC-regressors and included into fMRI first-level analysis.

4.1.2.4. Group analysis of unimodal and multimodal fMRI data

Beta images corresponding to the ’correct Nogo−Go’ contrasts were subjected to a full-factorial
model with Group (HC, ADHD, BPD) as between-subject factor. Beta images corresponding
to single-trial EEG/fMRI correlations with either early or late IC-regressors were subjected to
a full-factorial repeated measures model with within-subject factor Latency (early, late) and
between-subject factor Group (HC, ADHD, BPD).

Multiple comparisons correction was based on cluster-extent based thresholding (Friston et al.,
1994b; Woo et al., 2014) using a primary voxel-level threshold of p < .001 and a minimum cluster-
extend level of k = 10 continuous voxels. These thresholded data were assessed for cluster-wise
significance by using a cluster-defining height threshold of p(FWE) < .05 (family-wise error (FWE)
correction for multiple comparisons).
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Small volume correction was used for the following regions of interest (ROIs) as derived from
the automated anatomical labeling (AAL) atlas: pars opercularis of inferior frontal gyurs (IFG); pre-
supplementary motor area (pre-SMA) derived from the supplementary motor area (SMA); caudate
nucleus; putamen; pallidum; subthalamic nucleus (STN) consisting of two boxes of respectively
10 mm3 box at MNI (Montreal Neurological Institute) coordinates −/+ 10, −15, −5; inferior and
superior parietal lobule (Sebastian et al., 2013a) and anterior cingulate cortex (ACC). Clusters were
assessed for peak-wise significance by using a height threshold of p(FWE) < .05 (FWE corrected)
after using a primary voxel-level threshold of p < .05 and no minimum cluster-extend level.

Group analysis of unimodal fMRI data: To assess group-specific effects of task-related activity,
for each group beta images corresponding to the ’correct Nogo−Go’ contrast were subjected
to one-sample t-tests. To test for group differences, beta images corresponding to the ’correct
Nogo−Go’ contrast were further subjected to full-factorial models with between-subject factor
Group (HC (N = 31), ADHD (N = 19), BPD (N = 19)).

Multiple comparisons correction of the statistical maps was based on cluster-extent based
thresholding (Friston et al., 1994b; Woo et al., 2014) using a primary voxel-level threshold of p < .001
(p < .005 in case of an interaction effect) and a minimum cluster-extend level of k = 10 continuous
voxels. Thereafter, the thresholded data were assessed for cluster-wise significance by using a
cluster-defining height threshold of p(FWE) < .05 (FWE correction for multiple comparisons).

The small volume correction was computed for the following a priori defined ROIs: pars
opercularis of the lateral IFG, pre-SMA derived from the SMA region with y > 0), caudate nucleus,
putamen and pallidum, STN consisting of two boxes of respectively 10 mm3 box at MNI coordinates
−/+ 10, −15, −5, inferior parietal lobule and superior parietal lobule. Clusters were assessed for
peak-wise significance by using a height threshold of p(FWE) < .05 (FWE corrected) after using a
primary voxel-level threshold of p < .05 and no minimum cluster-extend level.

Group analysis of single-trial EEG/fMRI data: From the initial groups of 19 ADHD patients,
19 BPD patients and 31 HC subjects, 7 ADHD patients, 8 BPD patients and 17 HC subjects
did not displayed Nogo-specific ICs on the chosen absolute Z score level (Nogo−Go difference:
|Z| > 0.275) for either early or late time window. Thus, while unimodal fMRI and ERP analysis
were computed for the larger group of 19 ADHD patients, 19 BPD patients and 31 HC subjects,
single-trial correlations of fMRI blood oxygenation level-dependent (BOLD) signals with Nogo-IC
derived regressors were computed for the intersection of 21 HC subjects, 12 ADHD patients, and
11 BPD patients.

Single-trial correlations of fMRI BOLD responses with the Nogo-IC derived electrophysiological
regressors were tested for significance using full-factorial repeated measures models with within-
subject factor Latency (early, late) and between-subject factor Group (HC (N = 21), ADHD
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(N = 12), BPD (N = 11)). As this study aimed at testing for functional group differences in neural
activity related to different phases of response inhibition, non-orthogonalized IC-regressors were
used (cf. Section 2.4.4 ’EEG-derived regressors’).

Similar to the group unimodal fMRI analysis, whole brain results were corrected at the cluster
level using a height threshold of p(FWE) < .05 (FWE corrected) using a primary voxel-level
threshold of p < .001 (p < .005 in case of an interaction effect) and a minimum cluster-extend level
of k = 10 continuous voxels. Small volume correction was computed for the same predefined ROIs
as for unimodal fMRI group analysis and were assessed for peak-wise significance by using a height
threshold of p(FWE) < .05 based on a primary voxel-level threshold of p < .05 and no minimum
cluster-extend level.

4.2. Results

4.2.1. Demographics and task performance

Demographic data: ADHD and HC subjects did not differ significantly with respect to age, gender
or verbal intelligence, neither in the whole groups for unimodal analyses nor in the subgroups for
combined EEG/fMRI (Table 4.1.A). In contrast to this, age and gender of the BPD whole group
and subgroup differed significantly from both ADHD groups and from both HC groups. Thus to
prevent age- or gender-dependent effects from affecting the results, age and gender were included
as a covariate of no interest in all subsequent analyses.

Performance data: Behaviorally (Table 4.1.B), both ADHD and both BPD groups were character-
ized by significantly higher intra-individual RT variability, i.e., higher coefficient of variability (CoV)
compared to both HC groups, which was driven by higher CoV values in patient groups in compar-
ison to HC groups. Additionally, the subgroups differed significantly in the omission error rate,
which was driven by significantly higher omission error rates in ADHD compared to both HC and
BPD.
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Table 4.1. Group comparison of demographic and performance data in whole groups and subgroups.

Group HC HC BPD
HC ADHD BPD comp. vs. vs. vs.

ADHD BPD ADHD

mean SD mean SD mean SD t p p p p

A) Demographic

Gender (male/N)

Whole group 13/31 12/19 0/19 - - - - - -

Subgroup 7/21 8/12 0/11 - - - - - -

Age

Whole group 35.65 14.7 35.84 12.7 23.63 3.5 6.83 .002 n.s. .003 .008

Subgroup 35.00 14.6 36.75 14.5 24.27 3.7 3.27 .048 n.s. n.s. n.s.

MWT-B

Whole group 31.13 3.5 31.06 4.3 28.72 4.2 2.27 n.s. n.s. n.s. n.s.

Subgroup 30.71 3.5 32.64 4.3 29.80 3.9 1.81 n.s. n.s. n.s. n.s.

B) Performance

RT [ms]

Whole group 415.53 59.6 399.90 30.9 399.42 54.3 1.02 n.s. n.s. n.s. n.s.

Subgroup 408.24 45.2 397.57 33.5 389.20 54.4 0.71 n.s. n.s. n.s. n.s.

CoV

Whole group 0.21 0.04 0.26 0.05 0.25 0.04 12.84 <.001 <.001 .002 n.s.

Subgroup 0.195 0.04 0.261 0.05 0.236 0.04 9.58 <.001 <.001 .040 n.s.

Commission [%]

Whole group 11.44 9.6 16.75 7.7 17.72 9.3 3.23 n.s. n.s. n.s. n.s.

Subgroup 10.19 8.2 15.34 7.2 15.10 10.8 1.76 n.s. n.s. n.s. n.s.

Omission [%]

Whole group 0.32 0.5 1.37 1.5 1.85 4.2 1.74 n.s. n.s. n.s. n.s.

Subgroup 0.19 0.3 1.19 1.2 0.45 0.5 7.52 .002 .001 n.s. .047

Note: (A) Demographic data regarding age in years, intelligence as measured with German multiple-choice vocabulary test
(MWT-B) and gender (male/N: ratio of number of males and sample size). (B) Behavioral data regarding mean Go response
time (RT) on Go trials in milliseconds (ms), coefficient of variability (CoV) of RTs, mean percentage [%] omission errors of
Go trials and mean percentage [%] of commission errors of Nogo trials. CoV is estimated by dividing SD of RT by mean
RT. Percentage error is estimated by dividing the number of incorrect trials (Go for omission error and Nogo for commission
error) by the total number of each trial type. Whole group: HC (N = 31), ADHD (N = 19), BPD (N = 19). Subgroup: HC
(N = 21), ADHD (N = 12), BPD (N = 11). HC: healthy control. ADHD: Attention-Deficit/Hyperactivity Disorder. BPD:
Borderline Personality Disorder. SD: standard deviation. n.s.: not significant (p > .05).
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4.2.2. Psychometrics

As depicted in Table 4.2, group comparisons of psychometric data revealed significant interaction
effects in most subscales of almost all questionnaires and items in the whole groups (HC: N = 31,
ADHD: N = 19, BPD: N = 19) as well as in the smaller subgroups (HC: N = 21, ADHD: N = 12,
BPD: N = 11).

In comparison to HC, both ADHD and BPD scored significantly higher on all subscales of the
Barratt Impulsiveness Scale-11 (BIS-11) and UPPS Impulsive Behavior Scale (UPPS) (except for
the UPPS subscale ’sensation seeking’ in the subgroup), and on the Sensation Seeking Scale (SSS-V)
subscales ’thrill and adventure seeking’ (only the whole groups) and ’boredom susceptibility’, with
higher scores in the ADHD groups. Post-hoc comparisons of HC and ADHD groups revealed
significantly higher scores in all subscales of BIS-11 and UPPS except for the UPPS subscale
’sensation seeking’ and higher scores on the SSS-V subscale ’boredom susceptibility’ but not on
the SSS-V subscale ’thrill and adventure seeking’. Post-hoc comparison of HC and BPD revealed,
that similarly to ADHD patients, BPD patients were characterized by significantly higher scores
on all BIS-11 subscales, on all UPPS subscales except for ’sensation seeking’ in the whole group,
and on SSS-V subscales ’boredom susceptibility’ and ’thrill/adventure seeking’ (only the whole
group of BPD patients). Post-hoc group comparisons of both ADHD and BPD groups revealed
significant differences on the UPPS subscales ’premeditation’ and ’perseverance’, with higher scores
in the ADHD group, but neither differences on the other UPPS subscales nor on SSS-V or BIS-11
subscales.

Regarding the clinical assessment of childhood and current ADHD symptoms, significant
interaction effects were found on all subscales with ADHD patients displaying higher scores on the
Wender Utah Rating Scale (WURS-k) and on all Conners’ Adult ADHD Rating Scale (CAARS-S:L)
subscales in comparison to both HC and BPD. Post-hoc comparison of both ADHD and HC groups
revealed significantly higher scores on the WURS-k and on all CAARS-S:L subscales in ADHD.
Despite having no lifetime diagnosis of ADHD, BPD patients had elevated scores on the WURS-k
and most subscales of the CAARS-S:L except the subscale ’hyperactivity/restlessness’ as compared
to HC and did not differ significantly from ADHD patients on the subscales ’impulsivity/emotional
lability’ and ’problems with self-concept’.

Although below cut off, ADHD patients in comparison to HC subjects were also characterized
by higher scores on the clinical assessments of BPD symptoms (Borderline Personality Disorder
Severity Index (BPDSI)) and the current depressive mood (Beck Depression Inventory (BDI),
Montgomery Asberg Depression Scale (MADRS)). In contrast to this, BPD patients were clearly
above cut-off and significantly different from both HC groups and both ADHD groups regarding
the clinical assessments of BPD symptoms (BPDSI) and the current depressive mood (BDI,
MADRS).
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Table 4.2. Group comparison of psychometric data in the whole groups and subgroups.

Group HC HC BPD
HC ADHD BPD comp. vs. vs. vs.

ADHD BPD ADHD

mean SD mean SD mean SD t p p p p

BIS-11

Attentional impulsiveness

Whole group 13.48 2.7 20.42 4.1 19.47 3.4 37.79 <.001 <.001 <.001 n.s.

Subgroup 13.24 3.0 19.83 3.6 20.43 3.8 19.97 <.001 <.001 <.001 n.s.

Motor impulsiveness

Whole group 20.97 4.1 25.89 5.5 25.20 5.5 7.23 .003 .005 .028 n.s.

Subgroup 20.19 3.0 26.75 4.9 25.57 7.1 9.34 .001 .001 .026 n.s.

Non-planning
impulsiveness

Whole group 22.10 4.0 30.32 4.8 27.53 5.5 16.02 <.001 <.001 .008 n.s.

Subgroup 21.14 3.9 31.42 4.8 28.14 6.9 18.97 <.001 <.001 .007 n.s.

UPPS

Premeditation

Whole group 23.23 4.2 28.37 5.3 24.25 5.4 7.59 .002 .002 n.s. .034

Subgroup 22.57 4.0 28.92 5.1 23.38 5.6 8.00 .001 .001 n.s. .027

Urgency

Whole group 37.90 3.9 24.74 4.8 22.50 5.1 97.48 <.001 <.001 <.001 n.s.

Subgroup 37.90 4.0 25.75 3.1 22.37 5.4 55.17 <.001 <.001 <.001 n.s.

Sensation seeking

Whole group 27.61 6.1 28.53 8.8 33.50 8.0 3.82 .033 n.s. .029 n.s.

Subgroup 28.38 6.2 27.58 7.5 32.25 9.4 1.35 n.s. n.s. n.s. n.s.

Perseverance

Whole group 16.58 3.4 28.21 4.8 22.69 6.0 46.74 <.001 <.001 <.001 .001

Subgroup 16.33 3.6 29.25 4.5 22.38 8.1 26.13 <.001 <.001 .016 .012

SSS-V

Thrill and adventure
seeking

Whole group 6.55 2.4 5.95 3.3 3.75 3.2 5.21 .011 n.s. .009 n.s.

Subgroup 6.24 2.6 6.42 2.9 4.63 3.2 1.30 n.s. n.s. n.s. n.s.

to be continued on the next page.

Note: Whole group: HC (N = 31), ADHD (N = 19), BPD (N = 19). Subgroup: HC (N = 21), ADHD (N = 12), BPD
(N = 11). HC: healthy control. ADHD: Attention-Deficit/Hyperactivity Disorder. BPD: Borderline Personality Disorder.
SD: standard deviation. n.s.: not significant (p > .05).
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Table 4.2. Continuation: Group comparison of psychometric data in the whole groups and subgroups.

Group HC HC BPD
HC ADHD BPD comp. vs. vs. vs.

ADHD BPD ADHD

mean SD mean SD mean SD t p p p p

Disinhibition

Whole group 3.29 2.2 4.53 3.0 4.75 2.7 2.69 n.s. n.s. n.s. n.s.

Subgroup 2.81 2.1 3.58 2.7 4.88 3.4 2.41 n.s. n.s. n.s. n.s.

Experience seeking

Whole group 6.42 1.9 6.68 1.7 6.56 2.2 0.10 n.s. n.s. n.s. n.s.

Subgroup 5.86 1.8 6.67 1.7 6.38 2.4 0.73 n.s. n.s. n.s. n.s.

Boredom susceptibility

Whole group 2.26 1.8 4.05 1.8 4.75 2.3 9.85 .001 .011 .001 n.s.

Subgroup 1.57 1.2 4.08 2.1 5.75 2.2 19.02 <.001 .001 <.001 n.s.

CAARS:S-L

Inattention/memory
problems

Whole group 42.58 6.4 67.53 11.1 54.53 10.6 37.49 <.001 <.001 .001 .001

Subgroup 42.00 6.5 68.92 9.5 54.91 13.1 34.07 <.001 <.001 .001 .002

Hyperactivity/
restlessness
Whole group 43.45 6.6 56.21 9.9 47.74 10.2 11.22 <.001 <.001 n.s. .021

Subgroup 42.14 5.7 55.33 10.3 49.09 10.7 9.11 .001 <.001 n.s. n.s.

Impulsivity/emotional
lability

Whole group 40.90 5.0 65.32 8.3 61.11 8.9 69.86 <.001 <.001 <.001 n.s.

Subgroup 40.10 4.8 67.75 8.7 60.82 9.0 65.27 <.001 <.001 <.001 n.s.

Problems with
self-concept

Whole group 41.94 3.7 60.11 10.8 64.05 8.6 73.88 <.001 <.001 <.001 n.s.

Subgroup 41.67 3.8 58.33 11.5 65.45 8.1 40.47 <.001 <.001 <.001 n.s.

DSM-IV inattentive
symptoms

Whole group 41.87 7.3 79.58 10.3 54.74 11.5 94.00 <.001 <.001 <.001 <.001

Subgroup 40.86 7.5 83.58 8.1 55.18 13.9 76.60 <.001 <.001 .001 <.001

to be continued on the next page.

Note: Whole group: HC (N = 31), ADHD (N = 19), BPD (N = 19). Subgroup: HC (N = 21), ADHD (N = 12), BPD
(N = 11). HC: healthy control. ADHD: Attention-Deficit/Hyperactivity Disorder. BPD: Borderline Personality Disorder.
SD: standard deviation. n.s.: not significant (p > .05).

81



CHAPTER 4. NEURAL TIMING OF RESPONSE INHIBITION IN ADHD AND BPD

Table 4.2. Continuation: Group comparison of psychometric data in the whole groups and subgroups.

Group HC HC BPD
HC ADHD BPD comp. vs. vs. vs.

ADHD BPD ADHD

mean SD mean SD mean SD t p p p p

DSM-IV hyperactive-
impulsive symptoms

Whole group 38.61 6.7 58.95 10.9 47.74 11.3 27.28 <.001 <.001 .006 .003

Subgroup 37.19 4.7 59.83 12.0 48.00 11.7 24.90 <.001 <.001 .007 .008

DSM-IV ADHD
symptoms total

Whole group 39.03 7.3 73.47 10.2 52.00 10.9 75.69 <.001 <.001 <.001 <.001

Subgroup 37.43 6.4 76.42 9.0 52.27 12.3 75.08 <.001 <.001 <.001 <.001

ADHD index

Whole group 40.03 6.1 68.26 9.8 59.68 9.3 85.42 <.001 <.001 <.001 .005

Subgroup 39.48 6.2 70.50 10.2 60.64 9.8 60.47 <.001 <.001 <.001 .017

WURS-k

Whole group 10.00 7.5 42.68 11.3 30.89 13.8 61.50 <.001 <.001 <.001 .004

Subgroup 7.21 5.0 41.92 11.8 29.18 11.6 52.52 <.001 <.001 <.001 .007

BPDSI

Whole group 0.69 0.7 9.07 7.6 26.53 8.8 87.11 <.001 .001 <.001 <.001

Subgroup 0.66 0.7 6.33 4.0 26.74 9.7 82.70 <.001 .024 <.001 <.001

MADRS

Whole group 0.10 0.4 5.67 4.2 12.00 5.7 50.49 <.001 <.001 <.001 <.001

Subgroup 0.15 0.5 5.73 3.9 12.09 6.0 37.60 <.001 .001 <.001 .001

BDI

Whole group 0.86 1.6 7.94 7.9 21.58 8.6 79.65 <.001 .001 <.001 <.001

Subgroup 1.22 1.9 6.55 6.3 20.73 9.5 34.88 <.001 .074 <.001 <.001

Note: Neuropsychological data with self-ratings regarding impulsivity (Barratt Impulsiveness Scale-11 (BIS-11), UPPS Im-
pulsive Behavior Scale (UPPS), Sensation Seeking Scale (SSS-V)). Clinical ratings regarding ADHD symptoms in childhood
(Wender Utah Rating Scale (WURS-k) [total score]) and adulthood (Conners’ Adult ADHD Rating Scale (CAARS-S:L), [t-
value])), clinical assessment of BPD symptoms (Borderline Personality Disorder Severity Index (BPDSI)), and clinical rating
(Montgomery Asberg Depression Scale (MADRS)) and self-rating (Beck Depression Inventory (BDI)) of current depressive
mood. Whole group: HC (N = 31), ADHD (N = 19), BPD (N = 19). Subgroup: HC (N = 21), ADHD (N = 12), BPD
(N = 11). HC: healthy control. ADHD: Attention-Deficit/Hyperactivity Disorder. BPD: Borderline Personality Disorder.
SD: standard deviation. n.s.: not significant (p > .05).
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4.2.3. Unimodal ERP analysis

Grand averages at two representative electrodes and topographical maps plotted from 150–800 ms
post-stimulus are shown in Figure 4.1 (Nogo-related ERPs) and Figure 4.2 (Go-related ERPs).
Table 4.3 presents the results of repeated measures ANOVA on amplitudes of N2 and P3 measured
at nine electrodes (F3, Fz, F4, C3, Cz, C4, P3, Pz, and P4) with between-subject factor Group
and within-subject factors Anteriorization, Lateralization and Condition.

N2 (240–350 ms): The N2 amplitude showed the strongest negativity at frontal and central
electrodes as compared to parietal electrodes (F (1.30, 85.74) = 57.41, p < .001) and was larger in
Nogo compared to Go condition (F (1, 66) = 9.79, p = .003). Post-hoc Tukey tests on the significant
interaction effect between group and task condition of N2 amplitude values (F (2, 66) = 6.19,
p = .003) revealed significant within-group differences only in HC (p < .001), while between-group
differences were mainly driven by significantly lower Nogo-N2 amplitudes in ADHD compared
to BPD (p < .001) and HC (p < .001) as well as significantly larger Go-N2 amplitudes in BPD
compared to ADHD (p = .009) and HC (p < .001).

P3 (350–580 ms): P3 amplitudes were significantly more pronounced at central and parietal
electrodes as compared to frontal electrodes (F (1.14, 75.27) = 9.41, p = .002) and larger in Nogo
compared to Go conditions (F (1, 66) = 176.02, p < .001). Post-hoc analysis of a significant
interaction effect between group and task condition of P3 amplitude values (F (2, 66) = 6.55,
p = .003) revealed significantly higher amplitudes in Nogo condition compared to Go condition in
all groups (p(HC) < .001, p(BPD) < .001, p(ADHD) < .001), with the smallest differences between
Nogo-P3 and Go-P3 in ADHD, but also higher Nogo-P3 amplitude values in HC compared to both
ADHD (p < .001) and BPD (p = .006).
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Figure 4.1. Nogo related grand mean event-related potentials (ERPs) at two representative electrodes
(F4 and Cz) and topographic map series from 150–800 ms after stimulus onset, averaged from Nogo
stimulus onsets in the whole groups of healthy control (HC) subjects (blue), Attention-Deficit/Hyperactivity
Disorder (ADHD) patients (red), and Borderline Personality Disorder (BPD) patients (green). A) Shows
the time courses (Mean as solid lines; 95 % confidence interval as shaded areas) of Nogo related ERPs at
right-frontal electrode (F4) and at central electrode (Cz). B) Shows series of topographical maps related to
Nogo condition in HC subjects (B.1), ADHD patients (B.2), and BPD patients (B.3), plotted every 50 ms
from 150 ms to 800 ms after stimulus onset. In A): Vertical black lines indicate the N2 latency at 240–350 ms
after stimulus onset and P3 latency at 350–580 ms after stimulus onset. In B): Black lines demark the zero
line; black dots demark the positions of 62 scalp-electrodes.
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Figure 4.2. Go related grand mean event-related potentials (ERPs) at two representative electrodes (F4 and
Cz) and topographic map series from 150–800 ms after stimulus onset, averaged from Go stimulus onsets in
the whole groups of healthy control (HC) subjects (blue), Attention-Deficit/Hyperactivity Disorder (ADHD)
patients (red), and Borderline Personality Disorder (BPD) patients (green). A) Shows the time courses
(Mean as solid lines; 95 % confidence interval as shaded areas) of Go related ERPs at right-frontal electrode
(F4) and at central electrode (Cz). B) Shows series of topographical maps related to Go condition in HC
subjects (B.1), ADHD patients (B.2), and BPD patients (B.3), plotted every 50 ms from 150 ms to 800 ms
after stimulus onset. In A): Vertical black lines indicate the N2 latency at 240–350 ms after stimulus onset
and P3 latency at 350–580 ms after stimulus onset. In B): Black lines demark the zero line; black dots
demark the positions of 62 scalp-electrodes.
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Table 4.3. Results of separate repeated measures ANOVAs on N2 and P3 amplitudes in the whole groups.

N2 amplitude P3 amplitude

Effect DF MT F p DF MT F p

Group 2, 66 - 0.18 n.s. 2, 66 - 0.08 n.s.

Condition 1, 66 - 9.79 .003 1, 66 - 176.02 <.001

Anteriorization 1.30, 85.74 * 57.41 <.001 1.14, 75.27 * 9.41 .002

Laterality 1.38, 91.36 * 1.07 n.s. 1.43, 94.59 * 1.27 n.s.

Group × Condition 2, 66 - 6.19 .003 2, 66 - 6.55 .003

Group × Anteriorization 2.60, 85.74 * 2.14 n.s. 2.28, 75.27 * 0.10 n.s.

Group × Laterality 2.77, 91.36 * 0.63 n.s. 2.87, 94.59 * 2.02 n.s.

Condition × Anteriorization 1.35, 89.43 * 1.87 n.s. 1.23, 81.27 * 10.66 .001

Condition × Laterality 1.22, 80.49 * 2.99 n.s. 1.41, 93.22 * 6.97 .004

Anteriorization × Laterality 3.46, 228.45 * 4.27 .004 3.27, 215.77 * 1.44 n.s.

Group × Condition × Anteriorization 2.71, 89.43 * 2.44 n.s. 2.46, 81.27 * 0.86 n.s.

Group × Condition × Laterality 2.44, 80.49 * 1.37 n.s. 2.82, 93.22 * 0.85 n.s.

Group × Anteriorization × Laterality 6.92, 228.45 * 0.67 n.s. 6.54, 215.77 * 0.98 n.s.

Condition × Anteriorization × Laterality 3.12, 205.92 * 7.40 <.001 3.35, 220.95 * 2.90 .031

Group:Condition × Anteriorization ×
Laterality

6.24, 205.92 * 0.80 n.s. 6.70, 220.95 * 1.28 n.s.

Note: Main and interaction effects of separate repeated measures analysis of variance (ANOVA) on N2 and P3 amplitudes
and latency values with within-subject factors Condition (correct Go, correct Nogo), Anteriorization (frontal (F3, Fz, F4),
central (C3, Cz, C4), parietal (P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline (Fz, Cz, Pz), right (F4, C4, P4)) and
between-subject factor Group (healthy control (HC): N = 31, Attention-Deficit/Hyperactivity Disorder (ADHD): N = 19,
Borderline Personality Disorder (BPD): N = 19). In case of a significant Mauchly test (MT = *) the corrected p-values and
degree of freedom (DF)-values (Greenhouse-Geisser epsilon correction) are reported. MT: Mauchly Test. n.s.: not significant
(p > .05).

4.2.4. Unimodal fMRI data analysis: Within-group task related activation

Side-by-side comparison of the contrast ’correct Nogo−Go’ revealed overlapping but also different
regions of task-related activation in HC, ADHD and BPD (Figure 4.3, Table 4.4). In HC and
ADHD significant task-related activity was concordantly found in pre-SMA and right precentral
gyrus, stretching in HC from precentral gyrus to right superior frontal gyrus and in ADHD from
precentral gyrus to right middle frontal gyrus. Additionally, in HC but not in ADHD nor in
BPD, task-related activity was also located in ACC, in right middle frontal gyrus and in a large
cluster stretching from bilateral posterior-medial frontal cortex to left middle/superior frontal gyri,
left precentral gyrus and middle cingulate cortex (MCC). Task-related activity in right posterior
IFG/insula was only detected in BPD, while task-related activity in left precentral/middle frontal
gyrus was only detectable in ADHD.

86



4.2. RESULTS

HC subjects and ADHD patients but not BPD patients displayed further concurrent activity
in right middle/superior temporal gyrus and in a cluster enclosing left middle occipital gyrus and
left calcarine gyrus. HC subjects and BPD patients but not ADHD patients showed significant
task related activity in another cluster enclosing right superior parietal lobule and right angular
gyrus. Additionally, HC subjects showed task-related activity in a cluster enclosing right temporal
and occipital areas (middle temporal gyrus, right middle/superior occipital gyri, right fusiform
gyrus), while only ADHD patients showed additional activity in right inferior/middle temporal
gyrus and only BPD patients showed activity in left superior parietal lobule. Subcortically, in
HC significant task-related activation was found in bilateral putamen and caudate nucleus, and
right pallidum, while neither ADHD patients nor BPD patients showed any significant subcortical
activity.

Table 4.4. Results of unimodal fMRI analysis in healthy control (HC) subjects, Attention-
Deficit/Hyperactivity Disorder (ADHD) patients, and Borderline Personality Disorder (BPD) patients:
Side-by-side comparison of task-related activation in the whole groups.

HC ADHD BPD

Region k p Z x y z k p Z x y z k p Z x y z

Frontal

R Mid. Frontal G. 65 .019 4.41 36 39 27 - - - - - - - - - - - -

R IFG (pars Opercularis) - - - - - - - - - - - - 204* .017* 3,35 57 15 -3

pre-SMA 299* <.001* 5.84 -6 3 57 246* .003* 4.42 0 6 51 - - - - - -

R/L post.-medial frontal;
L Precentral G.;
R MCC; L Mid. /Sup.
Frontal G.

745 <.001 5.98 6 0 63 - - - - - - - - - - - -

HC: R Precentral G.;
R Sup. Frontal G.

- - - - - - - - - - - - - - - - - -

ADHD: R Precentral G.;
R Mid. Frontal G.

199 <.001 4.63 45 -3 48 64 .008 3.89 27 -3 48 - - - - - -

L Precentral G.; L Mid.
Frontal G.

- - - - - - 156 <.001 4.39 -39 -6 51 - - - - - -

to be continued on the next page.

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for the contrast ’correct Nogo−Go’ with associated Z score (p(FWE) < .05, cluster level corrected; *small volume corrected,
p(FWE) < .05) and cluster extend in number of voxels (k). R: right. L: left. IFG: inferior frontal gyurs. ACC: anterior
cingulate cortex. MCC: middle cingulate cortex. Sup: superior. Mid: middle. Inf: inferior. G: gyrus. Lob: lobule. HC:
healthy control (N = 31). ADHD: Attention-Deficit/Hyperactivity Disorder (N = 19). BPD: Borderline Personality Disorder
(N = 19).
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Table 4.4. Continuation: Side-by-side comparison of task-related activation in the whole groups of HC,
ADHD and BPD.

HC ADHD BPD

Region k p Z x y z k p Z x y z k p Z x y z

Cingulum - - - - - - - - - - - - - - - - - -

R ACC; L ACC 126 .001 3.82 3 45 0 - - - - - - - - - - - -

C ACC 498* .032* 3.81 0 45 0 - - - - - - - - - - - -

Subcortical

R Caudate Nucleus 225* .010* 3.90 9 21 0 - - - - - - - - - - - -

L Caudate Nucleus 243* .017* 3.72 -15 3 12 - - - - - - - - - - - -

L Putamen; L Thalamus;
L Caudate Nucleus

143 <.001 4.73 -24 9 6 - - - - - - - - - - - -

R Putamen; R Caudate
Nucleus; R Insula Lob.

199 <.001 4.36 21 3 9 - - - - - - - - - - - -

R Pallidum 22* .004* 3.76 18 3 6 - - - - - - - - - - - -

Temporal

R Sup. Temporal G.;
R Mid. Temporal G.

319 <.001 4.87 54 -24 -3 42 .045 4.25 57 -36 18 - - - - - -

R Inf. Temporal G.;
R Mid. Temporal G.

76 .003 4.43 42 -66 -3 - - - - - -

R Mid. Temporal G.;
R Sup./Mid.
Occipital G.;
R Fusiform G.

215 <.001 6.00 48 -72 0 - - - - - - - - - - - -

Parietal

R Sup. Parietal Lob.;
R Angular G.

92 .004 3.90 33 -63 54 - - - - - - 186* .038* 3,17 42 -48 60

L Sup. Parietal Lob. - - - - - - - - - - - - 221* .005* 3,8 -33 -54 63

Occipital

L Mid. Occipital G.;
L Calcarine G.

239 <.001 5.68 -42 -81 0 132 <.001 4.26 -39 -63 3 - - - - - -

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for the contrast ’correct Nogo−Go’ with associated Z score (p(FWE) < .05, cluster level corrected; *small volume corrected,
p(FWE) < .05) and cluster extend in number of voxels (k). R: right. L: left. IFG: inferior frontal gyurs. ACC: anterior
cingulate cortex. MCC: middle cingulate cortex. Sup: superior. Mid: middle. Inf: inferior. G: gyrus. Lob: lobule. HC:
healthy control (N = 31). ADHD: Attention-Deficit/Hyperactivity Disorder (N = 19). BPD: Borderline Personality Disorder
(N = 19).
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Figure 4.3. Activation maps displaying task-related activity during ’correct Nogo−Go’ as assessed by
unimodal fMRI analysis in the whole groups. (A) Activation patterns in healthy control(HC, N = 31) subjects.
(B) Activation patterns in patients with Attention-Deficit/Hyperactivity Disorder (ADHD, N = 19). (C)
Activation patterns in patients with Borderline Personality Disorder (BPD, N = 19). Images are displayed
with p < .001 (uncorrected) and k = 10 for display purposes. Images are displayed in neurological order.
The color bar indicates t-scores (0–6.77).
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4.2.5. Group comparisons of unimodal fMRI and single-trial EEG/fMRI analyses

4.2.5.1. Healthy controls vs. Attention-Deficit/Hyperactivity Disorder

Unimodal fMRI group comparison of task-related activity revealed significantly reduced activity in
ADHD in bilateral caudate nuclei, left putamen and bilateral pallidum as compared to HC subjects
(Figure 4.4.B, Table 4.6). Multimodal EEG/fMRI group comparisons in the subgroups yielded
significantly reduced correlations at the early latency in ADHD in bilateral fronto-striatal regions
associated with response inhibition (IFG/insula, pre-SMA, superior/medial frontal areas, striatum
and right pallidum) and parietal areas. Additionally, reduced correlations at the early latency
were found in ACC and right thalamus/insula (Figure 4.4.A.1 and Figure 4.4.A.2, Table 4.5.A).
Reduced correlations at the late latency were found exclusively in bilateral caudate nuclei and
bilateral pallidum. A significant group by latency (early/late) related interaction was identified
in bilateral IFG/insula regions (significant in left IFG and trend in right IFG) showing a relative
activity decrease from early to late in HC in contrast to a relative activity increase from early to
late in ADHD (Figure 4.4.A.3, Table 4.5.B).

Figure 4.4 (next page) Activation maps displaying results of group comparisons of healthy control (HC)
vs. Attention-Deficit/Hyperactivity Disorder (ADHD) as assessed by single-trial EEG/fMRI analysis in the
subgroups (HC (N = 21) > ADHD (N = 12)) and unimodal fMRI analysis in the whole group (HC (N = 31)
> ADHD (N = 19)). (A) Group differences (HC > ADHD) in the strength of single-trial EEG/fMRI
correlations at (A.1) early latency and (A.2) late latency. (A.3) Positive interaction effect between factors
Group (HC, ADHD) and Latency (early, late), and contrast estimates with 90 % confidence intervals at left
(L) insula/IFG and right (R) IFG. (B) Group differences (HC > ADHD) in task-related activity during
’correct Nogo−Go’ as assessed by unimodal fMRI analysis. Images A.1 and B are displayed with uncorrected
p < .001 and k = 10, images A.2 and A.3 are displayed with uncorrected p < .005 and k = 10 for display
purposes. Images are displayed in neurological order. The color bar indicates t-scores (0–5.46). IFG: inferior
frontal gyurs (IFG)
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Table 4.5. Results of multimodal fMRI analysis in healthy control (HC) subjects and Attention-
Deficit/Hyperactivity Disorder (ADHD) patients: Between group comparisons and Group (HC, ADHD) by
Latency (early, late) interaction effect of correlations of fMRI signal with early and late IC-regressors.

A) HC > ADHD early late

Region k p Z x y z k p Z x y z

Frontal

L IFG (pars Triangularis) 54 .028 4.78 -48 42 12 - - - - - -

R pre-SMA 288* .022* 3.85 12 12 54 - - - - - -

R IFG (pars Opercularis; pars
Triangularis); R Insula

141 <.001 5.02 51 9 6 - - - - - -

L IFG (pars Opercularis) 207* .022* 3.68 -45 6 9 - - - - - -

L Sup. Frontal G. 127 <.001 4.96 -21 -3 57 - - - - - -

R post.-medial frontal; R MCC 49 .040 3.9 3 -21 51 - - - - - -

Cingulum

R ACC 329* .030* 3.83 9 27 27 - - - - - -

Subcortical

R Thalamus; R Insula L.; R Rolandic
Operculum

50 .038 4.15 21 21 -3 - - - - - -

R Caudate Nucleus 182* .025* 3.62 12 18 3 90* .017* 3.74 24 6 12

L Caudate Nucleus 161* .023* 3.65 -12 9 12 133* .047* 3.41 -9 12 9

R Putamen; R Caudate Nucleus 89 .003 4.14 24 -18 15 - - - - - -

L Putamen 15* .020* 3.68 -33 -18 -6 - - - - - -

R Pallidum 29* .003* 3.83 15 3 3 - - - - - -

L Pallidum - - - - - - 1* .007* 3.52 -12 -3 0

Parietal

R Postcentral G.; R Supramarginal G. 83 .004 4.15 57 -24 45 - - - - - -

L Supramarginal G.; L Inf. Parietal Lob. 75 .007 4.24 -54 -27 33 - - - - - -

B) Interaction effect Group × Latency late

Frontal

L IFG (pars Opercularis) 75* .017* 3.76 -42 6 9 - - - - - -

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates
(x, y, z) for early (time window starting 200 ms after stimulus onset and ending with the individual median Go response
time (RT)) and late (time window starting 100 ms prior to RT and ending 300 ms after RT), and the positive interaction
effect of Group (HC vs. ADHD) × Latency (early, late) with associated Z score (p(FWE) < .05, cluster level corrected;
*small volume corrected, p(FWE) < .05) and cluster extend in number of voxels (k). FWE: family-wise error. R: right. L:
left. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area. ACC: anterior cingulate cortex. MCC: middle
cingulate cortex. Sup: superior. Mid: middle. Inf: inferior. G: gyrus. Lob: lobule. HC: healthy control (N = 21). ADHD:
Attention-Deficit/Hyperactivity Disorder (N = 12).
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4.2.5.2. Healthy controls vs. Borderline Personality Disorder

Unimodal fMRI group comparison of task-related activity revealed no significant differences. Multi-
modal EEG/fMRI group comparisons in the subgroups revealed significantly stronger correlations
of the late IC-regressor in pregenual ACC in BPD compared to HC (Figure 4.5.B, Table 4.7) but
no differences at the early latency (Figure 4.5.A).

Figure 4.5. Activation maps displaying results of group comparisons of Borderline Personality Disorder
(BPD) vs. healthy control (HC) as assessed by single-trial EEG/fMRI analysis in the subgroups (HC:
N = 21; BPD: N = 11). (A) Group differences (BPD > HC) in the strength of single-trial EEG/fMRI
correlations at (A.1) early latency and (A.2) late latency and contrast estimates with 90 % confidence
intervals at left (L) ACC. Images are displayed with uncorrected p < .001 and k = 10 for display purposes.
Images are displayed in neurological order. The color bar indicates t-scores (0–5.46). anterior cingulate
cortex: ACC
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4.2.5.3. Borderline Personality Disorder vs. Attention-Deficit/Hyperactivity Disorder

Unimodal fMRI group comparison (BPD > ADHD) of task-related activity revealed significantly
reduced cortical activity in ADHD in ACC (Figure 4.6.B; Table 4.6.B). Multimodal EEG/fMRI
group comparison in the subgroups revealed significantly stronger correlations of both IC-regressors
in fronto-subcortical (ACC, IFG/insula, caudate nuclei, putamen and left pallidum) regions of
inhibitory control in BPD (Table 4.8). At the early latency, stronger correlations in BPD were
found in left frontal areas (IFG/insula, superior frontal/medial gyrus) and temporo-parietal
regions (Figure 4.6.A.1) while at the late latency stronger correlations were found in pre-SMA
(Figure 4.6.A.2).

4.2.6. Time-window shifts around the early latency range

To test whether early processing of response inhibition is affected in ADHD patients or whether
it is just temporally shifted and thus not detected by our regressors, we shifted the early latency
range in steps of 20 ms from 120 ms to 280 ms as starting points and RT− 80 ms to RT + 80 ms
as ending points (Figure 4.7). Grand average topographies of ICs selected from these different
time-windows pointed towards altered early information processing in ADHD patients rather than
towards information processing shifted in time.

Figure 4.6 (next page) Activation maps displaying results of group comparisons of Borderline Personality
Disorder (BPD) vs.Attention-Deficit/Hyperactivity Disorder (ADHD) as assessed by single-trial EEG/fMRI
analysis in the subgroups (BPD: N = 11; ADHD: N = 12) and unimodal fMRI analysis in the whole group
(BPD: N = 19; ADHD: N = 19). (A) Group differences (BPD > ADHD) in the strength of single-trial
EEG/fMRI correlations at (A.1) early latency and (A.2) late latency. (B) Group differences (BPD > ADHD)
in task-related activity during ’correct Nogo−Go’ as assessed by unimodal fMRI analysis. Images are
displayed with uncorrected p < .001 and k = 10 for display purposes. Images are displayed in neurological
order. The color bar indicates t-scores (0–5.46).
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Table 4.6. Results of unimodal fMRI analysis in healthy control (HC) subjects, Attention-
Deficit/Hyperactivity Disorder (ADHD) patients, and Borderline Personality Disorder (BPD) patients:
Between group comparison of task-related activity in the whole groups.

Region k p Z x y z

A) HC > ADHD

R Caudate Nucleus 192* .005* 3,90 12 15 0

L Caudate Nucleus 161* .007* 3,81 -9 3 6

L Putamen 75* .017* 3,56 -15 12 -3

R Pallidum 23* .028* 3,03 21 0 3

L Pallidum 10* .011* 3,37 -18 -3 6

B) BPD > ADHD

Anterior Cingulate Cortex (ACC) 733* .040* 3,54 0 12 30

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for the contrast ’correct Nogo−Go’ with associated z-score (p(FWE) < .05, cluster level corrected; *small volume corrected,
p(FWE) < .05) and cluster extend in number of voxels (k). FWE: family-wise error. R: right. L: left. C: central. ACC:
anterior cingulate cortex HC: healthy control (N = 31). ADHD: Attention-Deficit/Hyperactivity Disorder (N = 19). BPD:
Borderline Personality Disorder (N = 19).

Table 4.7. Results of multimodal fMRI analysis in healthy control (HC) subjects and Borderline Personality
Disorder (BPD) patients: Between group comparisons of correlations of fMRI signal with early and late
IC-regressors.

BPD > HC early Late

Region k p Z x y z k p Z x y z

Cingulum

L anterior cingulate cortex (ACC) - - - - - - 447* .014* 4.04 -6 39 15

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for early (time window starting 200 ms after stimulus onset and ending with the individual median Go response time (RT))
and late (time window starting 100 ms prior to RT and ending 300 ms after RT) with associated Z score (p(FWE) < .05, cluster
level corrected; *small volume corrected, p(FWE) < .05) and cluster extend in number of voxels (k). FWE: family-wise error.
L: left. ACC: anterior cingulate cortex. HC: healthy control (N = 21). BPD: Borderline Personality Disorder (N = 11).
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Table 4.8. Results of multimodal fMRI analysis in Borderline Personality Disorder (BPD) patients and
Attention-Deficit/Hyperactivity Disorder (ADHD) patients): Between group comparisons of correlations of
fMRI signal with early and late IC-regressors.

BPD > ADHD early Late

Region k p Z x y z k p Z x y z

Frontal

L Mid. Frontal G.; L Sup. Medial G.;
L/R ACC

203 <.001 4.14 -27 42 9 - - - - - -

L IFG (pars Orbitalis; pars Opercularis);
L Rolandic Operculum; L Insula

154 <.001 5.00 -24 18 -9 - - - - - -

R IFG (pars Opercularis; pars
Triangularis); R Caudate Nucleus;
R Putamen

164 <.001 4.51 48 9 9 187* .044* 3.55 51 12 24

L IFG (pars Opercularis) 196* .011* 3.88 -48 3 6 161* .014* 3.82 -51 6 9

L IFG (pars Opercularis) 11* .044* 3.47 -45 18 33

L Sup. Frontal G. 63 .015 4.22 -18 -6 57

R Pre-SMA - - - - - - 161* .033* 3.73 12 18 57

Cingulum

L/R ACC 590* .012* 4.09 -6 39 15 487* .037* 3.77 6 27 27

Subcortical

R Caudate Nucleus 168* .020* 3.69 12 18 3 182* .017* 3.75 21 15 12

L Caudate Nucleus 48 .044 4.00 -9 15 9 57 .023 4.12 -9 12 9

R Putamen; L Caudate Nucleus 178* .024* 3.64 24 9 12 52 .033 4 24 9 12

L Putamen 156* .002* 4.36 -21 18 -9 101* .042* 3.45 -33 0 -6

L Pallidum 1* .021* 3.21 -12 -3 0 1* .001* 4.06 -12 -3 0

Temporal

L Mid. Temporal G.; L Sup.
Temporal G.

49 .040 3.76 -45 -42 9 - - - - - -

Parietal

L PCC; L Precuneus 55 .026 4.19 -3 -42 18 - - - - - -

Occipital

R Linual G.; L Calcarine G. 57 .023 3.84 6 -63 3 - - - - - -

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for early (time window starting 200 ms after stimulus onset and ending with the individual median Go response time (RT))
and late (time window starting 100 ms prior to RT and ending 300 ms after RT) with associated Z score (p(FWE) < .05, cluster
level corrected; *small volume corrected, p(FWE) < .05) and cluster extend in number of voxels (k). FWE: family-wise error.
R: right. L: left. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area. ACC: anterior cingulate cortex. PCC:
posterior cingulate cortex. Sup: superior. Mid: middle. Inf: inferior. G: gyrus. ADHD: Attention-Deficit/Hyperactivity
Disorder (N = 12). BPD: Borderline Personality Disorder (N = 11).
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Figure 4.7. Independent component (IC) activation grand averages and related grand mean topographies
of all subjects’ ICs which were classified as reliably Nogo-related within ten different latency ranges. The
first nine time windows were defined according to the early latency range (starting 200 ms after stimulus
onset and ending with individual’s median Go response time (RT), marked by the red box), but with borders
shifted for −80 ms, −60 ms, −40 ms, −20 ms, 0 ms, +20 ms, +40 ms, +60 ms, and +80 ms; the last time
window (starting 100 ms prior to the individual’s median RT and ending 300 ms after the individual’s
median Go response time (RT), marked by the blue box) corresponds to the late latency range. (A) Healthy
controls (HC, N = 21). (B) Attention-Deficit/Hyperactivity Disorder (ADHD, N = 12). (C) Borderline
Personality Disorder (BPD, N = 11).
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4.3. Discussion

In contrast to usually marginal findings of unimodal fMRI analysis, multimodal single-trial
EEG/fMRI analysis revealed reduced activity in ADHD but not in BPD in the fronto-striatal
response inhibition network. Group differences between ADHD and HC were strongest at an
early stage of response inhibition, suggesting that critical regions of the cortical neural response
inhibition network in adult ADHD are not locally impaired, but that the timing of the neural
network is hindered.

ADHD but not BPD patients made significantly more omission errors, which corresponds with
often reported enhanced omission error rates in adult ADHD (Dibbets et al., 2009; Morein-Zamir
et al., 2014; Sebastian et al., 2012; Woltering et al., 2013) but not in adult BPD (Sebastian et al.,
2013b). Increased intra-individual RT variability as it was found in both groups has been proposed
as a candidate for an endophenotypic trait of ADHD (Noreika et al., 2013; Valera et al., 2010)
and might be related to subclinical ADHD symptoms in BPD patients or indicative of a shared
impulsivity trait. Although striatal hypoactivation in ADHD as assessed by unimodal fMRI is
consistent with previous studies, it does not tie in with expectations of concurrent dysfunctions in
frontal areas as it is known from children and adolescents with ADHD (Hart et al., 2013).

On the other hand, our combined EEG/fMRI analysis along with Karch and colleagues (Karch
et al., 2014) indicated that regional frontal cortical dysfunction in childhood ADHD may convert
to deficits in temporal orchestration of the neural response inhibition network in adult ADHD.
Intriguingly, results of a group by latency range interaction indicated that HC subjects showed
an expected relative activity decrease from early to late inhibition stages in bilateral IFG/insula,
whereas ADHD patients had a delayed relative activity increase. Between-group comparisons
revealed reduced correlations in the fronto-striatal impulse control network in ADHD especially at
the early latency. This suggests that early cortical processing of response inhibition is impaired in
ADHD, resulting in an overall reduced activity in basal ganglia as it can be detected by unimodal
fMRI data analysis.

In contrast to this, unimodal fMRI analysis revealed no differences between BPD and HC,
while multimodal analysis revealed stronger correlation only in left ACC in BPD at the later
latency, supporting the growing evidence for a, if at all, mildly affected neural impulse control
network in BPD (van Eijk et al., 2015; Krause-Utz et al., 2014; Sebastian et al., 2013b). While
comparisons of both patient groups on unimodal fMRI level revealed enhanced activity in ACC in
BPD, multimodal group comparison yielded significantly stronger correlations at both latencies
in fronto-striatal regions in BPD compared to ADHD. Taken together this may indicate that
specifically early processing of response inhibition is impaired in ADHD, while in BPD the network
seems to be activated in a slightly exaggerated manner.
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Reduced Nogo-P3 amplitudes in both patient groups compared to HC as well as the lack of
significant differences between Go-N2 and Nogo-N2 in ADHD and BPD hints at globally, though
potentially not inhibition specific, altered neural processing in both groups. In line with the
suggestion that N2 and P3 might reflect task-independent higher-level processing stages (Huster
et al., 2013), reduced P3 amplitudes might result from deficits at earlier processing stages. Our
multimodal fMRI analysis as well as a recent study on voluntary decisions in ADHD (Karch et al.,
2014) thus indicate that in ADHD, deficits in executive functioning are caused by dysfunctions in
neural timing of inhibitory control networks.

In addition, grand average topographies of ICs selected from time-window shifts around the
early latency range pointed toward disturbed or altered information processing in ADHD patients
in the early but not the late latency. This is another observation which indicates that response
inhibition deficits in ADHD are rather due to dysfunctions in neural timing of inhibitory control
networks than due to static focal or regional neural activity deficits. Deficits in the temporal
domain of neural processing in ADHD have been described recently for other cognitive functions
(Karch et al., 2014). Similarly, it has already been suggested that inhibitory control deficits may
be caused by sensorimotor timing disturbances in ADHD (Noreika et al., 2013; Rubia et al., 2009a;
Valera et al., 2010) and that deficits in inhibitory control and behavioral temporal processing
are both related to dopamine dysregulation (Aron et al., 2003b; Brown et al., 2009; Rubia et al.,
2014b). In line with this, we suggest that the observed timing deficits on the neuronal level of
inhibitory control in ADHD are strongly related to neurocognitive timing deficits, possibly caused
by imprecise neural synchronization on the striatal level and by dopaminergic imbalances.

Limitations: Findings of multimodal analysis may be limited to subpopulations, characterized
by the existence of Nogo-related ICs detectable at the chosen threshold. However, the same
algorithm is able to detect ICs related to visual processing (as demonstrated in Study 1, Chapter 3,
Schmüser et al., 2014), which argues against a principal failure of the algorithm. Thus, since
there are equal distributions of Nogo-related ICs detectability present across ADHD, BPD and HC,
the finding that certain Nogo-related ICs are not present in every subject may give an indication
of substantial inter-individual trait differences in neurocognitive strategy while performing the
task. This emphasizes that both, EEG and fMRI data analysis should take into account that both
intra-individual variability and inter-individual differences may have an impact on group analyses
across modalities.

Conclusion: To the best of our knowledge this is the first multimodal study assessing the
temporal evolution of the neural impulse control network in ADHD compared to another impulsive
patient population (i.e., the BPD group) as well as compared to HC subjects. Multimodal analysis
allowed specifically assessing whether only certain temporally distinct phases of neural processing
are affected in a patient group. While the results of unimodal and multimodal analyses in BPD
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patients compared to HC subjects support the notion of a largely unaffected neural impulse control
network in BPD patients, this was not true for ADHD patients.

Employing automated, inhibitory control specific single-trial analysis we were able to reveal
that in ADHD key regions of the neural impulse control network are not activated on time. With
respect to the known behavioral deficits in the temporal domain which have been linked to the
impulsivity trait in ADHD (Noreika et al., 2013; Rubia et al., 2009a; Valera et al., 2010), the
present data suggest that this is also reflected on the neural level in terms of neural timing deficits.
This may provide a new route into the pathomechanism of inhibitory control deficits in ADHD.
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5. Study 3: Data-driven analysis of simultaneous
EEG/fMRI reveals neurophysiological
phenotypes of impulse control (Schmüser et
al., 2016, published)

As demonstrated in Study 1 (cf. Chapter 3), the spatio-temporal dynamics of the neural underpin-
nings of response inhibition can be assessed by using single-trial correlations of inhibition-related
electrophysiological (EEG) independent components (ICs) with functional magnetic resonance imag-
ing (fMRI) blood oxygenation level-dependent (BOLD) responses. Furthermore, as demonstrated in
Study 2 (cf. Chapter 4), applying single-trial EEG/fMRI analysis allows to increase sensitivity for
inter-individual differences by incorporating intra-individual variability. This allowed to assess the
neural processing at distinct phases of response inhibition in adult Attention-Deficit/Hyperactivity
Disorder (ADHD) patients and Borderline Personality Disorder (BPD) patients compared to
healthy control (HC) subjects.

Thus, incorporating EEG data into fMRI data analysis allows the analysis of trial-to-trial
neural variability. Based on that, it also allows for detailed inter-individual difference analysis,
which can be used to classify neurocognitive differences in inter-individual neural variability. E.g.,
across all investigated groups the required reliability of inhibition-related ICs was attained only in
about half of the subjects confirming inter-individual difference in an electrophysiological correlate
of response inhibition based on intra-individual variability. Thus, as this finding was stable
irrespective of the groups’ background—HC subjects, ADHD patients, or BPD patients—this may
suggest the existence of electrophysiologically dissociable phenotypes of behavioral and neural
motor response inhibition. Thus, in this study these potential phenotypic groups in HC subjects
are further characterized and compared using behavioral and neuropsychiatric measures as well as
unimodal and multimodal event-related potential (ERP)/fMRI data (Schmüser et al., 2016).

Importantly, using an approach sensitive to inter-individual differences allows for subgroup
classification and hence to identify and characterize the neural correlates of inter-individual
differences in response inhibition in healthy individuals. This in turn may provide important
information for our understanding of deficits in response inhibition in heterogeneous psychiatric
disorders such as ADHD or BPD.

103



CHAPTER 5. NEUROPHYSIOLOGICAL PHENOTYPES OF IMPULSE CONTROL

5.1. Material and methods

5.1.1. Participants

38 healthy subjects (15 males; mean age: 37.34± 16.0) were included in this analysis (Figure 5.1).
Subjects were recruited from a larger sample (cf. Section 2.1.1 ’Participants’ for a detailed
information on participant samples) on the basis of good overall data quality for EEG and fMRI.

Figure 5.1. Group selection in healthy control subjects.

5.1.1.1. Group selection:

Based on automated IC-classification (cf. Section 2.4.1, ’Classification and selection of Nogo-related
ICs’) the initial group of 38 subjects was split into two subgroups: Nogo-IC-positive (in short:
IC+, N = 21, 7 males, mean age: 35.00 ± 14.6) and Nogo-IC-negative (in short: IC−, N = 17,
8+males, mean age: 40.24± 17.6). Subgroups were defined on electrophysiological level using the
existence or absence of specific ICs related to Nogo processing at an early latency located prior to
the individual’s median Go response time (RT) as group separator.
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5.1.2. Data analysis

5.1.2.1. Unimodal fMRI group analysis

Beta images corresponding to the correct Nogo vs. Go contrast (correct Nogo−Go) were subjected
to a two-sample t-test for independent groups comparing IC+ subjects against IC− subjects.
Task-related brain activation as well as differential brain activation between groups (IC+ vs. IC−)
was initially examined with a whole brain analysis. This allows to assess global brain activations
irrespective of a priori defined regions of interest (ROIs).

For whole brain analysis, multiple comparisons correction of the statistical maps was based on
cluster-extent based thresholding (Friston et al., 1994b; Woo et al., 2014) using a primary voxel-level
threshold of p < .001 and an minimum cluster-extend level of k = 10 continuous voxels. This
yielded a cluster-level corrected significance of p(FWE) < .05 (family-wise error (FWE) correction
for multiple comparisons). We chose a minimum cluster-extend level of 10 continuous voxels to
avoid false positives by small but high peak voxel activity.

In addition to this whole brain analysis, small volume correction was performed in a priori
predefined ROIs in order to test specifically for brain activity in areas associated with response
inhibition (Aron, 2007; Aron and Poldrack, 2006; Sebastian et al., 2013a). In this context, voxel-
wise test of significance was performed using the small volume correction toolbox within SPM8
which allows accounting for the multiple comparison problem within the selected ROI. Peak-wise
significance was assessed by using a height threshold of p(FWE) < .05 (FWE corrected) after using
a primary voxel-level threshold of p < .05 and no minimum cluster-extend level.

The following ROIs were defined based on atlas-based masks as derived from the automated
anatomical labeling (AAL) atlas: pars opercularis of the lateral inferior frontal gyurs (IFG),
pre-supplementary motor area (pre-SMA) (derived from the supplementary motor area (SMA)
region with y > 0), caudate nucleus, putamen and pallidum, subthalamic nucleus (STN) consisting
of two boxes of respectively 10 mm3 box at Montreal Neurological Institute (MNI) coordinates
−/+ 10, −15, −5, inferior parietal lobule and superior parietal lobule (Sebastian et al., 2013a).

5.1.2.2. Unimodal ERP analysis

N2 and P3 amplitudes were measured as the mean amplitude in the time windows 240–350 ms (N2),
and 350–580 ms (P3) after stimulus onset at nine selected electrode sites: F3, Fz, F4, C3, Cz, C4,
P3, Pz, and P4. To assess group differences in Go and Nogo-related effects, N2 and P3 amplitude
and latency values were subjected to separate repeated measures analysis of variance (ANOVA)
including within-subject factors Condition (correct Go, correct Nogo), Anteriorization (frontal (F3,
Fz, F4), central (C3, Cz, C4), parietal (P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline
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(Fz, Cz, Pz), right (F4, C4, P4)) as well as between-subject factor Group (IC+, IC−). In case
of nonsphericity as indicated by a significant Mauchly test the corrected p-values and degree of
freedom (DF)-values (Greenhouse-Geisser epsilon correction) are reported.

As the study was focused on group differences, only significant main effects as well as significant
two-way interactions effects including Group as factor were further assessed with post hoc t-tests
(Tukey multiple comparisons of means with 95 % family-wise confidence level). All three-way
significant effects involving the factor Group were analyzed post-hoc by applying second ANOVA
models and post-hoc t-tests. Statistical analysis was performed using the packages ’stats’ (R Core
Team, 2014) and ’ez’ (Lawrence, 2013) from the open-source statistical computing software ’R’
(http://CRAN.R-project.org/).

5.1.2.3. Single-trial EEG/fMRI analysis

Extraction of N2/P3 single-trial information: As described in Section 2.4.3 (’Classification and
selection of N2/P3 ERPs’), for each subject, the N2 and P3 ERP components were quantified at
the same latency ranges as it was used for unimodal ERP statistic (N2: 240–350 ms after stimulus
onset. P3: 350–580 ms after stimulus onset). N2 was measured from electrode F4 while P3 was
quantified at electrode Cz where the most pronounced Nogo-N2/-P3 effects across all subjects
were expected. Visual inspection of grand averages as well as statistical comparisons based on an
omnibus ANOVA (calculated separately on the amplitude values of N2 and P3 extracted from
the nine electrode sites used for unimodal ERP analysis) confirmed that Nogo amplitudes where
significantly different from Go amplitudes in the grand averages at these electrode sites. However,
while the largest Nogo−Go differences at the N2 latency was clearly allocated to F4, at the P3
latency Nogo−Go differences were present at all electrode sites (cf. Table 5.1).

Thus, P3 was quantified at a fronto-central electrode site in accordance with most EEG
literature (Baumeister et al., 2014; Huster et al., 2013; Karch et al., 2014; Wessel and Aron, 2015).
This is also in compliance with findings from neuroimaging and some electrophysiological studies
which suggest to expect a lateral right inferior prefrontal cortical source for the inhibition-related
N2 component in contrast to a more central cortical source for the P3 component (Aron, 2007;
Aron and Poldrack, 2006; Bokura et al., 2001; Fisher et al., 2011; Lavric et al., 2004; Sebastian et
al., 2013a, 2015).

Thus, N2 was measured as the mean amplitude in the time window 240–350 ms after stimulus
onset at the frontal-lateral electrode F4, whereas P3 was measured as the mean amplitude between
350 and 580 ms after stimulus at the central electrode Cz. Mean amplitudes of each single trial were
extracted from the N2 and P3 latency ranges, combined into individual regressors and included
into fMRI first-level analysis. For each subject and time window (i.e., ERP component N2 or P3)
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the two contrast images belonging to the first and the second run of the task were averaged prior to
group analysis resulting in one contrast image per subject and ERP component, i.e., N2 and P3.

Table 5.1. Results of ANOVAs on the main effect of task condition (Go and Nogo) on event-related
potential (ERP) amplitudes at 9 selected electrode site: computed separately for amplitudes of N2 and P3
ERPs across Nogo-IC-positive and Nogo-IC-negative subjects.

N2 amplitude P3 amplitudes

Electrode site Std.Error t-value p-value Std.Error t-value p-value

F4 0.82 -2.186 .032 0.71 -4.348 <.001

Fz 0.87 -1.717 .090 0.78 -5.145 <.001

F3 0.93 -1.998 .050 0.80 -4.748 <.001

C4 0.80 -1.154 .252 0.86 -3.863 <.001

Cz 0.95 -0.863 .391 0.79 -6.169 <.001

C3 0.88 -1.680 .097 0.74 -6.853 <.001

P4 0.81 -0.574 .568 0.67 -5.438 <.001

Pz 0.93 -1.003 .319 0.77 -6.429 <.001

P3 0.88 -0.520 .605 0.68 -6.635 <.001

Note: Main effect of Condition (correct Go, correct Nogo) on N2 amplitudes and P3 amplitudes across all subjects as assessed
by separate measures analysis of variance (ANOVA). With within-subject factor Condition (correct Go, correct Nogo) and
between-subject factor Group (Nogo-IC-positive (IC+), Nogo-IC-negative (IC−)). Std. Error: standard error. N2: 240–350 ms
after stimulus onset. P3: 350–580 ms after stimulus onset.

Single-trial EEG/fMRI group analysis: Single trial correlations of fMRI BOLD responses with
electrophysiological regressors derived from N2 and P3 ERP single-trial amplitude values were
tested for group-specific significance using paired t-test for each group independently. To test for
group differences, beta images corresponding to single-trial EEG/fMRI correlations with either N2
or P3 regressors were subjected to a full-factorial repeated measures model with within-subject
factor Latency (N2, P3) and between-subject factor Group (IC+, IC−). As this study aimed at
testing for functional group differences in neural activity related to different phases of response
inhibition and not in the effects exclusively driven by the electrophysiological regressors, the full
factorial model was fitted with ERP-regressors, which were non-orthogonalized with respect to
classical onset regressors (Go, Nogo, Errors).

Similar to the group unimodal fMRI analysis, whole brain analysis was used to examine global
brain activations irrespective of a priori defined ROIs. Whole brain results were corrected at
the cluster level using a height threshold of p < .05 (FWE corrected) using a primary voxel-level
threshold of p < .001 and a minimum cluster-extend level of k = 10 continuous voxels. Additionally,
small-volume correction was performed for a priori defined ROIs located in brain areas associated
with response inhibition (Aron, 2007; Aron and Poldrack, 2006; Sebastian et al., 2013a). Thus
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small volume correction was used for the same predefined ROIs as described in the section of
unimodal fMRI group analysis and assessed for peak-wise significance by using a height threshold of
p(FWE) < .05 based on a primary voxel-level threshold of p < .05 and no minimum cluster-extend
level.

5.2. Results

5.2.1. Demographics and Task Performance

Both groups did not differ significantly with respect to age, gender and verbal intelligence as
measured by the German multiple-choice vocabulary test (MWT-B) (Table 5.2). The IC+ group
was characterized by a shorter RT, lower coefficient of variability (CoV), i.e., intra-individual
variability of RT as well as by reduced error rates (commission error and omission error). However,
group differences were only statistically significant regarding the CoV rate of RT and reached trend
level for the omission error rate (Table 5.2).

Table 5.2. Group comparison of demographic and performance data in Nogo-IC-positive and Nogo-IC-
negative subjects.

IC+ IC− Group
comp.

mean SD mean SD t p

Demographic

Age 35.00 14.6 40.24 17.6 1.00 n.s.

MWT-B 30.71 3.5 30.76 3.8 0.00 n.s.

Gender 7/21 8/17

Performance

RT [ms] 408.24 45.2 431.24 66.0 1.62 n.s.

Commission errors [%] 10.19 8.2 12.19 10.0 0.46 n.s.

Omission errors [%] 0.19 0.3 1.21 2.5 3.56 .067

CoV 0.195 0.04 0.224 0.05 4.16 .049

Note: Demographic data regarding age in years and intelligence as measured with German multiple-choice vocabulary test
(MWT-B, sum score). Behavioral data regarding mean Go response time (RT) in milliseconds (ms), coefficient of variability
(CoV) of RTs, mean percentage [%] omission errors of Go trials and mean percentage [%] of commission errors of Nogo trials.
CoV is estimated by dividing SD of RT by mean RT. Percentage error is estimated by dividing the number of incorrect
trials (Go for omission error and Nogo for commission error) by the total number of each trial type. Gender (male/N): ratio
of number of males and sample size. IC+: Nogo-IC-positive. IC−: Nogo-IC-negative. SD: standard deviation. n.s.: not
significant (p > .1).
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5.2.2. Psychometrics

As depicted in Table 5.3, group differences were significant or reached a trend level of significance on
the subscales of questionnaires on self-rated impulsive personality traits, i.e., Barratt Impulsiveness
Scale-11 (BIS-11) and Sensation Seeking Scale (SSS-V) as well as on the questionnaires used for
clinical ratings regarding ADHD symptoms in childhood, i.e., Wender Utah Rating Scale (WURS-k),
and ADHD symptoms in adulthood, i.e., Conners’ Adult ADHD Rating Scale (CAARS-S:L). The
IC− group was characterized by enhanced ratings on the subscales assessing motor impulsivity
and hyperactivity (BIS-11 subscales: ’motor impulsiveness’ and ’non-planning impulsiveness’;
CAARS-S:L subscales: ’hyperactivity/restlessness’, ’impulsivity/emotional lability’, and ’DSM-IV
hyperactive-impulsive symptoms’) but also by higher rating on the boredom/sensation seeking
domain (SSS-V subscales: ’experience seeking’, and ’boredom susceptibility’) and enhanced ratings
on retrospective and current ADHD symptoms (CAARS-S:L: ’DSM-IV ADHD symptoms total’,
and WURS-k).

Table 5.3. Group comparison of psychometric data in Nogo-IC-positive and Nogo-IC-negative subjects.

IC+ IC− Group
comp.

mean SD mean SD t p

BIS-11

Attentional impulsiveness 13.24 3.0 13.75 1.8 0.35 n.s.

Motor impulsiveness 20.19 3.0 22.75 4.9 3.87 .057

Non-planning impulsiveness 21.14 3.9 23.50 3.8 3.39 .074

UPPS

Premeditation 22.57 4.0 23.56 4.4 0.51 n.s.

Urgency 37.90 4.0 37.50 4.6 0.08 n.s.

Sensation seeking 28.38 6.2 26.88 6.4 0.52 n.s.

Perseverance 16.33 3.6 16.63 3.6 0.06 n.s.

SSS-V

Thrill and adventure seeking 6.24 2.6 6.56 2.7 0.13 n.s.

Disinhibition 2.81 2.1 3.69 2.1 1.63 n.s.

Experience seeking 5.86 1.8 7.19 1.9 4.65 .038

Boredom susceptibility 1.57 1.2 3.56 2.2 12.47 .001

to be continued on the next page.

Note: Neuropsychological data with self-ratings regarding impulsivity (BIS-11: Barratt Impulsiveness Scale-11, UPPS: UPPS
Impulsive Behavior Scale, SSS-V: Sensation Seeking Scale). Gender (male/N): ratio of number of males and sample size. IC+:
Nogo-IC-positive. IC−: Nogo-IC-negative. SD: standard deviation. n.s.: not significant (p > .1).
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Table 5.3. Continuation: Group comparison of psychometric data in the whole groups and subgroups.

IC+ IC− Group
comp.

mean SD mean SD t p

CAARS-S:L

Inattention/memory problems 42.00 6.5 45.06 5.6 2.33 n.s.

Hyperactivity/restlessness 42.14 5.7 46.41 7.6 3.97 .054

Impulsivity/emotional lability 40.10 4.8 42.94 5.0 3.13 .085

Problems with self-concept 41.67 3.8 43.35 3.3 2.06 n.s.

DSM-IV inattentive symptoms 40.86 7.5 45.12 7.7 2.98 .093

DSM-IV hyperactive-impulsive symptoms 37.19 4.7 42.06 9.5 4.27 .046

DSM-IV ADHD symptoms total 37.43 6.4 43.12 8.7 5.43 .026

ADHD index 39.48 6.2 42.82 7.3 2.35 n.s.

WURS-k

WURS 7.21 5.0 11.44 8.9 3.15 .085

BPDSI

BPDSI 0.66 0.7 0.68 0.6 0.00 n.s.

BDI

BDI 1.22 1.9 1.88 3.6 0.46 n.s.

MADRS

MADRS 0.15 0.5 0.41 1.0 1.07 n.s.

Note: Neuropsychological data with self-ratings regarding impulsivity (BIS-11: Barratt Impulsiveness Scale-11, UPPS: UPPS
Impulsive Behavior Scale, SSS-V: Sensation Seeking Scale), clinical ratings regarding childhood ADHD symptoms (WURS-k:
Wender Utah Rating Scale, [total score]) and current ADHD symptoms (CAARS-S:L: Conners’ Adult ADHD Rating Scale,
[t-value])), clinical assessment of the frequency and severity of manifestations of BPD (BPDSI: Borderline Personality Disorder
Severity Index), and the clinical rating (MADRS: Montgomery Asberg Depression Scale) and self-rating (BDI: Beck Depression
Inventory) of current depressive mood. Gender (male/N): ratio of number of males and sample size. IC+: Nogo-IC-positive.
IC−: Nogo-IC-negative. ADHD: Attention-Deficit/Hyperactivity Disorder. BPD: Borderline Personality Disorder. SD:
standard deviation. n.s.: not significant (p > .1).
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5.2.3. Unimodal fMRI analysis

Group specific task related activation in IC+ and IC− groups are shown in Figure 5.2 rows A
and B. Between group comparison of task related activation is shown in Figure 5.2 row C.

5.2.3.1. Unimodal fMRI: Group specific task related activation

Side-by-side comparison revealed overlapping but also different regions of task-related activation
in both groups (Table 5.4). However, in the IC− group the activated network appeared to be
extended. Significant task-related activation was found in both groups in frontal areas including
SMA/pre-SMA, a cluster stretching from left precentral gyrus to left superior and middle frontal
gyrus, and in bilateral posterior medial frontal cortex. Further congruent cortical activity was found
in right middle temporal gyrus, right superior parietal lobule and left middle occipital gyrus.

Subcortically, both groups displayed task-related activity in a cluster in left putamen, which
was in IC− subjects extended to the pars opercularis of left posterior IFG. In IC− subjects
only, significant task-related cortical activation was found in bilateral posterior IFG (pars opercu-
laris)/insula, a cluster enclosing right superior/middle temporal gyrus and right supramarginal
gyrus, and clusters in left inferior and superior parietal lobule. Subcortically, IC− subjects also
displayed significant task-related activity in right caudate nucleus, right pallidum and right putamen
extended to right posterior IFG (pars opercularis)/insula.

5.2.3.2. Unimodal fMRI: Between group comparison of task related activation

Between group comparisons as revealed by t-tests for independent samples are listed in Table 5.5.
Group comparison of the contrast ’correct Nogo−Go’ revealed significantly more activation in
posterior IFG (pars opercularis)/insula (significant in left IFG and on trend level in right IFG)
and left putamen/insula in IC− subjects compared to IC+ subjects at the predefined threshold of
p < .05 (FWE corrected).
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Figure 5.2. Unimodal fMRI: Activation maps displaying task-related activity during ’correct Nogo−Go’ as
assessed by unimodal fMRI analysis. A) Task-related activity in Nogo-IC-positive (IC+) subjects. B) Task-
related activity in Nogo-IC-negative (IC−) subjects. C) Results of between group differences (IC− > IC+).
Images of task-related activity are displayed at p < .001 (uncorrected) and k = 10 for display purposes.
Images of between group comparisons are displayed at p < .005 (uncorrected) and k = 10 for display purposes.
The color bar indicates t-scores (0–11.24). IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor
area. Adopted from (Schmüser et al., 2016).
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Table 5.4. Unimodal fMRI: Task-related activity in Nogo-IC-positive and Nogo-IC-negative subjects.

Nogo-IC-positive (IC+) Nogo-IC-negative (IC−)

Region k p Z x y z k p Z x y z

Frontal

R IFG (pars Opercularis) - - - - - - 94* .018* 3.81 39 15 12

L IFG (pars Opercularis) - - - - - - 76* .027* 3.61 -39 9 12

pre-SMA 259* <.001* 4.80 -6 3 57 235* <.001* 4.95 6 3 63

IC+: L/R Post.-medial frontal/IC−:
L/R Post.-medial frontal; R Mid./Sup.
Frontal G.; R Precentral G.; L MCC

285 <.001 5.46 6 0 66 502 <.001 5.27 6 0 63

IC+: L Precentral G.; L Sup.
Frontal G.; L Mid. Frontal G./IC−:
L Precentral G.; L Mid. Frontal G.

78 .008 4.24 -42 -3 51 138 <.001 4.85 -42 -3 48

Subcortical

R Caudate Nucleus - - - - - - 119* .009* 3.92 21 21 3

R Putamen; R IFG (pars Opercularis) - - - - - - 121 .001 4.06 21 18 3

R Putamen - - - - - - 182* .010* 3.90 24 15 0

IC+: L Putamen/IC−: L Putamen;
L IFG (pars Opercularis)

87* .029* 3.56 -24 9 6 112 .001 5.02 -24 9 6

R Pallidum - - - - - - 13* .034* 2.99 21 0 6

Temporal

R Sup. Temporal G.; R Mid.
Temporal G.; R Supramarginal G.

- - - - - - 342 <.001 4.55 51 -36 9

IC+: R Mid. Temporal G.; R Sup.
Occipital G.; R Mid.
Occipital G./IC−: R Mid.
Temporal G.; R Mid. Occipital G.;
R Cuneus

107 .002 5.27 48 -72 0 274 <.001 5.69 48 -72 0

Parietal

L Inf. Parietal Lob. - - - - - - 110* .042* 3.69 -27 -51 54

L Sup. Parietal Lob.; L Inf.
Parietal Lob.

- - - - - - 50 .047 3.96 -21 -60 51

R Sup. Parietal Lob. 111* .012* 3.86 33 -63 54 151* .006* 4.01 21 -63 57

Occipital

L Mid. Occipital G. 61 .023 4.79 -24 -87 6 224 <.001 5.59 -42 -78 0

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x,
y, z) for the contrast ’correct Nogo−Go’ with associated Z score (p(FWE) < .05, cluster level corrected; * small volume
corrected, p(FWE) < .05) and cluster extend in number of voxels (k). FWE: family-wise error. IFG: inferior frontal gyurs.
ACC: anterior cingulate cortex. MCC: middle cingulate cortex. Sup: superior. Mid: Middle. Inf: Inferior. Post: Posterior.
G: Gyrus. Lob.: Lobule. R: right. L: left.

113



CHAPTER 5. NEUROPHYSIOLOGICAL PHENOTYPES OF IMPULSE CONTROL

Table 5.5. Unimodal fMRI: Between group comparison of task-related activity in Nogo-IC-positive subjects
compared to Nogo-IC-negative subjects

IC+ vs. IC− IC− vs. IC+

Region k p Z x y z k p Z x y z

Frontal

L IFG (pars Opercularis) - - - - - - 42* .049* 3.41 -39 6 15

Subcortical

L Putamen/Insula - - - - - - 80* .024* 3.62 -33 -3 -6

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x,
y, z) for the contrast ’correct Nogo−Go’ with associated Z score (p(FWE) < .05, cluster level corrected; * small volume
corrected, p(FWE) < .05) and cluster extend in number of voxels (k). IC+: Nogo-IC-positive. IC−: Nogo-IC-negative. FWE:
family-wise error. IFG: inferior frontal gyurs. R: right. L: left.

5.2.4. Unimodal ERP Analysis

Figure 5.3 shows grand averages at two selected electrode sites and series of topographical maps
plotted from 200–600 ms post-stimulus of Nogo- and Go-related ERPs. Table 5.6 and Table 5.7
present results of repeated measures ANOVA on amplitudes and latencies of N2 and P3 as extracted
from nine electrode sites (F3, Fz, F4, C3, Cz, C4, P3, Pz, P4) with within subject factors Condition
(correct Go, correct Nogo), Anteriorization (frontal (F3, Fz, F4), central (C3, Cz, C4), parietal
(P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline (Fz, Cz, Pz), right (F4, C4, P4)) as well
as between-subject factor Group (IC+, IC−).

Figure 5.3 (next page) Nogo- and Go-related grand mean event-related potentials (ERPs) and topographic
map series from 200–600 ms after stimulus onset, averaged from stimulus onsets in 21 Nogo-IC-positive
subjects (IC+, blue) and 17 Nogo-IC-negative subjects (IC−, green). (A.1, A.2) show the time courses of
Nogo-related ERPs at F4 (A.1) and at Cz (A.2). (A.3, A.4) show series of topographical maps related to
Nogo condition in IC+ (A.3) and IC− (A.4) subjects, plotted every 50 ms from 200–600 ms after stimulus
onset. (B.1, B.2) show the time courses of Go-related ERPs at F4 (B.1) and at Cz (B.2). (B.3, B.4) show
series of topographical maps related to Go condition in IC+ (B.3) and IC− (B.4) subjects, plotted every
50 ms from 200–600 ms after stimulus onset. In A.1, A.2, B.1, and B.2: Mean (solid lines) and 95 %
confidence interval (C.I., shaded areas) of IC+ (blue) and IC− (green) related waveforms; the black lines
indicate the N2 latency at 240–350 ms after stimulus onset and P3 latency at 350–580 ms after stimulus
onset. In A.3, A.4, B.3, and B.4: Black lines demark the zero line; black dots demark the positions of
62 scalp-electrodes. Adopted from (Schmüser et al., 2016).
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5.2.4.1. N2 (240–350 ms) amplitude and latency:

Significant main effects of condition but not of group was found for N2 amplitudes and latencies
indicated that across both groups and all electrode sites, the N2 peaked later (Nogo−Go = 2.28 ms,
p = .001) and with larger amplitudes (Nogo−Go = 1.08 µV, p < .001) in Nogo compared to Go
condition (F(amp)(1, 36) = 19.96, p < .001 and F(lat)(1, 36) = 5.76, p = .022). Additionally, a
significant main effect of anteriorization (F (1.29, 46.30) = 18.10, p < .001) indicated that across all
groups and task conditions, the N2 amplitude was significantly more pronounced, i.e., showed the
strongest negativity at frontal (1.20 µV) and central (1.81 µV) as compared to parietal (3.23 µV)
electrode sites (frontal−parietal = −2.04 µV, p < .001; central−parietal = −1.43 µV, p < .001).
There was no significant interaction effect involving the factor Group.

5.2.4.2. P3 (350–580 ms) amplitude and latency:

Significant main effects of condition but not of group on P3 amplitude and latency showed that
across both groups and all electrode sites, the P3 peaked later (Nogo−Go = 7.23 ms, p < .001)
and with larger amplitudes (Nogo−Go = 3.39 µV, p < .001) in Nogo compared to Go condition
(F(amp)(1, 36) = 136.26, p < .001 and F(lat)(1, 36) = 8.40, p = .006).

Furthermore, a significant main effect of anteriorization on P3 amplitudes (F (1.34, 48.09) =
8.44, p = .003) and P3 latencies (F (1.48, 53.11) = 7.30, p = .004) indicated that across both
groups and task conditions, the P3 amplitude was significantly more pronounced at central
(3.61 µV) and parietal (3.71 µV) as compared to frontal (2.57 µV) electrode sites (frontal−central
= −1.04 µV, p < .001; frontal−parietal = −1.14 µV, p < .001), and peaked significantly earlier at
parietal electrodes (451.63 ms) compared to frontal (456.98 ms) electrode sites (frontal−parietal
= 5.35 ms, p = .005). There was a significant interaction effect between group and task condition of
P3 amplitude values (F (1, 36) = 8.33, p = .007). Post-hoc analysis of the interaction effect revealed
significantly higher amplitudes in Nogo condition compared to Go condition in both groups (IC+:
Nogo−Go = 4.14 µV, p < .001; IC−: Nogo−Go = 2.46 µV, p < .001) as well as significantly
higher Nogo-P3 amplitudes in IC+ subjects compared to IC− subjects (Nogo-P3IC+−Nogo-P3IC−

= 2.29 µV, p < .001) and higher Nogo-P3 amplitudes in both groups compared to Go-P3 amplitudes
in the other group (Nogo-P3IC+−Go-P3IC− = 4.74 µV, p < .001; Nogo-P3IC−−Go-P3IC+ = 1.85 µV,
p < .001). There was no further significant interaction effect involving the factor Group.
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Table 5.6. Results of separate repeated measures ANOVAs on amplitudes and latencies of N2 (240–350 ms)
ERPs in Nogo-IC-positive and Nogo-IC-negative subjects.

N2 Amplitude N2 Latency

Effect DF MT F p DF MT F p

Group 1, 36 - 1.10 n.s. 1, 36 - 0.04 n.s.

Condition 1, 36 - 19.96 <.001 1, 36 - 5.76 .022

Anteriorization 1.29, 46.30 * 18.10 <.001 1.57, 56.63 * 2.81 .081

Laterality 1.44, 51.73 * 0.81 n.s. 1.66, 59.74 * 0.20 n.s.

Group × Condition 1, 36 - 0.06 n.s. 1, 36 - 0.64 n.s.

Group × Anteriorization 1.29, 46.30 * 0.58 n.s. 1.57, 56.63 * 0.23 n.s.

Group × Laterality 1.44, 51.73 * 2.56 n.s. 1.66, 59.74 * 0.80 n.s.

Condition × Anteriorization 1.22, 43.85 * 10.96 .001 1.61, 57.98 * 1.04 n.s.

Condition × Laterality 1.33, 47.89 * 0.59 n.s. 2, 72 - 1.87 n.s.

Anteriorization × Laterality 4, 144 - 4.12 .003 3.24, 116.55 * 2.51 .058

Group × Condition × Anteriorization 1.22, 43.85 * 0.11 n.s. 1.61, 57.98 * 0.52 n.s.

Group × Condition × Laterality 1.33, 47.89 * 0.08 n.s. 2, 72 - 0.90 n.s.

Group × Anteriorization × Laterality 4, 144 - 1.03 n.s. 3.24, 116.55 * 0.79 n.s.

Condition × Anteriorization × Laterality 3.22, 115.91 * 6.77 <.001 4, 144 - 2.14 .079

Group × Condition × Anteriorization ×
Laterality

3.22, 115.91 * 0.78 n.s. 4, 144 - 0.86 n.s.

Note: Main and interaction effects of separate repeated measures analysis of variance (ANOVA) on N2 amplitudes and latency
values with within-subject factors Condition (correct Go, correct Nogo), Anteriorization (frontal (F3, Fz, F4), central (C3, Cz,
C4), parietal (P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline (Fz, Cz, Pz), right (F4, C4, P4)) and between-subject
factor Group (Nogo-IC-positive, Nogo-IC-negative). In case of nonsphericity as indicated by a significant Mauchly test (MT:
*) the corrected p-values and DF-values (Greenhouse-Geisser epsilon correction) are reported. MT: Mauchly Test. * significant
Mauchly Test. n.s.: not significant (p > .1). N2: 240–350 ms after stimulus onset.
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Table 5.7. Results of separate repeated measures ANOVAs on amplitudes and latencies of P3 ERPs in
Nogo-IC-positive and Nogo-IC-negative subjects.

P3 Amplitude P3 Latency

Effect DF MT F p DF MT F p

Group 1, 36 - 7.44 .010 1, 36 - 0.83 n.s.

Condition 1, 36 - 136.26 <.001 1, 36 - 8.40 .006

Anteriorization 1.34, 48.09 * 8.44 .003 1.48, 53.11 * 7.30 .004

Laterality 1.43, 51.56 * 1.62 n.s. 1.48, 53.36 * 0.02 n.s.

Group × Condition 1, 36 - 8.33 .007 1, 36 - 1.36 n.s.

Group × Anteriorization 1.34, 48.09 * 0.09 n.s. 1.48, 53.11 * 1.91 n.s.

Group × Laterality 1.43, 51.56 * 2.15 n.s. 1.48, 53.36 * 0.73 n.s.

Condition × Anteriorization 1.15, 41.52 * 1.52 n.s. 1.50, 54.06 * 9.77 .001

Condition × Laterality 1.57, 56.53 * 8.68 .001 1.36, 49.12 * 0.57 n.s.

Anteriorization × Laterality 2.91, 104.74 * 2.99 .036 3.05, 109.79 * 1.03 n.s.

Group × Condition × Anteriorization 1.15, 41.52 * 0.76 n.s. 1.50, 54.06 * 0.12 n.s.

Group × Condition × Laterality 1.57, 56.53 * 1.16 n.s. 1.36, 49.12 * 1.63 n.s.

Group × Anteriorization × Laterality 2.91, 104.74 * 0.16 n.s. 3.05, 109.79 * 1.06 n.s.

Condition × Anteriorization × Laterality 4, 144 - 3.33 .012 4, 144 - 0.53 n.s.

Group × Condition × Anteriorization ×
Laterality

4, 144 - 1.43 n.s. 4, 144 - 0.99 n.s.

Note: Main and interaction effects of separate repeated measures analysis of variance (ANOVA) on P3 amplitudes and latency
values with within-subject factors Condition (correct Go, correct Nogo), Anteriorization (frontal (F3, Fz, F4), central (C3, Cz,
C4), parietal (P3, Pz, P4)), and Laterality (left (F3, C3, P3), midline (Fz, Cz, Pz), right (F4, C4, P4)) and between-subject
factor Group (Nogo-IC-positive, Nogo-IC-negative). In case of nonsphericity as indicated by a significant Mauchly test (MT:
*) the corrected p-values and DF-values (Greenhouse-Geisser epsilon correction) are reported. MT: Mauchly Test. * significant
Mauchly Test. n.s.: not significant (p > .1). P3: 350–580 ms after stimulus onset.
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5.2.5. N2/P3-ERP Single-trial EEG/fMRI analysis

5.2.5.1. Group specific correlations with ERP-regressors

Results of group specific correlations with ERP-regressors as revealed by within-group paired t-tests
are listed in Table 5.8 (IC−) and in Table 5.9 (IC+). Single-trial fluctuations of electrophysiological
activity as derived from the latency ranges N2 (240–350 ms post-stimulus) at F4 site and P3
(350–580 ms post-stimulus) at Cz site correlated positively with several cortical and subcortical
regions in both groups (Figure 5.4).

Single-trial correlations with ERP-regressors revealed widespread activity in cortical and
subcortical regions, especially at the N2 latency range in IC+ subjects. Correlations exclusively
with the N2 regressor were found in IC+ subjects in bilateral frontal areas (including left posterior
IFG/insula, anterior cingulate cortex (ACC), bilateral dorsolateral and ventrolateral prefrontal
cortices), bilateral putamen, bilateral temporal and parietal areas (Table 5.9), while in IC− subjects
(Table 5.8) positive correlations exclusively with the N2 regressor were found in left temporal
gyrus and right parietal lobule. Significant positive correlations with both ERP-regressors were
found in both groups in pre-SMA, and left caudate nucleus. Additionally, in IC− subjects both
ERP-regressors correlated positively with left medial frontal cortex, bilateral ACC, and left middle
temporal gyrus, while in IC+ subjects further correlations with both ERP-regressors were found in
right basal ganglia (putamen and caudate nucleus), right posterior IFG (pars opercularis)/insula,
and bilateral parietal lobule.

Furthermore, correlations with the P3 but not the N2 ERP-regressor were found in IC+
subjects in right IFG (pars triangularis and pars opercularis), bilateral posterior-medial frontal
cortex, left middle cingulate cortex (MCC) as well as left temporal and parietal areas, and
bilateral middle occipital areas. While the strength of positive correlations is decreasing from N2-
to P3-associated neural activity in IC+ subjects, more positive correlations with P3 compared
to the N2 regressor was found in IC− subjects. This included frontal areas such as bilateral
posterior IFG (pars opercularis)/insula, bilateral superior medial gyrus and a cluster enclosing
left superior frontal/medial gyrus, right middle orbital gyrus and ACC as well as temporal areas
(left hippocampus, left parahippocampus and right fusiform gyrus), left parietal areas enclosing
precuneus, linual gyrus and inferior occipital gyrus, as well as bilateral occipital gyrus. Subcortically,
the P3 but not the N2 regressor correlated positively with the fMRI BOLD signal in right caudate
nucleus and bilateral putamen in IC− subjects.
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Table 5.9. Multimodal fMRI: Correlations of fMRI BOLD signal with ERP-regressors at N2 and P3
latency in Nogo-IC-positive subjects.

N2 regressor P3 regressor

Region k p Z x y z k p Z x y z

Frontal

L Sup. Frontal G. 41 .018 4.79 -18 63 21 - - - - - -

R Mid. Frontal G.; R Sup. Frontal G. 42 .016 4.87 33 57 27 - - - - - -

R Sup. Medial G. 32 .049 3.95 9 51 24 - - - - - -

Pre-SMA 351* <.001* 5.08 0 9 54 197* .004* 4.38 -3 6 51

L IFG (pars Opercularis) 115* <.001* 4.73 -33 6 27 - - - - - -

R IFG (pars Opercularis) 253* .001* 4.55 42 6 24 123* .003* 4.32 45 9 27

R IFG (pars Triangularis); R IFG (pars
Opercularis)

- - - - - - 311 <.001 5.09 21 -30 30

L post.-medial frontal; R post.-medial
frontal

- - - - - - 54 .005 4.47 51 -63 -9

L Insula Lob.; L Putamen; L ACC 201 <.001 4.93 -9 24 3 - - - - - -

Cingulum

R ACC 667* .008* 4.28 9 30 27 - - - - - -

R MCC; R/L Mid. Frontal G.; R IFG
(pars Triangularis); L IFG (pars
Opercularis); L post.-medial frontal

1581 <.001 5.19 9 15 30 - - - - - -

L MCC - - - - - - 36 .031 4.26 63 -27 15

Subcortical

L Caudate Nucleus 34* .003* 4.21 -12 24 3 - - - - - -

R Putamen; R Insula Lob.; R Pallidum 32 .049 4.04 33 6 0 - - - - - -

R Putamen 128* .008* 4.04 33 6 0 94* .005* 4.16 27 -12 3

R Caudate Nucleus 48* .009* 3.99 18 3 18 9* .029* 3.69 18 -15 21

L Caudate Nucleus 95* <.001* 4.86 -21 -24 21 54* <.001* 5.66 -21 -21 24

L STN 7* .032* 3.02 -12 -12 -9 - - - - - -

to be continued on the next page.

Note: IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area. ACC: anterior cingulate cortex. MCC: middle
cingulate cortex. Sup: superior. Mid: Middle. Inf: Inferior. Post: Posterior. G: Gyrus. Lob.: Lobule. R: right. L: left.
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Table 5.9. Continuation: Correlations of fMRI BOLD signal with ERP-regressors at N2 and P3 latency in
Nogo-IC-positive subjects.

N2 regressor P3 regressor

Region k p Z x y z k p Z x y z

Temporal

L Sup. Temporal G.; L Mid.
Temporal G.

40 .020 4.35 -54 -24 9 - - - - - -

R Sup. Temporal G.; R Postcentral G.;
R Supramarginal G.

133 <.001 4.64 63 -27 15 - - - - - -

L Fusiform G.; L Hippocampus 59 .003 4.49 -30 -39 -15 - - - - - -

R Mid. Temporal G.; R Inf.
Temporal G.

104 <.001 4.47 48 -42 -3 - - - - - -

L Mid. Temporal G. 32 .049 4.24 -60 -54 0 - - - - - -

R Inf. Temporal G. - - - - - - 123 <.001 4.72 57 27 18

R Sup. Temporal G. - - - - - - 80 <.001 4.38 -3 6 51

Parietal

L Inf. Parietal Lob. 383* <.001* 5.39 -45 -33 39 395* <.001* 5.35 -45 -33 39

R Inf. Parietal Lob. 173* .048* 3.63 27 -57 54 - - - - - -

L Sup. Parietal Lob. 283* .001* 4.68 -21 -63 42 235* <.001* 5.39 -21 -63 42

R Sup. Parietal Lob. 130* .003* 4.26 15 -72 51 153* <.001* 4.78 27 -60 57

L Sup. Parietal Lob.; L Inf.
Parietal Lob.; L Supramarginal G.

- - - - - - 154 <.001 6.28 -15 -24 30

Occipital

L Calcarine G.; L Postcentral G.; L Inf.
Parietal Lob.; R Precuneus; L Sup./
Mid. Occipital G.; R Linual G.

1975 <.001 6.44 -15 -81 9 - - - - - -

R Mid./Sup. Occipital G.; R Sup.
Parietal Lob.; R Cuneus; R Mid.
Temporal G.

- - - - - - 38 .025 5.26 -6 27 0

L Mid./Sup. Occipital G.; R Linual G.;
R Cuneus; R Calcarine G.; L Mid.
Temporal G.

- - - - - - 373 <.001 5.39 -21 -63 42

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for N2 (240–350 ms after stimulus onset at F4 electrode site) and P3 (350–580 ms after stimulus onset at Cz electrode site)
with associated Z score (p(FWE) < .05, cluster level corrected; * small volume corrected, p(FWE) < .05) and cluster extend
in number of voxels (k). FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area. ACC:
anterior cingulate cortex. MCC: middle cingulate cortex. Sup: superior. Mid: Middle. Inf: Inferior. Post: Posterior. G:
Gyrus. R: right. L: left.
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Figure 5.4. Multimodal fMRI: Activation maps displaying the main effects of positive correlations with
N2/P3 regressors in Nogo-IC-positive (IC+) (A.1 and A.2C) and in Nogo-IC-negative (IC−) subjects (B.1
and B.2D). Correlations with N2 single-trial amplitude values as derived from F4 at 280–340 ms after
stimulus onset are shown in rows A.1 and B.1. Correlations with P3 single-trial amplitude values as derived
from Cz at 350–580 ms after stimulus onset are shown in rows A.2C and B.2D. Images are displayed with
p < .001 (uncorrected) and k = 10 for display purposes. The color bar indicates t-scores (0–11.24). Adopted
from (Schmüser et al., 2016)
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Table 5.8. Multimodal fMRI: Correlations of fMRI BOLD signal with ERP-regressors at N2 and P3
latency in Nogo-IC-negative subjects.

N2 regressor P3 regressor

Region k p Z x y z k p Z x y z

Frontal

L/R Sup. Medial G. - - - - - - 97 <.001 4.84 0 51 39

L Mid. Frontal G.; L Sup. Frontal G. 65 .001 4.27 -9 42 3 41 .016 4.39 -24 51 15

L Sup. Frontal G.; L Sup. Medial G.;
L ACC; R Mid Orbital G.

- - - - - - 209 <.001 4.96 -15 45 -6

Pre-SMA 25* .028* 3.86 -12 18 63 176* .001* 4.57 -6 15 63

R IFG (pars Opercularis) - - - - - - 39* .025* 3.82 45 15 0

L IFG (pars Opercularis) - - - - - - 134* .007* 3.99 -57 6 9

Cingulum

R ACC 38 .022 4.05 21 36 9 58 .003 4.34 3 27 18

L ACC 353* .008* 4.27 -9 42 3 376* <.001* 4.96 -15 45 -6

L ACC 70 .001 4.95 -21 24 3 - - - - - -

Subcortical

L Caudate Nucleus 154* .025* 3.73 -12 18 -6 97* .002* 4.34 -18 9 18

R Caudate Nucleus - - - - - - 67* .002* 4.33 21 6 21

R Putamen - - - - - - 73* .028* 3.72 24 3 9

L Putamen - - - - - - 53* .012* 3.91 -24 3 -9

Temporal

L Hippocampus - - - - - - 127 <.001 4.59 -24 -15 -6

L Parahippocampal G. - - - - - - 37 .025 4.34 -18 -36 -12

L Medial Temporal Pole; L Mid.
Temporal G.

52 .005 4.85 -45 9 -33 - - - - - -

L Mid. Temporal G. 104 <.001 4.70 -57 -51 9 65 .001 4.92 -57 -51 9

R Fusiform G. - - - - - - 64 .001 4.90 30 -63 0

Parietal

R Precuneus; R PCC; R Linual G. 36 .028 4.01 21 -42 0 - - - - - -

L Precuneus; L Linual G.; L Inf.
Occipital G.

- - - - - - 294 <.001 5.10 -30 -69 21

Occipital

L/R Calcarine G.; L Cuneus - - - - - - 47 .008 4.37 -3 -72 15

R Cuneus; R Sup. Occipital G. - - - - - - 69 .001 4.83 21 -90 9

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for N2 (240–350 ms after stimulus onset at F4 electrode site) and P3 (350–580 ms after stimulus onset at Cz electrode site)
with associated Z score (p(FWE) < .05, cluster level corrected; * small volume corrected, p(FWE) < .05) and cluster extend
in number of voxels (k). FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary motor area. ACC:
anterior cingulate cortex. MCC: middle cingulate cortex. Sup: superior. Mid: Middle. Inf: Inferior. Post: Posterior. G:
Gyrus. R: right. L: left.
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5.2.5.2. Between group comparisons of correlations with ERP-regressors

Results of between group comparisons as revealed by full factorial design are shown in Figure 5.5.
As listed in Table 5.10, group comparison of full factorial single-trial correlations with N2/P3
ERP-regressors revealed significant group differences at the N2 and P3 latency. In IC+ subjects
compared to IC− subjects, the N2 regressor correlated significantly stronger with right pre-SMA
while the P3 regressor correlated significantly stronger with fMRI BOLD signal in right posterior
IFG (pars opercularis)/insula. The inverse comparison (IC− > IC+) revealed no significant
differences at the N2-latency and significantly stronger correlations of P3 regressor with the fMRI
BOLD signal in a cluster located in pregenual ACC/left superior medial gyrus.

Table 5.10. Multimodal fMRI: Between group comparisons of correlations of fMRI BOLD signal with ERP-
regressors at N2 and P3 latency in Nogo-IC-positive (IC+) subjects compared to Nogo-IC-negative (IC−)
subjects.

N2 regressor P3 regressor

Region k p Z x y z k p Z x y z

A) Nogo-IC-positive >
Nogo-IC-negative

Frontal

R Pre-SMA 193* .035* 3.72 3 9 51 - - - - - -

R IFG (pars Opercularis) - - - - - - 65* .028* 3.70 42 9 27

B) Nogo-IC-negative >
Nogo-IC-positive

Frontal

L Sup. Medial G.; L pregenual ACC - - - - - - 61 .015 4.01 -6 57 9

Note: The region in which the cluster’s local maximum is located in Montreal Neurological Institute (MNI) coordinates (x, y,
z) for N2 (240–350 ms after stimulus onset at F4 electrode site) > P3 (350–580 ms after stimulus onset at Cz electrode site)
and vice versa with associated Z score (p(FWE) < .05, cluster level corrected; * small volume corrected, p(FWE) < .05) and
cluster extend in number of voxels (k). FWE: family-wise error. IFG: inferior frontal gyurs. pre-SMA: pre-supplementary
motor area. ACC: anterior cingulate cortex. Sup: superior. G: Gyrus. R: right. L: left.
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Figure 5.5. Multimodal fMRI: Activation maps displaying the results of comparing effects of positive
correlations with N2/P3 regressors in Nogo-IC-positive (IC+) and in Nogo-IC-negative (IC−) subjects.
A) Stronger correlations with N2 single-trial amplitude values (from F4 at 280–340 ms) in IC+ subjects
relative to IC−. B) Stronger correlations with P3 single-trial amplitude values (from Cz at 350–580 ms)
in IC+ subjects relative to IC−. C) Stronger correlations with N2 single-trial amplitude values (from F4
at 280–340 ms) in IC− subjects relative to IC+. Please note that the threshold for visualization is set at
p < .005 (k = 10) level uncorrected for multiple comparisons for the purpose of presentation only. This may
lead to the depiction of clusters that does not reach corrected significance levels, e.g., IFG/IFJ activity in
(A) is in difference to (B) just not significant for multiple comparisons. The color bar indicates t-scores
(0–11.24). ACC: anterior cingulate cortex. IFG: inferior frontal gyurs. IFJ: inferior frontal junction.
pre-SMA: pre-supplementary motor area. Adopted from (Schmüser et al., 2016).
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5.3. Discussion

In a group of 38 subjects, 21 subjects (Nogo-IC-positive, in short: IC+) were characterized by
the existence of ICs related to Nogo in a latency range located prior to the individuals median
Go response time (RT) whereas 17 subjects (Nogo-IC-negative, in short: IC−) were characterized
by the absence of such early Nogo-related ICs. Although groups did not differ with respect to
demographic characteristics, group comparisons revealed important differences on psychometric,
behavioral and neurophysiological levels. This suggests the existence of electrophysiologically
dissociable phenotypes of behavioral and neural motor response inhibition.

Psychometric and behavioral characteristics of IC− subjects indicate an impulsive personality
trait that is to some degree comparable to adult ADHD. Findings of higher scores on subscales
addressing motor impulsivity/hyperactivity and impulsive/non-planning characteristics as well as
ADHD traits in IC− subjects but not on any other questionnaires complete the picture of a group
of healthy subjects that is characterized by a more impulsive personality trait. In line with this,
the IC− group was behaviorally also characterized by significant higher intra-individual CoV of RT
and a trend towards higher omission error rates. This is strikingly similar to comparisons of adult
ADHD patients with healthy control subjects, with increased intra-individual RT variability being
hypothesized as a candidate for an intermediate endophenotypic trait of ADHD (e.g. Albrecht et
al., 2013; Carmona et al., 2012; Epstein et al., 2011; Feige et al., 2013; Klein et al., 2006; Sebastian
et al., 2012; Vaurio et al., 2009; for a review see Tamm et al., 2012).

In unimodal fMRI analysis, both groups displayed significant activations in typical regions of
response inhibition network, though to different extents. These regions were the medial prefrontal
areas (SMA/pre-SMA, posterior-medial gyrus, and precentral gyrus), left basal ganglia (putamen),
and tempo-parietal regions (middle/superior temporal gyri and right superior parietal lobule).
In the IC+ group significant activations were restricted to these regions, while the IC− group
showed a more distributed network with additional significant clusters of activation in bilateral
posterior IFG (pars opercularis)/insula and right basal ganglia (caudate nucleus, putamen, and
pallidum). These group differences were further supported by significant between-group differences
(IC− > IC+) in left IFG and left putamen/insula in ROI analysis, suggesting that IC− subjects
might have additionally recruited these regions to successfully solve the Go/Nogo task. Thus,
together with the differences in RT and error rates, these results suggest that both groups used
a neural response inhibition network differing mainly in activation extent which may be due
to increased behavioral (here increased CoV) and thus neural variance in responses. Increased
extent in activation in IC− subjects could then be necessary compensatory activity to maintain a
comparable level of inhibitory control compared to IC+ subjects. As others also found additional or
potentially overactive recruitment of neural resources in more impulsive subjects compared to less
impulsive subjects (Chester and DeWall, 2014; Collins et al., 2012; Horn et al., 2003), our finding
of increased extent in activation of left IFG and left putamen/insula regions in higher impulsive
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(= IC−) subjects may hint as well to an overactive (Chester and DeWall, 2014) or compensatory
(Collins et al., 2012) neural activity in left hemispheric fronto-striatal regions while less impulsive
subjects (= IC+) have access to an effective impulse control network that is well orchestrated and
thus requires less neural sources.

In accordance with this assumption, single-trial correlations with N2/P3 regressors revealed
stronger activations in response inhibition and attention network in the low impulsive group. In
contrast to this, the high impulsive group was characterized by enhanced activity in the more
affective, pregenual ACC possibly indicating overactivity or compensatory activity in IC− subjects.
The activation pattern revealed by single-trial correlation with N2/P3 ERP-regressors in IC+
subjects resembled a mixture of networks related to response inhibition and the ventral attention
system, which is in line with the notion that in addition to inhibitory control mechanisms the
Go/Nogo task might also trigger processes related to response selection and selective attention
(Mostofsky and Simmonds, 2008; Stahl et al., 2014). In contrast to this the activation pattern in
the IC− group seems to be a mixture of inhibitory control and medial prefrontal evaluative and
limbic system. Medial prefrontal activity in higher impulsive subjects during inhibitory control
paradigms have been linked to an interaction of motivational aspects and cognitive processing
(Horn et al., 2003). When comparing results of single-trial ERP/fMRI data analysis in both
groups, two essential regions of inhibitory control were significantly stronger correlated with N2
(pre-SMA) and P3 (right posterior IFG/insula) regressors in IC+ subjects, whereas in IC− subjects
the P3 regressor was significantly stronger correlated with the left pregenual ACC/superior medial
gyrus a region associated with several processes such as emotion regulation, working memory,
attention, and response selection (Bush et al., 2000; Criaud and Boulinguez, 2013; Drevets et al.,
2008; Simmonds et al., 2007). This might indicate a central role of the more affective, pregenual
ACC in higher impulsive subjects, although it is not clear if this activity is an overactivity or
compensatory activity (Chester and DeWall, 2014; Collins et al., 2012) leading either to an
interference or maintenance, respectively, of an appropriate level of synchronized neural activity in
regions necessary for inhibitory control.

Results of the ERP analysis also support this finding of an overall intact inhibitory control
network in high impulsive subjects, but also the assumption of a less effective network functioning
in these subjects. Within-group post-hoc comparisons of Nogo-P3 and Go-P3 amplitudes revealed
significantly higher Nogo amplitudes in both groups, potentially indicating an overall intact
inhibitory control network in both groups. However, post-hoc analyses of the robust main effect
of group as well as a significant interaction between group and task condition revealed that this
difference was more pronounced in IC+ subjects relative to IC− subjects, as IC+ subjects were
characterized by significantly higher Nogo-P3 amplitudes but not Go-P3 amplitudes. Furthermore,
reduced Nogo-P3 amplitudes in the high impulsive group, i.e., IC− subjects is also consistent
with findings from other ERP studies who demonstrated significantly reduced Nogo-P3 amplitudes
but no differences in Nogo-N2 amplitudes in non-clinical high impulsive subjects compared to
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low impulsive subjects (Kam et al., 2012; Ruchsow et al., 2008a; Russo et al., 2008; Shen et al.,
2014). Moreover, this is also strikingly similar to the finding of significantly reduced Nogo-P3
amplitudes in psychiatric diseases such as ADHD (Fisher et al., 2011; Helenius et al., 2011; Prox
et al., 2007; Wiersema et al., 2006b; Woltering et al., 2013). This may point towards that shared
differences in Nogo-related neural processing in ADHD and IC− subjects potentially are related
to the enhanced higher impulsivity trait in these groups compared to IC+ subjects. Thus these
data-drivenly identified electrophysiological phenotypes point towards important inter-individual
differences in inhibitory control.

Although reduced Nogo-P3 amplitudes in IC− subjects seem to indicate disturbed or altered
neural processing during response inhibition, it is important to see this finding in the context of
the ongoing debate on which neurocognitive subprocesses of response inhibition are reflected in
the N2 and P3 components. Thus, despite that the N2/P3 complex has been associated with the
inhibitory process there is evidence that N2/P3 may reflect separable aspects of response inhibition,
attentional processes and/or conflict and performance monitoring rather than response inhibition
only (Huster et al., 2013). As the Nogo-N2 is typically observed in a latency range clearly located
prior to the individual Go response, it has been suggested to reflect early pre-motor processes
either directly related to response inhibition (Beste et al., 2010; Falkenstein et al., 1999; Jodo and
Kayama, 1992; Lavric et al., 2004) or related to cognitive processes such as conflict monitoring
or action updating potentially (Donkers and van Boxtel, 2004; Huster et al., 2013; Nieuwenhuis
et al., 2004). Regarding P3, it has been argued that the P3 do peak too late to reflect inhibitory
processes (Dimoska et al., 2003; Huster et al., 2013; Naito and Matsumura, 1994); therefore it was
claimed that P3 may reflect rather evaluative processes such as stimulus or performance evaluation
after response inhibition proper (Friedman et al., 2001; Huster et al., 2013; Liotti et al., 2005;
Schmajuk et al., 2006; Wu and Zhou, 2009). Others, however, suggested that the Nogo-P3 reflects
the process of response inhibition itself (Beste et al., 2010; Falkenstein et al., 1999; Huster et al.,
2013, 2014; Wessel and Aron, 2015).

The results of the current study add multiple multimodal evidence to this discussion. Our
unimodal ERP results of reduced Nogo-P3 amplitudes in the high impulsive group (i.e., IC−)
but no group differences in N2 amplitudes may support the notion that Nogo-P3 may reflect
motor response inhibition rather than Nogo-N2, since this seems to be unaffected in high impulsive
subjects. This is also in line with findings from other ERP studies which demonstrated significantly
reduced Nogo-P3 amplitudes but no differences in Nogo-N2 amplitudes in non-clinical high impulsive
subjects compared to low impulsive subjects (Kam et al., 2012; Ruchsow et al., 2008a; Russo et
al., 2008; Shen et al., 2014). However, if we use the multimodal information (i.e., ERP correlated
fMRI) we do see pronounced response inhibition network differences speaking to the point of N2
group differences beyond insignificant unimodal ERP amplitude differences. Significant pre-SMA
difference between IC+ and IC− (Figure 5.5.A) implies differences already at an early stage of
processing in response inhibition proper. This is supported by the single-trial correlation with the
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N2 component revealing a neural network clearly related to response inhibition in IC+ subjects
but not in IC− subjects (Figure 5.4). Regarding P3 our finding of stronger posterior IFG in IC+
subjects (Figure 5.5.B) may point at P3 being also involved in response inhibition itself. However,
data of our recent study dissecting response inhibition proper from its attentional components
(Sebastian et al., 2015) show that this very region as an attentional area possibly is monitoring the
response inhibition process. Our results of greater P3-related ACC activity in lower performing
IC− subjects (Figure 5.5.C) may actually speak to the role of P3 in performance evaluation (error
monitoring).

Since the specificity of N2 (and P3) for inhibition associated neurocognitive processes is still
not clear, group selection here was deliberately data-driven. Thus, group selection was based on
the existence of specific ICs with significantly Nogo vs. Go-related activity occurring within a
latency range located clearly before the subject’s typical Go RT. In line with the ongoing debate on
functional associations of N2 with response inhibition, it could be argued that, N2 indeed reflects
other cognitive processes but not response inhibition or, at least, not response inhibition only.
Since single-trial correlation with the N2 component revealed a neural network clearly related to
response inhibition in IC+ subjects but not in IC− subjects, it could also be argued that Nogo-N2
reflects an early stage of response inhibition which is less effectively activated in high impulsive
subjects.

There is an alternative interpretation of the current results coming with a motor control rather
than inhibitory control view of the neurocognitive processes underlying Go/Nogo paradigms. The
observed group differences reflect important differences in the Go rather than stopping behavior.
Indeed as already implied in our own component analysis of the response inhibition tasks especially
the Go/Nogo task entails both response selection (selecting go vs. stopping behavior) as well
as response inhibition (withholding a prepotent action) components (Stahl et al., 2014). Since
response selection and monitoring is often associated with neural activity in the pre-SMA and
the ACC, respectively, our current finding could point towards a behavioral and neural difference
in response selection rather than response inhibition proper. This will also fit to our finding of
prominent differences in P3 rather than in N2 ERP amplitudes. In this view our finding of neural
based behavioral differences (IC+ vs. IC−) can be interpreted as a primary Go selection, hence
motor control finding. Interestingly, in adult ADHD patients behavioral differences are found
mainly in CoV and omission error rates but not in the commission error rates, supporting this
view from a disease model (Fisher et al., 2011; Helenius et al., 2011; Prox et al., 2007; Wiersema et
al., 2006b; Woltering et al., 2013). On the neural level this view is supported by our finding that
IC+ more than IC− show pre-SMA activity (response selection) related to N2. In addition, we
find IFG activity for IC+ more than IC− during both phases of response inhibition (N2 and P3;
see Figure 5.5; significant in P3). Interestingly, this particular subregion of the IFG, which is the
inferior frontal junction (IFJ), has been shown to handle primarily attentional information during
response inhibition (Sebastian et al., 2015). Hence activity in this region during both phases of
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response inhibition may represent enhanced attentional monitoring of response inhibition in IC+
subjects. Lastly pregenual ACC overactivity in IC− compared to IC+ subjects could mean greater
error monitoring in subjects with lesser ’motor’ (behavioral) control. However, this attractive
alternative interpretation of our findings is challenged by the fact that our basic, data-driven neural
contrast identifies neural activity which is greater during Nogo, hence response inhibition proper
(stopping/withholding an action), than during Go (motor behavior/control). However, if there
is a difference on the neurocognitive level between what we call motor control on the one hand
and response inhibition/inhibitory control on the other hand might rather be a semantic than a
biological question.

In conclusion, our data suggests the existence of electrophysiologically dissociable phenotypes
of behavioral and neural motor response inhibition. Group comparisons performed on behavioral
data revealed significantly higher intra-individual variability of RT and enhanced omission errors
in IC− subjects. In line with this, results of unimodal fMRI analysis revealed differently recruited
neural networks with additional activation of left IFG/insula and left putamen in IC− subjects.
This may indicate that subjects with lower trait impulsivity have access to a more effective impulse
control network. Thus, the recruitment of only few key areas of inhibitory control in fMRI may be
the result of an effective and well-orchestrated (as indicated by higher P3 amplitudes) network
performance. Alternatively, additional activations may be the cause of higher intra-individual
variability in performance and more impulsive traits. Therefore, the presence or absence of
identifiable Nogo-related ICs may represent different neurophysiological phenotypes of response
inhibition. Although we cannot unambiguously distinguish between different mechanisms in terms
of state (short term strategy adaptation) vs. trait (static individual neurobiologically determined
differences), the behavioral data together with psychological data support a trait hypothesis of
different neurophysiological phenotypes of response inhibition.
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6.1. General Discussion

Response inhibition is the ability to suppress inadequate but prepotent or ongoing response
tendencies. A network of right lateral inferior frontal gyurs (IFG), pre-supplementary motor
area (pre-SMA) and basal ganglia is involved in these processes (Aron, 2007; Aron and Poldrack,
2006; Sebastian et al., 2013a; Swick et al., 2011). Taking advantage of the electroencephalographic’s
(EEG) high temporal resolution and the functional magnetic resonance imaging’s (fMRI) high spatial
resolution, single-trial analysis of simultaneous EEG and fMRI data can be used to disentangle
the spatio-temporal dynamics of neural responses (Debener et al., 2005, 2006; Eichele et al., 2005;
Huster et al., 2012). Recent studies demonstrated that single-trial correlations of inhibition-related
event-related potential (ERP) with fMRI blood oxygenation level-dependent (BOLD) signal can
help to disentangle neural responses related to different stages of information processing during
response inhibition (Baumeister et al., 2014; Huster et al., 2011; Karch et al., 2014; Lavallee et al.,
2014; Mulert et al., 2008). However, most approaches for EEG/fMRI coupling are based on the
correlation of the time series from known ERP components with the fMRI BOLD signal. While
measuring known ERP components is a valuable first step, it cannot guarantee specificity for the
targeted neurophysiological process, i.e., response inhibition proper versus, e.g., attention or task
monitoring, on the group and single subject level. Thus, although single-trial ERP/fMRI data
analysis enables to assess the spatio-temporal dynamics of task-related neural activity, it also comes
with a high influenceability by the user-based selection of the ERP component of interest and also
a reduced sensitivity to condition-specific processes. Together this emphasizes the need for a more
objective method that allows for a subject and condition specific classification and selection of
electrophysiological components.

Thus, in Study 1 (cf. Chapter 3, Schmüser et al., 2014) I introduced a new algorithm for
selecting Nogo-related independent components (ICs) in an automated, ERP-independent procedure
complementing existing automated approaches (Goldman et al., 2009; Wessel and Ullsperger, 2011).
This approach aimed at automatically selecting task-related ICs with significantly increased
amplitudes in Nogo trials compared to Go trials within predefined time windows ’early’ and ’late’
located prior and around the individual’s median Go response time (RT). Importantly, as the
existence of such Nogo-related ICs is verified intra-individually, one advantage of this approach is
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that it allows accounting for individual differences in the EEG data, as it may arise from different
electrode placements, head shapes, or anatomical differences at the brain level.

This new automated independent component analysis (ICA)-based approach was applied to
the simultaneous EEG/fMRI data of 39 healthy subjects who had performed a visual Go/Nogo task.
It was demonstrated that early and late IC-regressors correlated positively with fronto-striatal and
parietal regions of the response inhibition network (Aron, 2011; Chambers et al., 2009; Chikazoe,
2010; Jahfari et al., 2011; Sebastian et al., 2013a; Swick et al., 2011). Although comparison of
correlations with early and late IC-regressors revealed no significant differences, in most of these
areas the strength and extent of positive correlations was decreasing from early to late stages
of response inhibition. Thus, single-trial correlations with early and late IC-regressors go along
with the expectation that regions relevant for motor control are active prior to the time of motor
execution. This demonstrates that integration of EEG single-trial information, extracted from
automatically selected ICs, into fMRI data analysis can be used to assess the temporal evolution
of the neural impulse control network. By using the same analysis procedure for selecting ICs
related to visual processing, which was successful in 37 of 39 subjects, Study 1 also demonstrated
the utility of this method beyond detecting Nogo-related components.

Additionally, the new automated ICA-based approach was also contrasted with a more classical
approach that uses N2/P3 amplitudes at specific electrodes as ERP-regressors. This combined
ERP/fMRI analysis was performed on the same data to assess and validate the outcome of this
automated ICA-based approach in the context of combined EEG/fMRI analysis procedures (cf.
Figure 3.1 in Chapter 3 for a graphical overview). In line with a previous ’ERP-informed fMRI
analyses’ of response inhibition (Baumeister et al., 2014), the mean single-trial amplitude values
were extracted from latency ranges which covered best the task-related N2 and P3 effects as
determined based on visual inspection of the grand-averaged waveforms across all subjects. Based
on this, mean N2/P3 amplitude values were extracted from the Cz site at the latency ranges
280–340 ms post-stimulus (N2) and 350–570 ms post-stimulus (P3).

While single-trial correlations with IC-regressors revealed an activation pattern clearly related
to known neural inhibitory control networks (Aron, 2011; Chambers et al., 2009; Chikazoe,
2010; Jahfari et al., 2011; Sebastian et al., 2013a), the activation pattern revealed by single-trial
correlation with N2/P3 ERP-regressors, resembled a mixture of the impulse control network and
networks related to attentional processing and response monitoring. Thus, in comparison to the
ICA-based single-trial EEG/fMRI analysis, correlations of N2/P3 single-trail amplitude values
with fMRI BOLD responses lack of specificity to inhibitory processes. Nevertheless, it also shows
that N2/P3-based single-trial EEG/fMRI data analysis does provide additional information on
differences in spatio-temporal processing in inhibitory control. Since the automated IC-selection
procedure restricts the ICA-based single-trial EEG/fMRI analysis to a certain subgroup, in some
cases N2/P3-based single-trial EEG/fMRI analysis together with unimodal EEG and fMRI analysis
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may also provide valuable information as also demonstrated in Study 3 (cf. Chapter 5, Schmüser
et al., 2016).

The main criticism and limitation of Study 1 is that due to the restrictive IC selection criteria
only a certain part of subjects could be included into the task-related single-trial EEG/fMRI
data analysis. As such the demonstrated temporal signal evolution in central region of response
inhibition as detected by the ICA-based approach may not be generalizable, but be specific for a
subpopulation only. Moreover, the fact that Nogo-related ICs were not identified in one half of
the subjects may also question the usability and validity of the IC-selection procedure in general.
However, this is contrasted by the finding that the same algorithm was able to detect ICs related to
visual processing in 37 of 39 subjects, which may argue against a principal failure of the algorithm.
And also the fact that across all investigated groups (cf. Studies 1 and 2, Chapters 3 and 4) the
required reliability of inhibition-related ICs was attained only in about half of the subjects argues
against a technical issue. Thus, as this finding was stable irrespective of the groups’ background
(i.e., healthy control (HC) subjects, Attention-Deficit/Hyperactivity Disorder (ADHD) patients or
Borderline Personality Disorder (BPD) patients) this may rather point towards inter-individual
difference in an electrophysiological correlate of response inhibition based on intra-individual
variability which in turn may suggest the existence of electrophysiologically dissociable phenotypes
of behavioral and neural motor response inhibition.

In Study 3 it was tested whether the finding that certain Nogo-related components are not
present in every subject is related to the existence of substantial inter-individual differences, i.e.,
electrophysiologically dissociable phenotypes. 21 subjects showed ICs reliable related to early
Nogo processes (Nogo-IC-positive; in short IC+), whereas 17 subjects did not show these early
Nogo-related ICs (Nogo-IC-negative; in short IC−) on the chosen level of significance. These
potential phenotypic groups in healthy individuals were further characterized and compared using
behavioral, neuropsychiatric as well as unimodal and multimodal ERP and fMRI measures. Finally
we demonstrated that using the data-driven approach for IC selection and the resulting presence
or absence of Nogo-specific ICs as criterion for group selection could reveal group differences at
behavioral and neurophysiological levels. Interestingly, the IC− group (i.e., the group characterized
by the absence of early Nogo-related ICs) was characterized by higher scores on self-rated impulsivity
measures, i.e., experience seeking and boredom susceptibility on the sensation seeking questionnaire
Sensation Seeking Scale (SSS-V) and motor and non-planning impulsiveness on the impulsivity
questionnaire Barratt Impulsiveness Scale-11 (BIS-11).

The picture of a group of healthy subjects that is characterized by a more impulsive personality
trait is completed by the significantly higher scores on subscales addressing motor impulsiv-
ity/hyperactivity and impulsive/non-planning characteristics as well as ADHD traits in IC−
subjects. Thus, already based on psychometric data it seems plausible that IC+ and IC− sub-
jects are psychologically distinguishable and suggest a trait character of the electrophysiological
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phenotype. This notion was supported by behavioral data showing differences in intra-individual
coefficient of variability (CoV) of RT and omission error rates but not in mean RTs or commission
error rates. This finding of enhanced omission error rates and higher CoV values is strikingly
similar to comparisons of adult ADHD patients with HC subjects (cf. Study 2, Chapter 4), with
increased intra-individual RT variability being hypothesized as a candidate for an intermediate
endophenotypic trait of ADHD (Tamm et al., 2012). Although it cannot unambiguously be distin-
guished whether these performance differences are related to state (short term adaptation in task
strategy) or trait (static individual neurobiologically determined differences), the behavioral data
together with psychological data seem to support a trait hypothesis.

The relationship between the personality trait impulsivity and the neural underpinnings of
inhibitory control has been investigated by several neuroimaging studies (Asahi et al., 2004; Brown
et al., 2015; Collins et al., 2012; Horn et al., 2003; Ruchsow et al., 2008a). Although these studies
provided inhomogeneous results, potentially due to the multifaceted nature of impulsivity (Caswell
et al., 2015; Cyders and Coskunpinar, 2011; Sebastian et al., 2013b; Stahl et al., 2014), they
do point towards altered, either reduced or overactive or compensatory, neural activity in high
impulsive subjects compared to low impulsive subjects. Thus, our finding of completive activation
of left IFG and left putamen/insula regions in higher impulsive subjects (IC−) may hint to a
compensatory neural activity in left hemispheric fronto-striatal regions while less impulsive subjects
(IC+) have access to an effective impulse control network that is well orchestrated (i.e., higher P3
amplitudes) and thus requires less neural sources (regional neural activity).

This notion of a less effective core network functioning in IC− subjects is also supported
by unimodal ERP analysis, as indicated by a robust main effect of group as well as a significant
interaction between group and task condition on the dependent variable P3 amplitude. However,
since groups were selected based on electrophysiological characteristics, results of unimodal ERP
analysis should be regarded with care and not succumb to a circular argument. Nevertheless, as
group selection was based on EEG components related to early inhibitory processes, later ERP
components may remain independent from this and thus provide meaningful information. The
finding of significantly reduced Nogo-P3 amplitudes in IC− but no differences in Go-P3 amplitudes
is strikingly similar to the finding of group comparisons in Study 2 (cf. Chapter 4): significantly
reduced Nogo-P3 amplitudes in ADHD compared to BPD and HC as well as in BPD compared
to HC. This may point towards shared differences in Nogo-related neural processing potentially
related to the enhanced higher impulsivity trait in these groups compared to IC+ subjects.

Although Study 1 (cf. Chapter 3) demonstrated that correlations of N2/P3 single-trail
amplitude values with fMRI BOLD responses lack specificity to inhibitory processes, it has also
been shown to provide additional information on differences in spatio-temporal processing in
inhibitory control tasks (Baumeister et al., 2014; Karch et al., 2010; Schmüser et al., 2014). Thus to
further characterize the neural differences between IC+ and IC− subjects, single-trial amplitudes
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from N2 and P3 ERPs were correlated with fMRI BOLD signal. While in IC+ subjects the
resultant activation pattern was a mixture of the response inhibition and the ventral attention
system, in IC− subjects the activation patterns resembled more a mixture of response inhibition
and medial prefrontal evaluative and limbic systems. The activation pattern in IC+ subjects goes
along with the assumption that in addition to inhibitory control mechanisms the Go/Nogo task
might also trigger processes related to response selection and selective attention (Mostofsky and
Simmonds, 2008; Stahl et al., 2014), while medial prefrontal activity in higher impulsive subjects
have been linked to an interaction of motivational aspects and cognitive processing (Horn et al.,
2003).

In line with this, group comparisons revealed significantly stronger correlations in pre-SMA
(N2) and right posterior IFG/insula (P3) in IC+ subjects, whereas in IC− subjects the P3
regressor was significantly stronger correlated only with the left pregenual anterior cingulate
cortex (ACC)/superior medial gyrus. Interestingly enough, this region is not only associated with
several processes such as emotion regulation, working memory, attention, and response selection
(Bush et al., 2000; Criaud and Boulinguez, 2013; Drevets et al., 2008; Simmonds et al., 2007),
it was also the only region in which the late IC-regressor correlated stronger with the fMRI
BOLD signal in BPD patients compared to HC subjects in Study 2 (cf. Chapter 4). This might
indicate a central role of pregenual ACC in higher impulsive subjects, potentially pertaining to
the maintenance of an appropriate level of synchronized neural activity in regions necessary for
inhibitory control. Although it is not clear whether it is an overactivity or compensatory activity
(Chester and DeWall, 2014; Collins et al., 2012) that is potentially leading either to an interference
or maintenance, respectively, of an appropriate level of synchronized neural activity in regions
necessary for inhibitory control. In congruency with the maintenance hypothesis, the absence of
enhanced activity in pregenual ACC in ADHD patients might explain why ADHD patients failed
to activate the neural impulse control network, whereas BPD patients seem to fail to activate the
network only under emotional stress. Alternatively, hyperactivations in ACC as it was found in
BPD and IC− subjects may indicate overactive neural activity leading to the personality trait of
impulsivity (Stone, 2013).

Taken together, Study 3 demonstrated that between-subject differences in Nogo-related
electrophysiological components are related to distinct neurophysiological phenotypes of response
inhibition. These results emphasize the importance of intra-individual variability (i.e., trial-to-trial
fluctuations) as well as inter-individual differences (i.e., neurophysiological phenotypes) which may
have an impact on the results and should be accounted for whenever comparing neurocognitive
processes regardless of the methods of measurement, e.g., unimodal ERP, unimodal EEG, or
combined EEG/fMRI data. Hence, based on the automated selection of intra-individually classified
Nogo-related ICs, electrophysiological phenotypes of impulse control were identified in a data-driven,
unbiased way. Although further analyses are needed to differentiate whether differences in cognitive
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strategy when performing the task are state or trait related, the identification of these potential
phenotypes already demonstrates importance of intra- and inter-individual differences.

Between-subject differences in the intra-individual variability have been suggested to constitute
a key to pathological processes in impulsivity which in turn is viewed as a central element of
ADHD and BPD pathophysiology (Lieb et al., 2004; Nigg et al., 2005b; Sebastian et al., 2013b).
Although this is supported by consistent findings of significantly higher scores in self-rating
questionnaires regarding impulsivity in BPD and ADHD patients (Sebastian et al., 2013b), current
electrophysiological and neuroimaging studies provided mixed results. To increase sensitivity for
inter-individual differences the ICA-based single-trial EEG/fMRI analysis (cf. Study 1, Chapter 3,
Schmüser et al., 2014) was used to examine the neural processing at distinct phases of response
inhibition in adult ADHD patients and BPD patients compared to HC subjects. As demonstrated
in Study 1 (cf. Chapter 3), this approach allows for increasing sensitivity for inter-individual
differences by incorporating intra-individual variability. Additionally, this approach also takes
into account inter-individual differences potentially related to different substantial phenotypes as
demonstrated in Study 3 (cf. Chapter 5). Moreover, by using electrophysiological components
related to different phases of task execution, this approach also enables to assess group differences
in spatio-temporal dynamics of the neural impulse control network. Thus, to examine the temporal
and spatial dynamics of neural processes underlying response inhibition in adult ADHD patients
in comparison to BPD patients and HC, ICA-based single-trial EEG/fMRI analysis was used in
addition to conventional unimodal ERP and fMRI data analyses.

Interestingly, in contrast to the usually marginal findings of unimodal fMRI analysis, the
ICA-based single-trial EEG/fMRI analysis revealed significant group differences between ADHD
and HC as well as between ADHD and BPD but not between BPD and HC in the neural response
inhibition network. Differences between ADHD and the two other groups were found in key regions
of the neural response inhibition network, especially in the early stage of response inhibition. This
provided initial evidence that critical regions of the cortical neural response inhibition network
in adult ADHD patients are not locally impaired but that the timing of the neural network is
hindered. As the timing of the inhibitory control network was not affected in BPD patients, this
timing deficit may indicate an ADHD-specific pathomechanism.

As expected from ADHD and BPD pathophysiology, compared to HC subjects both patient
groups showed significantly higher scores of self-rated impulsivity scores which is in line with
previous studies on impulsivity in ADHD and BPD (Lampe et al., 2007; Prada et al., 2014).
Behaviorally, both patient groups were characterized by significantly enhanced CoV values, i.e.,
the intra-individual variance of RT. This supports the notion of intra-individual variability of
RTs being a key element in ADHD pathology and might also co-occur in BPD-patients with a
subclinical ADHD comorbidity. Increased intra-individual RT variability in ADHD patients has
been reported across studies using a variety of paradigms (Tamm et al., 2012) and has been proposed

136



6.1. GENERAL DISCUSSION

as a candidate for an intermediate endophenotypic trait of ADHD and is potentially mirrored by
intra-individual variability assessed by our ICA-based single-trial EEG/fMRI analysis.

Behavioral and psychometric data of Study 2 (cf. Chapter 4) and Study 3 (cf. Chapter 5) seem
to suggest shared differences in Nogo-related neural processing potentially related to the enhanced
higher impulsivity trait in these different groups compared to low impulsive subjects. However,
comparisons of the neuroimaging data might question this assumption. Conventional fMRI analysis
revealed in IC+ and IC− subjects significant activations in medial prefrontal areas including
pre-SMA/SMA, left basal ganglia, and tempo-parietal regions. In the IC+ group significant
activations were restricted to these regions, while the IC− group showed a more distributed network
with additional significant clusters of positive correlations in bilateral posterior IFG/insula and
right basal ganglia (caudate nucleus, putamen, and pallidum). These conspicuous group differences
were further supported by significant between-group differences (IC− > IC+) in left IFG and left
putamen/insula, suggesting an additional potentially compensatory recruitment of these regions
in subjects with a higher impulsive personality trait. In contrast to this, conventional fMRI data
analysis in adult ADHD patients revealed task-related fMRI BOLD responses in pre-frontal areas
such as the pre-SMA, while the basal ganglia were not significantly activated. Moreover, direct
group comparison (HC > ADHD) revealed significantly decreased activity in bilateral caudate
nucleus/pallidum and left putamen, but no differences in pre-frontal areas and no compensatory or
overactive activity in ADHD patients, which largely differs from group comparison in Study 3 (IC+
vs. IC−). Thus, it could be argued that the additional, potentially compensatory, recruitment
of left hemispheric fronto-striatal areas differentiates non-clinical impulsive subjects from clinical
patients with ADHD. As group comparison of BPD patients and HC subjects revealed no significant
differences, this seems to support the idea that the clinical relevant symptom of impulsivity in
BPD patients may result from an interaction of emotional dysregulation and impulse control
(van Eijk et al., 2015; Lampe et al., 2007; Prada et al., 2014; Sebastian et al., 2013b, 2014; van
Zutphen et al., 2015). This is contrary to the rather pure inhibitory control deficits in ADHD
patients. On the other hand, unimodal fMRI analysis revealed that BPD patients also did not differ
significantly from ADHD patients in regions central to inhibitory control, which might indicate a
mildly impacted neural impulse control network in BPD patients. Thus, it could be hypothesized
that impulsivity in BPD patients might result from an intermediate network functionality that is
more prone to emotional influences.

In contrast to this rather divergent neuroimaging results, electrophysiological data seem
to corroborate the hypothesis of shared neural characteristics in these high impulsive groups
compared to low impulsive subjects. Although within-group post-hoc comparisons of Nogo-P3
and Go-P3 amplitudes revealed significantly higher amplitudes for Nogo than for Go in all groups,
this difference was more pronounced in IC+ subjects relative to IC− subjects as well as in HC
(= IC+) subjects compared to ADHD and BPD patients. In accordance with this, between-group
comparison in Study 3 revealed significantly higher Nogo-P3 amplitudes in IC+ subjects relative

137



CHAPTER 6. DISCUSSION

to IC− subjects, while Go-P3 amplitudes did not differ significantly between groups. Likewise,
in Study 2 post-hoc analysis of the group and condition interaction effect revealed significantly
reduced Nogo-P3 amplitudes in ADHD and BPD patients compared with HC, but no differences
in Go condition. As this late EEG component is thought to reflect inhibitory processes and/or
performance monitoring (Bruin et al., 2001; Enriquez-Geppert et al., 2010; Smith et al., 2008),
reduced amplitude values might indicate deficient inhibitory processing in both patient groups as
well as in the high impulsive IC− group.

However, since the P3 peaks on average after the mean Go RT, it has been claimed that
P3 rather reflects evaluative processes such as stimulus evaluation (Friedman et al., 2001) or
performance evaluation (Huster et al., 2013; Liotti et al., 2005; Schmajuk et al., 2006; Wu and
Zhou, 2009). Thus, findings of reduced Nogo-P3 amplitudes in both patient groups as well as in the
high impulsive IC− group seems to be indicative of disturbed Nogo-related neural processing at this
latency, but it could not be disentangled whether this is related to impaired inhibitory processes
itself or rather impairments in evaluative processes or even a result of deficits at earlier processing
stages. Hence, it is conceivable that late processing deficits as reflected by reduced P3 amplitudes
might simply be caused by deficits at earlier processing stages. In line with this, the findings of
abnormalities at the N2 latency (Fisher et al., 2011; Pliszka et al., 2000), as well as findings of
reduced fMRI correlations with N2 but not P3 ERPs during voluntary decisions in ADHD patients
(Karch et al., 2014) can be interpreted as indicating that—at least in ADHD patients—deficits in
executive functioning might be caused by dysfunctions in early stages of processing.

This is also supported by results of Study 2 in which single-trial correlation of fMRI BOLD
response with Nogo-related EEG activity occurring clearly before (early) or around (late) the
typical RT revealed significant group differences between HC and ADHD in key regions of the
neural impulse control network. Interestingly enough, ADHD patients displayed significantly
reduced correlations in the entire fronto-striatal network of impulse control especially at the early
stage of response inhibition and in striatal regions also at the later stage of inhibitory control. In
contrast to this, significantly stronger correlations of late IC-regressor with fMRI BOLD signal in
left ACC regions in BPD patients was the only difference between BPD patients and HC subjects.
Additionally, comparison of both patient groups yielded significantly stronger correlations of both
IC-regressors with fMRI BOLD signal in bilateral IFG and striatal key regions of inhibitory control
in BPD patients compared to ADHD patients. This suggests that especially the early processing
of response inhibition is impaired in ADHD patients (temporal and, to a lesser extent, spatial
aberrations), while in BPD patients the network seems to be activated in a slightly exaggerated
manner (minimal, mainly spatial aberrations).

Moreover, the results of unimodal and multimodal analyses in BPD patients compared to HC
subjects support the notion of a largely unaltered neural impulse control network in BPD patients.
Concerning unimodal data analysis, the functionality of the neural impulse control network seems
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to be located between ADHD patients and HC subjects, though much closer to the healthy side.
Similarly, multimodal data analysis demonstrated significant differences in neural regions relevant
for inhibitory control between BPD and ADHD patients but not between BPD and HC. At the
late latency these differences were even more pronounced than in the contrast HC vs. ADHD,
which may indicate a longer lasting overactive activity of the neural network in BPD patients.

The idea of deficient early processing of response inhibition in ADHD patients is supported by
findings of a significant interaction effect between group (HC, ADHD) and latency range (early,
late) showing that key regions of the cortical neural response inhibition network, i.e., posterior
IFG/insula regions (significant in left pars opercularis and trend in right pars opercularis) are
not activated within the early latency range in ADHD patients. Intriguingly, this indicated that
in bilateral posterior IFG (pars opercularis)/insula controls showed an expected relative activity
decrease from early to late inhibition stages whereas ADHD patients had only a delayed relative
activity increase from early to late inhibition stages. This corresponds to findings of Karch and
colleagues who demonstrated that during voluntary motor decisions especially the early phase of
information processing was affected in ADHD patients (Karch et al., 2014). To further test whether
early processing of response inhibition is affected in ADHD or whether it is just temporally shifted
and thus not detected by the early IC-regressors, we shifted the early latency range in steps of
20 ms from 120 ms to 280 ms as starting points and RT− 80 ms to RT + 80 ms as ending points.
As depicted in Figure 4.7 (Section 4.2.6 ’Time-window shifts around the early latency range’),
grand average topographies of ICs selected from time-window shifts around the early latency range
pointed toward disturbed or altered information processing in ADHD patients but not in BPD
patients at the early latency. This is another observation which indicates that response inhibition
deficits in ADHD are rather due to dysfunctions in neural timing of inhibitory control networks
than due to static focal or regional neural activity deficits.

Deficits in the temporal domain of neural processing in ADHD patients have been described
recently for other cognitive functions (Karch et al., 2014). Neurocognitive dysfunctions in temporal
processes are mirrored by behavioral deficits, i.e., in motor timing, perceptual timing and temporal
foresight typically found in ADHD patients (Hart et al., 2012; Noreika et al., 2013; Rubia et al.,
2009a). In view of the similarities between the neural correlates of deficits in inhibitory control and
behavioral temporal processing in ADHD patients, it has been suggested that inhibitory control
deficits may be caused by timing disturbances in ADHD patients (Noreika et al., 2013; Rubia
et al., 2009a). It has been assumed that deficits in both domains, i.e., inhibitory control and
behavioral temporal processing, are related to dopamine dysregulation since there is evidence for
normalization by administration of dopamine reuptake inhibitors such as methylphenidate (Aron
et al., 2003b; Coghill et al., 2014; Cubillo et al., 2014; Nandam et al., 2014; Rubia et al., 2011;
Smith et al., 2013a; Vaidya et al., 1998) which acts on striatal dopamine receptors (Rosa-Neto et
al., 2005; Vaidya et al., 1998; Volkow et al., 1998).
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Recently, it has also been proposed that treatment effects of methylphenidate in ADHD
patients may be related to overall normalization of functional interaction in neural networks
(Cooper et al., 2014), indicating an association between dopaminergic dysregulation and neural
synchronization. The importance of the striatal dopaminergic system in the context of inhibitory
control is supported by findings that even slight striatal dysfunctions in premanifest Huntington’s
disease gene carriers can cause a reduced precision of neural synchronization processes in the
fronto-striatal network which in turn affects the early phases of response inhibition, i.e., pre-motor
inhibition processes (Beste et al., 2011). In line with this, it has been shown that methylphenidate
treatment leads to a normalization in amplitudes and latencies of Nogo-related N2 in ADHD
patients (Pliszka et al., 2007). As it has been suggested that rhythmic motor abnormalities in
ADHD patients may be related to an oscillatory pathology in the fronto-striatal network (Ben-Pazi
et al., 2006), our data suggest that the observed timing deficits on the neuronal level of inhibitory
control are strongly related to neurocognitive timing deficits, possibly caused by imprecise neural
synchronization on the striatal level and by dopaminergic imbalances.

6.2. Conclusion

Study 1 (cf. Chapter 3) demonstrated that single-trial correlation of automatically selected
inhibition-related ICs with fMRI BOLD response allows to assess the spatio-temporal dynamics
of the neural underpinnings of response inhibition. This study introduced a newly developed
analysis procedure that automatically selects task-specific electrophysiological ICs which are
reliably inhibition-related at different phases of motor response inhibition (i.e., before or around
the individual median Go response time). As these ICs were selected without using a priori defined
ERP components, in contrast to conventional combined EEG/fMRI data analyses, it avoids the
analytical bias of the human rater based assessment of EEG correlates of presumed task-related
activity as measured by ERPs. To increase sensitivity to inter-individual differences, this approach
is essentially based on the intra-individual classification of ICs according to their relation to response
inhibition under consideration of the subject’s individual median RT. ICs which are identified as
reliably inhibition-related, i.e., significantly larger in amplitude for Nogo than Go trials, within
a predefined time window (early or late) are then combined into individual electrophysiological
regressors and then included into fMRI first-level analysis. Single-trial correlations of fMRI BOLD
signal with these electrophysiological regressors revealed fMRI BOLD responses in fronto-striatal
regions which were clearly more pronounced in the early compared to the late phase of task
execution.

Study 2 (cf. Chapter 4) demonstrated that integration of EEG single-trial information,
extracted from automatically selected Nogo-related ICs, into fMRI analysis allows to assess the
neural processing at distinct phases of response inhibition in adult ADHD patients and BPD
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patients compared to HC subjects. This allows to assess whether only certain, temporally distinct
phases of neural processing are affected specifically in a certain patient group. This is the first
combined EEG/fMRI study that demonstrated deficient neural processing at an early phase of
response inhibition in adult ADHD patients compared to HC and BPD patients. Inhibitory
control specific single-trial analysis revealed that fronto-striatal key regions of the neural impulse
control network are not activated on time in ADHD patients, while BPD patients were almost
indistinguishable from HC subjects. This finding may link the known behavioral deficits in the
temporal domain, e.g., temporal perception and discrimination, or motor timing of ADHD patients
(Noreika et al., 2013; Rubia et al., 2009a) to deficiency on the neural level in terms of neural timing
deficits. This may provide a new route into the pathomechanism of inhibitory control deficits in
ADHD.

However, a certain proportion of subjects (17 from 38 HC, 7 from 19 ADHD patients, and
8 from 19 BPD patients) did not show early Nogo-related ICs on the chosen level of significance
(Nogo−Go difference: |Z| > 0.275). Thus, as a result of IC selection, a certain percentage of
subjects had to be excluded from the ICA-based combined EEG/fMRI analysis. As such, these
findings may be limited to specific subpopulations, characterized by the existence of Nogo-related
ICs detectable at the chosen threshold. However, as demonstrated in Study 1 (cf. Chapter 3) the
same algorithm was able to detect ICs related to early visual responses, which argues against a
principal failure of the algorithm. Thus, the finding that certain Nogo-related components are
not present in every subject may give an indication of substantial inter-individual differences
as state or trait related differences in cognitive strategy when performing the task which are
present in controls, ADHD, and BPD patients equally. This emphasizes that both EEG and fMRI
data analysis should take into account that both intra-individual variability (i.e., trial-to-trial
fluctuations) and inter-individual differences (i.e., neurophysiological phenotypes) may have an
impact on the detectability of the neural signals leading to rather larger variability of results.

Study 3 (cf. Chapter 5) demonstrated that the existence or absence of such early Nogo-related
ICs is indeed related to substantial inter-individual differences. Group comparisons of behavioral
data revealed significantly higher intra-individual variability of RT and enhanced omission errors
in IC− subjects, i.e., subjects characterized by the absence of early Nogo-related ICs. As these
subjects were also characterized by enhanced scores on subscales of self-rated impulsivity measures
and clinical ADHD questionnaires, this may indicate a higher impulsivity trait comparable to
ADHD patients. Unimodal ERP group analysis revealed significantly reduced Nogo-P3 amplitudes
in these subjects, while unimodal fMRI group comparison revealed a completive activation of left
IFG and left putamen/insula in IC− subjects. This could be interpreted as indicating that subjects
with a less impulsive personality trait have access to an effective impulse control network that is
based on the recruitment of only few key areas of inhibitory control in favor of an effective and
well-orchestrated (higher P3 amplitudes) network performance.
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In line with this, in IC+ subjects (i.e., the group characterized by the presence of early
Nogo-related ICs) relative to IC− subjects the single-trial ERP/fMRI correlation yielded stronger
correlations in two central regions of the neural impulse control network: in pre-SMA with N2-
derived regressor and in right IFG and insula lobe with P3-derived regressor. The inverse comparison
(IC− > IC+) revealed stronger correlations with P3-derived regressors in the left pregenual ACC
and superior medial gyrus a region associated with attention, emotion regulation, working memory,
and response selection (Bush et al., 2000; Criaud and Boulinguez, 2013; Drevets et al., 2008;
Simmonds et al., 2007). Thus despite of no differences in inhibitory performance, i.e., commission
error rate, the IC+ and IC− groups showed different phenotypes on various levels: IC− subjects
displayed higher impulsivity trait, were characterized by higher intra-individual variability of RT
and enhanced omission error rates, and differed significantly from IC+ subjects in neurophysiological
(fMRI, ERP) measures. This indicates that the presence or absence of identifiable Nogo-related
ICs represents different neurophysiological phenotypes of response inhibition. With this, Study 3
demonstrated that applying the automated IC-selection procedure increases sensitivity for inter-
individual differences by incorporating intra-individual variability, and that the resultant group
classification (IC+ and IC−) are related to important inter-individual differences in inhibitory
control.

6.3. Future directions

The research presented in this thesis showed that combined analysis of simultaneous EEG and
fMRI data is a powerful tool to disentangle the spatio-temporal dynamics of neural processes
of response inhibition. Single-trial correlations of automatically selected inhibition-related ICs
with fMRI responses revealed activity in fronto-striatal regions which were more pronounced in
an early compared to a late phase of task execution (Study 1, Chapter 3). This was present in
HC subjects and in BPD patients but not in ADHD patients leading to the assumption that the
neural response inhibition network was only mildly affected in BPD patients while critical regions
of this network are temporally not well orchestrated in adult ADHD patients potentially pointing
at an ADHD-specific pathomechanism (Study 2, Chapter 4). Furthermore, unimodal EEG and
ERP analysis as well as conventional single-trial ERP/fMRI analysis revealed that the presence or
absence of specific inhibition-related ICs in HC subjects was correlated with distinct neural activity
pointing towards electrophysiologically dissociable phenotypes of behavioral and neural motor
response inhibition (Study 3, Chapter 5). Thus using an approach sensitive to inter-individual
differences allows for subgroup classification and hence to identify and characterize the neural
correlates of inter-individual differences in response inhibition in healthy subjects.

However, as raised in the discussion of Study 3 (Chapter 5), based on the current data
we cannot unambiguously distinguish whether the identified phenotypes were state (short term
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strategy adaptation) or trait (static individual neurobiologically determined differences). Although
the behavioral data together with psychological data seem to support a trait hypothesis, it
would be interesting to test the stability of this finding. In favor of the trait hypothesis of
different neurophysiological phenotypes of response inhibition group assignment and the related
neural activation pattern should be stable across distinct times of measurement. In addition, it
would be interesting to test whether the IC− phenotype is associated with a higher vulnerability
towards ADHD pathophysiology. Since the IC− group showed significantly higher scores on the
Conners’ Adult ADHD Rating Scale (CAARS-S:L) questionnaires, it could be expected to find a
disproportionately high number of ADHD patients among close relatives of IC− subjects. Since
the same percentage of IC−/IC+ phenotypes were also found in BPD and ADHD patients, it
could be argued that the IC− phenotype is independent of ADHD pathology. However, in line
with the dimensional measures of Research Domain Criteria (RDoC), it could be argued, that the
IC− phenotype represents a hyperactive/impulsive subtype that is present across different human
subgroups. Moreover, the higher scores in self-rated impulsivity, i.e., BIS-11 as well as in the clinical
ADHD ratings, i.e., CAARS-S:L and Wender Utah Rating Scale (WURS-k) in the non-clinical
IC− subjects, may indicate that this IC− phenotype tends towards the hyperactive/impulsive
ADHD subtype as diagnosed by the conventional categorical diagnostic criteria Diagnostic and
Statistical Manual of Mental Disorders (DSM)-IV. To test this, the same experiment should be
repeated in a larger cohort of HC subjects, ADHD and BPD patients. In the end this may provide
important information for our understanding of deficits in response inhibition in heterogeneous
psychiatric disorders such as ADHD or BPD.

Within the scope of this thesis my research was focused on one subcomponent of response
inhibition, i.e., the withholding of a prepotent motor response in HC subjects compared to
medication naive ADHD and BPD patients. Thus, with respect to the identified phenotypes of
response inhibition (IC+/IC−) it would be also interesting to see whether this phenotype is only
present in the action withholding subcomponent of response inhibition or whether this phenotype
has impact on other components such as action cancellation (Stop-Signal) and inference inhibition
(Simon). The other way round, it would also be an interesting approach to train the algorithm to
identify ICs reliably related to stop (Stop-Signal task) or interference (Simon task) processes. This
in turn would allow to assess whether the findings of this thesis are specific to the Nogo process or
whether it is a more global effect. If applied on data of BPD and ADHD patients, this allows to
test whether the deficits in the early phase of response inhibition are ADHD-specific for action
withholding (Go/Nogo) or also present in action cancellation (Stop-Signal) and inference inhibition
(Simon). In the end this may enable to further delineate the group specific pathomechanisms.

It has been said that—under emotionally neutral conditions—the neural response inhibition
network is most widely intact in BPD patients. It is further proposed, that the clinical relevant find-
ing of impulsive behavior results from an interaction of impulse control and emotional stress/deficits
in emotion regulation (van Eijk et al., 2015; Lampe et al., 2007; Prada et al., 2014; Sebastian et
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al., 2013b, 2014; van Zutphen et al., 2015). In this context, a simultaneous EEG/fMRI study on
the subject of an emotional Go/Nogo task may help to disentangle the temporal dynamics of this
interaction of emotion (dys-)regulation and impulse control—again in HC subjects compared to
BPD and ADHD patients.

Pursuing the objective of deficits in the early phase of response inhibition in ADHD patients—
as presented in Study 2 (Chapter 4)—more in-depth analyses are recommended. As raised before,
it should be disentangled whether these difficulties within the temporal dynamics or orchestration
of neural processes are specific for response inhibition (either only action withholding, or more
globally impulse control) or whether this is a universal marker of ADHD. It is assumed that
deficits in inhibitory control and behavioral temporal processing in ADHD patients are related
to dopamine dysregulation which can be normalized by administration of dopamine re-uptake
inhibitors such as methylphenidate (Aron et al., 2003b; Coghill et al., 2014; Cubillo et al., 2014;
Nandam et al., 2014; Rubia et al., 2011; Smith et al., 2013a; Vaidya et al., 1998).

Finally, it has also been proposed that treatment effects of methylphenidate in ADHD patients
may be related to overall normalization of functional interaction in neural networks (Cooper et al.,
2014), indicating an association between dopaminergic dysregulation and neural synchronization.
It has also been suggested that rhythmic motor abnormalities in ADHD patients may be related
to an oscillatory pathology in the fronto-striatal network (Ben-Pazi et al., 2006). Hence, it could
be argued that in ADHD patients the observed timing deficits on the neuronal level of inhibitory
control are probably related to or even possibly caused by imprecise neural synchronization on the
striatal level and by dopaminergic imbalances. This, however, is purely hypothetical and thus calls
for further studies.

In a first step, one would investigate whether the early phase of response inhibition can
be normalized by administration of dopamine re-uptake inhibitors such as methylphenidate. In
addition, it would be also interesting to compare this with the effect of EEG-based neurofeedback.
EEG-based neurofeedback is an alternative treatment method for ADHD that should enable the
patient to influence the brain’s state of up- and down-regulation of cortical excitability (Zuberer et
al., 2015). If EEG-based neurofeedback indeed has a longterm impact on the cortical excitability
this may also result in a normalization of the deficient early activity in ADHD. Subsequently data
analysis in the time-frequency domain may provide further insights into the question whether the
observed timing deficits are indeed related to disturbed neural synchronization. This however
requires EEG data with high data qualities and a sufficient amount of trials, which is not provided
by the data used in this thesis. Finally, if these data are provided we could reach evidence whether
the finding that critical regions of the neural response inhibition network are temporally not well
orchestrated in adult ADHD patients is indeed pointing at an ADHD-specific pathomechanism.
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