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Abstract

In recent years, active particles have received significant attention. Their defining
property to convert (free) energy into some form of directed motion inherently drives
them out of equilibrium. For interacting particles, this driving leads to a variety
of collective behaviors. Active Brownian particles are a simplified model system
that allows to study such collective behavior by numerical simulation or analytic
theory. They extend the overdamped dynamics of nearly hard disks by introducing an
additional self-propulsion velocity. At sufficient propulsion strength, active Brownian
particles show a motility induced phase separation, a phenomenon known from
other active systems in both experiment and theory. This phase separation closely
resembles a gas-liquid transition in equilibrium, which raises the question how far
concepts of equilibrium statistical physics and thermodynamics can be applied to
this system far from equilibrium.

In this thesis, we study said analogy by employing large-scale computer simulations.
Through the application of methods known from equilibrium physics, we extract
precise, finite-size independent estimates for the phase boundaries. Furthermore,
we examine the influence that other parameters, namely anisotropic particle shapes
and the dimensionality of the system, have on the position of the phase boundaries,
also known as binodal lines. Additionally, we study a proposed definition of an
active pressure, that extends the concept of pressure for active Brownian particles.
We verify the thermodynamical intensiveness of this active pressure, supporting its
validity. Nonetheless, we also find limits for the analogy to equilibrium physics, as
the resulting interfacial tension in the phase separated state turns out to be negative.
Finally, the main part of the thesis is dedicated to finding the position of the critical
point using a subsystem distribution method. By improving this scheme known from
equilibrium, we determine the critical point to be at Pecr = 40(2) and φcr = 0.597(3).
Based on this estimate for the position of the critical point, we find critical exponents
by studying different scaling laws close to the critical point. The extracted exponents
β, γ, and ν indicate that active Brownian particles do not follow 2D Ising universality,
thus raising the question of the existence of an active universality class far from
equilibrium.
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Zusammenfassung

Aktive Teilchen haben in den letzten Jahren erhebliche Aufmerksamkeit erregt.
Sie sind über ihre Fähigkeit definiert, (freie) Energie in eine gerichtete Bewegung
umzuwandeln. Dadurch werden sie zwangsläufig aus dem Gleichgewicht getrieben.
Interagierende Teilchen zeigen hierbei eine Vielfalt kollektiven Verhaltens. Aktive
Brownsche Teilchen sind ein vereinfachtes Modellsystem, welches die Untersuchung
solchen kollektiven Verhaltens mit Hilfe von Computersimulationen oder analytischer
Theorie ermöglicht. Übersteigt ihr Vortrieb eine gewisse Stärke, separieren sie in zwei
Phasen. Ein ähnliches Verhalten ist sowohl im Experiment als auch in der Theorie
bei anderen aktiven Systemen ebenfalls beobachtet worden. Die Phasenseparation
ähnelt stark dem bekannten Gleichgewichtsphasenübergang von Gas zu Flüssigkeit.
Dies wirft die Frage auf, inwiefern Konzepte der Gleichgewichtsphysik auf das System
der aktiven Brownschen Teilchen angewandt werden können.

Im Rahmen dieser Arbeit wird diese Frage mit Hilfe großangelegter Computersi-
mulationen untersucht. Aus der Gleichgewichtsphysik bekannte Methoden werden
angewandt um präzise und von der endlichen Systemgröße unabhängige Abschätzun-
gen der Phasengrenzkurven zu bestimmen. Darüber hinaus wird auch der Einfluss
anderer Systemparameter untersucht, indem anisotrope Teilchen sowie Systeme
mit anderer Dimensionalität simuliert werden. Anschließend wird eine Druckdefi-
nition für aktive Teilchen, die in den letzten Jahren vorgeschlagen wurde, getestet.
Durch Untersuchung eines phasenseparierten Systems wird die thermodynamische
Intensivität dieser Definition verifiziert. Es werden jedoch auch die Grenzen der
Analogie zum Gleichgewicht aufgezeigt, da die aus dieser Druckdefinition resul-
tierende Oberflächenspannung negativ ist. Im letzten und größten Teil der Arbeit
wird die Position des kritischen Punktes bestimmt. Hierzu wird eine erweiterte
Version der Subsystem-Verteilungsmethode, die auch im Gleichgewicht angewandt
wird, verwendet. Das Ergebnis für die Position des kritischen Punktes ist Pecr = 40(2)
und φcr = 0.597(3). Auf Basis dieser Abschätzung werden kritische Exponenten
bestimmt, indem Skalierungsverhalten in der Nähe des kritischen Punktes untersucht
werden. Anhand der Resultate für die Exponenten β, γ und ν wird gezeigt, dass
aktive Brownsche Teilchen nicht in die Universalitätsklasse des zweidimensionalen
Isingmodells fallen. Dies wirft die Frage auf, ob es eine aktive Universalitätsklasse
fernab des Gleichgewichts gibt.
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1Introduction

“A theory is the more impressive the greater the simplicity of its premises is, the more
different kinds of things it relates, and the more extended is its area of applicability.
Therefore the deep impression which classical thermodynamics made upon me. It is the
only physical theory of universal content concerning which I am convinced that, within
the framework of the applicability of its basic concepts, it will never be overthrown.”
– Albert Einstein [32]

Already in 1949, Albert Einstein, as quoted above, states that classical thermo-
dynamics as a theory will stand the test of time. More generally, equilibrium
thermodynamics as well as statistical physics are far from being studied exhaus-
tively. Nonetheless, the underlying principles seem to be understood, forming a
comprehensive theory based on few simple premises [117]. However, equilibrium
is, to some extent, only an idealization. While its approximative application works
well for a wide range of systems, it does not hold true in all cases. Generally, the
world is not in equilibrium and the properties of those non-equilibrium systems
where the approximation of equilibrium fails are distinctly less understood. Certainly,
the behavior of some non-equilibrium systems still can be described rather well.
Especially those that are still close to equilibrium, meaning those in the so-called
linear response regime, are rather well studied. Their theoretical description based
on fluctuation-dissipation theorems, Onsager’s reciprocal relations, and Green-Kubo
relations is well founded [117]. However, sufficiently far from equilibrium, this
approach breaks down. In this case, there are still some theoretical tools at our
disposal, such as the Boltzmann transport equation, and stochastic thermodynam-
ics [117, 118]. Nonetheless, no comprehensive theory similar to equilibrium physics
exists. Therefore, especially in recent years, a major focus of research in statistical
physics has been on studying non-equilibrium systems, working towards a better
understanding of the underlying laws and principles.

One such group of systems, which has attracted significant attention in the last
decade, has been active particles. The common, name-giving feature of these par-
ticles is that they exhibit some mechanism to convert (free) energy into directed
propulsion [145, 129], which drives the system out of equilibrium. Obviously, this
definition is very broad. For example, it is shared by many biological systems, such
as polymer networks driven by actomyosin [72, 115, 113], mobile bacteria [171,
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156], sperm cells [2, 82], or on macroscopic length scales, schools of fish [65] or
flocks of birds [4]. Apart from these biological examples, active particles can also
be produced artificially. Especially during the last decade, several mechanisms have
been found to produce self-propelled colloidal particles [7]. By coating one end
of a rod-like particle or one hemisphere of a bead with a different material, the
symmetry of the particle is broken. Depending on the coating material, catalytic
reactions [97, 55, 95], self-thermophoresis [59], or demixing of a surrounding
supercritical fluid [148, 19, 20] can lead to self-propulsion of a suspended parti-
cle. Other possible propulsion mechanisms include electro-osmotic flows [106],
Marangoni flows [98, 54], or artificial flagella [30]. One exemplary experimental
realization, that is particularly close to the model system studied in this work, are
active Janus particles. Experimentally, they can for example be realized by coat-
ing one hemisphere of silica particles with gold [148] or carbon [19] as shown
in Figure 1.1a). These particles can then be placed in a water-lutidine mixture,
whose critical temperature is at Tcr = 307K [148]. For a system just below this
temperature, this leads to normal Brownian motion of the Janus particles. However,
if they are illuminated with a laser of sufficient intensity, the particles begin to also
self-propel [148]. The two hemispheres of the particles have distinctly different
absorption rates. Consequently, only the coated hemisphere is heated up sufficiently,
to cause a local demixing of the surrounding solvent, which causes the propulsion
along the direction broken symmetry axis (cf. Figure 1.1a)). This director changes
slowly in time via rotational diffusion of the particle, thus leading to a directed
motion over a significant time [148].

Even though, the individual propulsion mechanisms are interesting in and of them-
selves, studying a collective of interacting active particles reveals fascinating col-
lective behavior including swarming [151], turbulent motion [29], giant number
fluctuations [102, 89], and clustering [9, 27, 142, 121]. In case of active Janus
spheres, clustering is caused by self-trapping [20]. Due to collisions between parti-
cles, their paths can become blocked. This is shown in Figure 1.1b), where multiple
particles are blocking each other. Separation of these particles can only occur by
sufficient rotation of the particles via (slow) rotational diffusion. During this time,
additional particles can arrive and crash into the building cluster. Eventually, a large
cluster is formed that is stabilized by particles on its surface pointing inwards [20].
The close resemblance of this phase-separation to an equilibrium gas-liquid transition
raises the question to what degree concepts of equilibrium thermodynamics can be
applied to this non-equilibrium system.

The exact individual and collective behavior of active particles depends on the spe-
cific system that is studied, e.g. the underlying propulsion mechanism and the form
of interactions between individual particles. Nonetheless, on a more general scale, it
is of great interest to find commonalities between systems, ultimately aiming to un-
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a) b) c)

Fig. 1.1.: a) Scanning electron microscopy image of a Janus particle (Reproduced from Ref-
erence [148] with permission of The Royal Society of Chemistry). One hemisphere
of the silicate bead is coated with gold, breaking the symmetry of the particle.
Subsequently, such particles are placed in a water–lutindine mixture just below its
critical point. Illumination with a laser now leads to a local heating of the coated
hemisphere and consequently to a local demixing of the surrounding solvent
which results in a propulsion of the particle [148]. b) Experimental snapshot of a
small cluster (Reprinted excerpt of Figure 5a) with permission from [Buttinoni et
al., Physical Review Letters, 110, 238301, 2013]. Copyright 2013 by the Amer-
ican Physical Society.). The particles orientations are indicated by red arrows.
Colliding particles block each others path. Only due to (slow) rotational diffusion,
the particles can separate again. During this time other particles can arrive and
crash into the building cluster [20]. c) Experimental snapshot of multiple larger
clusters (Reprinted Figure 4c) with permission from [Buttinoni et al., Physical
Review Letters, 110, 238301, 2013]. Copyright 2013 by the American Physical
Society.). Self-trapping can lead to macroscopic clusters that are stabilized by
particles on the surface pushing inwards and eventually phase-separation [9, 20].

derstand the underlying non-equilibrium physics that arise when particles are driven
out of equilibrium by directed propulsion. Similarly to statistical mechanics in equi-
librium, studying such underlying mechanisms is often facilitated by examination of
simplified model systems, that, in a generalized fashion, incorporate the important
common features of the class of systems one is interested in. E.g. the understanding
of the gas-liquid transitions in equilibrium greatly benefited from studies on the
Ising-model in its lattice gas interpretation or the off-lattice Lennard-Jones model.
Both models are very simple but still show a gas-liquid transition, which allows to
study its properties without complications and interference by more realistic fluid
models. To that end, active Brownian particles (ABPs) arose as a minimal model
system for active matter that still encompasses its main features, specifically the
name-giving propulsion or activity as well as interactions, which are implemented in
form of excluded volume interactions [42]. The details of the model are presented
in Chapter 3. Besides ABPs, other simple model systems describing self-propelled
particles have been both proposed and studied. These include lattice models [127,
125, 157], but also other off-lattice models such as run-and-tumble particles moti-
vated by the behavior of E. coli [137, 22], or the Vicsek model describing cooperative
movement e.g. for flocks of birds [146]. However, ABPs have proven very successful
in recent years and were studied extensively by several different groups [42, 104,
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125, 11, 134, 167, 121] thus serving as a quasi-standard of minimal models for
active particles.

Despite their simplicity, ABPs show a fascinating collective behavior. Even though
there are only repulsive interactions between particles, at sufficiently high propulsion
strengths, they exhibit clustering and phase separation which closely resembles a gas-
liquid transition in equilibrium [42, 104, 10]. In this analogy, the propulsion strength
plays the role of an inverse temperature. While this behavior has been observed
previously, no quantitative study of the phase boundaries and the position of the
analogue of binodal lines has been done. The phase diagram has only been studied
by using methods that are expected to be finite size dependent [104, 134]. Therefore,
the resulting phase boundaries have to be interpreted with caution. Consequently,
this work’s first focus is to provide high-accuracy, quantitative estimates of the phase
boundaries that do not suffer from finite size effects. The corresponding results are
shown in Chapter 4.

By design, ABPs sacrifice most individual properties of real self-propelled particles
for the sake of generality as well as simplicity. Nonetheless, it is of great interest
how these details influence their behavior. For example, the effect of anisotropic
shapes has been studied in form of dumbbells [136, 48, 25], more complicated active
colloidal molecules [128, 79] or even polymer-like chains consisting of explicitly self-
propelled beads [64, 33] or with effective activity introduced in form of an increased
local temperature [124]. Especially for microswimmers, the explicit inclusion of
hydrodynamics, which are included only effectively and incompletely in ABPs, can
have an impact on the specific phase behavior [85, 173, 15]. Furthermore, ABPs are
typically studied in two dimensions. In addition to easier implementation, this is
caused by the fact, that many experimental realizations of microswimmers are also
in quasi two dimensions, either because they rely on the surface chemistry [106],
they are not density matched and thus sink to the bottom [94] or because a single
particle layer simplifies the supply with fuel or energy through illumination [148,
19, 20]. Nonetheless, three-dimensional microswimmers are not impossible and also
from a purely theoretical point of view, the influence of dimensionality is interesting
in and of itself [134, 167]. Based on our estimates of the binodal lines in standard
ABPs, Chapter 6 studies some of these effects. In particular, we study the influence
of anisotropic particle shape and dimensionality, which in turn might foster the
understanding of corresponding effects in experimental systems.

However, our main goal in studying ABPs is not to allow for quantitative compari-
son with experimental results, but to understand the underlying principles of the
non-equilibrium effects seen in active matter. Another key part in improving our
understanding of these is to examine apparent analogies of concepts in these system
far from equilibrium with laws known from equilibrium thermodynamics. Finding
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proper analogues for thermodynamic quantities in ABPs, but also understanding
their limits might enable us to gain insight not only into this specific model system,
but to more generally examine to what extent concepts of standard thermodynamics
can be applied in non-equilibrium systems. Recently, large advances have been made
in that regard [138, 129]. Especially, the analogue of a thermodynamic pressure
has been studied extensively, as pressure in equilibrium contexts can be derived
not only from a free energy but also via mechanical forces on surrounding walls,
which should be well-defined even far from equilibrium [76, 166, 83, 169, 139, 49,
125, 126, 91, 163]. To that end, Chapter 5 verifies the intensiveness of the pressure
as defined by Takatori et al. [139] and Yang et al. [169]. Furthermore, it presents
results on the interfacial tension in ABPs stemming from that pressure definition.
Going beyond the pressure, the question remains, if and how other analogues to
thermodynamic quantities such as a chemical potential might be defined [133, 138,
131, 125]. A proper definition of a chemical potential would be of particular interest,
as it might allow for simulations with fluctuating particle numbers, analogous to
grand canonical (GC) simulations in equilibrium.

So far, the focus has been mainly on the phase separated region at high propul-
sion strengths. Even though significant questions remain unanswered, impressive
advances have been made in understanding the properties of ABPs in this regime
(as referenced above). However, the region of the phase diagram around the crit-
ical point is severely understudied. Both the exact position of the critical point,
but also whether the system follows any known or unknown universality class,
remain undetermined. Some works using either an effective mean field equation
of state [138] or fits to the binodal lines [131] have given some rough estimates
of the position of a putative critical point, but a rigorous determination of said
position and of corresponding critical exponents, analogously to finite-size scaling
evaluations in equilibrium, are still unavailable. So far, mainly the influence of
activity on systems with underlying equilibrium phase transitions, such as Lennard-
Jones particles [101], or a variant of the Asakura-Oosawa model [141, 143] have
been studied before. In a system with an activity induced, pure non-equilibrium
transition, such as ABPs, no quantitative estimate of the critical point’s position by
direct simulation is available.

A major part of this work is therefore focused on finding the exact position of the
critical point in ABPs. Subsequently, said determination even allows first studies
of associated scaling laws and to what extent they hold far from equilibrium. The
obtained corresponding exponents are compared to those known for equilibrium
universality classes, to again test the limits of the analogy between the propulsion
induced phase transition and a gas-liquid transition in equilibrium. The influence
of driving a system out of equilibrium has been examined before, e.g. in the
driven lattice gas [6], the Ising model under shear [164], or an active variant of the
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Lennard-Jones gas [101]. However, in case of ABPs, we study a pure non-equilibrium
transition, which raises the question if scaling laws still hold and how far they follow
universality classes known from equilibrium. Chapters 7, 8, and 9 aim to answer
these questions.

6 Chapter 1 Introduction



2Theoretical background

In this introductory chapter, we will recapitulate basic concepts that are used through-
out the rest of the thesis. This is exclusively background information, and thus
nothing presented here is a new result. Unless referenced otherwise everything can
be found in standard textbooks on either statistical physics or computer simulations.
Further details can be found in the textbooks, that were followed here [74, 86, 117,
1].

2.1 Brownian dynamics simulations

Computer simulations in general and molecular dynamics (MD) simulations in
particular have emerged as a convenient tool in addition to analytical theory and
experiments. As they allow direct inspection and control over all degrees of freedom,
they facilitate fascinating insights into the simulated systems. Here, we will give a
very short recapitulation of the basic ideas behind molecular dynamics simulations
in general and the specialized Brownian dynamics (BD) simulations that are used
throughout this thesis.

2.1.1 Langevin equation

In principal, MD simulations solve Newton’s equations of motion:

mẍi(t) = −∇iU({xi}) (2.1)

via numerical integration. This results in a trajectory of particle positions xi(t)
(and velocities vi(t)) which allows to compute the time evolution of quantities we
are interested in. Based on the hypothesis of ergodicity, the time average of said
property is equal to the ensemble average. Thus, we can compute ensemble averages
of quantities of interest by sufficiently sampling the time evolution of the positions
xi(t) of all particles in our system.

However, in many cases we are not interested in all degrees of freedom of the system.
More specifically, in a lot of cases we only want to study a very small subset of them.
One example are large particles that are suspended in a liquid. Typically, we are
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interested in the properties of those particles and not in the fast dynamics of the
atoms or molecules in the liquid. Nonetheless, our time step would be bound by
the dynamics of these atoms or molecules and even worse we would be forced to
keep track of all their positions and velocities. This very quickly becomes completely
unfeasible. Dropping the liquid from the equations is also unsatisfactory as it has a
significant impact on the dynamics of the suspended particles. To solve this problem,
we study only the interesting degrees of freedom, namely the positions and velocities
of the large particles while treating the influence of the fast degrees of freedom,
namely the liquid’s atoms or molecules, stochastically.

The influence on the suspended particles is caused by collisions with the solvent’s
atoms or molecules. On average, this slows down the velocity of the suspended
particles which can be modeled by a friction term. Nonetheless, there are additional
fluctuations of the particles’ movements due to the collisions, which results in the
need for a stochastic force. This treatment gives rise to a second order ordinary
stochastic differential equation, called the Langevin equation:

mẍi(t) = −∇iU({xi})− γmẋi(t) + λRi(t), (2.2)

where γ is the friction coefficient and the components of Ri(t) are uncorrelated
random variables with unit variance. Under the assumption that the collision time
of the liquid’s atom with the large particle is negligible, we can assume that this
random variable is uncorrelated in time and between particles. The variance of the
stochastic term λ2 is given by the Einstein relation:

λ2 = 2γmkBT . (2.3)

2.1.2 Overdamped limit

Particles described by the models in this work are typically suspended at low Reynolds
numbers, meaning that the inertial forces acting on them are negligibly small
compared to the viscous forces caused by the liquid. This overdamped limit is
effectively given by m

γm=const.−−−−−−→ 0. In this limit, it is more meaningful to express
the equation in terms of the free particle diffusion constant D instead of the friction
strength γm. The relation between these parameters is:

D = kBT

γm
. (2.4)
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In the overdamped limit, the equations of motion simplify to a first order ordinary
stochastic differential equation:

ẋ(t) = − D

kBT
∇iU({xi(t)}) +

√
2DRi(t). (2.5)

2.1.3 Rotational diffusion

So far, only the translational degrees of freedom have been considered. Additionally,
there are rotational degrees of freedom. In this work, only spherically symmetric
particles are considered, e.g. disks in two dimensions and spheres in three dimen-
sions. Therefore, all particles are assumed to undergo free rotational diffusion
with rotational diffusion constant Dr without any torques acting on them. Their
orientation is described by a unit vector ê. In two dimension, the situation is simple
as this vector is fully determined by its angle ϕ with the positive x-direction. The
time evolution of ϕ due to free rotational diffusion is then given by Gaussian white
noise with variance 2Dr:

ê(t) =
(

cosϕ(t)
sinϕ(t)

)
ϕ̇(t) =

√
2DrRr(t),

(2.6)

where Rr(t) is Gaussian distributed, has unit variance, and is uncorrelated in time
and between different particles. The situation in three dimensions is more compli-
cated. The description we settled for is given by [61, 134]:

˙̂e(t) =
√

2Dr (ê(t)×Rr(t)) (2.7)

Here, the components of Rr(t) are Gaussian distributed, unit variance random
variables. Again the components are uncorrelated among themselves as well as
between particles and for different times.

2.1.4 Numerical integration

To compute ensemble averages of quantities of interest, we have to numerically
integrate these equations of motion. However, due to their stochastic nature, we
cannot simply apply the velocity-Verlet integrator that is commonly used in MD
simulations. The simplest way to numerically solve Eq. (2.5) is via an Euler-scheme,
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which in this context is attributed to Ermak [35]. It results in the following update
rules for two-dimensional systems:

x(t+ δt) = x(t)− D

kBT
∇iU(x(t))δt+

√
2DδtR(t),

φ(t+ δt) = φ(t) +
√

2DrδtRr(t).
(2.8)

In three dimensions, the update of the orientation has to be modified:

ê(t+ δt) = ê(t) +
√

2Drδt (ê(t)×Rr(t))∣∣ê(t) +
√

2Drδt (ê(t)×Rr(t))
∣∣ . (2.9)

Naively, one might be tempted to use only the simple approach given by the numera-
tor of the equation above. This, however, would not conserve the unit length of the
orientation but lead to a systematic increase of its absolute value at every step. The
problem can be solved by normalizing the vector again after every step [61], which
is achieved by the denominator in Equation (2.9).

2.1.5 Unit system

In computer simulations, it is common to express quantities not in SI units but in a
reduced unit system. First of all, this simplifies equations significantly. Furthermore,
it allows to choose a unit system in which all quantities have near-unit values.
Measuring lengths in meter or times in seconds would lead to values smaller than
10−9, which are difficult to handle by both, humans and computers. Choosing
relevant scales as units avoids this and also facilitates comparisons between different
systems. In this work the usual set of units for an overdamped system of spherically
symmetric particles is used. The length scale is set by the diameter of the particles
σ. For the time scale, we choose the diffusion time σ2/D. Energies are measured
in units of the thermal energy kBT . This unit system will be used throughout this
work and to simplify notation the respective units will not be written out explicitly,
meaning that e.g. the specification of a box length L = 100σ will be shortened to
L = 100.

2.2 Phase transitions

Depending on thermodynamic variables such as temperature, density, and pressure,
systems of matter can be in different phases of similar properties. The most common
examples are gases, liquids, and crystalline solids. Upon changes of the thermody-
namic parameters, systems can also change from one of those phases into another. In
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Fig. 2.1.: Sketch of a simple phase diagram: The sketch shows phase boundaries of gas,
liquid and crystalline phases in the density/packing fraction (φ) vs. temperature
(T ) plane. At low temperatures there are two distinct phases, namely gas at low
densities and a solid at high densities. In between, there is coexistence of those
two phases. At the triple point temperature Tt, all three phases coexist. Above
this temperature but below the critical temperature, all three phases can arise,
depending on the density of the system. At low densities the system is in the
gas phase. At intermediate densities, there is a liquid phase. The homogeneous
gas and liquid regions are separated by an area that is bounded by binodal lines
and in which there is coexistence of the gas and liquid phases. Further increase
of the density leads to liquid-crystal coexistence and finally to a homogeneous
crystalline phase. The binodal lines meet at the critical point. For T ≥ Tcr, the
difference between gas and liquid phases vanish continuously such that there is
no more gas-liquid phase transition but only a super-critical fluid phase. At high
densities, there is still the phase transition to a crystalline solid, though.

many cases, rather than occurring gradually, these changes happen at specific values
of the thermodynamic variables. These changes are then called a phase transition.

2.2.1 The gas-liquid transition

Figure 2.1 shows a sketch of a generic phase diagram for a system exhibiting three
different phases: gas, liquid, and crystal. The state parameters are the packing
fraction (φ) or density on one axis and the temperature (T ) on the other. While
it is more common to present the phase diagram using different state parameters,
namely pressure and temperature, density instead of pressure is chosen here, as both
temperature and density can be set directly in a BD simulation.

At low temperatures, there are two distinct phases. At low densities the system is in
the gas phase. For high densities, the system is in a crystalline state. At intermediary
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densities, there is coexistence of gas and crystal. This phase transition is not the one
we are interested in though. Only for temperatures above the triple point (T = Tt)
a liquid phase arises. Exactly at the triple point temperature, all three phase can
coexist, hence its name. Above the triple point temperature, all three phases can
arise in isolation. At high densities, there is still a crystalline solid. Lowering the
density results in liquid-crystal coexistence until eventually only liquid is left. For
even lower densities, the phase transition we are interested in arises, namely the
gas-liquid transition. While at very low densities, there is a homogeneous gas, and
at intermediary densities a pure liquid state occurs, there is a coexistence region in
between, which is bounded by the so-called binodal lines. Systems in a state in the
coexistence region will phase separate into a gas and a liquid state, each with the
respective binodal density. For higher temperatures, the coexistence region becomes
narrower and thus the densities of the coexisting liquid and gas states become more
similar. Eventually, the binodal lines join at the critical point T = Tcr. For T ≥ Tcr

there is no discontinuous difference in the densities of gas and liquid states. For
temperatures above Tcr, there is only one super-critical fluid state. Consequently,
there is no phase transition but a continuous shift from a more gas- to a more liquid-
like state. While the systems that will be studied in this work are in non-equilibrium,
their phase behavior shows a striking likeliness to the gas-liquid transition up to the
critical point. Properties of a system in the vicinity of a critical point will be studied
in the following in greater detail.

2.2.2 Order parameter

Especially in systems featuring a critical point, the corresponding phase transition is
commonly parametrized by a so called order parameter m. It is defined in a way,
that it is zero in the unordered phase where there is no transition and then starts
to continuously grow going into the ordered phase along some control parameter.
In case of the equilibrium gas-liquid transition, a good control parameter is the
temperature, or more commonly, the relative distance from the critical point along
the temperature direction:

τ = T − Tc

Tc
. (2.10)

A good order parameter is the difference in densities between the gas and the liquid
phase at the transition:

m = φliq − φgas. (2.11)

Being defined like this, we can directly see from the phase diagram (cf. 2.1), that in-
deed for T < Tcr, corresponding to τ < 0, the order parameter m is non-zero. Going
towards criticality (τ = 0), the order parameter continuously vanishes, becoming
zero exactly at the critical temperature. Above criticality (τ > 0), there is only the
supercritical fluid, and thus the order parameter remains zero. The concept of an
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order parameter is not solely associated with a gas-liquid transition, but different
order parameters can be defined in other systems that feature a critical point (at
non-zero temperature). Another well known example for a phase transition and its
respective order parameters is the Ising model in two or more dimensions, featuring
the scalar magnetization as a (one dimensional) order parameter in its para- to
ferro-magnetic transition. While the order parameter is scalar and real in case of the
gas-liquid transition of a simple liquid as well as in the Ising model, it can also be of
higher dimensionality and complex.

2.2.3 Classification of phase transitions

Following the convention of Ehrenfest, phase transitions can be classified to be of a
certain order. This classification is based on the fact that the free energy is a non-
analytic function of the control parameter at the transition point. If there the lowest
derivative with respect to some thermodynamic variable, that is not continuous, is
the nth, the transition is classified to be of nth order. Transitions between the same
phases can change order at different points in the phase diagram. E.g., while the
transition from a gaseous state to a liquid state is of second order at the critical
point, it is of first order for all temperatures below the critical temperature. For
β < βcrit. one first derivative of the free energy, namely the volume being the first
derivative of the free energy with respect to the pressure, undergoes a discrete jump
at the transition, whereas at the critical point, first derivatives are still continuous.
However, susceptibilities are discontinuous at the critical point. The other transitions
(gas-crystal, liquid-crystal, and supercritical fluid-crystal) are all of first order.

2.2.4 Scaling laws and universality

As mentioned above, at the critical point, the phase transition between gas and
liquid is of second order and thus, the free energy and its first derivatives are
continuous. As defined above, though, at the point of second order phase transition,
the susceptibilities diverge. It turns out that these divergences are algebraic (or
logarithmic) in nature. This has been verified both in experiments and theory [63]. It
is by no means their unique property, but these algebraic (or logarithmic) divergences
can be observed in systems featuring a critical point in general, e.g. the Ising model’s
para- to ferro-magnetic transition shows an analogous behavior. Additionally to
the susceptibilities, also correlation lengths and times diverge algebraically. To
summarize, following the notation introduced by Fisher [45], these power laws can
be written as follows:
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• Heat capacity exponent α:
Approaching the critical point both from above and below, the specific heat
diverges following a power law

C ∝ |τ |−α. (2.12)

Note, that here, but also for all other power laws, an exponent of 0 is usually
attributed to a logarithmic divergence.

• Order parameter exponent β:
Per definition, the order parameter is zero in the disordered phase. In the
ordered phase its growth is governed by a power law

m ∝ |τ |β. (2.13)

• Susceptibility exponent γ:
Similarly to the specific heat, the susceptibility diverges when approaching the
critical point from both the ordered and the disordered phase. This power-law
divergence follows

χ ∝ |τ |−γ . (2.14)

• Exponent δ:
At the critical point, the order parameter’s value follows a power law when
applying an external field H

m ∝ H1/δ. (2.15)

• Anomalous dimension η:
Away from criticality, the order parameter correlations decay exponentially
with increasing distance defining the correlation length ξ. At criticality the
decay becomes algebraic

〈m(0)m(x)〉 ∝ x−d+2−η, (2.16)

where d is the dimensionality of the system.

• Correlation length exponent ν:
As mentioned above the order parameter correlations decay exponentially. The
resulting correlation length itself diverges when approaching the critical point

ξ ∝ |τ |−ν . (2.17)
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Tab. 2.1.: The table shows the critical exponents of the Ising universality class in two and
three dimensions as well as for the mean field universality class. While the
exponents for two-dimensional Ising [92, 168] and mean field universality [75]
can be determined analytically, the results for the three-dimensional Ising model
have to be computed numerically via Monte Carlo simulations [53] or conformal
bootstrap [34, 73] by which the results cited here were computed.

2D Ising 3D Ising MF

α 0 0.110 08(1) 0
β 1/8 0.326 419 0(3) 1/2
γ 7/4 1.237 075(10) 1
δ 15 4.789 84(1) 3
η 1/4 0.036 298(2) 0
ν 1 0.629 971(4) 1/2
ω 2 0.829 66(9) 0

It should be noted, that this list is slightly simplified, assuming that the exponents α
and γ are the same in the ordered and disordered phase. While this holds true for all
universality classes that are referenced herein (i.e. 2D-, 3D-Ising, and mean field),
generally this is not necessarily true. Multiple more or less simple models in which
for example the susceptibility exponent γ differs between high and low temperature
phases were presented in the literature (e.g. in [90, 78]). Nonetheless, we will only
refer to one exponent γ and α here, as such differences do not arise in any of the
models relevant here.

The observation of scaling laws in various different systems is already fascinating.
The divergent correlation length gives rise to an even more profound similarity.
Essentially, as nicely explained in [86, 117], the correlation length grows indefinitely
and thus eventually becomes much larger than all other length scales of the system
(e.g. the extent of the attractive range of the potential in a gas-liquid transition).
Therefore, the correlations associated with this length scale start to dominate over
all other scales and this causes the system’s behavior to only depend on global
properties such as dimensionality of the system and the order parameter as well as
symmetries of the system. This property is called universality. Systems sharing the
same global parameters belong to one universality class and share the same set of
critical exponents. For example, short ranged systems with a one-dimensional order
parameter typically fall into the Ising universality classes. Their respective exponents
are shown in Table 2.1 for reference. They are valid for a variety of systems such as
for the gas-liquid critical point in a Lennard-Jones (LJ) fluid [18, 160], the hard core
square well fluid [93] and even the long-ranged restrictive primitive model [77].

It turns out, though, that not all of these exponents are independent. Rather, there
are a variety of thermodynamic inequalities, which can be proven analytically [112,
46]. Some of these inequalities actually turn out to hold as equalities in exper-
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iments, simulations and exactly solved models. One example is the Rushbrook
(in)equality [112, 36]:

α+ 2β + γ = 2. (2.18)

Other equalities that will be used in this thesis are

γ = ν(2− η), (2.19)

and one hyper-scaling relation [158]

2− α = dν. (2.20)

In case of the Ising universality classes, there are five independent equations, which
thus reduce the set of independent exponents to two [86].

2.3 Finite size scaling

Based on the scaling laws, in particular on the scaling of the free energy, additional
insights can be drawn with respect to the behavior of a finite system. This is known
as finite size scaling theory [44, 58, 47, 13]. Studying a finite system of size L,
the scaling dependence of the free energy can be derived by observing that the
diverging correlation length will be eventually bounded by the system size L. As
explained in [74], this results in an effective scaling in terms of L/ξ ∝ τνL or, more
conveniently in terms of the scaling variable τL1/ν:

F (L, τ,H) = L−(2−α)/νF
(
τL1/ν , HL(γ+β)/ν

)
. (2.21)

Thermodynamic properties can now be derived starting from this free energy via
differentiation. By also applying the scaling relations 2.18, 2.19, and 2.20, one
arrives at the following simple scaling laws for thermodynamic quantities, which
describe the scaling of said quantities with changing box dimension L:

〈m〉 = L−β/νM
(
τL1/ν , HL(γ+β)/ν

)
,

〈χ〉 = Lγ/νχ
(
τL1/ν , HL(γ+β)/ν

)
,

〈C〉 = Lα/νC
(
τL1/ν , HL(γ+β)/ν

)
.

(2.22)

Here, M, χ, and C denote appropriate universal scaling functions. These types
of laws form the basis of finite size scaling, allowing to systematically study the
influence of the finite size of a system on its properties [74].

So far, the derivation of scaling laws was based on an underlying well-defined
free energy (see Eq. (2.21)). This becomes problematic in case of active Brownian
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particles. They are driven far out of equilibrium and there is no free energy that
governs the whole system. Nonetheless, it seems that analogous scaling laws remain
valid in this non-equilibrium case. Instead of formulating the finite size scaling
hypothesis in terms of the free energy, it can instead be laid out in terms of the order
parameter probability distribution [109]. In case of the gas-liquid like transition
studied in this work, it takes the following form:

p(φ) = L−β/νP((φ− φcr)Lβ/ν , L1/ντ). (2.23)

This scaling ansatz reproduces the same scaling law as its free energy-based analog in
Equation (2.22). Generally, we will assume that the usual finite size scaling relations
known from equilibrium physics remain valid even in our system far from equilibrium
and thus even in absence of a well-defined free energy. Based on this assumption
we will apply many of the well-developed methods to determine critical points and
critical exponents, which were originally developed for equilibrium systems. In
particular, we can apply the crossing of Binder cumulants to determine the position
of the critical point.

2.3.1 Binder cumulant

Motivated by the scaling hypothesis, we define the Binder cumulant [13] which
allows to pinpoint the position of the critical point

Q(L, τ,H) = 〈m
2〉2

〈m4〉
= Q

(
τL1/ν , HL(γ+β)/ν

)
. (2.24)

This quantity’s direct dependence on L cancels out, leaving only the dependence
on L of the scaling function Q

(
τL1/ν , HL(γ+β)/ν

)
. In this function, L only arises in

terms of the parameters τL1/ν and HL(γ+β)/ν . At criticality, τ and H are zero and
thus the cumulant does not depend on the system size: Q(L, 0, 0) = Q(0, 0) = const..
Therefore, the cumulant is defined as a well-accessible quantity that is independent
of the system size at criticality but system size dependent away from the critical point,
which allows us to determine the critical point’s position by finding the parameters
for which the cumulant’s values for different system sizes coincide.

As explained in [13], while the form of the order parameter’s probability distribution
is non-trivial close to criticality and thus the value of the cumulant cannot be easily
predicted, the high- and low-temperature limits of both the probability distribution
and consequentially of the cumulant are known.
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• For a system at high temperatures and thus far in the disordered region, the
order parameter’s probability distribution can be well approximated by a
Gaussian distribution:

PL(m) = Ld/2√
2πkBTξL

exp
(
−m2Ld/2kBTξL

)
. (2.25)

The moments of a Gaussian distribution are known and thus the cumulant
Q(L) can be easily computed to be

lim
τ→∞

(Q(L)) = 1
3 . (2.26)

So in the high temperature limit, the cumulant will go toward 1/3 for all
system sizes. As the Gaussian distribution is approached much faster for a
larger system containing more particles or spins, we expect the limit to be
approached faster for these systems.

• At low temperatures which correspond to a system that is far in the ordered
region, the order parameter’s probability distribution can be approximated by
a bimodal Gaussian with maxima at the binodal values of the order parameter
M±:

PL(m) = Ld/2√
2πkBTξL

· 1
2

(
exp

(
−(m−M+)2Ld

2kBTξL

)
+

exp
(
−(m−M−)2Ld

2kBTξL

))
.

(2.27)

Again, the moments of the distribution and therefore the cumulant Q(L) can
be computed. While it does not generally have a simple form, it simplifies in
the limit of low temperature where the width of the Gaussians becomes small
compared to the difference between M+ and M−:

lim
τ→−1

(Q(L)) = 1. (2.28)

This behavior is also shown in the sketch of cumulant behavior for different system
sizes in Figure 2.2. While all curves converge to the same limiting values 1 and 1/3
in the low and high temperature limit respectively, they show a different behavior
in the intermediary region around the critical temperature. For small system sizes,
Q(L) changes between the limiting values over a rather large range. The slope of
the cumulant is comparably small. For increasing system size, the change gets more
and more rapid, leading to a steeper slope and approaching a diverging derivative in
the infinite system size limit.
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Fig. 2.2.: Sketch of a cumulant intersection: Q(T ) curves for different L are shown in
different colors. All curves converge towards 1 in the limit of τ → −1 and to 1/3
for τ → ∞ corresponding to T → 0 and T → ∞ respectively. In the vicinity of
the critical point, the curves depend on the system size L. Small systems change
over the largest area and with the smallest slope. Systems of increasing size
change more and more quickly and thus with a steeper slope as indicated by the
arrows. Still, notably all curves intersect in a single point. This behavior allows
to determine the position of the critical point by evaluating Q(T ) for different
system sizes.

Regardless of the difference in slopes, as predicted by the scaling analysis, all curves
intersect at the critical point. This behavior allows to predict the critical temperature
with good accuracy. Note, though that this analysis presumes that Q(L) is evaluated
along a path going through the critical point. This is simple in some cases like the
Ising model, where the order parameter is given by the average magnetization along
which the system is symmetric and thus the critical magnetization is known to be
zero. In other cases such as the gas-liquid transition in a simple fluid, the critical
density a priori is not known. But here, as in most cases in equilibrium systems, the
critical point turns out to be located on the extension of the rectilinear diameter,
which is the mean of binodal densities for corresponding points on said binodal lines.
In that case, the rectilinear diameter can be used as the path along which Q(L) is
evaluated [152].

2.4 Software

All simulations for active particles and dimers that are shown in this work were done
using a MPI-parallelized C++ simulation package developed by the author based on
a code base available in the KOMET work group. The original author of the code
was Alexander Winkler. The code’s MD-package was subsequently extended and
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maintained by Benjamin Trefz and the author. Among others, active and passive BD
simulations, the implementation of bonds as well as the code’s ability to perform
simulations in two dimensions were written by the author.

In addition to the code’s on-the-fly analysis capabilities, a Python-wrapper adding
several analysis tools was developed by the author in collaboration with Benjamin
Trefz. In particular the number of available tools for analysis was heavily extended
by the author. Furthermore, Python and its packages NumPy [149], SciPy [60, 149],
and Pandas [87] were used extensively. All plots in this work were done using the
Python package Matplotlib [57]. 3D renderings were done using povray [99].

The predominant part of the computations were done on the supercomputer clusters
Mogon I and II, operated by the ZDV of Johannes Gutenberg University Mainz.
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3Active Brownian particles

3.1 Equation of motion for active Brownian
particles

The focus of this work are ABPs [42, 104, 125, 11, 134, 167, 121]. The particles
in this very simple model system are described as hard and spherically symmetric.
Dynamics are assumed to be overdamped. Their defining property, namely their
activity, is described by a propulsion of constant magnitude along their orientation
ê(t), which undergoes free rotational diffusion. This results in an additional term in
the standard equation of motion of Brownian dynamics given in Eq. (2.5) that is
highlighted in red:

ẋi(t) = − D

kBT
∇iU({xi(t)}) + v0êi(t) +

√
2DRi(t). (3.1)

3.2 Effect of the propulsion

As one might expect, driving the system out of equilibrium via this active propulsion
can change the particles’ dynamics drastically. In the passive case, which is being
recovered for vanishing propulsion strength v0, free particles move diffusively. This
corresponds to a linear increase of the mean square displacement as a function of the
time difference 〈(xi(t+ δt)− xi(t))2〉 = 2dδt. In the active case, however, particles
move not only diffusively but also due to their directed propulsion. Consequently,
isotropy is broken as there is now a preferred direction, which also greatly effects
the mean square displacement. As studied in great detail by ten Hagen et al. [140],
there are three regimes, that differ depending on the relative angle to the particle’s
orientation at time ê(t). While their work includes analyses for a variety of particle
geometries, we will quickly recapitulate their results for active disks in the following.
We assume, without loss of generality, that the particle starts out oriented parallel to
the x-axis. Regardless of the studied direction, in the beginning, the mean-square
displacement is dominated by the free particle diffusion which results in a linear
increase for very small times. Due to its directed nature, the propulsion eventually
starts to dominate over the undirected diffusive motion though. As soon as v0 · δt
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Pe = 0 Pe = 10 Pe = 40

Fig. 3.1.: Exemplary trajectories for single free particles with differing propulsion strengths:
The three columns show trajectories of five particles each, plotted in different
colors. All trajectories are started at the black + and are run for δt = 10. The
upper row shows a 120 by 120 box, while the lower row shows a blow-up of
size 20 by 20. The columns show different propulsion strengths starting at zero
propulsion (passive particle) on the left, increasing the propulsion strength going
to the right. All passive particles undergo a purely diffusive motion and thus
do not travel large distances. With increasing propulsion strength, the length
of quasi-ballistic motion increases such that they travel much farther and in a
directed way over long distances.

exceeds
√

2dδt, there is a crossover in the mean square displacement along the x-axis
towards a ballistic regime (〈(x(t+ δt)− x(t))2〉 ∝ (δt)2). Ultimately, the particle’s
rotation starts to significantly turn the average orientation (δt ≈ D−1

r ). This leads
to a second crossover of the mean-square displacement in the x-direction back to
a linear increase in δt. For the MSD in y-direction there is a crossover towards
superballistic motion (〈(y(t+ δt)− y(t))2〉 ∝ (δt)3). Due to the rotation, the particle
tends to become more aligned with the y-axis and thus the effective propulsion
in y-direction becomes larger. However, this will eventually give way to an again
diffusive regime as soon as the orientation is sufficiently decorrelated. Averaging
over all directions, finally shows that the mean-square displacement undergoes
diffusive, then ballistic and ultimately again diffusive regimes. While the power-law
dependence thus shows the same exponent as that of a passive particle at high δt,
the corresponding prefactor is much higher in case of active diffusion. In this limit
(δt� τr = D−1

r ), the effective diffusion constant becomes [56]:

Deff = D + v2
0

4Dr
. (3.2)
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The final two regimes as well as the general effect of the propulsion on a particle’s
trajectory are illustrated in Figure 3.1. The three columns show the trajectories of
five independent active particles distinguished by different colors, each starting at
the black + with a random orientation. The run time is δt = 10 for each trajectory.
The propulsion strength increases going from the passive limit (Pe = 0) on the
left to a strong active propulsion (Pe = 40) on the right. The upper row shows a
120× 120 box. Especially in the passive case, on that scale, the particle’s movement
is barely visible. Therefore, the lower row shows a blow-up of size 20 × 20. The
strongly active particle on the right, in turn, travels much farther than what can
be captured by the blow-up. While on the large length-scale the trajectories still
look rather chaotic (corresponding to the diffusive limiting case), the blow-up shows
that for extended stretches, the particles actually travel more or less along straight
lines (corresponding to the intermediary ballistic regime). While this single particle
behavior in itself is already fascinating, the main focus of this work lies on the
collective behavior of many interacting active particles, specifically on their motility
induced phase separation (MIPS), which will be introduced in the next section.

3.3 Self-trapping and motility induced phase
separation

ABPs serve as one particular example of an active system that undergoes phase
separation at intermediary packing fractions and sufficient propulsion strengths. At
first, this seems peculiar as there are no attractive interactions between particles
that could drive phase separation analogously to an equilibrium gas-liquid transition.
Rather the propulsion in combination with the interactions between particles (in the
case of ABPs the excluded volume interactions) causes this behavior.

The corresponding mechanism is called self-trapping [20]. Following the explanation
in [20], we illustrate this mechanism of cluster formation in ABPs using a simplified
sketch, ignoring among others the passive diffusion, which is shown in Figure 3.2.
The active motion of the particles is directed on time scales of the rotational diffusion
time τr = D−1

r . If two particles happen to collide head on, they will block each other
due to the volume exclusion. These particles can only move freely again when their
orientation has changed sufficiently via rotational diffusion or when they escaped
each other through passive translational diffusion. As these time scales are rather
long compared to the propulsion time scale σ/v0 at sufficient propulsion strengths,
other particles can in the meantime reach the building cluster and thus further
obstruct the motion of the already trapped particles. At some point the orientation
of the particles inside the cluster becomes irrelevant, as it is blocked from all sides
by other particles which are either trapped themselves or if they are on the surface
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a) b) c)

d) e)

Fig. 3.2.: Sketch of the simplified mechanism behind cluster formation in ABPs [20]: Due
to their persistent directed motion, two particles colliding head on (panel a)) will
get trapped, pressing against each other (panel b)) until their propulsion direction
and/or position has sufficiently changed via diffusion that they can escape (panel
c)). However, in the meantime the blocked particles can work as a seed for a
cluster, that can grow by other particles colliding with the building cluster (panel
d)). If a cluster has grown sufficiently, there will be particles trapped inside the
cluster by a shell of particles on the outside that is pushing inwards (panel e)).

are pushing inwards. The dependence on packing fraction and active propulsion
becomes obvious, considering that the likelihood of other particles arriving at the
cluster is dependent on the propulsion strength as well as the overall packing fraction
of active particles in the system.

The surface polarization is demonstrated using a zoom of simulation snapshot in
Figure 3.3. The snippet shows the interfacial region between a dense and a dilute
phase. Orientations of particles are indicated both by arrows and by color code.
Due to the orange coloring as well as by inspecting the individual arrows, one can
easily see that there is a net orientation of the particles at the surface of the dense
phase pointing inwards [42]. This layer of particles keeps the other particles inside
the dense phase. It is also notable that other than on the surface there seems to be
no orientational correlations but the orientations are random for particles not at
the interface [42]. Obviously, the cluster will not grow indefinitely. Even though
at finite packing fractions of the dilute phase, some particles will always crash into
the interface thus adding to the dense phase, particles at the interface undergo
rotational diffusion and by sufficiently changing their direction move away from
the interface into the dilute phase. A steady state is reached if the rate of particles
joining and escaping the cluster by those mechanisms offset. Assuming a straight

24 Chapter 3 Active Brownian particles



Fig. 3.3.: Polarization of ABPs at an interface: ABPs in the phase separating regime (i.e.
at sufficiently high propulsion strengths and at intermediary packing fractions)
form macroscopic clusters. These clusters are stabilized by an interfacial layer
of particles whose orientation is polarized pointing inward. This can nicely be
seen in this section of a simulation snapshot. The ABPs are shown as disks with
the color code shown on the right and individual arrowheads indicating their
orientation. While there is no preferred orientation in either bulk phase, there is
a net polarization pointing towards the dense phase at the interface.

interface, Redner et al. [104] showed that for active particles with attraction this
theoretical argument indeed matches their numerical results at least qualitatively.

In addition to these more qualitative considerations, there have been studies trying to
understand nucleation in ABPs more quantitatively. Applying an approach analogous
to classical nucleation theory, Redner et al. [103] tried to understand the dynamics
of how dense clusters and eventually the dense phase form. Their theory is able to
predict the dilute binodal and the density dependence of the cluster size distribution
at least to some degree. Richard et al. [107] also studied the kinetics of nucleation
as well as the microscopic pathway that is involved in nucleation after a quench
starting in a homogeneous system. Complementing brute force BD simulations with
forward flux sampling, they determined precise nucleation rates even for comparably
small supersaturations. Consequently, they were able to determine, that the cluster
size is not sufficient as a reaction coordinate but that the surface polarization plays a
non-negligible role as well.

In general, both self-propulsion and some form of interaction are needed for collec-
tive behavior to arise. Phase separation in self-propelled particles cannot only arise
due to excluded volume interactions. Rather, a density dependent swimming speed
of otherwise ideal self-propelled agents can already give rise to phase separation
into a dense and a dilute phase [133, 22, 138]. In fact the effective velocity of
ABPs, meaning the average distance traveled per time projected onto each particle’s
respective orientation, has been shown to decay roughly linearly with increasing
density [133]. Qualitatively, the two mechanisms, namely explicitly reducing the
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propulsion strength at increased local density, as well as blocking via excluded
volume interactions, seem to match [133, 22, 138]. The phase separation arising
due to aggregation of particles in the dense areas with effectively reduced swimming
speed is called MIPS [94]. Such a MIPS is present not only in ABPs but also in a
variety of other systems. Regardless of the qualitative similarities between ABPs
and ideal active particles with an artificial density dependent swim speed, they do
not produce the same phase behavior quantitatively. This can be easily understood,
as the density dependent swim speed effectively reduces the pair-wise interactions
of ABPs to a mean-field type of interaction with the averaged density field [22].
Therefore, even introduction of additional terms, such as density gradients, will
not quantitatively reproduce the phase behavior of standard ABPs. We thus have to
numerically solve the equations of motions for ABPs to obtain accurate results for
their phase behavior.

3.4 Interaction potential and effective diameter

There exist several concrete implementations of ABPs in literature differing in
the specific details of the model [42, 104, 20, 125, 11, 134, 167, 121]. One of
the distinctions between implementations lies in the interaction potential which
models the (nearly) hard core repulsion between different particles. Generally, the
interaction is a simple, isotropic pair potential acting on all pairs of particles:

U({xi}) =
∑
i<j

u(|xj − xi|). (3.3)

While some studies use a steep and shifted potential of a Yukawa type [9, 167],
the most common choice is to use a potential of LJ type that is cut at its minimum
and shifted to zero at the cut-off, which is named after Weeks, Chandler, and
Anderson [153]:

u(r) =

4ε
((

σ
r

)12 −
(
σ
r

)6 + 1
4

)
r < 21/6

0 otherwise.
(3.4)

The diameter of the particles is then of the order of the parameter σ, which is thus
customary used as the unit of length. The other parameter ε sets the strength of
the repulsion. Its effect is demonstrated in Figure 3.4. In the case of ε = 1, shown
in blue, the repulsion is still comparably week and allows for a significant overlap.
Therefore, in this work a value of ε = 100 is used. Here, the possible overlap is
drastically reduced, cf. Figure 3.4 (orange curve).
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Fig. 3.4.: Plot of the WCA potential [153] for different values of interaction strength ε. The
potential and the corresponding effective diameter are shown as full and dotted
lines respectively. The cutoff radius rcut = 21/6 is indicated by a dashed vertical
black line. In this work, particles are modeled as nearly-hard disks and spheres.
To prevent large overlaps, ε = 100 is chosen.

Obviously, σ cannot correspond to the true diameter of the particles, mapping them
onto hard disks, as potentials differing in the energy scale ε allow for significantly
different overlaps. To allow for a more general description and comparison between
different parameter sets and even potential forms, it is instructive to compute an
effective diameter of the particles. In thermodynamic equilibrium, such a mapping
on actual hard disks can be done via the Barker-Henderson diameter [5], which is
computed as:

dBH =
∫ 21/6

0
dr (1− exp (−u(r))) . (3.5)

Figure 3.4 shows the effective diameters for the different parameter sets as dashed
vertical lines using the same colors as for the respective potential. In case of the
potential used in this work (ε = 100), the resulting effective diameter is given
by dBH ≈ 1.10688. Fundamentally, this effective diameter is only valid in the
equilibrium case of passive particles (v0 = 0) where only thermal fluctuations can
cause particle overlap, whereas it does not hold generally in the more intense
active case (v0 � 0) in which particles can be driven into each other by opposing
active propulsions [134]. In our case of the strongly repulsive WCA potential, we
neglect the resulting deviations in the non-equilibrium case, as the repulsive force
−∂ru(r) balances out a high active propulsion (e.g. v0 = 160) already for distances
r ≈ dBH.

Other groups have chosen a different approach, e.g. Stenhammar et al. [134]. Due
to the much weaker repulsion (ε = 1) in their model, a high active propulsion would
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distort the diameter drastically. They thus chose to vary the propulsion not via its
strength but by tuning the temperature kBT and thus Dr while keeping v0 fixed. To
allow for comparison between those different cases, we measure the propulsion’s
strength not by its absolute value v0 but by the dimensionless Peclet number

Pe = 3v0
dBHDr

. (3.6)

3.5 Numerical integration

In Section 2.1.4 an integration scheme for passive BD was introduced. In case of
ABPs, this scheme cannot be applied directly, as it does not account for the active
propulsion. In this work, the following integration schemes were applied.

3.5.1 Euler

The simplest way to numerically solve Eq. (3.1) is via an Euler-scheme. The passive
version shown in Equation (2.8) has to be extended to account for the active
propulsion, though. This results in the following update rules:

x(t+ δt) = x(t) +
(
− D

kBT
∇V (x(t)) + v0ê(t)

)
δt+

√
2DδtR(t), (3.7)

where the highlighted term (cf. Eq (2.8)) adds the active propulsion. As the
rotational dynamics remain unchanged in between active and passive Brownian
particles, the passive version of the update rules for ê(T ) remain valid.

3.5.2 Predictor-corrector method

The Euler-scheme is of low order of convergence [71, 17, 16]. As the potentials
U(x) used in this work are very steep which results in very large forces, a very small
time step δt has to be used to even reach stability and eventually convergence. To
achieve this without the necessity of such very small time steps, in some parts of
this work a weak second order predictor corrector scheme [71, p. 505f] is used
instead of the Euler scheme. Specifically, it is applied in Chapter 7, Section 8.5, and
in Appendix A.2. Comparably to Runge-Kutta schemes for non-stochastic differential
equations, the force ∇U(x(t)) is not assumed to be approximately constant between

28 Chapter 3 Active Brownian particles



x(t) and x(t + δt) but its value is corrected by computing the mean of the force
∇U(x(t)) and the force at a predictor position x̄(t+ δt), ∇U(x̄(t+ δt)):

x(t+ δt) = x(t) +
(
− D

2kBT
(∇U(x(t)) +∇U(x̄(t+ δt))) + v0ê(t)

)
δt+

√
2DδtR(t),

φ(t+ δt) = φ(t) +
√

2DrδtRr(t).
(3.8)

The predictor x̄(t+ δt) is computed using the average of the original force ∇U(x(t))
and the force at another predictor value of the positions x̃(t+ δt):

x̄(t+δt) = x(t)+
(
− D

2kBT
(∇U(x(t)) +∇U(x̃(t+ δt))) + v0ê(t)

)
δt+
√

2DδtR(t).
(3.9)

This predictor x̃(t+ δt) is then simply determined by using the Euler scheme:

x̃(t+ δt) = x(t) +
(
− D

kBT
∇U(x(t)) + v0ê(t)

)
δt+

√
2DδtR(t). (3.10)

At first glance, this scheme may seem much more expensive than its Euler counterpart
as it is necessary to compute all forces at three different sets of positions, namely
x(t), x̄(t+ δt), and x̃(t+ δt) for every pair of interacting particles at every time step.
Force computation is the computational bottle neck in our and for that matter also in
most other simulations, such that a predictor-corrector step will take roughly three
times as long as an Euler step. However, in many cases, especially if we are interested
in rather slow converging properties, the predictor-corrector scheme allows for much
larger time steps than the Euler scheme. As long as the factor in the time step at
least counter balances the increase in computational time per step in the predictor-
corrector integrator, it will actually run faster than the simple Euler integration.
Unfortunately, no significant speed-up is gained in case of active Brownian particles
though. Throughout the thesis, δtEuler = 1− 2 · 10−6 is used as a time step for the
Euler integrator. This step is sufficient to reach convergence for all quantities that
were evaluated in this thesis. The only quantity for which convergence was not fully
reached was the configurational temperature which especially for high propulsion
strengths was particularly sensitive to the time step due to its dependence on the
specific overlap of particle pairs. For the predictor-corrector scheme, δtPC = 5 · 10−6

is used. For this time step even the configurational temperature is well converged for
sufficiently low Pe. In conclusion, the computational effort for both schemes is very
similar, possibly even being slightly in favor of the Euler scheme for all quantities
that are studied in this work. Therefore, this scheme is used in all but the three
sections listed above.
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4Phase behavior in two dimensions

Phase separation in ABPs, as described in Section 3.3, closely resembles a gas-liquid
transition in an equilibrium fluid [133, 8]. Rather than to rely on this qualitative
observation, we want to quantify the transition and determine whether concepts
known from the corresponding equilibrium phase transitions still hold in this setting
far from equilibrium. As a first step, it is imperative to study the exact position of
the transition region in the phase diagram. There have been some previous studies,
that have studied this question [104, 134, 43, 125]. Nonetheless, additional work
is needed, as none of the previous studies examined the influence of finite system
size on their estimates for the transition region. In this chapter, we will discuss our
high-accuracy estimates for the position of the non-equilibrium analog of binodal
lines in ABPs. The contents of this chapter are mainly a recapitulation of material
published in Refs. [11, 121].

4.1 Finite size transitions

In the analogy of the phase separation of ABPs to a gas-liquid transition in equilib-
rium, the propulsion strength plays the role of inverse temperature [133]. Above
a certain critical propulsion strength Pe > Pecr there is a region at intermediary
packing fractions, i.e. between the binodal lines, where a system of infinite size
phase separates into a dense (liquid-like) and a dilute (gas-like) phase. In a finite size
system such as the ones that can be studied by computer simulations the situation
becomes more complicated. The transition packing fractions lie inside the binodal
lines with positions depending on both boundary condition and system size. In the
most commonly used geometry, namely a rectangular box with periodic boundary
conditions, the system undergoes a series of finite size transitions for increasing the
density at constant Pe > Pecr that very closely match those seen in an equilibrium
evaporation-condensation transition [80, 165, 116, 14].

Exemplary snapshots of the finite size transitions in ABPs are presented in Figure 4.1.
Starting in the dilute gas-like phase, an increase in packing fraction even above the
binodal line does not directly lead to a phase separated steady state. The system
rather stays homogeneous to avoid the creation of interfaces. At a sufficiently
high (system-size and geometry dependent) packing fraction, the system phase
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separates by forming a finite liquid droplet. Further increase of the packing fraction
leads to growth of the droplet until it connects with itself over one of the periodic
boundaries, which leads to the formation of a slab geometry. Symmetrically but with
inverted roles of the dense and dilute phase, a continued increase of the packing
fraction results in a dense liquid-like system containing a dilute gas-like bubble. The
bubble’s size shrinks now for increasing packing fraction until the system becomes
homogeneous (again inside of the binodal line).

The dilute phase very closely resembles an equilibrium gas phase. The dense phase
on the other hand is extremely dense, nearly reaching close packing at high velocities.
Also, the particles in the dense phase show a high degree of local hexagonal order.
Still it is more appropriate to talk about a liquid-like and not about a solid-like phase,
as the locally ordered grains (cf. Figure 4.1) do not show a tendency to merge but
have a rather short lifetime while constantly reorganizing.

4.2 Determination of binodal densities

Our goal is to determine the exact position of the binodal lines. Obviously, the simple
detection of nucleation events does not allow to determine the boundaries within
which phase separation is stable in a bulk system as their occurrence depends on
system size and geometry. Even the system-size dependent boundaries are hard to
determine, as nucleation events will depend on the waiting time as well. We thus
employ the method of choice from equilibrium physics, namely the determination
of coexisting densities in a phase separated state [152]. To apply this method, it
is important, though, to ensure that the system is in a slab geometry. In the case
of droplet and bubble the curved interfaces cause a Laplace pressure which in turn
causes the packing fractions to differ from those in a bulk system. The straightness
of the interfaces in a slab geometry mitigates this problem such that the measured
densities inside of a slab at sufficient distance of the interfaces converge to the bulk
densities that we are interested in [152, 142].

To ensure stability of the slab and its orientation, we simulate an elongated box of
side length ratio 1 : 2. Minimization of the interface then results in the slab always
aligning with the short axis of the system. Aside from being beneficial by stabilizing
the slab, the fact that its orientation is also fixed is another important upside as it
causes the system to keep a continuous symmetry along the short axis throughout the
simulation. This results in a greatly simplified methodology to extract the coexisting
densities and thereby the determination of the binodal lines which will be explained
below. We simulate at an intermediate overall packing fraction of φ = 0.5. Note,
however, that this value, as long as it is well within the stability region of the slab
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Fig. 4.1.: Snapshots of finite size transitions: In the phase separating regime (i.e. at
sufficiently high propulsion strength), ABPs in a finite system with periodic
boundary conditions undergo finite size transition similar to an equilibrium
phase transition when the packing fraction is increased. Starting in the gaseous
phase, at first a liquid droplet will appear. When the droplet is connecting with
itself over the periodic boundary, a slab is formed. For sufficiently high packing
fractions, this will turn into a gaseous bubble that shrinks until only pure liquid
is left. (Parameters: Pe ≈ 111, φ = 0.15, 0.3, 0.6, 0.75, 0.9 going from left to right,
Adapted from Figure 2 of Reference [121] for ABPs)

geometry, is not important. It does not affect the bulk densities but only the relative
widths of the dense and dilute slab.

By measuring the coexisting densities in the resulting slab geometry at different
propulsion strengths Pe, we can then extract the binodal densities. Each simulation
is used to determine the densities of the dense and the dilute slab which, in turn,
both give one point on the respective binodal at the simulated Pe. An exemplary
snapshot is shown in the upper panel of Figure 4.2. By shifting the COM to zero
along the elongated direction, the coexisting densities can simply be extracted by
determination of the density distribution along this direction in form of a histogram
with bins perpendicular to said direction and thus parallel to the slab. Note, that in
computing the COM, the periodicity of the system has to be accounted for [3]. In
the lower panel of Figure 4.2 the resulting averaged density distribution is shown as
open blue circles. The dense phase even in the homogeneous region shows large
fluctuations which result in bubbles and small rifts. In case of the slab geometry this
can even lead to the slab ripping open especially close to the critical region. As these
features arise not because of the slab geometry but are inherent properties of the
dense phase, they are not excluded from the analysis but simply averaged over as
part of the bulk-like dense phase. Nonetheless, this increases the need for additional
sampling as the impurities can be comparably long-living.

For systems far from criticality, such as the one shown in the lower panel of Figure 4.2,
the packing fractions can basically be read of as the plateau values that are constant
over wide intervals along the x direction. Closer to criticality, the width of the
interfacial regions increases and thus the width of the plateau intervals decreases.
To allow for a more reliable extraction of the plateau values, which also makes use
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Fig. 4.2.: Packing fraction distribution in a slab geometry (Adapted Fig. 3 of Ref. [121]
for ABPs): Top: To extract binodal packing fractions, a system at intermediary
packing fraction is simulated in an elongated box, which will result in a slab
geometry. Bottom: The packing fraction’s distribution in bins perpendicular to the
longer axis is averaged over time, always shifting the center of mass (COM) along
said axis to 0. The resulting curve is shown as open circles. By fitting both the
positive and the negative branch of the distribution with a hyperbolic tangent (cf.
Eq. (4.1)), the coexisting bulk packing fractions can be extracted. (Pe ≈ 177)

of the information of the interfacial region, we fit the distributions with a hyperbolic
tangent (which already proved very successful in equilibrium systems [152]):

φ(x) =
φliq. + φgas.

2 +
φliq. − φgas.

2 tanh
(
x− x0

2ω

)
. (4.1)

The density distribution is then fitted with this function for the positive and negative
x interval independently. For each side one has to determine four fit parameters.
Aside from the coexisting densities φliq. and φgas., that we extract, the position of
the interface x0 and the width of the interface ω have to be fitted. The fitting
procedure, as well as the comparison of the results of the positive and negative sides
for each distribution, can already give some indication of associated uncertainties.
Nonetheless, it is much more reliable to do multiple independent runs and then to
determine the uncertainty of the resulting mean by their spread. By doing so for
propulsion strengths 55 < Pe < 180 the phase diagram was extracted. The result
can be seen in Figure 4.3.
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Fig. 4.3.: Phase diagram of ABPs in 2D: The binodals (open blue circles) are determined by
extracting coexisting densities from a slab geometry [11]. Packing fractions that
are bigger than close packing are obviously geometrically impossible (indicated
by the shaded grey area [37]). Even though for high propulsion strengths the
binodals approach this limit, it is never reached. Due to an increase of the
interfacial width as well as more drastic fluctuations, the uncertainties especially
of the dense branch grow for propulsion strengths closer to the critical point. The
uncertainties are only explicitly shown if they exceed the symbol size though. The
empirical law of rectilinear diameter (open orange circles) seems to be valid only
far from criticality (Pe & 100) where the midpoints start to deviate from a line
closer to criticality. This is in accordance with other active systems [101, 141,
143].

The extracted binodal densities are shown as open blue circles. The corresponding
uncertainties are only indicated if they are larger than the symbol size. The range
of possible values for the packing fraction ranges from 0 to close packing (φcp =
0.9069 [37]), which is the highest packing fraction of hard disks that can be achieved
on an infinite surface. The claim that true binodal densities can be extracted
by this method is corroborated by the study of different system sizes, shown in
Reference [11] using data provided by Julian Bialké. For all propulsion strengths, a
decrease in system size by a factor of two does result in the same phase boundaries.
Larger systems are needed though, to reach smaller propulsion strength because of
the increased interfacial widths in that regime.

4.3 Rectilinear diameter

In equilibrium gas-liquid transitions, the binodal densities have been observed to
follow the empirical law of rectilinear diameter, which states that the mean packing
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fractions for pairs of points on the binodal lines at different temperatures fall onto a
line [105, 152, 24]:

φliq. + φgas.

2 ∝ T . (4.2)

Even though the law is only empirical, lacking a strict theoretical derivation, it has
been observed to at least approximately hold even for points close to criticality
in a variety of different systems undergoing a gas-liquid transition. The examples
range from various experimental measurements in different systems [24, 172] to a
variety of model systems that are studied via computer simulations [66, 152]. In
non-equilibrium, the situation is different. Studies for active systems undergoing
gas-liquid transitions but featuring an underlying equilibrium phase transition, e.g.
active LJ [101] or Asakura-Osawa [141, 143] systems have shown that for increasing
activity, these systems show growing deviations of the linear behavior especially in
the vicinity of the critical point. Subtle deviations from the linear behavior in close
vicinity to the critical point are found in equilibrium systems as well [172, 155].
However, the deviations found in the referenced non-equilibrium systems are much
more pronounced and persist farther from criticality.

For our system, featuring a purely non-equilibrium transition without a passive
counterpart, we also see a rather large deviation of the linear behavior close to
the critical point. The mean of coexisting densities for all pairs of points on the
binodal lines, that were computed, are shown as orange circles in Fig. 4.3. For
large propulsion strengths and thus far away from the critical region, the linear
approximation in Eq. (4.2) still holds very well. But for smaller propulsion strengths,
the mean strongly shifts towards higher packing fractions, indicating a violation of
the law of rectilinear behavior in ABPs. This fact is not only interesting in its own
right, but it also hints at additional difficulties in determining the critical packing
fraction, as it will not simply lie on the extension of the diameter (see Chapter 7).
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5Pressure and interfacial tension

In the previous chapter, the binodal densities of ABPs have been determined. In
this chapter, we will turn towards another important quantity, namely the pressure.
Mechanically, pressure can be defined as the force per area on a wall that is confining
a system. But whereas this definition coincides with its definition as a derivative
of a free energy with respect to the system’s volume in equilibrium, this does
not necessarily hold true in our non-equilibrium setting [130]. Nonetheless, the
availability of a mechanical definition makes the pressure an excellent quantity to
study in systems far from equilibrium. As a result there have been several studies
trying to quantify and understand the behavior of the pressure in active systems [76,
166, 83, 169, 139, 49, 125, 126, 91, 163]. One of the important properties of the
pressure in equilibrium is that it is intensive. Therefore, in equilibrium, it is constant
throughout a large system. It is the goal of this chapter to check whether versions
of an active pressure that have been recently defined [169, 139, 49, 125, 126]
show a similar behavior and by that can be considered to be analogous to pressure
definitions in equilibrium. For the most part, the content of this chapter has been
published in Ref. [11].

5.1 Definition of an active pressure

In equilibrium, the pressure tensor in a system with periodic boundaries and thus
without confining walls can be measured as (using the conventional unit system
introduced in Section 3.4):

peq. = ρ · 1 + σeq., (5.1)

where ρ is the number density and σeq. is the (equilibrium) diagonal stress tensor of
an unsheared system, which in turn can be computed by measuring the virial:

σeq. = −
〈
∑
i<j rij(∇U(rij))T 〉

A
. (5.2)

Here, the sum iterates over all pairs of particles. Their respective distances are given
by rij , the system’s area is denoted as A. In an isotropic system, the stress tensor
and thus the pressure tensor is diagonal and all diagonal components share the
same value. Said value corresponds to the virial part of the pressure, which together
with the ideal part of the pressure is the full thermodynamic pressure in equilibrium.

37



−200 −100 0 100 200

x

0

50

100

150

200

250

300

350

400

p

pvir.
xx

pvir.
yy

0.0

0.2

0.4

0.6

0.8

1.0

φ

φ

Fig. 5.1.: Distribution of the virial pressure in a phase separated slab geometry: The blue
curve shows the distribution of the packing fraction in bins parallel to the slab
(equivalent to Figure 4.2). Studying the xx and yy components of the virial
pressure tensor known from equilibrium gives the pink curves. Obviously, there
is a large imbalance between the high virial pressure within the dense region
and the negligible pressure in the dilute slab. Intuitively, there has to be another
pressure contribution counterbalancing the differences in the virial pressure, as
otherwise the phase separation should not be stable.

In a phase separated system, isotropy is broken. Nonetheless, in the bulk parts of
the system, locally, there is no anisotropy and thus only in the interfacial region
there exists a direction dependence and hence difference between the diagonal
components of the pressure tensor, which is linked to the interfacial tension.

The simple pressure definition given in Eq. (5.1) is not intensive in the case of
ABPs though. Studying the pressure in a phase separated system, yields decidedly
different results in the dense and dilute phases. While it is negligible in the dilute
gas-like phase due to the few interactions between the freely moving particles, the
particles in the dense liquid-like phase are interacting heavily with their neighbors
resulting in a large virial pressure. To verify and highlight this imbalance, Figure 5.1
shows the distribution of the virial contribution to the pressure in a phase separated
slab geometry. In this system with a geometry equivalent to that used in the
determination of the binodal densities, the figure shows the average packing fraction
and the diagonal components of the virial pressure, measured in bins that are
aligned parallel to the slab. Each pairs’ contribution is assigned half to the bins
in which the monomers are located. While this assignment to bins is somewhat
arbitrary and in fact might influence the result, it does not distort the qualitative
effect and more importantly, does not change the integrated pressure, which we will
study later [150]. Therefore, we do not further study the influence of the binning
method but directly turn to the results shown in Figure 5.1. Unsurprisingly, both
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diagonal components lie on top of each other and show a drastic difference between
a near zero value in the dilute region (|x| & 150) and a large value within the
bulk of the dense slab (|x| . 50). Obviously, there has to be another contribution
counteracting this drastic imbalance. Without that, such a large inhomogeneity
in the pressure would otherwise lead to an instable system. A non-zero pressure
gradient would cause a force, which in turn would drive particles from the dense
high-pressure into the dilute low-pressure region and thus would obstruct the phase
separation. This is prevented by an additional stress contribution caused by the
active propulsion of the particles. As pointed out in Reference [139], the existence
of such a contribution becomes evident considering the effect of confining a system
of self-propelled particles by walls. By exerting a pressure, the walls prevent the
particles from being propelled out of the box. This pressure corresponds to the swim
pressure of the particles [139].

In recent literature, there have been several different approaches to derive the form
of this stress and pressure contribution caused by the activity. Takatori et al. [139]
and Yang et al. [169] based their definition on the observation, that the propulsion
velocity can be interpreted as a propulsion force instead:

Fact =
(
kBT

D

)
︸ ︷︷ ︸

1

v0. (5.3)

In principle, microswimmers at low Reynolds numbers are force free, meaning that
there is no net force causing them to swim. This active force, however, would corre-
spond to the force that would be needed to prevent an active swimmer from moving,
e.g. by fixing it using an optical tweezer [139]. Furthermore, ABPs themselves do not
obey the momentum conservation, that is basis of the force free swimming anyway,
as the solvent and in turn hydrodynamic interactions are not considered. Thus, in
some publications, ABPs have been described as “dry” active matter [85] even though
they strive to describe particles moving in a solvent nonetheless [129]. Regardless of
this question, one can derive an active stress for the non-equilibrium model system
of ABPs as the first moment of the active force as defined in Eq. (5.3) [169, 139]:

σact. = −〈
∑
i xi · (v0êi)T 〉

2V . (5.4)

This definition of an active stress has a striking structural resemblance to the equilib-
rium part (see Eq. (5.2)). Note, however, that here the summation is done not over
pairs of particles, but over single particles instead. Furthermore, xi corresponds to
the absolute position of the particles, meaning that it is not reset when crossing a
periodic boundary. Analogously to the equilibrium stress, the active stress is diagonal
and in a homogeneous system the diagonal entries share the same value. Adding this
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active contribution to the pressure results in the following definition of the pressure
in an active system:

pact. = ρ+ σeq. + σact.. (5.5)

An alternative derivation of the active pressure by Solon et al. [125] focuses on
the force, a system of active particles would exert on a wall by studying the time
evolution of the fluctuating distribution function. Nonetheless, this derivation, which
more closely follows the idea of the mechanical definition of the pressure, gives the
same result.

5.2 Simulations

To check the validity of this pressure definition, namely its intensiveness, computer
simulations are performed. Equivalently to the previous simulations, WCA-particles
with ε = 100 are studied. However, for consistency with previous publications of the
other authors of the corresponding paper [11], a different unit of length is chosen.
Lengths are measured in units of the cut-off radius, which is much closer to the
effective diameter than σ. This results in σ = 2−1/6 and an effective diameter of
dBH = 0.986. Also, the rotational diffusion constant is chosen to be Dr = 3. Note,
that these model parameters and this unit system are only used in this chapter of
the thesis.

To study the pressure distributions in a phase separated state, we again simulate an
elongated box. It turns out that especially the active pressure relaxes to its bulk value
very slowly in the vicinity of interfaces. Therefore, a large system with side lengths
Lx = 2Ly = 400 containing N = 52386 particles was chosen. After relaxation, the
system was binned along the x-axis. The resulting bins are thus parallel to the slab.
Again, before particles are assigned to bins, the center of mass is shifted to zero such
that as far as the binning is concerned the position of the slab is always at the same
position. Analogously to the density distributions used for the determination of the
binodals, the pressure distributions can thus be averaged over to get the distribution
in both phases as well as the interface area.

The virial pressure tensor’s distribution is measured as:

pvir.(x) = 1
2A〈rij(−∇U(rij))T 〉x. (5.6)

As already pointed out above, there exists a certain ambiguity here, as the virial
pressure is given by an average over pairs of particles and it is not well-defined
to which bin each contribution should be assigned. As all possible assignments
effectively result in the same integrated pressure [150], the specific choice is not too
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Fig. 5.2.: Plot of the pressure component distributions in bins parallel to the slab (Adapted
from Figure 3a) of Reference [11]): As shown in Figure 5.1, the virial pressure
shows a large imbalance between the dense and the dilute region. In grey, the
active pressure as defined in Eq. (5.5) is shown. As particles can move nearly
unobstructed in the dilute region, whereas they are strongly hindered to propel
in the dense region, it shows the opposite tendency. The activity’s contribution
to the pressure is very large in the dilute region and strongly dampened in the
dense slab. Therefore, this contribution offsets the imbalance in the virial pressure
contribution.

important, though. Here, each pair’s contribution is assigned in equal parts to the
bins containing the two endpoints. Therefore, 〈·〉x denotes an average over all pairs
of particles i, j where either particle i or particle j lies within the respective bin. The
factor 1

2 accounts for the fact that otherwise, each pair of particles would be counted
twice.

In case of the active pressure, no such ambiguity arises. As it is given by a sum over
single particles, the assignment to bins is straightforward:

pact.(x) = 1
A

〈∑
bin

xi(v0êi)T
〉

. (5.7)

Here, the summation runs over all particles in the respective bin. As in equation (5.4)
xi represents the absolute position (disregarding periodic boundaries). Essentially,
for computing the active pressure, the winding number along each periodic boundary
has to be stored and used for “unwrapping” the coordinates before the active pressure
is computed.

Figure 5.2 shows the distribution of the diagonal components of the virial as well
as the yy component of the active pressure contribution. In addition to those
contributions, there is still an ideal gas contribution. It is of order one though and
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thus very small in comparison to the other parts that are of order 300. Therefore,
it would overlap with the x-axis of the plot and thus is not shown. Studying the
distributions of the different contributions, we can see that the active pressure as
defined by [169, 139, 49, 125, 126] indeed counterbalances the large differences
in the virial pressure between the dense and the dilute phase. Due to their nearly
unhindered motion in the dilute region, the particle’s position is strongly correlated
to the direction of their propulsion, leading to a high active pressure pact.

yy ≈ 275.
In the dense phase, the particles are frequently blocked and thus the correlation
between orientation and position is strongly diminished. Therefore, the activity’s
contribution to the pressure is much smaller pact.

yy ≈ 50.

Independently of the absolute values, one notes that the relative fluctuations of the
active pressure contribution especially in the dense but also in the dilute region
are much larger than those of the virial contribution. Additionally, the variance
is not constant during the simulation. Due to the dependence on the absolute
position, the variance of each particles contribution and thus of the active component
of the pressure grows with growing mean square displacement of the particles.
Furthermore, the exact growth rate of the variance is unknown, as it strongly
depends on the history of the particle’s movements, e.g. the time it spend in the
dense and the dilute regions. This does both increase the simulation time needed to
enhance the statistical accuracy and make the estimation of an associated uncertainty
difficult. As gathering statistics is becoming more and more difficult with increasing
simulation time, data averaged over 25 independent runs is taken to investigate
the pressure distributions. While this is giving sufficiently accurate results in our
case, there is recent work by others to find a local definition of the pressure that
is independent of the absolute position [130] or an equation of state relating the
pressure to bulk properties of the system [139, 126, 138] and thus to allow for easier
measurement.

Regardless of those difficulties, the distributions of the pressure components and
consequently the total pressure could be determined with sufficient accuracy. The
total pressure’s yy (e.g. tangential) component ptot.

yy including all three contributions
(ideal, virial, and active) is shown in Figure 5.3. The open circles indicate the
results in the respective bins, while the horizontal line gives our estimate for the
bulk pressure. The corresponding average is taken over all bins considered to be
in the bulk regions of both slabs. To be sufficiently sure that the interfacial region
is excluded, we only took the areas indicated by gray shading into account. This
results in half of the box being considered to be bulk whereas the other half being
considered to contain the interface.

The first thing to note is that the total pressure as defined in Equation (5.5) coincides
in both the dense and the dilute region. The averaged bulk pressure of ptot.

yy ≈ 276
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Fig. 5.3.: Plot of the total pressure pressure’s distribution in bins parallel to the slab in a
phase separated steady state (Adapted from Figure 3 of Reference [11]): The total
active pressure, given by the sum of all pressure terms in Eq. (5.5), is shown as
cyan circles. Remarkably, consideration of the activity’s contribution in Eq. (5.5)
indeed leads to the definition of an intensive pressure. The pressure in the bulk of
the dense and dilute slabs, which are indicated by the shaded gray areas, matches.
The enhancement at the interfaces is linked to the interfacial tension which will
be discussed in the next section. Averaging the pressure in the bulk regions
results in an average pressure of approximately 276, which is indicated by the
cyan horizontal line.

represents the pressure in both slabs as shown in Figure 5.3. Note, that only a small
excerpt of the p-axis is shown and thus that the resulting relative uncertainties are
actually rather small. We can therefore conclude that the active pressure proposed
by [169, 139, 49, 125, 126] seems to be intensive and thus indeed seems to provide
a meaningful extension of the concept of pressure to the non-equilbrium case of
ABPs. In addition to this important insight, we can also extract some fascinating
information from the interfacial regions of the distribution.

5.3 Interfacial tension

As noted above, the tangential pressure seems to be constant in the bulk regions of the
system. In the interfacial regions, this does not hold true. There are significant peaks,
as shown in the non-shaded regions in Figure 5.3, indicating that the tangential
pressure is notably larger in the region of the interface. This excess stress can be
identified as the interfacial tension. It can be computed as [69]:

γ = 1
2

∫ Lx/2

−Lx/2
dx (pN − pT(x)) ≈ −500. (5.8)
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While the normal pressure is the same as the bulk pressure throughout the whole
system (as argued above), the tangential pressure is larger than the bulk pressure in
the interfacial region. Therefire, integrating pN − pT(x) over the full system length
and then dividing by 2 to account for the presence of two interfaces gives us the
excess stress and thus the interfacial tension. Surprisingly, as pT(x) > pN, the result
is negative.

This behavior of an interfacial tension would not be possible in a stable phase
separated system in equilibrium. A negative value would indicate that the free energy
of the system could be lowered by creation of additional interfaces. Therefore, this
would lead to a maximization of interfaces, and thus result in a homogeneous state.
Surprisingly, this does not hold for ABPs. As seen both in the previous Chapter 4
and in the simulations undergone to determine the pressure, the phase separation of
ABPs is stable. While there are strong fluctuations of the interface, at the propulsion
strengths investigated here, one observes a stable slab-geometry and thus a phase-
separated steady state. Additionally, also its absolute value |γ| is enormous compared
to its counterparts in equilibrium liquid-gas phase separation. I.e. the interfacial
tension in liquid-gas coexistence of two-dimensional LJ systems [114], hard-core
attractive Yukawa models [31] as well as the hard core square well fluids [122] have
been found to be smaller than one. In contrast, the absolute value found for ABPs is
between two and three orders of magnitude larger.

To understand this curious effect, the interfacial width w as defined in Eq. (4.1)
and its dependence on the box dimensions were studied by Julian Bialké [11]:
As expected, changes to the dimension perpendicular to the slab do not affect
the interfacial width, indicating that the system indeed is large enough, that the
interfaces are independent of each other and the inner part of the slabs has reached
bulk behavior. There is a dependence on the length of the system parallel to the
slab, though, which is compatible with standard capillary wave theory and a positive
interfacial stiffness, under the assumption that equipartition still holds in our non-
equilibrium setting. This can be rationalized by relating interfacial stiffness and
tension not by the thermal energy, as expected in equilibrium, but the (negative)
work spent by the particle on the surrounding solvent by swimming [11].

To conclude, we could show that the active pressure contribution in ABPs as defined
by Refs. [169, 139, 49, 125, 126] and shown in Eq. (5.4) seems to indeed be
intensive and at least by that standard can serve as a valid extension to the concept
to this system far from equilibrium. Curiously, large scale measurements of the
pressure components in a phase separated state reveal that this definition results
in a large negative interfacial tension. This is in fact a true non-equilibrium effect,
which could not occur in an equilibrium system.
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6Influence of shape and
dimensionality on the phase
behavior

So far, only ABPs in two dimensions have been discussed. One interesting question
is, how an anisotropic shape or a higher dimensionality would affect the phase
behavior. Earlier studies have already somewhat qualitatively studied the influence
of dimensionality by examining three-dimensional active Brownian Spheres [134,
167]. Studies focusing on the behavior of anisotropic active particles include studies
of rods [156, 100, 170] but also of dumbbells [136, 144, 48, 25, 26] as well as longer
chains [64, 33, 124]. In this chapter, we want to systematically study the influences
of both, shape and dimensionality on the phase behavior of active Brownian systems
by precise determination of the phase diagram in two specific active dimer models
as well as in active Brownian spheres. Most results recapitulated in this chapter have
been published in Ref. [121].

6.1 Active Brownian dimers

To examine the influence of a non-isotropic particle shape, we study systems of
active dimers, which consist of a pair of ABPs that are bound together by a strong
finite extensible nonlinear elastic (FENE) bond:

uFENE(r) = −kR
2
0

2 ln
(

1−
(
r

R0

)2
)

. (6.1)

This allows us to study the influence of the anisotropic geometry in isolation. The
rotational dynamics of the active propulsion play a very important factor in deter-
mining the system’s behavior [25, 26]. Study of combinations of active particles
allows to keep the free rotational diffusion of ABPs, whereas the study of anisotropic
bodies such non-spherical ellipsoids would lead to the introduction of torques. Not
only does this complicate the equations of motion and their numerical treatment,
but it also severely complicates the rotational dynamics.

Similar problems arise, when studying systems where the dimer is not propelled
along a director that undergoes free rotational diffusion. Earlier studies by Suma
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uncorrelated correlated

Fig. 6.1.: In this work, active Brownian dimers (ABDs) are modeled as a pair of two active
Brownian particles. We differentiate two types of ABDs which are shown schemat-
ically in this figure. They differ only in their rotational dynamics. For uncorrelated
dimers (left) each monomer has an independent director and both of these un-
dergo rotational diffusion independently, corresponding to two independent ABPs
that are held together via a bond potential. The monomers of a correlated dimer
(right) share a common director. This director still undergoes free rotational
diffusion but both particles are always propelled in the same direction. (Adapted
from Figure 1 of Reference [121])

et al. [136] for example studied dimers that are propelled in direction of their bond.
While this, in terms of experimental realization, might be a more realistic model, this
drastically changes the rotational dynamics and therefore the behavior of the system.
The rotational diffusion constant and thus the rotational Peclet number describing
the strength of activity depend on other parameters, e.g. on the local density. As
we want to study only the influence of the non-spherical shape in isolation rather
than the multitude of mechanisms involved in the more complex systems, we study
dimers, whose monomers’ directors still undergo free rotational diffusion.

6.1.1 Dimer models

Even for these dimers whose monomers undergo free rotational diffusion, there are
different options on how the rotational dynamics of the two monomers influence
each other. Here, we study the two extreme cases, namely uncorrelated dimers
whose directors are completely independent as well as fully correlated dimers whose
monomers share a common director (which still undergoes free rotational diffusion
though). The two cases are shown schematically in Figure 6.1.

• The uncorrelated case corresponds to two ABPs that are bound together without
any change in their respective rotational dynamics. Therefore, they generally
are not propelled in the same direction and thus spend some of their propulsion
energy to stretch or squeeze the bond rather than to propel the full dimer.

• In the correlated case, on the other hand, both monomers share a common
director and thus they are always propelled in the same direction. Here, most
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Fig. 6.2.: Phase diagram of active Brownian dimers (using data produced by Janina Letz)
compared to ABPs (Adapted from Figure 4a) of Reference [121]). While indepen-
dent ABPs, shown in light blue, phase separate already for Pe & 40, both kinds
of dimers phase separate only for much higher propulsion strengths. While the
correlated dimers (shown in red) phase separate for Pe & 60, the uncorrelated
dimers (shown in green) phase separate Pe & 90. This difference can be easily
understood as monomers in uncorrelated dimers will, to some degree, work
against each other rather than propelling the full dimer.

of the energy is put into propulsion of the full dimer as the two monomers do
not work against each other.

Both types of dimers act in many ways similar to the disk-like ABPs studied in the
earlier chapters. In fact, they show a motility induced phase separation as well. At
sufficient propulsion strengths, they undergo finite size transitions equivalent to
those of ABPs that are shown in Figure 4.1. Therefore, we are able to again make
use of the slab geometry at intermediary densities to determine the phase diagram
for both kinds of dimers that are studied here.

6.1.2 Phase diagram

Analogously to the simulations of active Brownian disks, the phase boundaries
are found by extracting the coexisting densities in a phase separated state. Again,
simulations take place in an elongated box that ensured stability and a consistent
orientation of a slab geometry, which in turn allows to extract bulk phase boundaries
by determination of the coexisting densities. The corresponding simulations were
conducted by Janina Letz during her Bachelor thesis that was in part supervised by
the author.
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The resulting phase diagrams are compared to the phase diagram of ABPs in Fig-
ure 6.2. Here, the packing fraction of the dimers is computed, approximating their
area simply by the area of two disks of diameter dBH. The Peclet number is defined
in the same way as for ABPs. It turns out, that both kinds of dimers only phase
separate for much larger propulsion strengths than the corresponding system of
individual self-propelled disks. While ABPs already phase separate at Pe & 40. Phase
separation of the correlated dimers starts at Pe & 60. Unsurprisingly, uncorrelated
dimers phase separate only at even higher Peclet numbers Pe & 90. As they spend
a large amount of the propulsion energy in stretching and squeezing of the bond,
the effective propulsion of the full dimer is much smaller than the propulsion of a
corresponding correlated dimer with the same active propulsion velocity v0.

6.1.3 Mapping onto active disks

But we can not only qualitatively but quantitatively understand the differences in
the phase diagram between dimers and active disks. To that effect, we will apply
a multistep mapping procedure starting at the bare phase diagrams displayed in
Figure 6.3(a). As stated above, the packing fraction φ for the dimers is approximated
here by assuming that one dimer simply occupies the same area as two individual
monomers. This does not necessarily hold true. On the one hand the bond potential
is forcing the particles together and thus causing the disks to overlap. On the other
hand, in case of uncorrelated dimers, opposing orientations can further compress
or more likely extend the bond length. To account for both causes of potential
overlap, we define a new packing fraction φ′ = ρadim, where adim is the area of a
dimer computed based on the average bond length for the respective dimer type
and propulsion strength. The resulting phase diagram is shown in Figure 6.3(b).
Accounting for the overlap turned out to drastically reduce the shift towards higher
φ in case of both dimer types. Nonetheless, the shift in propulsion strength between
dimers and monomers but also between dimer types remains.

To understand this difference, we study the influence of the diminished propulsion
speed of the uncorrelated dimers on the phase diagram. Assuming a totally stiff
bound without any flexibility, the center of mass equation of motion of a dimer in the
infinitely dilute limit (i.e. without any other particles in its surroundings) reduces
to:

ẋcom = ẋ1 + ẋ2
2

= v0
2

(
cosϕ1 + cosϕ2

sinϕ1 + sinϕ2

)
+
√

2DRt,1 + Rt,2
2

= v0 cos ϕ1 − ϕ2
2

(
cos ϕ1+ϕ2

2
sin ϕ1+ϕ2

2

)
+
√
DRt.

(6.2)
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Fig. 6.3.: The differences in the phase diagram of ABPs and ABDs, as seen in panel (a)
can be understood by a mapping (Adapted from Figure 4 of Reference [121]):
First, due to overlap, induced by the bond potential, a dimer actually does not
have the same area as two independent disks. This can be corrected by using
an average bond length to compute an effective packing fraction φ′ as shown in
panel (b). Most of the difference between uncorrelated and correlated dimers can
be understood by computing an effective propulsion velocity of the uncorrelated
dimers as an average of the two independent propulsion velocities (c). Lastly,
scaling both dimer propulsion strengths by a constant empirical factor of 0.7,
which accounts for additional differences (e.g. different cross-sectional areas and
rotations of dimers) they can be mapped onto the ABPs’ binodals.
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This general equation is valid for both correlated, as well as uncorrelated dimers.
In the specific case of correlated dimers, the equation greatly simplifies. Here, both
of its monomers share a common propulsion direction that undergoes rotational
diffusion equivalently to a simple active disk. Therefore, ϕ1 = ϕ2, and thus the
equation of motion reduces to that of ABPs in the infinitely dilute limit (cf. Eq.
(3.1)):

ẋcom,corr = v0

(
cosϕ
sinϕ

)
+
√
DRt. (6.3)

In the case of uncorrelated dimers, however, the propulsion directions of the
monomers forming the dimer are independent. After a change of variables ϕ̄ = ϕ1+ϕ2

2
and ϕ̃ = ϕ1−ϕ2

2 the equation of motion takes the form:

ẋcom,uncorr = v0 cos ϕ̃
(

cos ϕ̄
sin ϕ̄

)
+
√
DRt

˙̄ϕ =
√
DrRr,1

˙̃ϕ =
√
DrRr,2.

(6.4)

Obviously, this has a similar form as the equation in the correlated case. Nonetheless,
there is a crucial difference, as the propulsion term is reduced by a factor of cos ϕ̃.
To estimate the difference in mean propulsion strength, we now analyze this factor.
First, we observe that 2ϕ̃ is the sum of two independent random variables ϕ1 and
−ϕ2 that are uniformly distributed in [−π, π). Therefore, its probability distribution
is given as a convolution of the uniform distribution in this interval with itself:

p2ϕ̃(2ϕ̃) =
∫ ∞
−∞

dϕpϕ(2ϕ̃− ϕ)pϕ(ϕ), (6.5)

where we used:

pϕ(ϕ) =


1

2π ϕ ∈ [−π, π)

0 otherwise.
(6.6)

To simplify the notation, we can rewrite p2ϕ̃(2ϕ̃) in terms of an integral over Heavi-
side step functions Θ(x):

p2ϕ̃(2ϕ̃) = 1
2π

∫ ∞
−∞

dϕΘ(π + ϕ− 2ϕ̃) ·Θ(π − ϕ+ 2ϕ̃) ·Θ(π + ϕ) ·Θ(π − ϕ)

= 1
2π (min(2ϕ̃+ π, π)−max(2ϕ̃− π,−π))

=


1

2π + 2ϕ̃
4π2 0 > 2ϕ̃ > −2π

1
2π −

2ϕ̃
4π2 0 < 2ϕ̃ < 2π

0 otherwise.
(6.7)
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Therefore, ϕ̃’s probability distribution is decaying linearly around 0 as:

pϕ̃(ϕ̃) =


1
π + ϕ̃

π2 0 > ϕ̃ > −π
1
π −

ϕ̃
π2 0 < ϕ̃ < π

0 otherwise.

(6.8)

Thus, we can now compute the effective (i.e. mean) propulsion speed of an uncorre-
lated dimer’s center of mass as:

〈| cos ϕ̃|〉 =
∫ π

−π
dϕ̃ p(ϕ̃)| cos ϕ̃|

= 2
∫ π

0
dϕ̃ p(ϕ̃)| cos ϕ̃|

= 2
π

.

(6.9)

By rescaling the propulsion strength of the uncorrelated dimers with this factor,
we find an effective propulsion strength Pe′ = 2

πPe. A comparison of the binodal
lines employing this effective Pe′ in case of the uncorrelated dimers is shown in
Figure 6.3(c). Here, the dimers’ curves match quite well and thus most of the
differences between correlated and uncorrelated dimers can be explained by the
simple mapping, that was outlined above. This is quite remarkable as we neglected
any effects of the non-uniform propulsion strength present for uncorrelated dimers.
It is possible to further improve the mapping by not computing a single average
bond length in the first step, but to account for different average overlaps in the
dense and the dilute region by computing an average bond length depending on the
surrounding density. While this slightly improves the matching, it turns out that it
still does not account for the main differences which arise due to the non-uniform
swimming speed in uncorrelated dimers. Therefore, the corresponding results are
not presented here in any more detail.

While the different dimer types already match remarkably well in Figure 6.3(c), there
is still a shift of the phase boundaries between dimers and monomers. We attribute
this difference to the differing cross sectional area as well as to the difference
in interaction between pairs of dimers and monomers respectively as well as the
anisotropy and rotational degrees of freedom that are only present in the case of
dimers. In fact, scaling the propulsion strength of dimers by another (heuristic)
factor of 0.7, which is meant to account for these differences, all curves can be
brought to a rather good agreement. While the binodals of the correlated dimers
match well, the curves corresponding to the uncorrelated dimers do not match as
nicely. This difference is unsurprising, though, as additional effects of both the
non-uniform swimming speed as well as the increase of the relative motion of the
monomers forming an uncorrelated dimer are not accounted for.
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Fig. 6.4.: The phase diagram of active Brownian spheres in three dimensions is shown in
purple with a connecting dashed line as a guide for the eye. For comparison the
phase diagram of ABPs in two dimension is shown in light blue. One can easily see
that phase separation sets in much later for the spheres. A comparison of the width
of the binodals is not meaningful, as they represent different quantities. Here, φ
represents area and volume fractions for the two- and three-dimensional systems
respectively. Two different system sizes are shown for the three-dimensional
case to demonstrate the absence of finite size effects. (Adapted from Figure 5 of
Reference [121])

6.2 Active Brownian spheres in three dimensions

Active Brownian particles in three dimensions also show a MIPS, based on the same
mechanism as those in two dimensions. Earlier studies already suggested, however,
that a much higher propulsion strength is needed to reach the regime of phase
separation [167, 134]. But to allow for a quantitative comparison between the two
cases and thus to evaluate the influence of the system’s dimensionality an exact
determination of the phase diagram is needed.

6.2.1 Phase diagram

Equivalently to the methodology in two dimensions, the binodal packing fractions can
be determined by extracting coexisting densities in a phase separated slab geometry.
Placing N = 21902 spheres in a box with side lengths Lx = 2.5Ly = 2.5Lz = 60 at
propulsion strengths of Pe & 100 results in a stable slab geometry which allowed us
to extract binodal densities. The resulting phase diagram is compared to the two
dimensional results in Figure 6.4.
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While the Peclet number is defined equivalently in both two and three dimension,
the packing fraction φ refers to an area and a volume fraction in two and three
dimensions respectively. Therefore, a comparison of the width of the binodal lines
is not meaningful. This can be easily seen already by comparison of the highest
possible packing fractions: The area fraction of an infinite system of hard disks
in two dimensions can reach values as high as φcp,2D ≈ 0.9069 [37], whereas the
volume fraction of a analogous system of hard spheres in three dimensions is limited
by φcp,3D ≈ 0.7405 [51]. Nonetheless, one can see that the dense branches in both
cases quickly approach close packing for increasing propulsion strength.

Direct comparison of the ordinates, on the other hand, already provides interesting
insights. Phase separation in two dimensions occurs at much lower propulsion
strengths. It already sets in for Pe & 40 in two dimensions, whereas in three dimen-
sions it only occurs for Pe & 80. Therefore, there is roughly a factor of 2 between
the minimum propulsion strengths in two and three dimensions. Said difference can
be understood following a simple kinetic argument. In active Brownian particles,
two different time scales govern the system: One is the mean reorientation time
τr, depending only on the model; the other is the mean collision time τc, which is
the mean time between two collisions of a particle with other particles and thus
dependent on both the active propulsion velocity v0 and the packing fraction. Their
ratio actually determines how likely it is that particles are blocked on collision and
thus the onset of phase separation [104, 133]. The mean reorientation time has
an explicit dependence on the dimensionality. As both, two- and three-dimensional
ABPs, have the same rotational diffusion constant, the corresponding orientational
correlation times in two τr,2D = D−1

r and three dimensions τr,3D = (2Dr)−1 differ
by a factor of 2, which is consistent with our findings. Therefore, the increased
propulsion strength that is needed for phase separation in three in comparison to two
dimensions is caused by the faster orientational decorrelation in three dimensions
which has to be counterbalanced by a smaller mean collision time and thus a larger
propulsion velocity.

To verify these results and to preclude the existence of finite size effects, we also
simulated a box with side lengths Lx = 5Ly = 5Lz = 60 with N = 5475. The
resulting points on the binodal line are shown as purple diamonds in Figure 6.4.
They perfectly coincide with the results of the larger box size (shown as purple
circles). Based on this, we can conclude that we accurately and independently of
the system size determined the phase diagram of active Brownian particles in three
dimensions as well.
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7Determination of the critical point
using the original subsystem
distribution method

After studying the binodal lines and how their position is influenced by various
factors, we will finally turn to the critical region, that so far has been exempted from
our analysis. Our first goal is to precisely determine the position of the critical point.
Unfortunately, the corresponding machinery known from equilibrium physics cannot
be directly applied to our driven systems. Therefore, we have to incrementally
work towards a satisfactory methodology, starting from the machinery that has been
successfully applied to an active variant of the Asakura-Oosawa model before [141,
143]. In this chapter, these gradual improvements are explored. The chapter ends
with an analysis of the problems associated with the methodology. Our final approach
circumventing these issues and its results are presented in Chapter 8. Several parts
of this chapter are a recapitulation of material also included in Refs. [120, 143].

7.1 Original subsystem distribution method

Determination of critical points is a hard problem. The slab method employed to
determine the binodal lines well in the phase separated regime fails for systems
close to criticality (cf. Section 4.2). In the vicinity of a critical point, as explained in
Section 2.2.4, the correlation length (and time) diverge, which results in a diverging
width of the interfacial region and thus a failure of the slab densities to converge to
bulk values. Therefore, to examine the critical region of the phase diagram and in
particular to determine the exact location of the critical point, other methods have to
be employed. Specifically, the theory of finite size scaling, explained in Section 2.3,
allows to gain insights into the critical properties of examined systems. Methods
like the intersection of cumulants for different system sizes (cf. Section 2.3.1) are
widely employed to locate the critical point [13, 109, 161, 68, 147, 152, 111].
For their application, it is vital to sample the particle number distribution. To that
end, in equilibrium, grand canonical (GC) simulations have been established as
the method of choice and have been employed successfully in a variety of different
systems [18, 160, 162, 161, 68, 147, 111]. Unfortunately, a direct application of the
machinery established for equilibrium systems to our model system is impossible, as
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` = L/4

Fig. 7.1.: Sketch of the system geometry used in the original subsystem distribution
method [13]. Instead of simulating several small systems with fluctuating particle
number via a GC scheme, one large system is simulated. This system of side
length L is then subdivided into N2 subsystems, each with side-lengths ` = L/N
and a fluctuating particle number that is quasi-independent of all other subsys-
tems (for sufficiently large N). All other subsystems serve as a particle reservoir.
By changing N , one such simulation allows to determine the particle number
distribution for different subsystem sizes ` and thus simulating one large system
at different values of Pe allows to find a crossing of cumulants for different ` and
in turn an estimate of the critical propulsion strength Pecr.

GC simulations are not available in driven systems, for which no rigorous free energy
is known (so far). No algorithm properly sampling a fluctuating particle number
is available, which prevents a direct determination of particle number fluctuations
from a GC simulation. Thus, to determine the position of the critical point in an
active system by crossing of cumulants, other methods have to be employed.

The basis of our analysis is the sampling of particle number fluctuations via block-
distribution methods that have been applied to systems in [13, 12, 108, 110, 109]
and out of equilibrium [141, 143]. The general idea is quite simple using the
notion of a grand-canonical system being in contact with a (thermodynamically
large) particle reservoir: Subdividing a (unfortunately not thermodynamically) large
simulation box of side length L into N2 smaller subsystems (also called subboxes)
of side lengths ` = L/N , allows each of those systems’ particle numbers to fluctuate.
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Fig. 7.2.: Plots of the packing fraction’s probability distribution in subsystems for different
subsystem sizes ` and their dependence on the propulsion strength Pe (following
the corresponding locus of maximum Q`(Pe) (cf. Section 7.3)): The subplots
show the subsystem sizes ` ≈ 21.67 and ` ≈ 7.65 corresponding to N = 6
and N = 17 subdivision along both axes respectively. The different propulsion
strengths are color coded going from low propulsion strengths Pe ≈ 22.14 far in
the homogeneous region plotted in black to high propulsion strengths Pe ≈ 55.34
well in the phase separated region plotted in yellow. For both `, there is a clear
evolution going from a Gaussian-like single peaked structure through a broadening
until the peak eventually breaks in two, giving way to a double-peak structure for
high propulsion strengths. However, the curves are much more sharply peaked at
higher subsystem sizes and the transition from single to double peak happens in a
much shorter Pe interval.

The rest of the box, namely all other subsystems, provide a particle bath for each
individual subbox. A sketch of this geometry is shown in Figure 7.1.

The large L × L box features periodic boundary conditions and is kept at a fixed
overall density and thus a fixed particle number. The dashed grid then sketches
one possible subdivision of the full system into N2 = 16 smaller subsytems. One
big advantage of the method is that a simulation of one large system allows to
determine the particle number and density distributions of several subsystem sizes
by application of different subdivisions to the same underlying simulations. Different
N result in different ` and thus in practice only one large box size has to be simulated
to sample one point in the phase space. Note, however, that those results for different
subdivisions are heavily correlated and thus proper sampling is needed to reliably
determine the size dependence of the moments of the particle number and density
distributions.

Exemplary plots of resulting packing fraction distributions in ABPs for two different
subdivisions are shown in Figure 7.2. Both plots show the expected evolution from
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a single peaked structure in the homogeneous region, through a broadening until
a double peaked structure emerges in the phase separated regime. Consequently,
the general evolution of Q` seems to be well reproduced in the subsystem scheme.
Qualitatively, also the dependence on the subsystem size ` seems to be recovered. In
the large system, the distribution is peaked more sharply and the transition from
single to double peaked structure happens over a short Pe interval. In contrast, the
peaks of the distribution for the small system are much broader and the transition
is considerably washed out. We can thus expect a steeper Q` curve for the larger
system, consistent with the crossing of Q` in GC studies of equilibrium systems.

It remains to choose a proper number of subdivisions N . Obviously, a low N such as
N = 4 used in Figure 7.1, results in strong correlations between the particle numbers
in the different subsystems. It is thus only used here for illustrative purposes. For the
actual determination of the critical point N has to be chosen higher. As explained in
References [141, 143], there are lower and upper bounds on N and thus on `. For
lowN , the validity of assuming quasi-independent subsystems in a large particle bath
breaks down. The correlations between subsystems become stronger and thus lead to
a distortion of the particle number distribution. Furthermore, simulations by design
take place close to a critical point and are thus subject to diverging correlation
lengths, which provides the basis for the method to work, but also correlation
times, which lead to longer autocorrelation times for larger subsystems. This in
turn, prevents us from using extremely large systems consequently containing large
subsystems. Even in equilibrium systems, significant computational effort is needed
to achieve convergence in very large systems [152]. On the other hand, there also
exists a lower bound for valid subsystem sizes and thus an upper bound on N . For
subsystems that are too small, the particle number distribution becomes distorted as
well, as the number of particles becomes so low that the Gaussian limit of the Poisson
distribution is not reached. Also such extremely small system sizes might make
additional corrections to the first order scaling laws necessary [154, 160]. While
these constraints are stated explicitly only in References [141, 143], they are inherent
in all applications of the subsystem distribution method, for which box dimensions
to include in the analysis have to be chosen [13, 109, 152]. Unfortunately, these
constraints are not strict, meaning that the associated distortions gradually increase.
Therefore, the choice of subsystems is somewhat empirical and no hard boundaries
can be derived. However, the decision can for example be based on studying the
order of curves far above and below the critical point [141, 143].

In contrast to GC simulations, in subsystem distribution methods the chemical
potential of the "particle bath" is not set directly but rather by the overall density
in case of a liquid-gas transition or the overall magnetization in case of Ising-like
systems. As combining all subsystems results in the full simulation box, this sets
the mean of the order parameter distribution fixed to the value that was used in
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the simulation box rather than fluctuating around a mean value which would be
the case for a GC scheme. While this might introduce a bias in the sampling, it also
provides a major benefit. In case of a GC simulations, the mean density would have
to be determined via averaging. Therefore, insufficient sampling would result in a
systematically underestimated second moment of the measured density distribution
due to an incorrectly determined mean [41]. As the mean density in the subsystem
distribution method is known, there is no systematic underestimation in this case.
Nonetheless, sufficiently long (i.e. significantly longer than the correlation time)
sampling runs are needed to produce meaningful results. But in this non-systematic
but statistical case, independent runs provide a reliable estimate of the uncertainty
in the calculation.

The cumulant method in general and its application using block-distribution methods
specifically only allow to determine the critical value of the control parameter.
Furthermore, it is useful only if it is applied along a locus that goes through the
critical point in the thermodynamic limit. This is unproblematic in systems that allow
to find the critical value along the order parameter axis by symmetry arguments,
e.g. Ising-like systems. There, the system is symmetric with respect to inversion of
all spins and thus the critical point is known to lie on the locus m = 0. For other
systems such as an off-lattice system featuring a gas-liquid transition the situation is
not as simple. The critical value along the order parameter axis, e.g. the density or
packing fraction, cannot simply be identified based on symmetry arguments but has
to be determined by other means. In equilibrium systems, a common approach is
to simply follow the extension of the rectilinear diameter [152, 141, 143]. In the
case of ABPs this does not look promising, as the law of the rectilinear diameter
is violated already far above the critical point (cf. Figure 4.3) and thus, its linear
extension is highly unlikely to go through the critical point. Therefore, another
method is needed to find a proper density locus along which one should simulate.
In the following, two different options for the choice of the locus are explored and
compared.

7.2 Results along constant density

Starting with the easiest option, we will try a locus of constant packing fraction.
Luckily, earlier results seem to indicate that such simulations at least in an equilib-
rium LJ system indeed are able to predict the critical point quite accurately and
even that the precise density (or packing fraction) does not seem to be crucial [109].
On the contrary, the reported results for different densities in the range between
ρ = 0.30 and ρ = 0.36 show crossings at compatible temperature values. Note, that
these intersections neither happen perfectly at one point nor do the resulting critical
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Fig. 7.3.: Infinite system size limit Q∞(φ̄) in the two phase region [66]: In an infinitely
large system, Q` approaches this limiting form (assuming analogy of µ and φ̄). For
packing fractions outside of the binodal lines (φ̄ < φgas or φ̄ > φliq), the packing
fraction distribution is Gaussian and thus Q∞ = 1/3. Between the binodals, pφ̄(φ)
essentially shows a double peak structure, where changing φ̄ changes the relative
weights of the peaks and with that Q∞. The peak value of Q∞ = 1 is reached for
equal weights corresponding to the diameter φ̄ = φdiam.

temperatures match perfectly. But these discrepancies are rather small especially
considering the small system size that was studied (N = 4096 particles) [109].
Nonetheless, in our case, it remains necessary to estimate the correct critical packing
fraction at least approximately. For equilibrium systems, following a linear extension
of the rectilinear diameter can already give a good indication of the valid packing
fraction region to examine. Analogously to the reasoning in discarding simulations
along a locus extending the rectiliniear diameter, extracting this information in our
non-equilibrium case does not provide a meaningful estimate. Therefore, we have to
find an alternative method to estimate the correct packing fraction. Another option
is to study the dependence of Q` on the mean packing fraction roughly at the critical
propulsion strength. In GC simulations, this would correspond to the dependence on
the applied chemical potential. In the two phase region, the theoretical prediction
derived by Kim and Fisher [66] for this dependence in the thermodynamic limit is
shown in Figure 7.3. Outside the binodal lines, the distribution becomes Gaussian,
resulting in Q` = 1/3. Within the binodal lines, the distribution becomes doubly
peaked. A change of chemical potential (or in case of the subsystem method a change
of the global packing fraction) then results only in a change of relative weights of
the two peaks. This leads to Q` starting at 0 for the points on the binodal and in
between exhibiting a maximum reaching Q` = 1. The position of this maximum
can be interpreted to be analogous to the often applied equal area locus which will
go through the critical point [18]. For finite systems, the curve looks similar, albeit
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Fig. 7.4.: Density dependence of Q`(Pe ≈ 39.85): Different curves correspond to different
subsystem sizes. The connecting lines are only meant as guides to the eye. As
only one run was done for every packing fraction respectively, the uncertainties
are estimated via the fluctuations of Q`(Pe ≈ 39.85) during the run. All curves
exhibit a maximum at approximately φ̄ = 0.59, which is the packing fraction used
in the crossing analysis above. It is indicated by a dashed vertical line.

with softer transitions [66, 147]. Also the maximum does not reach Q` = 1. In
fact, the basis of the method of crossing Q` is the system size dependence of said
maximum value. Nonetheless, we can use the position of the maximum to estimate
the proper density to simulate at, when examining the dependence of Q`(φ̄) on the
mean packing fraction close to the critical point.

Figure 7.4 shows this course of Q`(φ̄) at Pe ≈ 40 in a box of side-length 240 ×
240. At Pecr and in the limit of infinite system size, Q`(φ̄) is expected to exhibit a
maximum at φcr [66]. As the Q`(φ̄) curves for all system sizes ` reach their maximum
approximately at φ̄ ≈ 0.59 (indicated by a dashed vertical line), this value will be
used as a rough estimate of the critical packing fraction.

Following this approximate determination of φcr, simulations are done for different
propulsion strengths along a constant packing fraction locus of φ̄ = 0.59, to deter-
mine the critical propulsion strength Pecr by finding the intersection point of Q`(Pe)
for different `. Similarly to the simulations used to approximate φcr, a square box
of side length 240× 240 is used, containing 35317 ABPs, which corresponds to the
intended packing fraction of φ̄ = 0.59. Simulations are done at six different values
of Pe between 33 and 45, which is the approximate interval within which Pecr is
presumed to lie. To allow for a more accurate determination of Q` and its uncertainty
and even more importantly to minimize the effect of the long correlation times close
to the critical point, five independent runs were done at each state point. In each of
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Fig. 7.5.: Plot of Q`(Pe) for a large system (240 × 240) along a constant density locus of
φ̄ = 0.59. The different colors correspond to the different subsystem sizes ranging
from ` = 8 (N = 30) displayed in green to ` ≈ 17.14 (N = 14) plotted in purple.
Each curve corresponds to the mean of five independent runs. Even though
some of the curves cross, they do so in consecutive intersections over the full
width of the simulated Pe interval. This is exacerbated by the fact that curves
corresponding to both the smallest and the largest subsystem size do not seem to
cross their respective neighboring curves within this rather large Pe section.

these independent simulations, the system was relaxed from a homogeneous state
for t = 500. Subsequently, a production run of length t = 2000 was done, evaluating
the second and fourth moments of the density distribution in the subsystems of
different sizes at intervals of time δt = 0.5.

Our estimate of Q`(Pe) and its uncertainty are then found by computing:

Q`(Pe) =
〈〈(φ`(Pe)− φ̄

)2
〉2

t〈(
φ`(Pe)− φ̄

)4
〉
t

〉
runs

. (7.1)

Here, φ̄ = 0.59 refers to the fixed average packing fraction, 〈·〉t and 〈·〉runs refer to
time-averaging and averaging over independent runs respectively. Its standard error
is found by studying the fluctuation between independent runs.

The results are shown in Figure 7.5. The plot shows Q`(Pe) for five different
subsystem sizes from ` = 8 to ` ≈ 17.14 which are colored going from green to purple
with increasing subsystem size. The system sizes that are displayed correspond to
a separation of the full system into N = 30, 26, 22, 18, 14 subsystems along both
axes thus resulting in 900, 676, 484, 324, and 196 total subsystems respectively. As
explained above, the choice of subsystem sizes to use when applying this method
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is somewhat empirical. To determine the position of the critical point within the
interval, we would need to find a point where Q` becomes independent of the
subsystem size. As the curves are supposed to show opposite order above and
below a critical point this would correspond to an intersection point at which all
curves cross (cf. Fig. 2.2). Studying the course of the different curves, we find not
one such isolated point, but multiple consecutive intersection points. While the
curves corresponding to small subsystem sizes cross at small values of Pe, those
corresponding to larger ` cross at higher propulsion strengths. The problem becomes
worse when we study the change in order of the curves above and below the
rough starting estimate for the position of the critical point between Pe ≈ 33.2
and Pe ≈ 44.3. Even though this interval is rather broad, not all curves show the
expected order both at the upper and the lower end of the interval. Going to larger
or smaller subsystem sizes exacerbates the problem. As mentioned above, the range
of subsystem sizes has to be limited empirically in all applications of subsystem
distribution methods. However, the failure to find a full crossing of curves for
subsystems within only less than a factor of 2.2 of each other placed in a rather large
system such as the one studied here, indicates that the method has to be refined
before any conclusions about the position of the critical point can be made.

7.3 Locus of maximum Q`

To understand the failure of our naive approach, we go back to Q`’s dependence on
the overall packing fraction. While a simulation along its maximum will show the
expected monotonic increase from 1/3 to 1 when increasing Pe going through the
critical point, the same does not necessarily hold true when simulating at different
φ̄. In fact, imagine simulating along a locus of constant packing fraction significantly
differing from the critical packing fraction. Starting in the homogeneous region,
Q` would be close to 1/3 but coming closer to the binodal, it would first start to
decrease as it would approach the minimum seen in Figure 7.3. After going through
the transition point, the minima would spread further apart, which would then
lead to an increase in Q` as now φ̄ relative to the minimum corresponds to a point
closer to the diameter. This is obviously not a problem in systems as the Ising model
where the correct locus is known by symmetry. But even for systems lacking this
explicit symmetry, simulating at a locus sufficiently close to the critical point can
give proper results, as demonstrated using a LJ system in 2D [108, 110, 109]. As
shown in Reference [109], the position of the maximum is independent of and the
width of the maximum is only very weekly dependent on the system size such that
the difference from the maximum value is similar for all system sizes. Therefore,
the order of the curves is nearly unaffected and an estimate for the critical point
can still be found by examining the consecutive intersections that are spread over
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Fig. 7.6.: Overall packing fraction dependence of Q`(Pe ≈ 33.21): The presentation is
analogous to Figure 7.4. Again all curves exhibit a maximum. However, the
positions of the maxima are shifted depending on the subsystem size `. The
position of the maximum for the largest subsystem is close to φ̄ = 0.59 (even
though slightly shifted to higher φ̄), whereas the maxima for small subsystems
are severely shifted towards smaller φ̄. This results in a difference between the
order of the curves when examining their maximum values and their values at
φ̄ = 0.59.

a sufficiently small interval [109]. Especially when simulating on a locus closer to
the equal area line, such as for example along the linear extension of the rectilinear
diameter, the critical point can be found with great accuracy. Examples are the
subsystem distribution study of the 3D LJ model by Watanabe et al. [152] or the GC
studies of the hard core square well (HCSW) model [93, 67, 66, 68]. However, there
are examples where the simulation along one locus shared by all system sizes fails.
One particularly well studied example is the restrictive primitive model (RPM) [77,
67, 68]. Studying the dependence of Q` on the chemical potential in this model
reveals, that the symmetry of the short ranged models mentioned before, namely the
shared position of the maximum in Q`, is not obeyed in this model. In contrast, the
position of the maximum of Q`, when scanning the chemical potential, is strongly
dependent on the system size, and thus to reliably extract the critical point, each
system size has to be studied along its own locus of maximum Q` [77, 67, 68].

Similarly to the RPM, ABPs show a strong asymmetry, which one can already guess
from the strong violation of the law of the rectilinear diameter [66]. This becomes
especially problematic, when the critical packing fraction was not guessed perfectly,
as this would cause the curves to not intersect in exactly one point. Furthermore, as
the behavior above and below criticality cannot be reliably predicted and even the
general order ofQ` for different system sizes due to the asymmetry is not well known,
this failure to exactly hit the critical point can actually lead to non-crossing curves
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Fig. 7.7.: Course of the loci of maximum Q` for different subsystem sizes ` plotted in the
phase diagram shown in Figure 4.3: The loci are colored going from green for
small subsystems ` ≈ 7.22 to purple for large subsystem sizes ` ≈ 14.44. Errorbars
indicate the distance to the next simulated state point, connecting lines are only
meant as guides for the eye. The inset shows the critical region slightly enlarged
to increase visibility. While there is no significant difference in the phase separated
region, the loci split up going into the homogeneous region. There is a systematic
trend, that the larger subsystems show a more pronounced deviation from the
linear extension of the diameter than the smaller subsystems.

Q`. Even when the critical packing fraction was determined accurately, corrections
to scaling as well as other deficiencies in the methodology can cause non-intersecting
lines [68]. To highlight the problem, Figure 7.6 shows the dependence of Q` on the
mean overall packing fraction φ̄ for Pe ≈ 33.21. The value used in the simulations
along the locus of constant packing fraction (φ̄ = 0.59) is shown as a dashed vertical
line. Simulating at this packing fraction in fact gives misleading results for Q`(Pe).
The different curves exhibit their maxima at different φ̄. At φcr ≈ 0.59, the curves
corresponding to small ` misleadingly show an order corresponding to the two-
phase region, while the large subsystems show the correct order. Comparing the
maxima instead shows that all curves indeed show the order corresponding to the
homogeneous region. Therefore, as φcr is not known apriori and we need a locus
going through φcr in the thermodynamic limit, and as choosing φ̄`,max as a locus has
proven very successful in equilibrium studies [93, 77, 67, 66, 68], we will analyze
Q`,max(Pe) instead of Q`(Pe)

∣∣
φ̄≈φcr

.

7.4 Results along the locus Q`,max

To study a possible crossing of Q`,max(Pe) for different subsystem sizes `, we first
have to determine the course of φ̄`,max, the mean packing fraction locus maximizing
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Q`(Pe) for each Pe and `. As we already saw in Figures 7.6 and 7.4, this locus
indeed depends on both of these parameters. Determination of this locus is much
more demanding computationally in comparison to the simulations along the locus
of constant packing fraction, as for each value of Pe multiple simulations at different
packing fractions have to be done to determine the maximum along the packing
fraction axis. To accelerate the simulations and also to reduce the long correlation
time, a system size of L = 130 is chosen. The corresponding results look very similar
to Figures 7.4 and 7.6. For reference, the results of these simulations for three
different propulsion strengths are also shown in Appendix A.1. Depending on the
spread of the maxima as well as the width of the peaks up to seven different packing
fractions were evaluated. To properly estimate the uncertainty of the corresponding
result for Q`, ten independent runs were conducted for every state point, meaning
for every Pe, φ̄ pair. As every simulation in itself has to be run for a sufficiently long
time to generate proper results that are independent of the starting configuration,
these simulations as mentioned above were very demanding computationally and
thus the resolution could not be increased much further. Therefore, even with
these extensive simulations, the uncertainties associated with the determination of
φ̄`,max are still rather large. Figure 7.7 shows the resulting locus, where each point
corresponds to the respective mean density at which the best estimate of Q`,max(Pe)
exhibits its maximum while disregarding the associated uncertainties. Although this
seems unsatisfactory, there is no good alternative, as the functional form of the peak
is not known and thus no meaningful fit can be done. To allow for an estimation
of the associated uncertainties of the locus nonetheless, errorbars indicating the
distance to the next neighboring state point simulated are shown.

Sufficiently far in the phase-separated regime, the loci of all subsystem sizes seem
to fall onto each other, as already seen in Figure 7.4. This joint locus approaches
the extension of the diameter for large propulsion strengths (Pe ≈ 55.34). When
decreasing the propulsion strength, the course of the joint locus is changed towards
higher packing fractions. After reaching a maximum packing fraction at Pe ≈
40, the loci turn towards lower values of φ̄ again. Even though the qualitative
course of all loci is similar, they differ quantitatively. For propulsion speeds smaller
than Pe ≈ 44.28 the loci split up. Rather than to follow a joint path, there is a
systematic difference in the loci’s courses depending on `. The deviation from the
rectilinear packing fraction becomes larger with increasing subsystem sizes. The
locus corresponding to the smallest subsystem size reaches a maximum packing
fraction of φ̄ ≈ 0.57, whereas the largest subsystem’s locus has its maximum at
φ̄ ≈ 0.59. Even at small propulsion strengths of Pe ≈ 25, the loci still follow different
courses. This significant difference can be seen nicely in Figure 7.6.

As explained in Section 7.3, we want to evaluate Q`(Pe) along their respective locus
in hope of a more well-defined crossing point for different subsystem sizes `. For
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this, we have to not only find the locus φ̄`,max(Pe) but also the corresponding value
Q`,max(Pe). The significant uncertainties in the determination of the locus provide
an obstacle to an estimation of Q`,max(Pe) and its associated uncertainty. As the
maxima are rather flat and the uncertainties in the determination of Q`(Pe) for
different φ̄ are small, we chose to simply take the respective maximum value as well
as its uncertainty as estimates for Q`,max(Pe). This choice is somewhat problematic
as the finite resolution of Q`(Pe)’s dependence on the overall packing fraction φ̄ can
lead to a bias toward smaller values for Q`,max(Pe). On the other hand, taking the
maximum value as an estimate introduces a bias towards larger values of Q`,max(Pe).
Both these systematic errors are ignored by our choice of estimation. An alternative
strategy to overcome these problems would be to fit each curve and then to extract
the maximum of the curve and its uncertainty from the fit parameters. While this
could yield results not suffering from the biases mentioned above, it is not a viable
option in our case. The functional form of Q`(Pe)’s dependence on the overall
packing fraction φ̄ is not known and thus we do not know what functional form to
use for our fit. We therefore stick to the original estimation, noting that the maxima
are rather flat in comparison to the resolution of points along the dimension of
the packing fraction. Nonetheless, when interpreting the estimated Q`,max(Pe), one
should keep the associated biases in mind.

Plotting our estimates against Pe for different subsystem sizes results in Figure 7.8.
Far below a putative critical point (Pe ≈ 22) all curves approach the limiting value
of Q` = 1/3 for a homogeneous system with a Gaussian distributed packing fraction.
There is still some deviation from the limiting value, but as even the largest subsystem
with ` = 14.44 is rather small, it is expected that transition from homogeneous to
phase separated is still considerably washed out. Also the Gaussian distribution is an
idealization as obviously densities below zero or over φcp are not possible and thus
especially for distances far from the average packing fraction, the distribution will be
distorted. These facts do not hamper our analysis, though. All curves representing
the different system sizes show the correct order going from small Q`,max for large `
to larger values of Q`,max for smaller subsystems.

Starting at low Pe, the correct order holds until Pe ≈ 33, as demonstrated in
the upper left inset. This inset shows Q`,max(33.2), meaning Q`,max for a fixed
propulsion strength of Pe ≈ 33.2, versus the subsystem size `. We can see that all
curves are still ordered as expected in the homogeneous region, as Q`,max(33.2) is
monotonically decreasing for increasing `. Although the order is already imperfect
as some of the values corresponding to small subsystems already overlap within
their uncertainties. This agrees with observations of analyses done on equilibrium
systems which also found consecutive intersections systematically going from smaller
to larger subsystems [93]. The range of intersections found in ABPs seems to be
more drastic though. At high propulsion strengths, we see that all curves that show
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Fig. 7.8.: Course of Q`,max(Pe) for different ` when evaluated along the respective locus
of maximum Q`(Pe). Note, that the connecting lines only serve as guides to the
eye. Far in the homogeneous region at Pe ≈ 22.14 the curves show the correct
order going from small values for large subsystem sizes to larger values for small
subsystems. All curves are close to the limiting value of Q`,hom. = 1/3. Well in the
phase separated region at Pe ≈ 55.34 most curves have crossed and thus inverted
their order. Only the largest subsystems do not show the expected behavior. The
insets show the dependence of Q`,max(Pe) on the subsystem size ` at Pe ≈ 33.21
and Pe ≈ 40.95 highlighting the inversion of order between those two points.
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the correct order far above the critical point at least within uncertainties (` . 12)
already exhibit this behavior for Pe ≈ 41.0. This is again demonstrated via an inset
in Figure 7.8. In the lower right Q`,max(40.95)’s dependence on the subsystem size `
is plotted. All but the largest two subsystems (` = 13.0 and ` ≈ 14.4) show (within
uncertainties) the monotonic increase associated with the phase separated regime.
Above this propulsion strength, all curves that did not show this order do not cross.
They rather start to decrease again with respect to the smaller system sizes. The
reason for this failure will be discussed in Section 7.5. For now, we will have to
exclude them from the analysis, keeping only those curves that show the expected
order far above and below the critical region. While this is not very satisfying, it is a
known draw-back of the subsystem method and the same criterium for exclusion
has also been used in earlier applications of the method [141, 143].

In the Pe interval between 33 . Pe . 41, the curves of Q`,max(Pe) interchange their
position and thus invert their order. For high propulsion strengths the sequence
does not change anymore for Pe & 41.0, which we thus take as an upper bound
for the position of the critical point. For low propulsion strengths only the smallest
subsystems started to cross before Pe . 35.4. As these smallest subsystems only
contain around 40 particles and, furthermore, as the intersection points are expected
to move towards the bulk value of Pecr for larger subsystems, we estimate a lower
bound for the critical point to be at Pe ≈ 35.4. We thus estimate the critical point to
lie in the interval of Pecr ∈ [35.4, 41.0]. Comparing these results with the simulations
along the locus of constant packing fraction, this is already a big improvement.
The crossing area of the latter, shown in Figure 7.5, showed intersections over the
full simulated range of 33 . Pe . 45, with failures to cross of both the largest
and smallest subsystems. We thus had to conclude that this allowed no proper
estimation of Pecr at all. Simulating along the locus of maximum Q`(Pe) leads
to the significantly narrower crossing region shown in Figure 7.8, which allowed
for a first, though tentative, estimation of Pecr. This improvement is especially
remarkable, given that the size of the full simulated system was much smaller in
this case. Notwithstanding these improvements, there still remains a rather broad
intersection region, and more importantly, especially large subsystems fail to show
the correct order even far in the phase separated region.

7.5 Problems of the original subsystem distribution
method

To understand why the subsystem method fails to produce more accurate results
and why already rather small subsystems fail to show the expected limiting behavior
in the phase separated regime, it is instructive to study the corresponding packing
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fraction distributions in subsystems of different sizes over the range of applied
propulsion strengths Pe. These are shown in Figure 7.2. Both subplots shows the
evolution of the packing fraction distribution, increasing the propulsion strength
from well in the homogeneous regime (Pe ≈ 22.14) through the critical region and
well into the phase separated regime (Pe ≈ 55.34) for one individual subsystem size.
Qualitatively, the plots for the different subsystem sizes show a similar evolution.
Quantitatively, there are differences though, which actually form the basis of the
Q`(Pe) analysis as explained in Section 2.3.1. In the homogeneous region, the
differences turn out similar to those explained in said section, which are also known
from grand canonical studies in equilibrium [160]. Far in the homogeneous regime,
the Gaussian-like curve is peaked much more narrowly for the larger subsystems.
Moreover, and more important for the Q`(Pe) analysis, the broadening and the
breakage of the symmetry of the peak begins much earlier in the smaller subsystems,
which in turn leads to an earlier increase in Q` producing the order expected beneath
a critical point. In the phase separated regime, the two peaks of the curve also seem
to become more pointed for larger subsystems. However, this only sets in at rather
high propulsion strengths and even at the highest propulsion strength that is shown,
the trend seems to be not very well pronounced and the intermediary densities do
not seem to become less significant at higher `.

These problems stem from biased measurements of the order parameter distribution
in the subsystems. Even in equilibrium they do not reproduce the grand canonical
distribution [13]. We rather measure a conditional probability under the constraint
that the overall packing fraction in the system remains conserved. At first sight,
this constraint and thus the measurement of a conditional probability distribution
does not seem to matter when examining small subsystems in a large surrounding
box. However, especially above the critical point in the phase separated region,
the simulation at an intermediary packing fraction leads to phase separation and
thus the creation of interfaces. Therefore, the probability of intermediary densities
especially in larger subsystems is much more pronounced in comparison to (in the
equilibrium case) the grand canonical distribution [13].

The issue is highlighted in Figure 7.9. Here, packing fraction distributions for
different subsystem sizes are compared at a high propulsion strength (Pe ≈ 55.34),
which lies already well in the phase separated region. As mentioned above, the
peaks are becoming more pronounced for larger subsystems. While the lighter
colored curves corresponding to the smaller subsystems show broader flanks, the
darker curves showing the distributions for larger ` exhibit a much steeper increase
and thus much more pronounced peaks. This only holds for the outer flanks of
the curve though. At their inner flanks, the peaks of the larger subsystems are
broader and at intermediary densities the order of the curves does not follow the
expected behavior [13]. In contrast to the observed behavior, one would expect the
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Fig. 7.9.: Plot illustrating the subsystem size dependence of the packing fraction probability
distribution far above the critical point in the phase separated regime. Different
subsystem sizes ` range from ` ≈ 7.65 color-coded in green to ` ≈ 18.57 color-
coded in purple. All curves show a pronounced doubly peaked structure. As
expected for increasing subsystem size, this structure becomes more and more
sharply peaked. The intermediary densities do not follow this trend though. In
contrast to experience from grand canonical distributions, the order of P (φcr)
is not from large to small systems but inverted. This can be traced to the over-
expression of interfaces in the subsystem method.

probability of intermediary densities to decrease for larger ` in the phase separated
region. The failure to do so can be understood by considering the extreme case of
phase separation into a strict slab geometry. Disregarding any fluctuations of the
interface, the average number of subsystems containing a part of the interface (also
disregarding the theoretical special case, where the boundary coincides perfectly
with the subsystem boundaries) is given as 2N = 2L

` which seems to decrease with
increasing subsystem size `. But since the number of subsystems in the full box is
given by N2 = L2

`2 , the fraction of the subsystems containing a part of the interface
in this theoretical limiting case actually grows as 2

N = 2
L`, thus growing linearly

in `. Even though realistic systems obviously show much more complex interface
geometries, these considerations make it plausible why large subsystems especially
at high propulsion strengths fail to show the expected behavior.
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8Improving the subsystem
distribution method

To overcome the problems described in the last section, we now turn to a new
improved subsystem distribution method, that was developed for the 2D Ising model
by Florian Dittrich in his Diploma thesis [28]. After explaining and verifying the new
approach, we apply this method for ABPs to gain a more precise estimate for the
position of critical point. Again, large parts of this chapter are a recapitulation of
material also included in Ref. [120].

8.1 Idea of the improved subsystem distribution
method

In a nutshell, the idea of the improved method is to artificially exclude the occurring
interfaces, that are causing problems in the original subsystem distribution method,
from the analysis by exploiting the stability of interfaces in a finite system [28]. In
such systems, even in the vicinity of a critical point, interfaces remain somewhat
stable. Simulating an elongated box, similar to the one used to determine binodal
densities in Chapter 4, we force the system into a slab geometry. Specifically, we
use the system that is schematically shown in Figure 8.1, namely a system with
side lengths 2` × 6` and thus an aspect ratio of 1:3. Rather than extracting the
distribution of packing fractions essentially randomly throughout the simulation
box as it was done before, we now place only four subsystems of size ` × ` in the
system (cf. Figure 8.1). Two of them are centered around the center of mass in
the elongated direction (blue in Figure 8.1). The other two are shifted by 3` along
the elongated direction (red in Figure 8.1). In the presence of a stable slab, these
subsystems are thus placed at the center of both the dense and the dilute region.
Note, though, that fluctuations become very strong close to the critical point, and
thus, that bubbles and even rifts can appear. By choosing the subsystems as specified,
the weight of the interfacial area nonetheless is significantly suppressed. Below the
critical point, the slab will eventually dissolve.

Different from the original method, we also do not impose a fixed overall packing
fraction φ̄ on the subsystems but only on the full system. The packing fraction is
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2`

6`

`

Fig. 8.1.: Sketch of the system geometry used in the improved subsystem distribution
method [28] (Adapted from Figure 1c) of Reference [120], reprinted figure with
permission from [J. T. Siebert et al., Physical Review E, 93, 030601(R), 2018]
Copyright 2018 by the American Physical Society.): Simulating an elongated box
with side length ratio of 1 : 3 at an intermediary packing fraction, the system’s
preferential configuration is a slab geometry in which the slab is aligned with the
short axis. This allows us to suppress measurements of the interfacial region by
measuring the packing fraction distribution only in the four quadratic subsystems
indicated by dashed lines: Two subsystems are placed at the center of mass, the
other two are shifted by half of the longer box dimension and thus centered in
the dilute region.

chosen to result in a system roughly filled half by either phase. The packing fraction
in both phases should then only depend weakly (if at all) on φ̄, whereas choosing
two boxes in each phase directly results in a measurement that corresponds to an
equal-area locus [18], which in turn should allow us to properly determine the
position of the critical point. Effectively, the two areas of size 2`× 2` in which no
measurements are done act as a particle bath for the measurement boxes. Obviously,
this is still not equivalent to a simulation in the grand canonical ensemble in which
the system can exchange particles with an infinitely large reservoir. Nonetheless, the
new method is qualitatively similar to the original subsystem distribution method,
but much closer to the ideal measurements than the original approach.

There is another difference between the methods: In the original method, estimates
for all subsystem sizes are based on the same underlying simulation of a large
system. In contrast, the new method requires independent simulations to be done
for every subsystem size that is examined. While this is much more expensive
from a computational point of view, it also provides some benefits. First of all,
it results in independent estimates for all subsystem sizes, which in turn allows
for a more meaningful estimation of the associated uncertainties. Furthermore,
the original subsystem approach results in subtly changed boundary conditions for
different ` [13]. Therefore, in the original scheme an additional length scale and
consequently an additional scaling variable is introduced [28]. This is fixed in the
improved method as well, as the boundary conditions are the same for all subsystem
sizes. Also the computational costs of simulating each system size individually are
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Fig. 8.2.: Testing the improved subsystem method to determine the critical point of the 2D
Ising model (all data by Florian Dittrich [28], adapted from Figure 1a) and b) of
Reference [120], reprinted figure with permission from [J. T. Siebert et al., Physi-
cal Review E, 93, 030601(R), 2018] Copyright 2018 by the American Physical
Society.): Especially in two-dimensional lattice models, e.g. the Ising model in
2D, the original subsystem distribution method is known to fail [109]. As shown
in Panel a) Q`(T ) curves fail to cross over a wide range of temperatures around
the analytically known critical temperature Tcr ≈ 2.269185 [92] (indicated by the
dashed vertical line). In contrast, the new method results in a precise intersection
point very close to Tcr as shown in Panel b).

counterbalanced by the fact that only one packing fraction per system size and
propulsion strength has to be simulated. Finally, the number of subsystems in each
box is much smaller in the new method, resulting in a drastically increased need
for more sampling. However, the system sizes that are simulated are much smaller
than in the original approach, such that in the end the computational costs of both
methods are of the same order of magnitude.

8.2 Test on the 2D Ising model

As mentioned above, the improved method was developed by Florian Dittrich during
his Diploma thesis [28]. In his work, it was tested on the two-dimensional Ising
model. Due to its simplicity, and in the case of the two-dimensional model, the
availability of an analytic solution [92], the Ising model frequently serves as a
benchmark system. In fact, the original subsystem distribution method has been
developed using the Ising model as well [13]. It turned out though, that especially in
the 2D Ising model the original method does not only fail to give a single intersection
point but the cumulants of different subsystem sizes do not cross at all [109]. As a
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result, the 2D Ising model not only serves as an excellent benchmark system due to
the availability of exact reference values, but also due to the drastic failure of the
original method. An improved method, that is able to accurately predict the critical
point in the 2D Ising model is very likely to be successful for other model systems,
that show a less severe failure of the original method. The lack of intersections
is demonstrated in Figure 8.2 in the left panel, using data provided by Florian
Dittrich. The critical temperature is show as a dashed vertical line [92]. The curves
corresponding to different system sizes are roughly parallel and do not intersect
within a wide interval around that critical temperature. The right panel shows
the results applying the improved method, again using data provided by Florian
Dittrich [28]. Here the curves actually do intersect. This intersection point is in
excellent agreement with the critical temperature, which is again indicated by a
dashed vertical line. Therefore, the improved subsystem distribution method, as
demonstrated in Figure 8.2, is in fact able to accurately and precisely determine the
critical temperature in the 2D Ising model, which in turn is very promising for its
application to ABPs.

8.3 Test on the 2D Lennard-Jones model

The proof of concept, applying the new subsystem distribution method to the 2D
Ising model, already suggest, that its application can correctly predict critical points
and indeed might improve upon the results of the original subsystem scheme.
Nonetheless, there are significant differences between the 2D Ising model and ABPs.
Most importantly, there remains the question whether the method not only works
for on-lattice systems such as the Ising model but also for off-lattice systems. Given
the fact, that the original subsystem scheme seems to be only applicable to off-
lattice systems [109], it is not self-evident, that the improved scheme will be equally
effective in on- and off-lattice systems. To ensure its applicability, we will therefore
first study its ability to predict the position of the critical point in a 2D LJ liquid.

In contrast to the Ising model, there is no analytic solution of the 2D LJ model to
use as a reference. In fact, the position of the critical point in the 2D LJ model
strongly depends on the chosen cut-off in the LJ potential as well as whether the
potential is consecutively shifted [123]. Given the availability of reference values for
the original subsystem scheme [109], we use a cut-off of 2.5σ and subsequently shift
the potential to zero at the cut-off:

u(r) =

4ε
((

σ
r

)12 −
(
σ
r

)6 + 2.5−6 − 2.5−12
)

r < 2.5σ

0 otherwise.
(8.1)
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Fig. 8.3.: Testing the improved subsystem method to determine the critical point on the
2D LJ model: Both panels show Q` curves for four different system sizes. The
left panel shows the results of our GC reference simulations along the locus of
maximum Q`, which provides an estimate of Tcr ≈ 0.451. The right panel features
the results of the improved subsystem method, which are in excellent agreement
to the reference data.

Even though there have been multiple studies on the position of the critical point
in a 2D LJ liquid in the literature [159, 18, 96], only two studies have focused on
this exact potential form, namely Smit and Frenkel [123] using a fit to the binodal
lines to extract the critical point and Rovere et al. [109] using the original subsystem
distribution method. Both studies therefore do not suffice as reference values of high
accuracy for the improved subsystem distribution scheme.

Instead, we conduct GC Monte Carlo (MC) simulations in a quadratic box with
periodic boundary conditions along both axes using a simulation code provided by
Peter Virnau. Simulations are done at the critical temperature estimate (T = 0.47)
given by [109]. The chemical potential µ is tuned to obtain a two-peaked density
distribution. Using histogram reweighting [39, 40, 160, 70], Q` can be extracted for
a wide variety of values for T and µ in the critical region. The critical temperature is
then found by studying Q` for multiple system sizes ` along the locus of maximum
Q` [93, 77, 67, 66, 68]. The result is shown in the left panel of Figure 8.3. There
are consecutive intersections over a very slim area around Tcr ≈ 0.451. Alternatively,
the critical temperature can be estimated by fitting the density distribution to the 2D
Ising master curve extracted from the data provided by Florian Dittrich [28]. Even
though no field mixing was employed [160], an estimate for the critical temperature
can be extracted which lies at Tcr = 0.450. Although no in-depth error analysis was
conducted, we can sufficiently pinpoint the critical point of the LJ fluid using the
potential described by Eq. (8.1) to be at Tcr = 0.451(1). This estimate is indicated
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by the light blue shaded area in both panels of Figure 8.3. Surprisingly, this value
is considerably lower than the estimate found by the original subsystem scheme
(Tcr = 0.472(10)) [109]. Note, however, that the system used in Ref. [109] was
rather small in comparison to the systems employed for ABPs in this work.

After successfully estimating a reference value for Tcr, we now employ the improved
subsystem scheme to check its accuracy for the (off-lattice) 2D LJ fluid. Simulations
are done using an underdamped system applying a Langevin thermostat with γ = 1 in
a box with side length ratio of 1 : 3 and periodic boundary conditions along both axes.
Densities are measured employing the subsystem arrangement shown in Figure 8.1.
The resulting Q` curves for different subsystem sizes ` are shown in the right panel
of Figure 8.3. The curves do not only show the expected behavior significantly
above and below the critical temperature, but their intersection point is in excellent
agreement with the reference value extracted from the GC simulations. Especially,
the improved method indeed seems to give much more accurate results than the
original subsystem scheme [109]. Even though there are still quite significant
uncertainties associated with the values in Figure 8.3, these could be reduced by
additional sampling. Given that this only serves as a check for the methodology,
the significant computational effort that would be necessary to do so does not seem
justified. Note, that while employing the subsystem scheme, the computational effort
to extract the critical point is two to three orders of magnitude higher than that of
the GC approach, even though it still gives results of inferior accuracy. Therefore, as
long as GC simulations are available, they definitely remain the standard choice to
extract critical points.

Nonetheless, we established that the improved subsystem scheme is in fact able to
accurately predict the critical point not only in on- but also in off-lattice systems.
Furthermore, GC simulations, as mentioned above, are not available for ABPs. We
therefore employ the improved subsystem scheme to our system in the following
to see whether it can improve upon the estimates of the critical point found by the
original subsystem method.

8.4 Determination of the critical point in ABPs

After successfully benchmarking the improved method, it is now applied to ABPs.
Analogous to the benchmarks, an elongated system with side ratio 1 : 3 is used (cf.
Figure 8.1). Simulating at roughly the critical overall packing fraction (φ̄ = 0.6),
the system’s preferred state above as well as close to the critical point is the slab
geometry. Again, four subsystems of size `× ` are selected at the center of the dense
and the dilute region to conduct the measurements.
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Fig. 8.4.: Exemplary snapshots demonstrating the application of the improved subsystem
distribution method for ABPs (Adapted from Figure S1 of the SI to Reference [120],
reprinted figure with permission from [J. T. Siebert et al., Physical Review E, 93,
030601(R), 2018] Copyright 2018 by the American Physical Society.): As shown
schematically in Figure 8.1, an elongated box is simulated. The measurement
areas in the dense and dilute region are indicated as blue and red shaded areas
respectively. a) At very high Pe ≈ 100 and thus far in the phase separated
region, the slab is stable. b) For Pe ≈ 41 close to the critical point, the system’s
preferential configuration still is a slab geometry. c) But especially close to the
critical point, the fluctuations increase and the slab becomes less stable. Bubbles
and even rifts can appear. These, in turn, can influence the determination of
the center of mass, resulting in a non-ideal measurement close or even in the
interfacial region. d) For low propulsion strengths (Pe ≈ 35), the system is in a
homogeneous state.
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Exemplary snapshots and the corresponding measurement areas are shown in Fig-
ure 8.4. Panel a) shows an example of the geometry at Pe ≈ 100. This is far above
the region examined here. Nonetheless, it gives an impression of the slabs at high
velocities that were used to extract the binodal densities. Closer to the critical point,
at Pe ≈ 41 the system still favors the slab geometry as shown in Panel b). However,
the densities of the dense and the dilute region have become much more similar and
the interface is much more diffuse. In total, the slab becomes less stable. Fluctuations
increase and bubbles or even rifts can appear. As shown in Panel c) this can influence
the determination of the COM and thus lead to non-ideal measurements close or
in the worst case even in the interfacial region. Below the critical point, the slab
eventually dissolves, giving way to a homogeneous state. An exemplary snapshot of
this geometry, albeit still close to criticality, is shown in Panel d) (Pe ≈ 35). Qualita-
tively, this evolution is equivalent to that in equilibrium as seen in the 2D Ising and
LJ models. However, the fluctuations in ABPs are more severe and thus the slab’s
stability is reduced. Even though this means, that the weight of measurements in the
interfacial region is larger in ABPs than in the corresponding equilibrium systems, the
improved method still allows to exclude most of the misleading measurements and
thus still should be able to predict the critical propulsion strength more accurately
than the original subsystem distribution method.

Nonetheless, the issue of instability becomes more severe for larger systems. Here
bubbles and rifts become more frequent and more persistent. In fact, this issue is
the main reason for larger subsystems to be excluded from the analysis. For small
subsystems, in turn, the slab is too stable, in most cases not forming multiple grains
that move and turn with respect to each other but a single hexagonal structure.
This also distorts the measurements and thus very small subsystems also have to
be excluded from the analysis. While this restriction of subsystem sizes is present
also in other subsystem schemes [143], it is somewhat unsatisfactory, that even the
improved subsystem scheme is not able to circumvent such constraints. Nevertheless,
the new method still promises an improvement over the other efforts so far, which is
especially visible studying the packing fraction distributions.

Analogously to Figure 7.2, we first study the evolution of the packing fraction
distribution for different ` going through the critical point. The results for the largest
and smallest system sizes studied here are shown in Figure 8.5. Only a small interval
of propulsion strengths around the critical point is shown. Therefore, neither the
strongly double peaked limit nor the Gaussian limit are reached far above or below
the critical point respectively. Nonetheless, all system sizes show the evolution
from a weakly (if at all) double peak structure at Pe ≈ 35.42 below the critical
point towards a much more pronounced double peaked structure above the critical
point at Pe ≈ 44.28. Most notably, the minimum between the peaks at high Pe is
more pronounced, meaning deeper, than that measured in the original subsystem
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Fig. 8.5.: Plots of the packing fraction’s probability distribution in subsystems for different
subsystem sizes ` and their dependence on the propulsion strength Pe employing
the improved subsytem distribution method: Equivalently to Figure 7.2, the
subplots correspond to one of the examined subsystem sizes `. Each of them
shows the dependence of p(φ) on the propulsion strength Pe. For the smallest
subsystem (bottom right), the change is more gradual, showing a more and
more pronounced double peaked structure for increasing Pe. In contrast, for the
largest subsystem (top left), the change is much more pronounced. While the
distribution is sharply double peaked at high propulsion strengths, this double
peaked structure all but disappears for the smallest simulated value.

scheme (cf. Figure 7.2). Quantitatively, there are again some differences between
the different system sizes. The largest system with ` = 17.5 shown in the top left
corner shows a nearly single peaked structure at the lowest Pe and two strong
separated peaks at the highest propulsion strength. These differences are less and
less pronounced for smaller `, resulting in more gradual changes. This difference
between system sizes nicely agrees with the expectations on which the method of
crossing Q` is based.

As explained in the Section 7.5, the main problem of the original subsystem scheme
was the overexpression or interfaces in the measurement boxes and as a result the
overestimation of the weight of intermediary packing fractions at high propulsion
strengths. The improved subsystem scheme specifically aims at reducing these
distortions. Figure 8.6 highlights the differences in the packing fraction distribution
above the critical point at Pe ≈ 44.28 showing the results of the improved and the
original method on the left and right respectively. The most notable difference is the
much sharper form of the peaks for all ` in the improved method shown in the left
panel. In comparison, the double peaked structure of the distribution measured in
the original scheme is much less pronounced. Another important difference between
the methods can be seen by separately comparing the curves for different `. The
failure of the old method to show the correct order of the minima’s heights above

8.4 Determination of the critical point in ABPs 81



0.00 0.25 0.50 0.75 1.00

φ

0

1

2

3

4
p
(φ

)
`

17.50

15.00

12.50

10.00

0.00 0.25 0.50 0.75 1.00

φ

0

1

2

3

4

p
(φ

)

`

18.57

14.44

11.82

10.00

8.67

7.65

Fig. 8.6.: Effect of the new method on the packing fraction distribution p(φ): The plot
compares p(φ) measured applying the new method on the left with those using
the old method on the right at the same propulsion strength Pe ≈ 44.28. As seen
in Figure 7.9 for even higher Pe, due to the presence of interfaces, the distribution
is not showing the expected sharp double peaked structure using the old method.
Applying the new method, in turn, leads to a more sharply peaked structure. Even
though the curves still do not show the correct order at intermediary packing
fractions (going from small values for large subsystems to larger values for small
subsystems), they are much closer together. These differences demonstrate the
advantages of suppressing the measurements in the interfacial region.

the critical point was already discussed in Figure 7.9 for an even higher propulsion
strength Pe ≈ 55.34. At this lower Pe the incorrect order is also present, although
the differences are slightly less drastic. In the improved scheme, the minima do
not clearly show the correct order either. Nevertheless, they are very close to each
other. At even higher propulsion strength, they might even reach the correct order.
Therefore, this feature of the packing fraction distribution seems to be captured
significantly better by the improved subsystem distribution method. This, in addition
to the elimination of the additional scaling variable L/` [28] promises more precise
results for the improved method.

After these encouraging preliminaries, a significant computational effort has to
be made to extract the packing fraction distribution and as a result Q`(Pe) with
sufficient accuracy. Based on the results gained from the original subsystem dis-
tribution, the interval of studied propulsion strengths was limited to nine values
in the interval Pe ∈ [34.42, 44.28]. Four different system sizes are studied, namely
` = 10.0, 12.5, 15.0, 17.5. Therefore, 36 individual data points have to be estimated.
As the systems are comparably small, parallelization within individual runs is limited
to a few CPU cores. To still gather sufficient statistics between 54 and up to 174
independent runs in case of the large systems in close vicinity to the critical point
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Fig. 8.7.: Q` vs. Pe measured using the improved subsystem distribution method (Adapted
from Figure 2b) of Reference [120], reprinted figure with permission from [J.
T. Siebert et al., Physical Review E, 93, 030601(R), 2018] Copyright 2018 by
the American Physical Society.): For low and high Pe, the curves show the order
expected below and above a critical point respectively. While the curves are
ordered going from large to small ` at the low end, they show the inverted order
for high Pe. Between Pe ≈ 37.63 and Pe ≈ 42.06 the curves cross. This gives us an
estimate of Pecr = 40(2) for the position of the critical point, which is compatible
albeit more precise than the estimate of the original method (Pecr = 38(3)).

are performed. Each run consists of a relaxation followed by a production run of
at least 800 Brownian times. This substantial computational effort is necessary to
reduce the uncertainties sufficiently to extract the intersection point. Compared to
the equilibrium simulations, the necessary sampling is significantly higher, which
can be attributed to the large fluctuations.

Each individual run is now used to estimate the packing fraction distribution and
from it their moments. In contrast to the original subsystem method, the overall
packing fraction is not known though and therefore it has to be estimated before
the moments can be studied. We thus first estimate 〈φ〉 for every individual run by
simple average and then use these estimates to find 〈m2〉 = 〈(φ − 〈φ〉)2〉, 〈m4〉 =
〈(φ− 〈φ〉)4〉, and finally Q` = 〈m2〉2/〈m4〉. These estimates are then averaged over
all runs to find the final estimate and by studying their fluctuations, the associated
uncertainties. As it is known from equilibrium simulations, that insufficient sampling
can lead to systematical underestimation of the moments of the packing fraction
distribution [38], it has been verified, that computing the moments by averaging over
batches of runs instead of over individual runs results in no significant differences.

The results of this estimation are shown in Figure 8.7, analogously to those of the
original subsystem method in Figure 7.8. In the low- and high-Pe limit, all four
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curves corresponding to the examined system sizes show the behavior expected
below and above a critical point. While the curve for the largest ` is comparably
steep, starting out at the smallestQ` value and crossing to become the largest for high
propulsion strengths, the inverse is true for the more gradual increase of the curve
corresponding to the smallest `. Between Pe ≈ 37.63 and Pe ≈ 42.06, the curves are
crossing and as a result inverting their order. As a result, we can estimate the critical
propulsion strength to be Pecr = 40(2), which does nicely agree with our estimate
found in the original method (Pecr = 38(3)). Even with the improved method, there
are still consecutive intersections and thus the resulting uncertainty of the estimate
is significantly larger than that of the equilibrium benchmark systems. Nonetheless,
the intersection range is narrower than in the old method (cf. Figure 7.8) and there
is a significant improvement in accuracy of our estimate. We thus conclude, that, in
fact, we have found a critical point in ABPs and have reliably estimated its location
along the control parameter to be Pecr = 40(2). The fact that we can find a rather
well defined crossing range does support our hypothesis that scaling laws known
from equilibrium in fact remain valid in this system far from equilibrium, which is
already a remarkable result in itself.

To fully locate the critical point, we still need to find the correct critical packing frac-
tion φcr, which is determined as the average packing fraction in all four subsystems
at the critical point. The statistical uncertainty when averaging the density along
one individual run and also the standard error computed by comparing multiple
independent runs at the same state point and in a system of the same size are both
negligibly small. This results in precise estimates for 〈φ`(Pecr)〉 which show a weak
dependence on both the system size as well as our estimate for Pecr. Especially due
to the dependence on the system size one might be tempted to try an extrapolation
to an infinite system size [66]. But only few different system sizes are available
and the dependence of 〈φ`(Pecr)〉 on ` turns out to be rather small and to saturate
quickly. As furthermore the critical exponents are unknown, no such extrapolation
was performed. In contrast, φcr is determined by simply averaging over all state
points compatible with our estimate Pecr and over all system sizes, which results in
an estimate of φcr = 0.597(3). As explained above, this is an average over different
propulsion strengths and system sizes. Thus, the standard deviation of these values,
rather than a (meaningless) standard error, is given as a measure of the result’s uncer-
tainty. This result is well consistent with the estimation of the critical density which
arises from the original subsystem distribution analysis. Here, the critical density can
be approximated by the limiting position of the locus of maximum Q` at criticality.
For the largest subsystems, the maximum was reached at values of φ = 0.595(15).
We can thus conclude that the critical packing fraction is φcr = 0.597(3).

Figure 8.8 shows our estimate of the critical point’s location in the phase diagram
together with the results for the binodal lines that were presented in Figure 4.3.
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Fig. 8.8.: Phase diagram of ABPs including the estimate of the critical point (Adapted from
Figure 2a) of Reference [120], reprinted figure with permission from [J. T. Siebert
et al., Physical Review E, 93, 030601(R), 2018] Copyright 2018 by the American
Physical Society.): In addition to the points on the binodal lines that were already
shown in Figure 4.3, a cyan diamond indicates the estimated position of the
critical point Pecr and φcr.

Here, the binodal lines are shown as blue circles and our estimate of the critical
point is shown as an empty blue diamond. Additionally, the diameter is shown
again as orange circles. As expected based on the curvature of the diameter at
small Pe and the behavior of the locus of maximum Q` (cf. Figure 7.7), the critical
point does not lie on a linear extension of the diameter but is significantly shifted
towards higher packing fractions. This behavior, which is uncommon albeit not
unheard of in equilibrium systems [62, 84], is also consistent with other studies of
critical behavior in active systems, where the law of rectilinear behavior was found
to be violated as well. Note however, that these studies focused on the influence
of activity on underlying equilibrium phase transitions [101, 141, 143]. Also the
critical propulsion strength Pecr = 40(2) is consistent with the results found in the
original subsystem distribution method. There, Q`(Pe) for different subsystem sizes
` were found to cross between Pe ≈ 33 and Pe ≈ 41. These results, regardless of
the method’s shortcomings and the resulting drastically reduced precision, thus give
a compatible estimate for Pecr. Even though this is already a strong indication for
our results validity, in the next section we will test whether we can find additional
evidence, corroborating our findings.
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8.5 Alternative bounds on the critical point

In addition to the crossing of Q`(Pe) curves, there are other indicators which on
their own are insufficient to estimate the critical propulsion strength but nonetheless
can be used to check the validity of our estimates.

8.5.1 Cluster size distribution

To that end, we study the cluster size distribution. In contrast to an earlier study
by Fily et al. [43], who studied its dependence on the packing fraction at high
propulsion strengths in the phase separated regime, we focus on the evolution of
the distribution at constant packing fraction but increasing the propulsion strength
through our estimate of the critical point. We define a cluster by the Stillinger
criterium [135] as a group of connected particles. Two particles are considered
to be pairwise connected if their distance is smaller than the cutoff radius 21/6,
meaning that they interact with each other. Based on this criterion, the cluster size
distribution was determined for the simulations that were also used for the original
subsystem analysis. Therefore, the box is of size 130 × 130. A packing fraction of
φ = 0.59 ≈ φcr was chosen.

The left panel of Figure 8.9 shows the resulting cluster size distribution normalized
with respect to the probability of the single particle cluster for propulsion strengths
in the interval 33.21 ≤ Pe ≤ 44.28. The different Pe are color-coded going from
black to orange respectively. The two panels on the right show the curves for the
smallest (Pe ≈ 33.21) and the largest (Pe ≈ 44.28) propulsion strengths in isolation.
All curves are comparably close to our estimate of the critical point (Pecr = 40(2))
and thus the overall behavior is somewhat similar. At low particle numbers all
curves show a power-law-like decay. However, at the lowest propulsion strength,
the power law goes over into a steep decay at roughly N ≈ 1000, whereas at the
highest propulsion strength, the distribution decays quicker much earlier but shows a
non-monotonic behavior, namely a peak at N ≈ 5000. Note, that the power-law-like
decay does not imply that the system is at criticality [21]. We thus cannot derive
a lower bound for Pecr from this analysis. Nonetheless, the formation of relatively
stable large scale clusters as indicated by the peak at high particle numbers for
Pe ≈ 44.28 suggests that this system is in fact above the critical point in the phase
separated region.

Obviously, the difference between homogeneous or critical systems and the phase
separated system at Pe ≈ 44.28 is more gradual than one might expect. Rather than
showing a strict power-law-like decay, as expected for simulations along the correct
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Fig. 8.9.: Cluster size distribution close to the critical point: The curves show the cluster
size distribution in a 130× 130 simulation box at an overall packing fraction close
to the critical packing fraction (φ = 0.59). The curves are normalized with the
probability of a single particle cluster. The two panels on the right show the curves
for the smallest (Pe ≈ 33.21) and the largest (Pe ≈ 44.28) propulsion strengths in
isolation.

locus in equilibrium [21], all curves show a shoulder at large cluster sizes N . This
shoulder is growing for increasing Pe and becomes non-monotonic at Pe & 40. These
distortions can have multiple causes. Simulations take place at a constant density
close to the critical density which might not coincide with the percolation line [21].
Generally, the percolation threshold depends on the cluster definition and only for
proper cluster definitions, the percolation threshold ends at the critical point [23].
Furthermore, simulations take place in a finite box with a fixed particle number. All
these effects could arise in equilibrium systems as well, systematic distortions due to
the non-equilibrium nature of the system cannot be ruled out either.

In conclusion, our analysis of the cluster size distribution allows a tentative estimate
of an upper bound on the critical point (Pecr < 44.28), which agrees well with our
estimate of Pecr = 40(2). Nonetheless, further studies would be needed to elucidate
the onset of percolation and corresponding exponents in ABPs.

8.5.2 Static structure factor

After extracting an upper bound on the critical propulsion strength from the cluster
size distribution, we try to extract a lower bound by estimation of the correlation
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length from the static structure factor S(q) at low q values as suggested by Fily and
Marchetti [42]. There exists high quality data on the structure factor of ABPs in the
homogeneous region. Macedo Biniossek et al. [81] evaluated the dependence of the
structure factor on multiple parameters, namely the packing fraction, propulsion
velocity and reorientation time. While these results can serve as a great reference
especially for theoretical work in the future [81], our focus is not on studying the
general structure of the homogeneous active fluid but we are specifically interested
in examining the structure factor in the critical regime. We thus use the extensive
simulations performed to apply the original subsystem distribution method to extract
high precision estimates for the static structure factor in this region of the phase
diagram.

To extract precise values for low q, S(q) is evaluated not as the Fourier transform
of the radial distribution function but by directly summing over all particles [52, p.
98]:

S(q) =
〈

1
N

∑
k,l

exp (−iq(rk − rl))
〉

, (8.2)

where 〈·〉 refers to a time average along a trajectory. As our system is isotropic, the
dependence on q simplifies to a dependence on q = |q|. The underlying simulations
are again those used for the original subsystem method. Because of the periodic
boundary conditions and the box size L = 130, only q values of the form q = 2πn

L

with n ∈ N can be considered. The smallest q value is thus qmin = 2π
130 ≈ 0.048.

Analogously to the analysis of the cluster size distribution, a locus of constant packing
fraction at φ ≈ 0.59 is used in the analysis.

The results are shown in Figure 8.10. Different propulsion strengths are shown in
colors going from purple (Pe ≈ 33.21) to orange (Pe ≈ 40.95). All curves show
multiple peaks, with the first being located roughly at q = 2π corresponding to
particles in contact. Going to lower q values, all curves show a minimum and an
subsequent increase. For low Pe, this increase flattens going towards q → 2π

L but
increasing Pe, the curves approach a power-law divergence with an exponent close
to −2. This is in accordance with scaling theory predicting a divergence following
S(q) ∝ q−2+η at the critical point [45]. In our finite system this exponent will only
hold for 2π

L � q � 2π
D where D is the typical distance of particles in the system.

Below the critical point, the curve is not diverging but following a Lorentzian with
argument ξq, resulting in a dependence on the correlation length ξ. We thus expect
S(q) to follow this modified Ornstein-Zernicke form [45, 42]:

S(q) = S0
1 + (ξq)2−η (8.3)

at least for 2π
L � q � 2π

D .

88 Chapter 8 Improving the subsystem distribution method



10−1 100 101

q

10−1

100

101

102

S
(q

)

33.21

35.42

36.53

37.63

38.74

39.85

40.95

Fig. 8.10.: Static structure factor for different Pe . Pecr: S(q) is shown in colors going from
dark purple to orange for propulsion strengths Pe ≈ 33.21 up to Pe ≈ 40.95,
respectively. While all curves show multiple peaks, for low q there is a significant
difference between the different propulsion strengths. For increasing Pe the
curves approach a power-law divergence.

10−1 100

q

10−1

100

101

102

S
(q

)

∝
q −

2
.0

5

a)

Pe

33.2

37.6

39.8

42.1

10−1 100

q

10−1

100

101

102

S
(q

)
∝
q −

2
.1

5

b)

10−1 100

q

10−1

100

101

102

S
(q

)

∝
q −

2
.2

5

c)

Fig. 8.11.: Static structure factor assuming different values for the anomalous dimension
(Adapted from Figure S5 of the SI to Reference [120], reprinted figure with
permission from [J. T. Siebert et al., Physical Review E, 93, 030601(R), 2018]
Copyright 2018 by the American Physical Society.): Only negative, and thus
unphysical values can reproduce the slope’s steepness (indicated by the dashed
line) as well as the functional form based on Eq. (8.3) (indicated by the fits
displayed as solid lines) properly.
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Fig. 8.12.: Radial distribution function for different Pe close to Pecr: g(r) is shown in
colors going from dark purple to orange for propulsion strengths Pe ≈ 33.21
up to Pe ≈ 44.28, respectively. After a sharp peak at contact, all curves show a
significant amount of local structure even for large r. The inset highlights this
by showing |g(r)− 1| on a logarithmic scale.

Based on the form of S(q), it is now tempting to try extracting the anomalous
dimension from the limiting slope and subsequently to find an estimate of the
correlation length by fitting the structure factor for low q using Eq. (8.3). By
examining the maximum slope, one finds that only a value for the anomalous
dimension η < 0 is able to properly reproduce the slope as shown for three different
η in Figure 8.11 assuming the values η = −0.05,−0.15,−0.25. For those values,
the low q limit of S(q) can be fitted to Eq. (8.3) reasonably well, whereas η ≥ 0
does neither reproduce the maximum slope nor the functional form. This value of
η < 0 is not physical though as it would imply that the order parameter correlations
would diverge with increasing distance. Therefore, it seems that a naive extraction
of η and ξ from S(q) in this finite system and at constant particle number does not
give reasonable results. Even the system size of L = 130 that was used to extract
these values seems insufficient to reach the power-law dependence of S(q) ∝ q−2+η.
Rather, strong finite size effects cause a misleading measurement which results in an
unphysical estimate of the anomalous dimension.

To understand this failure, we study the radial distribution function shown in
Figure 8.12. Different Pe are shown in a color scheme analogous to Figure 8.10.
After a sharp first peek at contact, all curves show multiple additional peaks with
a structure much richer than in a simple equilibrium fluid (e.g. a LJ fluid [50,
88]). These stem from the rather strong local order in the grains seen in the fluid
(cf. Figure 8.4). They are more pronounced for higher Pe, where also the decay
of the maxima’s heights is slowest. Nonetheless, even for the smallest propulsion
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strength of Pe ≈ 33.21, which is significantly below Pecr, the additional substructure
does not disappear within a large radius of 10. To highlight this, and also to show
the difference in decay strength, the inset shows |g(r) − 1| on a logarithmic scale.
In a simple fluid, g(r) is expected to show exponentially dampened oscillations
around 1. The decay constant of the resulting envelope around |g(r)− 1| is given
by the correlation length: |g(r)− 1| ∝ exp (−r/ξ) for r being larger than the range
of the local structure and still significantly smaller than the box length [88, 132].
This regime does not exist in our simulations as the length scale rhex. of the local
hexagonal structure is large enough that rhex. < r 6� L. Due to the long range of the
local order in the pair correlations, caused by large hexagonal grains in the fluid,
even a system with side length L = 130 as used here seems insufficient. Rather the
asymptotic limit of exponential decay in the fluid structure seems to be reached only
for r 6� L. Therefore, the proper regime to extract the anomalous dimension and
correlation length from the static structure factor is not available in a box of our
size and much larger systems would have to be used to reach a meaningful estimate.
This is hardly achievable as proper relaxation and sampling of such a system would
be very expensive computationally.

In conclusion, both the structure factor and the radial distribution function show a
behavior that is consistent with an increasing correlation length. S(q) approaches a
power-law divergence for low q values when increasing Pe, g(r)’s exponential decay
constant 1/ξ becomes smaller for increasing Pe. Both properties can only be seen
qualitatively but cannot be quantified to extract an estimate for the correlation length
due to strong finite size effects. Therefore, one can only conclude that the lowest
values shown in Figure 8.10 and 8.12 are still significantly below Pecr. However, a
hard lower bound or even quantitative estimates of the correlation length cannot be
extracted. Additional information about this analysis can be found in Appendix A.2.
While an extraction of the correlation length and its scaling behavior by analysis of
the structure factor was not successful, we will see in the next section that other
critical exponents can indeed by extracted.
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9Critical exponents

The determination of the critical point in ABPs is in itself already a major result,
completing our determination of the phase diagram in the area of the gas liquid
transition. Nonetheless, the exact position of the critical point is strongly model
dependent. Thus, comparison with results of other models does not yield any sig-
nificant insight and it does not answer the question of existence of universality far
from equilibrium. Naively, it seems to be tempting to compare Q` at the intersection
point to determine whether the system belongs to a certain universality class. This
would be misleading though, as this value is only universal along different models
but it is not independent of box geometry and boundary conditions [119]. We can
already see this difference by comparing the intersection points of the original and
the improved subsystem distribution method, which differ significantly. Nonetheless,
our determination of the critical point’s position allows us to determine critical
exponents, which in turn can be compared to exponents found in other universality
classes, to determine whether ABPs fall into one of these classes known from equi-
librium. An especially likely candidate would be the Ising universality class, which
is shared by equilibrium systems featuring a critical point and a phase transition
with one-dimensional order parameter as well as only short range interactions [77].
Furthermore, if these exponents would not match those of the Ising universality class,
comparison with different systems might allow insights into the question about the
existence of a non equilibrium "active" universality class. Therefore, in the remainder
of this section we will determine critical exponents and compare them with the
values known for Ising-like systems in equilibrium (cf. Table 2.1). This chapter
completes the recapitulation of the material in Ref. [120].

9.1 Order parameter exponent β

First, we will try to estimate the order parameter exponent. As described in
Eq. (2.13), the mean order parameter 〈m〉 = 〈φliq〉 − 〈φgas〉, measured in the phase
separated region but still close to criticality, is expected to follow a power-law
increase in terms of the dimensionless distance to the critical point

τ = Pe−1 − Pe−1
cr

Pe−1
cr

. (9.1)
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Fig. 9.1.: Scaling plot of the order parameter against τ (Adapted from Figure 3a) of Refer-
ence [120], reprinted figure with permission from [J. T. Siebert et al., Physical
Review E, 93, 030601(R), 2018] Copyright 2018 by the American Physical Soci-
ety.): Close to the critical point, the mean order parameter shows a power-law
dependence on the distance to the critical point 〈m〉 ∝ τβ . Plotting 〈m〉 against τ
on a double logarithmic scale thus should result in a line with slope β. To account
for the rather large uncertainties in determining the critical point, we show three
curves corresponding to our best estimate, as well as generous lower and upper
bounds shown as thick and dashed lines respectively. Estimation of the slopes
by a linear fit results in β ≈ 0.40, 0.45, 0.50 in increasing order of steepness. For
reference, Ising and MF slopes are indicated by dashed lines.

The exponent in the resulting power law, 〈m〉 ∝ τβ , is known as the order parameter
exponent and has a value of 1/8 for 2D Ising universality.

To extract β, we study the dependence of the distance of corresponding points on
the binodals, determined in Chapter 4, on their respective dimensionless distance
from the critical point. The resulting relation is shown in Figure 9.1 in a log-log
plot. The three curves correspond to our best estimate as well as generous upper
and lower bounds for the critical propulsion strength. They are shown as thick
and dotted lines respectively. These three separate curves are shown to avoid the
misleading conclusion that this uncertainty is independent for the different points
along each curve. On the contrary, they all share the same deviation from the true
curve as can be seen by studying τ ’s dependence on Pecr (cf. Eq. (9.1)) and thus
the τ values will either be all over- or all underestimated. To give a well founded
answer about the uncertainty of the resulting slope, this has to be considered. On
the other hand, the uncertainties in determining the binodals are truly statistical
and mutually independent. Thus, they are shown as error bars. The uncertainties in
both directions are rather large, especially close to the critical point. Therefore, it is
not possible to give a meaningful estimate of β with a corresponding uncertainty.
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Fig. 9.2.: Phase diagram of ABPs including a fit of the binodals close to Pecr (Adapted
from Figure 2a) of Reference [120], reprinted figure with permission from [J. T.
Siebert et al., Physical Review E, 93, 030601(R), 2018] Copyright 2018 by the
American Physical Society.): Based on our best estimate of the order parameter
exponent β ≈ 0.45 and the position of the critical point, the binodal lines can
now be completed by fitting the dense and dilute branch close to the critical point
(Pe < 111). These fits are shown as solid lines. The dashed connecting lines at
high Pe are only meant as guides for the eye.

Nonetheless, we can compare the resulting slope with that corresponding to 2D
Ising universality. As reference this as well as 3D Ising and Mean Field slopes are
shown as dotted lines. Comparing the results for ABPs with the 2D Ising slope, we
can conclude that despite the large uncertainties, the slope and thus β for ABPs is
significantly larger than that corresponding to 2D Ising universality. This is thus a
first indication that ABPs do not follow the 2D Ising universality class. It is only a
rather week indication though, as the uncertainties associated with both the binodal
lines as well as the position of the critical point are rather large. Furthermore,
even the lowest propulsion strengths for which the binodals have been estimated
are quite far from the critical point such that the scaling regime is not yet reached
necessarily.

Despite the large uncertainties, we can still extract an estimate of β ≈ 0.45(5) based
on a linear fit to the thick, as well as the dashed lines in Figure 9.1. Albeit this
estimate’s rough nature, we can still use it to get an idea about the binodals’ behavior
between the lowest points that were extracted via direct measurement and the
critical point. Based on the known scaling behavior of the order parameter m ∝ τβ ,
we fit both branches separately with a power law

φgas/liq(τ) = φcr + bgas/liqτ
β, (9.2)
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where φcr and τ are based on our best estimate for the critical point and bgas/liq are
fitting parameters [131]. Obviously, there could be other contributions, such as a
linear offset, canceling out in the computation of m. These additional contributions
are neglected here. The resulting fits are shown in Figure 9.2 as solid blue lines.
The points on the binodals that were not considered in the fitting due to their large
distance to the critical point, are connected by dotted lines as guides for the eye. The
lower points on the binodal are consistent with the fit. Note however, that also other
values for β are able to reproduce the behavior to some degree, especially considering
deviations in the position of the critical point. 2D Ising universality (β = 1/8) seems
highly unlikely, though, as the resulting abrupt increase is inconsistent with our
estimates for the binodal lines.

9.2 Correlation length exponent ν

One way to estimate the correlation length exponent is to study the system size
dependence of the slope of Q`(τ) at the critical point. The slope dQ `/dτ

∣∣
τ≈0 is

predicted to follow a power law with respect to ` in the vicinity of the critical
point [13]

dQ `/dτ
∣∣
τ≈0 ∝ `

1/ν . (9.3)

Therefore, a good estimation of the derivative dQ `/dτ
∣∣
τ≈0 allows to find the cor-

relation length exponent. The correlation length itself is difficult to estimate (see
Section 8.5.2) and thus a direct observation of its scaling behavior is not easily
achievable. An indirect estimation of the exponent is thus required.

This method is especially well suited for our analysis as the slope varies only slowly
along Q`(τ) and thus a robust estimation of dQ `/dτ

∣∣
τ≈0 is possible even when the

uncertainty in the estimation of the critical point is large. The behavior of Q`(τ)
for different system sizes in the vicinity of the critical point is shown in Figure 9.3.
The data points are shown as crosses with error bars. To estimate the derivative of
Q`(τ), we fit a linear function to each curve for the respective system size over the
full range in which we estimate the position of the critical point. The resulting fits
are shown as solid lines. These lines reproduce the data points well and thus we
can hope that the resulting estimation of the derivative dQ `/dτ

∣∣
τ≈0 is robust with

respect to uncertainties in estimating Pecr. Visual inspection of the slopes already
reveals the expected behavior of increasing slopes for increasing system sizes.

Figure 9.4 now shows the resulting estimates for the derivative and their dependence
on ` in a log-log plot. The power-law behavior dQ `/dτ

∣∣
τ≈0 ∝ `

1/ν predicts a line in
log-log scale with a slope corresponding to 1/ν. The black dotted lines again show
the slopes corresponding to 2D Ising (1/ν = 1), 3D Ising (1/ν ≈ 1.59) and mean
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Fig. 9.3.: Linear fit of Q`(τ) at the crossing point to extract dQ `/dτ
∣∣
τ≈0: Finite size scaling

theory also predicts a power-law dependence of the slope of Q`(τ) at the critical
point dQ `/dτ

∣∣
τ≈0 ∝ `1/ν [13]. To extract said slope, a linear function, shown

as full lines, is fitted to Q`(τ), displayed as crosses. The fit reproduces the linear
behavior rather well along the full range where the critical point is estimated.
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Fig. 9.4.: Scaling plot of dQ `/dτ
∣∣
τ≈0 against ` (Adapted from Figure 3c) of Reference [120],

reprinted figure with permission from [J. T. Siebert et al., Physical Review
E, 93, 030601(R), 2018] Copyright 2018 by the American Physical Society.):
The τ derivative of Q`(τ) is expected to have a power-law dependence on `:
dQ `/dτ

∣∣
τ≈0 ∝ `

1/ν . The four data points show the estimates for the derivative
for the different system sizes examined here. Three dashed lines show the slopes
corresponding to 2D Ising (1/ν = 1), 3D Ising (1/ν ≈ 1.59) and mean field
(1/ν = 2) behavior in increasing order of steepness for reference. The exponent
found for ABPs (solid line, 1/ν ≈ 0.65(4)) is significantly lower than that of 2D
Ising universality, indicating ν > 1 for ABPs.
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field (1/ν = 2) behavior in increasing order of steepness for reference. The exponent
found for ABPs (solid line) is significantly lower than that of 2D Ising universality
which again indicates that ABPs are unlikely to fall into the equilibrium universality
class of 2D Ising. The fit shown as the solid line in Figure 9.4 rather predicts a value
of 1/ν ≈ 0.72 and thus ν ≈ 1.5 > 1.

9.3 Another quotient of critical exponents γ/ν

Finally, we will estimate another quotient of exponents γ and ν. For this, we study
the system size dependence of the susceptibility

χ` = 〈(N` − 〈N`〉)2〉
〈N`〉

. (9.4)

Assuming that usual scaling laws are valid, this susceptibility in the infinite system
size limit follows the scaling law χ∞ ∝ τ−γ (see Eq. (2.14)). The dependence of the
finite size susceptibility is then given by

χ` = χ0(`/ξ)ξγ/ν = `γ/νχ̃(`/ξ), (9.5)

where it is assumed that the scaling function χ̃ only depends on the quotient `/ξ [74,
141, 143]. Additionally, it was used that the correlation length in a finite system with
periodic boundaries is bounded by the box dimension. Based on that observation, in
the vicinity of the critical point, `/ξ becomes independent of the system size for our
method and thus the only ` dependence of χ` is given by the prefactor χ` ∝ `γ/ν .
Consequently, we can thus extract γ/ν by studying the susceptibility’s system size
dependence.

Figure 9.5 shows a log-log plot of said dependence. Analogously to Figure 9.1,
the three colored curves correspond to our best estimate for Pecr (thick points and
line) as well as generous upper and lower bounds. The points show the results
extracted from simulations. The lines show linear fits to these data points, which
reproduce their behavior very well. For reference, three dotted lines indicate the
slopes corresponding to 2D Ising (γ/ν = 7/4), 3D Ising (γ/ν ≈ 1.96), and mean field
(γ/ν = 2) universality. Even the curve for the generous upper bound of Pecr ≈ 42.1
shows an increase that is slightly but still statistically significantly lower than that of
2D Ising universality. The other curves indicate even lower exponents. We can thus
conclude that γ/ν in ABPs seems to be lower than for 2D Ising universality.
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Fig. 9.5.: Scaling plot of χ` vs. ` (Adapted from Figure 3b) of Reference [120], reprinted
figure with permission from [J. T. Siebert et al., Physical Review E, 93, 030601(R),
2018] Copyright 2018 by the American Physical Society.): In the homogeneous
region but close to the critical point, the finite size susceptibility χ` has a power-
law dependence on the system size with exponent γ/ν: χ` ∝ `γ/ν [74]. This
again is a rather robust method to estimate critical exponents as the relation is
valid as soon as the correlation length sufficiently diverges to reach the limiting
value of the box size. Analogously to Figure 9.1 the curves corresponding to our
best estimate for Pecr as well as generous upper and lower bounds are shown
as solid and dashed lines respectively. The corresponding slopes are found as
γ/ν ≈ 1.25, 1.44, 1.59 in increasing order of steepness. Again, the dotted black
lines show slopes corresponding to equilibrium universality classes for reference.

9.4 Consistency checks and outlook

In conclusion, the results of the improved subsystem distribution method indi-
cate that ABPs do not fall into the equilibrium universality class of 2D Ising. Fig-
ures 9.1, 9.4, and 9.5 compare the exponents β, ν, and γ/ν to their 2D Ising
counterparts and even generous bounds on our estimate for the critical point are
incompatible with the 2D Ising reference values. Using rough estimates of critical
exponents (β ≈ 0.45, ν ≈ 1.5, and γ ≈ 2.2), we can tentatively check the scaling
relation γ + 2β = 2ν. It is approximately satisfied, especially considering the large
numerical uncertainties. This, in turn, serves as a provisional consistency check.
Nonetheless, the uncertainties in our determination of the critical point are still
considerable. Therefore, we currently cannot definitively answer the question of
the existence of an "active matter" universality class. Future work on other active
systems, such as run-and-tumble particles [137] or ABP-like agents on a lattice [157]
might give insights into the universality of the exponents found in our analysis.
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10Conclusion and outlook

In this thesis, we have studied the non-equilibrium phase transition of active Brown-
ian particles (ABPs). A main focus of the work lied on studying the phase behavior
and on providing precise, quantitative estimates of the position of the phase bound-
aries. To that end, Chapter 4 demonstrated how the binodal lines of standard ABPs
can be estimated over a wide range of propulsion strengths via extraction of co-
existing densities in a phase separated slab geometry. With this method, which
was established originally in equilibrium physics, precise, quantitative, and most
importantly finite-size independent estimates of the binodal lines were found, only
excluding the vicinity of the critical point. We thus provided greatly improved esti-
mates, which not only give insights into the analogy between this non-equilibrium
transition and corresponding gas-liquid transitions in equilibrium by itself, but also
served as basis for our subsequent studies.

Due to the non-equilibrium nature of the model system, proper definitions for
thermodynamic properties cannot necessarily be carried over from equilibrium
thermodynamics. While the phase boundaries are defined in terms of the packing
fraction, for which no extensions of the equilibrium definition are necessary, we have
also studied the notion of an active pressure, based on the definition of Takatori
et al. [139]. In Chapter 5, it was explained that this extension to the mechanical
definition of a pressure known from equilibrium is necessary to explain the stable
phase separation seen for sufficiently high propulsion strengths. To check the validity
of the definition, we explicitly verified its intensiveness by examining it in a phase
separated system. However, studying the pressure in the interface region indicated
that the interfacial tension of the system is negative, which in turn ends the analogy
to equilibrium, where a negative interfacial tension would lead to instability of
the phase separation. In this, we have found an intriguing true non-equilibrium
effect. To improve upon these results and to allow for an easier examination of
additional state points, one major goal of further studies should be to find an
alternative pressure definition that in contrast to the definition used in this work is
not based on the absolute position of the particles. Furthermore, there are groups
working towards a thermodynamic theory of ABPs, searching for analogues to other
thermodynamic quantities. Especially, a derivation of an analogue to the equilibrium
chemical potential would be of great interest, as it could in turn allow to perform
grand canonical (GC)-like simulations for ABPs.

101



Going beyond the standard definition of ABPs, in Chapter 6 we studied how different
changes to the model influence the phase behavior and the exact onset of the phase
transition. To that end, we examined both the influence of anisotropic particle
shape by determination of the phase diagram of different kinds of active Brownian
dimers (ABDs) as well as the influence of dimensionality by studying the transition
in three-dimensional ABPs. It turned out that both factors reduce the tendency to
phase separate and delay the onset of phase separation towards higher propulsion
strengths. Furthermore, the influence of the shape as well as the specific method
to introduce the active propulsion was understood via a simple mapping procedure.
The delayed onset of phase separation in three dimensions was explained by the
reduced orientational decorrelation time.

Finally, the last chapter focused on the region of the phase diagram that, until then,
had been exempted from the analysis, namely the region around the critical point.
Different variants of subsystem distribution methods were applied to locate the
exact position of the critical point. By stepwise refinement of the methodology and
consequently the precision of our estimate, we were able, for the first time, to give
a quantitative estimate of the critical point’s position in ABPs based on finite-size
scaling theory. This final estimate was found by applying an improved subsystem
distribution method, which was originally proposed by Florian Dittrich in his Diploma
thesis. After benchmarking the methodology based on equilibrium systems, we
found Pecr = 40(2) and φcr = 0.597(3) for ABPs. This was corroborated by both
the previous analysis using the original subsystem scheme as well as by additional
upper and lower bounds on the critical point that were found by examination of the
cluster size distribution and the order parameter correlations in form of g(r) and
S(q). This concluded our analysis of the phase boundaries, such that we now have
precise estimates for them over the full range of the phase diagram.

Additionally, the availability of a good estimate of Pecr allowed us to study critical
exponents of ABPs. By examination of different scaling laws close to the critical
point, we obtained rough estimates for the critical exponents β, ν, and γ and showed
that these are incompatible with 2D Ising universality. This final result sparks the
interesting question of the existence of an active universality class, which could
extend the notion of universality to non-equilibrium phase transitions. Additional
work on increasing the precision of the estimate of Pecr to eliminate statistical as
well as possible systematic errors is needed to find definitive answers to this question
though. In addition to improving the methodology to obtain better estimates in
case of ABPs, future work studying other active systems such as ABP-like systems
on a lattice [157] or run-and-tumble particles [137] could give important insights
towards understanding possible universal behavior in active matter.
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A.1 Supplementary Figures
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Fig. A.1.: Peak of Q` at Pe ≈ 44.28 vs. the average packing fraction φ̄: Subsystem sizes are
differentiated by colors, going from small subsytems shown in light green to large
subsystems shown in dark purple. Connecting lines are plotted as guide to the
eye. All curves exhibit a maximum, which lies at a similar position of φ̄ ≈ 0.57 for
all subsystem sizes. Except for the largest subsystem, the curves are in an order
consistent with a system in a phase-separated regime (going from small Q` for
small ` towards larger values for larger subsystems).
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Fig. A.2.: Peak of Q` at Pe ≈ 39.85 vs. the average packing fraction φ̄: Plot analogous to
Figure A.1 for Pe ≈ 39.85. All but the largest two subsystems still show the order
corresponding to the two-phase region. Note, that all curves exhibit a dent at
φ = 0.6. On the one hand, this highlights the correlations between the curves for
different subsystem sizes. On the other hand, it could explain the incorrect order
of the curve for ` = 13.00.
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Fig. A.3.: Peak of Q` at Pe ≈ 33.21 vs. the average packing fraction φ̄ (Adapted from
Figure S4a) of the SI to Reference [120], reprinted figure with permission from
[J. T. Siebert et al., Physical Review E, 93, 030601(R), 2018] Copyright 2018 by
the American Physical Society.): Plot analogous to Figure A.1 for Pe ≈ 33.21. At
this propulsion strength, the maxima become broader. The curves all show an
order corresponding to the homogeneous region (going from large Q` for small `
towards smaller values for larger subsystems).
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Fig. A.4.: Linear fit to 1/S(q) vs. q2 for small q and for Pe ≈ 33.2 (Adapted from Figure S6a)
of the SI to Reference [120], reprinted figure with permission from [J. T. Siebert
et al., Physical Review E, 93, 030601(R), 2018] Copyright 2018 by the American
Physical Society.): Choosing this lowest Pe available should minimize finite-size
effects. To the same effect, the smallest q values are excempted from the fitting
procedure. Assuming standard Ornstein-Zernicke form (see Eq. (A.1)), this fit
allows to extract the correlation length ξ.

A.2 Static structure factor and correlation length

In principle, the correlation length can be extracted by studying the low-q limit of
the static structure factor in the homogeneous region but close to criticality (see
Eq. (8.3)). However, as explained in Section 8.5.2, this equation is only valid in the
regime where 2π

L � q � 2π
D for box size L and typical particle distance D. Direct

fitting of the structure factor’s low-q limit did not prove successful, as it resulted
in a negative and thus unphysical estimate for the anomalous dimension, which
can be attributed to the fact that the appropriate regime for q is not reached, at
least very close to the critical point, where finite-size effects are maximal. Instead,
we try here to extract the correlation length ξ at least for propulsion strengths
significantly in the homogeneous region. This should minimize finite-size effects
and thus allow us to find at least a very rough estimate for the correlation length for
these parameters. To that end, we neglect the anomalous dimension η and assume
standard Ornstein-Zernicke form [52]:

1/S(q) = 1/S(0) · (1 + (ξq)2). (A.1)

Consequently, we can find an estimate for the correlation length by fitting 1/S(q)
for low q. To avoid finite size effects, the lowest q values are excluded from the
fit though. Figure A.4 shows 1/S(q) versus q2 for Pe ≈ 33.2. At low q, there is an
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Fig. A.5.: Rough extrapolation of the correlation length approaching the critical point from
the homogeneous region (Adapted from Figure S6b) of the SI to Reference [120],
reprinted figure with permission from [J. T. Siebert et al., Physical Review E,
93, 030601(R), 2018] Copyright 2018 by the American Physical Society.): This
estimation is based on the critical amplitude ξ0 and our best estimates for Pecr
and ν. As all of these are subject to statistical and potentially also systematic
uncertainties, this extrapolation based on the scaling law in Eq. (A.2) can only
serve as a qualitative estimate.

interval of roughly linear increase. Eq. (A.1) is then fitted to this region and the
resulting fit, which is shown as a solid line in Figure A.4, seems to reproduce the data
sufficiently well. The correlation length ξ ≈ 11 is found from the fitting parameters.
Obviously, the procedure is only a rough approximation, as both the lower and upper
q limits are found empirically and finite-size effects cannot be fully ruled out.

Regardless, taking our estimate for ξ we can try to approximate the course of the
correlation length below the critical point:

ξ = ξ0(
Pe−1/Pe−1

cr − 1
)ν . (A.2)

Inserting our best estimates Pecr ≈ 40 and ν ≈ 1.5 gives a plausible estimate of
ξ0 ≈ 1.0. If we assume this value, Eq. (A.2) gives a prediction for the evolution
of the correlation length approaching the critical point from below. Figure A.5
shows this prediction. Keep in mind though, that all three quantities that were
inserted in Eq. (A.2) have large associated uncertainties as well as possibly systematic
biases. These results can thus only serve as rough, qualitative estimates of the true
evolution.

106 Chapter A Additional Material

https://dx.doi.org/10.1103/PhysRevE.98.030601
https://dx.doi.org/10.1103/PhysRevE.98.030601


The correlation length above the critical point could in principle be estimated
similarly by studying the structure factor at points on the binodal lines. Given the
very limited success of the procedure below the critical point, such an estimation is
not carried out though. The large computational effort that would be necessary does
not seem warranted.
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