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Abstract

In this work the surface layer formation in polymer melts and in polymer

solutions have been investigated with the atomic force microscope (AFM).

In polymer melts, the formation of an immobile surface layer results in a

steric repulsion, which can be measured by the AFM. From former work it

is know, that polydimethyl siloxane (PDMS) forms a stable surface layer for

molecular weights above 12 kDa. In the present thesis, polyisoprene (PI) was

investigated apart from PDMS, by a) measuring the steric surface interactions

and b) measuring the surface slip in hydrodynamic experiments. If a polymer

flows over a surface, the flow velocity at the surface is larger then zero. If case

of a surface layer formation the flow plane changes to the top of the adsorbed

layer and the surface slip is reduced to zero. By measuring the surface slip in

hydrodynamic experiments, it is therefore possible to determine the presence

of a stable surface layer.

The results show no stable repulsion for PI and only a small decrease of the

surface slip. This indicates that PI does not form a stable surface layer, but is

only adsorbed weakly to the surface.

Furthermore for 8 kDa PDMS the timescale of the formation of a surface layer

was investigated by changing the maximal force the tip applied to the surface.

With a repulsive force present, applying a higher force than 15 nN resulted

in a destruction of the surface layer, indicated by attractive forces. Reducing

the applied force below 15 nN then resulted in an increase of the repulsion

to the former state during one minute, thus indicating that a surface layer

can be formed within one minute even under the influence of continuous

measurements.

As a next step, mixtures of two PDMS homopolymers with different chain

lengths have been investigated. The aim was to verify theoretical predictions
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ABSTRACT

that shorter chains should predominate at the surface due to their smaller loss

in conformational entropy. The measurements where done in dependence of

the volume fractions of short and long chain PMDS. The results confirmed

the short chain dominance for all mixtures with less then 90 vol.% long chain

PDMS.

Surface layer formation in solution was investigated for superplasticizers

which are industrially used as an additive to cement. They change the sur-

face interaction between the cement grains from attractive to repulsive and

the freshly mixed cement paste therefore becomes liquid. The aim in this part

of the thesis was, to investigate cement particle interactions in a close to real

environment. Therefore calcium silicate hydrate phases have been precipi-

tated onto an AFM tip and onto a calcite crystal and the interaction between

these surfaces have been measured with and without addition of superplasti-

cizers. The measurements confirmed the change from attraction to repulsion

upon addition of superplasticizers. The repulsive steric interaction increased

with the length of the sidechain of the superplasticizer, and the dependence

of the range of the steric interactions on the sidechain length indicated that

the sidechains are in a coiled conformation.
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1 Introduction

Polymers at solid-liquid interfaces have been studied to a great extent due

to their relevance in colloidal systems, fabrication of composite materials,

paints, concrete admixtures, and for fundamental reasons, such as investi-

gating the structures of adsorbed layers, their stability and their adsorption

kinetics. Adhesive polymer layers are used for lubrication, coatings, and –

generally spoken – to modify the surface forces at the interface.

The probably most common use of a surface polymer layer is the stabilization

of colloids in liquids. From the entangled polymer layer around the colloid

particles a repulsive steric force arises, which can e.g. stabilize a paint so it

stays fluid over a long period of time, or make a cement paste fluid enough

to form a horizontal and even surface when poured on the ground. Under

certain circumstances, the polymers can also bridge the distance between two

particles and bind to both of them. This leads to flocculation in contrast to the

steric repulsion mentioned before.

The research of the last 60 years has been mostly focused on the formation

of polymer layers from an aqueous and solvent environment [1], while the

understanding of the forces occurring in polymer melts is still rudimentary.

Therefore the interaction between two solid surfaces across a polymer melt

has been studied theoretically [2–6], in simulations [7, 8] and experimentally.

Experimental techniques to measure surface forces in a polymer melt are

the surface force apparatus (SFA), with which PDMS [9–12], perflourinated

polyether (PFPE) [13–15], polybutadiene (PB) [16, 17], polyisoprene (PI) [18]

and poly(phenylmethylsiloxane) (PPMS) [9, 19–21] have been studied, and

the atomic force microscope (AFM) where mostly PDMS, PEMS and PI have

been studied [22–26].

In recent experiments, PDMS of different molecular weight was been in-
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1 INTRODUCTION

vestigated with the AFM [24–26], with the result that polymers above the

molecular entanglement weight of Me = 12 kDa [27] showed only repulsive

forces. This indicates the presence of a immobilized surface layer, which was

in agreement with earlier results from SFA experiments [28–30]. In contrast to

the SFA, the AFM measurements for PDMS below the entanglement molec-

ular weight showed attractive forces. Apparently some minimum degree of

entanglement is required to form a stable surface layer.

Differences between these two techniques are the interaction area, and the

sample surfaces. For the SFA, the interaction is measured between two crossed

mica cylinders, which have radii in the range of one centimeter which results

in large interaction areas compared to the AFM.

The AFM has the advantage that it is not restricted to mica surfaces. Since

the interaction area is much smaller, hydrodynamic forces can be neglected

and the measurements can be seen as quasi-static.

The relevant processes in a polymer melt which have to be considered for

SFA and AFM measurements are: Relaxation of the individual chains, which

is much faster than 1 s and which is achieved both in SFA and AFM experi-

ments, and the flow of the polymer into and out of the closing gap between

two surfaces to establish equilibrium with the surrounding polymer melt.

For the SFA, the flow is usually too slow to equilibrate the gap with the sur-

rounding [31, 32].

Another surface property where the formation of a surface layer becomes im-

portant is the surface slip. For a Newtonian∗ fluid it is usually assumed that

the velocity of the liquid at the surface is zero during shearing, which is called

the non-slip boundary condition. This behavior, is different for a polymer (a

non-Newtonian fluid), where the velocity at the surface is larger than zero

due to an immobile polymer layer on the surface. By measuring hydrody-

namics in a polymer melt, it is therefore possible to gather information on the

formation of an immobile surface layer, since the layer changes the appear-

ance an the amount of surface slip. In the AFM this can be achieved by the

∗Newtonian fluid: A fluid whose stress at each point is linearly proportional to its strain rate at that
point; the proportionality factor is the viscosity coefficient. The concept was first deduced by Isaac
Newton and is directly analogous to Hooke’s law for a solid. All gases are newtonian, as are most
common liquids such as water, hydrocarbons, and oils.
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colloidal probe technique [33,34]: A microsphere with a radius of 5 - 10 µm is

attached on a cantilever, and driven towards a flat surface with speeds up to

100 µm/s. Under such conditions, the hydrodynamic force dominates, and

the measured interactions can be fitted with a model to determine wether a

surface layer is present or not.

The aim of this work is to give new insights into the molecular weight de-

pendent formation of immobile surface layers in polymer melts. Starting

with PDMS, and working in quasi-static conditions, and then extending the

focus to PI and hydrodynamic measurements. Based on these results, also

mixtures of homopolymers have been investigated to get information about

the competitive adsorption of chemically identical polymers with different

chain lengths. This has been investigated before by scattering methods [35],

with the result that shorter polymer chains enrich at the surface due to their

smaller loss in conformational entropy. The disadvantage of such scattering

experiments is, that the polymer needs to be deuterium labeled to achieve a

contrast. Unfortunately, the interaction energy of protonated and deuterated

polymers with the surface are different, and the labeling therefore influences

the adsorption behavior. With the AFM, it is possible to distinguish between

PDMS below and above the molecular entanglement weight without label-

ing.

As mentioned in the beginning, though, polymer surface layers also play a

significant role in industry products, especially in aqueous environments.

Therefore the aim of this work becomes twofold: First the fundamental re-

search in polymer melts, and second the application of polymer surface lay-

ers in an industrial product. One of such products are superplasticizers which

are used in concrete paste to enhance the flow by inhibiting the aggregation

of the cement particles during the first stage of the cement hardening. Al-

though superplasticizers provide a similar steric repulsion to the particles,

their structure and adsorption mechanism is quite different. Due to ion-ion

correlations, they attach to the surface of the cement particles with polymer

chains protruding into the surrounding space, thus generating the steric re-

pulsion. The degree of steric interaction can be controlled with the length of

the sidechains.
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1 INTRODUCTION

The aim of this part of the work was to establish a working environment

for measuring cement particle interaction under the influence of different

ion concentrations and superplasticizers. After establishing an experimental

setup and verifying the CSH crystal growth by imaging the lattice dimen-

sions on the surface specific, effects of superplaticizers on the CSH surface

were studied.

The thesis is divided into four main parts:

In chapter one, the the theory of polymer adsorption, surface forces, hydro-

dynamic forces, and the AFM are presented. A brief introduction into the

forces important in cement cohesion and its hardening process over time is

given.

In chapter two, the used materials and methods are described, including the

specific setup for the AFM experiments, the differences between quasi-static

and hydrodynamic measurements, and the details of preparing CSH surfaces

for AFM measurements.

In chapter three, the results are described in detail and interpretations are put

in relation with the introduced models and with the theory.

In chapter four, the main results of the thesis are summarized and conclusions

are drawn.

6



2 Fundamentals

2.1 Polymer adsorption

The adsorption of polymers on surfaces is a long known technique to mod-

ify the surface properties, e.g. the wettability, steric repulsion, and friction

forces, or introducing functionalized groups to the surface. Despite its im-

portance, polymer adsorption is still not fully understood, and therefore fo-

cus of extended research. The reason for the complexity of the subject are the

many different factors that play a role in the adsorption process. Polymers

can be either adsorbed chemically by forming covalent or hydrogen bonds to

the surface, or physically, by van der Waals forces. The chain length of the

polymer, as well as differently functionalized chain ends, influences the ad-

sorbed layer by changing entropy and free enthalpy of the chain in solution

and at the surface. In solution, also solvent-polymer interactions influence

the adsorption process.

This work covers three different systems with different driving forces for the

formation of an adsorbed polymer layer: (i) The adsorption from a pure poly-

mer melt, (ii) the competitive adsorption from mixtures of a homopolymer

with two different chain lengths, and (iii) the adsorption of a “bottle-brush”

polymer (a backbone with sidechains) from solution.

To discuss the properties of these systems in detail, this chapter introduces

parameters such as adsorbed amount, adsorption entropy, Kuhn length and

radius of gyration, and discusses layer structures like brush-like layers and

solidification.

7



2 FUNDAMENTALS

2.1.1 The polymer chain

An ideal polymer chain can be described as a chain with N freely jointed seg-

ments (monomers) with the length a, or a number of bonds n with a length

l, which follow a random walk with the jump vectors ~ai (or~li) and the end-

to-end vector~r. If the jump vectors are summed up, this leads to the average

of:

a
i

r

0

N

Fig. 2.1: Schematic picture of a polymer chain.

The end-to-end vector ~r is the sum of all

jump vectors of the monomers ~ai. The con-

tour length rmax is the sum of all distances

ai.

〈

r2
〉

= Na2 = nl2 (2.1)

The average of the square of the end-

to-end vectors gives information

about the conformation of the chain.

The maximum end-to-end distance is

equal to the contour length, smaller

distances indicate a coiled conforma-

tion.

This simple model neglects the fact

that the bond angles in the chain are

restricted and that short distance cor-

relations exist, especially between

neighboring segments. Taking these

interactions into account, it can be shown that the basic random walk charac-

ter of the chains does not change. The calculations then result in a prefactor,

also called Flory’s characteristic ratio C∞, which depends on the restriction

of the bond angles and the steric hindrance in the chain, and has values from

5-9 for most polymers. Alternatively the prefactor can be mutiplied by the

monomer size to an “effective step size” (b = C∞ · a2). The length b is called

the Kuhn length.

〈

r2
〉

= Nb2 = C∞Na2 = C∞nl2 (2.2)

The contour length is now simply rmax = Nb.

8



2.1 POLYMER ADSORPTION

By going from an ideal chain to a real polymer chain in solution, the effect of the

solvent has to be included in the equations. The solvent causes the polymer

coil to swell or contract depending on the solvent-polymer interactions. If

they are stronger than polymer-polymer interactions, solvent is incorporated

into the coil and it swells (good solvent). If the polymer-polymer interactions

are stronger, the coil contracts (bad solvent). If both interactions are similar the

polymer coils display an ideal random walk without solvent influences, this

is called θ-conditions.

A swollen polymer coil includes additional volume which is called “excluded

volume”. This results in an exponent ν for the number of monomers which is

in the order of 1/2 if the coil is neither stretched nor contracted (θ-conditions,

r = N0.5
K b), increases to 3/5 for good solvents, and drops below 1/2 for bad

solvents.

A polymer is not only defined by its end-to-end distance, but also by its ra-

dius of gyration. This is a much more descriptive property for polymers in a

coil conformation and highly branched polymers, since it represents the mea-

surable radius of one polymer coil and not a statistic length inside the poly-

mer matrix. The radius of gyration is defined as the average square distance

between monomers and the polymers center of mass in a given conformation.

It can be calculated as

R2
g =

〈

r2
〉

6
=

Nν
K

6
b2 (2.3)

Again for the radius of gyration, the solvent interactions can cause the poly-

mer coil to swell or to contract, changing thus the exponent ν.

2.1.2 The adsorbed layer

Concentration

Adsorption is an increase in concentration in the interfacial region. If the

adsorption involves formations of chemical bonds between the polymer and

the surface the adsorption is denoted chemisorption and is usually more stable.

If only physical forces play a role, the adsorption is denoted physisorption.

9



2 FUNDAMENTALS

bulk concentration

c(D)

c
f
(D)

D

c

0

su
rf

a
ce

c
0

0

Fig. 2.2: Concentration profile of a polymer layer vs. distance. If the polymer chains is di-
vided into segments, c(D) is the overall segment concentration, c f (D) is the concen-
tration of segments of non-adsorbed chains.

Such adsorbed layers can be described by a concentration profile with the

concentration c(D) as function of the distance D from the interface. The

concentration gradually drops to the value of the average bulk concentration

at a distance of approximately 1 - 2 times the radius of gyration, which is in

the order of a few nanometers. An important parameter that can be deduced

from the polymer concentration is the adsorbed amount Γ. If adsorption from

a very diluted polymer solution is considered, the adsorbed amount is simply

the area under c(D).

For a polymer melt, the polymer segment concentration does not change sig-

nificantly between surface and bulk. Therefore the concentration of non-

adsorbed chains vs. the distance is considered (c f (D)) and the adsorbed

amount is the area between the bulk concentration and c f (D). For an ad-

sorbed layer in a polymer melt, this profile increases from zero at the inter-

face to the bulk concentration, so in a general case, the adsorbed amount is

the area between c(D) and c f (D) (Fig. 2.2) [1].

10



2.1 POLYMER ADSORPTION

l

tail

train

loop

Fig. 2.3: Structure of a polymer layer adsorbed to a surface. Train, loops and tails are indi-
cated. ℓ is the thickness of the chain.

Structure

A polymer chain is usually attached to the surface by a number of segments

along its length. The structure consists of trains, tails and loops (Fig. 2.3).

Trains are the parts of the polymer which have all their segments in direct

contact with the surface, loops have no contacts with the surface and are in

between two trains, and tails are the non-adsorbed chain ends. The layer

on the surface can also be seen as a mesh of polymer chains. For a polymer

volume fraction ϕ and a monomer size b the mesh-size is given as ξ = bϕ−3/4.

The layer can be described as a self-similar grid (Fig. 2.4) for which at any

distance D from the wall, the local mesh size is equal to D. The volume

fraction ϕ(D) = D
b

−4/3
obeys a power law.

Adsorption thermodynamics

When a polymer adsorbs on a surface, it gains energy from the binding to

the surface, and loses entropy from the restriction in conformation due to the

surface. The conformational entropy loss is only dependent of the length of

the polymer chain. In statistic thermodynamics the entropy is defined as

S(N,~r) = kBΩ(N,~r) (2.4)

11



2 FUNDAMENTALS

Db

Fig. 2.4: Self-similar grid of a polymer layer. At any distance D from the wall the local mesh
size is equal to D

Ω (N,~r) is the number of conformations of an ideal chain. Since a longer

chain has a greater number of conformations, its entropy loss at the surface is

larger. Without considering any other interactions, short chains are favored

over long chains to be adsorbed onto the surface. This is e.g. the case for

a binary mixture of two identical polymers with different chain lengths in a

melt.

The entropic contribution is usually small compared to the interaction ener-

gies between polymer, solvent and interface. Therefore in a binary mixture

of chemically different polymers, only the component with the highest surface-

polymer interaction adsorbs. Entropy becomes important only for identical

polymers of different chain lengths in absence of a solvent. Even for a mixture

of polymer melts of e.g. PS with deuterated-PS, the chain length differences

must be large (factor 10) in order to overcome the difference in interaction

energy between deuterated to non-deuterated PS [35].

Adsorption from solution

The adsorption from a diluted polymer solution differs from the situation in

a polymer melt by the additional influence of the solvent, which is now com-

peting with the polymer for the surface. Additional solvent surface and sol-

vent polymer interactions have to be considered. The surface interactions are

still the driving force for chemically different polymers, but now the mixing

12



2.1 POLYMER ADSORPTION

entropy favors long polymer chains at the interface for homopolymer mix-

tures. Fleer et al. [1] give the mixing entropy from the Flory-Huggins theory

as

(S − S∗) /kB = −n
{

ϕ1 ln ϕ1 +
ϕ2

N
ln ϕ2

}

(2.5)

The solution is described as a lattice containing n sites, of which nϕ1 are oc-

cupied by solvent and nϕ2 are occupied by polymer segments. S∗ is the ref-

erence state of pure unmixed components, N is the number of segments per

chain. For longer chains, N increases, and the entropy decreases. Therefore

the entropy loss of longer chains adsorbing on the surface is smaller.

Polymer brushes

Polymer chains can also be terminally attached by directly grafting them on

the surface, or by using a copolymer with a backbone attached to the surface

and sidechains protruding into the solution. In the case of a high grafting

density (large amount of attached chains per area), they display a stretched

conformation with a high segment density at the surface, and the concen-

tration profile is constant for the distance of the chain length. This is called

a polymer brush. For a fully stretched conformation, the chain dimensions

vary linearly with N. Only for smaller grafting densities, a coil conformation

is reached and the exponent ν decrease to 3/5.

Solidification

If a high pressure (from e.g. an AFM tip) acts upon the adsorbed layer, the

polymer might undergo a phase transition and become solid. Since a thin

polymer layer behaves differently from the bulk, it is difficult to estimate

such solidifications. The possibility of solidification of a polymer melt in an

AFM experiment will be discussed in detail in section 2.8.
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Fig. 2.5: Overview of the surface fores present in AFM measurements

2.2 Surface forces

Surface forces act between the surfaces of all solids. They control e.g. aggre-

gation and adhesion and can therefore be responsible for even macroscopic

properties. Fig. 2.5 provides an overview of the surface forces measured with

the AFM in this work, in dependence of the separation between two surfaces.

2.2.1 The Hardcore potential

The hardcore potential (Pauli repulsion), arises from the fact that two atoms

cannot occupy the same space. As soon as two atomic orbitals start to over-

lap, the repulsion between them drastically increases. This repulsion is very

short ranged and decays with D−12.

2.2.2 The an der Waals forces

Van der Walls forces are forces between two dipoles (permanent or induced).

The most common example of a dipole is the water molecule. The oxygen is

more negatively charged than the hydrogen and the molecule therefore align

14



2.2 SURFACE FORCES

preferentially to an electric field caused by e.g. an external single charge. The

interaction of two water molecules can then be described as the interaction

of two dipoles. They both influence their orientation and display continuous

thermal fluctuations. The dipole-dipole interaction for freely rotating dipoles

with their dipole moments (µ1 and µ2) is given by:

W = −CKeesom

D6
= − µ2

1 · µ2
2

3(4πε0)2kBTD6
(2.6)

The force between to permanent dipoles is called Keesom force and depends

on the thermal energy (kBT). These dipole dipole interaction decrease with

the distance with D−6.

Dipoles are not always permanent,
d
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Q
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Q
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µ
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d
+
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+

-

Fig. 2.6: Coulomb interactions between

monopoles and dipoles. The dipoles

fluctuate thermally.

but can also be induced by an exter-

nal field. A measure of how easily a

dipole can be induced is the polariz-

ability α. The force between a perma-

nent dipole and an induced dipole is

called Debye force:

W = −
CDebye

D6
= − µ2α

(4πε0)2D6
(2.7)

For non-polar molecules, we would

not expect any interaction from classical electro-dynamics. However, since

all gases condense at low temperatures, there must be an attractive force [36].

This so called dispersion or London forces originate from the fluctuation of

the charge distribution from protons and electrons in atoms. The polarity

changes very fast, but this nevertheless results in a dipole. To calculate such

forces, quantum mechanics are used, but the result is quite similar to the one

obtained before, with hν1 and hν2 as ionization energies.

W = −CLondon

D6
= −3

2
· α1α2

(4πε0)2 · D6
· hν1ν2

(ν1 + ν2)
(2.8)
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Keesom, Debye and London forces sum up to the total van der Waals force

and decrease with D−6. Since the change of the dipole moment requires some

time (1015 Hz) it may happen that the dipole moment changes too fast for the

electric field to cover the distance to induce the dipole. This effect is called

retardation and is relevant for distances larger than 10 nm. The interaction

decreases more steeply (D−7).

2.2.3 The Lifshitz theory

To calculate the magnitude of the interactions between macroscopic bodies,

e.g. a point charge and a infinitely extended plane, it is necessary to integrate

over the molecular density of the entire plane. Starting from the potential

between two molecules (W = −C/D6), the molar density ρB is integrated

over the entire volume of the solid. By assuming a constant density of the

molecules in the solid, we get the van der Waals energy between a molecule

A and an infinitely extended body with a planar surface made of molecules

B:

WMol/Plane = −πρBCAB

6D3
(2.9)

Integration over all molecules in the solid A leads to the van der Waals energy

between to infinitely extended solids with a re separated by a parallel gap

with the thickness D. The energy is given per unit area:

w =
W

A
= −πρAρBCAB

12D2
(2.10)

With w the area dependent potential energy and ρ the molecular densities.

To get the force per area, the negative derivative of w versus the distance is

calculated.

f = − AH

6πD3
(2.11)

with AH as the Hamaker constant defined as:

AH = π2CABρAρB (2.12)
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To calculate the van der Waals forces between two surfaces, Lifshitz intro-

duced a way to determine the Hamaker constant by integration over the static

and frequency dependent dielectric permittivity of the materials [36, 37].

AAB ≈ 3

4
kBT

(

ε1 − ε3

ε1 + ε3

)(

ε2 − ε3

ε2 + ε3

)

+
3h

4π

∞
∫

ν1

(

ε1(iν) − ε3(iν)

ε1(iν) + ε3(iν)

)(

ε2(iν) − ε3(iν)

ε2(iν) + ε3(iν)

)

dν (2.13)

Lifshitz neglects the atomic structure of the materials and treats the solids as

continuous media with certain optical properties. ε are the static dielectric

permittivities and ε(iν) are the dielectric permittivities at the imaginary fre-

quency iν, and ν1 = 2πkBT/h = 3.9 · 1013 Hz at 25°C. ε(iν) can be written

as

ε(iν) = 1 +
n2 + 1

1 + ν2/ν2
e

(2.14)

with n as the refractive index and νe as the main electronic absorption fre-

quency in the ultraviolett, which is typically 3 · 1015 Hz.

2.2.4 Steric forces

Steric forces are always repulsive and arise from a steric hindrance due to

an adsorbed immobile surface layer, or a polymer brush. They are usually

much stronger than van der Waals forces and depend on the thickness of the

surface layer and its structure (brush or coil conformation).

Steric forces are the only ones in this work which can be manipulated me-

chanically. They might differ locally on the measured sample, or change due

to increased pressure on the surface, or decrease by wear of the sample with

time.
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2.3 The hydrodynamic force

2.3.1 The Navier-Stokes equation

To calculate the hydrodynamic forces acting on a sphere in a liquid, the first

step is to calculate the flow of a viscous Newtonian liquid in a pipe or over a

surface using the Navier-Stokes equation.

Given that the viscosity of the liquid does not change when it is sheared,

the equation describes an infinitesimal amount of the liquid with the volume

V = dx · dx · dz, the flow velocity dv, and the mass dm. The flow of the liquid

can be described by Newton’s equation of motion (F = m · dv
dt ) where several

forces have to be taken into account [36].

First, gradients in the shear force cause a viscous force according to η∇2~v · dV.

With η as the viscosity and ~v the flow vector. Second, a possible pressure (P)

gradient results in the force −(∇P) · dV. And third, an external electric field

causes an electrostatic force on the ions in solution ρe~E · dV. Where E is the

electric field strength and ρe the charge density caused by the dissolved ions.

combining the contributions leads to

(

η∇2
~ν −∇P + ρe~E

)

dV = dm · d~ν

dt
(2.15)

If the fluid velocity is constant the equation reduces to

η∇2
~ν −∇P + ρe~E = 0 (2.16)

For incompressible Newtonian liquids, the equation of continuity applies.

The first derivative of the velocity in all directions is constant:

∇~ν =
∂vx

∂x
+

∂vy

∂y
+

∂vz

∂z
= 0 (2.17)

Using these basic equations, it is possible to derive the hydrodynamic force

of a sphere approaching a surface. Detailed discussions can be found in the

literature [38, 39].

There are however two assumptions to be made. To ensure creeping flow
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2.3 THE HYDRODYNAMIC FORCE

(inertia effects can be ignored in comparison to the viscous resistance), the

sphere approaching the surface must be sufficiently small to result in a Rey-

nolds number of less than ≪ 1 (Re = ρνR/η), and the velocity of the liquid

at the surface has to be zero (non-slip boundary condition). Considering the

symmetry of the approach, this leads to a hydrodynamic force on the ap-

proaching sphere in dependence of the distance (D) and velocity.

Fh = −6πηR2

D
· dD

dt
(2.18)

Here dD/dt is the approaching velocity of the sphere. The force is directed

opposite to the velocity.

2.3.2 The hydrodynamic boundary condition

To introduce surface slip, it is easiest to look at a system where a liquid flows

over a molecularly smooth surface, being sheared between to parallel plates.

The velocity of the liquid continuously decreases towards the wall, which

ideally results in a velocity of zero at the wall. This approximation is valid

for all Newtonian liquids.

Different results have been predicted for non-Newtonian liquids up to 50

years ago in dependence of the wetting behavior of the surface [40–42] and

were confirmed in experiments with Polyvinylalcohol [43], PDMS [11,44–46],

perflourinated polyether [14], PPMS [9]), PE [47], PB [17, 48], PS [49], LDPE,

EVA (polyethylvinylactetate) [50], and Boger fluids [51]. Under specific con-

ditions, all these liquids show a velocity larger than zero at the interface - the

liquid slips over the surface. The slip can be characterized from the velocity

profile by the distance behind the wall at which the liquid velocity extrapo-

lates to zero. The slip velocity is than given by vs = b · dvx/dy where vs is the

slip velocity on the surface, dvx/dy is the local shear rate at the surface (x is

the direction of the flow, z is directed normal to the surface), and b is the slip

length (Fig. 2.7). This was first defined by Brochard [52]. Since that time, the

appearance of surface slip has been discussed theoretically [40, 42, 52–57], in

simulations [58–61] and experiments [9, 11, 14, 17, 43–48, 50, 51, 62–74]. Exper-

imental methods range from measuring enhanced drainage velocities [72],
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measuring the capillary flow [43, 47, 50], evanescent waves [46, 69], dielectric

relaxation spectroscopy [67], attenuated total reflectance fourier transform in-

frared spectroscopy [66], near field laser velocimetry [68], to the surface force

apparatus (SFA) [11, 14, 17, 51, 73, 74] and the AFM [22, 62, 63, 71]. Notewor-

thy is the gained insight made by Pit [70], that slip occurs also in Newtonian

liquids if the surface is hydrophobic or partially wetting [75, 76]. Further on,

slip was seen on hydrophilic surfaces too [63, 71]. A complete overview can

be found in the reviews [77, 78].

In some systems at a certain distance, a ”glassy”

surface

v

z

b

v
s

v
b

Fig. 2.7: View of the shear force near the

surface with the velocity vb. There is

a finite velocity of vs on the surface

and the slip length b extrapolates into

the surface.

or ”solid-like” layer is found. In such cases, the

shear plane shifts from the sample surface to the

layer surface, and no slip is observed anymore.

To measure hydrodynamic forces with the AFM,

instead of a microfabricated tip a spherical par-

ticle is used to measure the surface forces. If

the approaching velocity of the sphere is high

enough, the hydrodynamic force dominates over

all other surface interactions. Important param-

eters in these experiments are the approaching

speed, the particle radius, the viscosity of the

medium and the surface slip.

The hydrodynamic force curves are simulated

solving the equation of motion for a sphere mov-

ing towards - or retracting from - a plane in a fluid:

Fh + FvdW + Fc + Fdrag = m∗ · d2D

dt2
(2.19)

Here, D is the separation between sphere and flat surface, Fh is the hydro-

dynamic force on the sphere, FvdW is the van der Waals attraction, Fc is the

restoring force of the cantilever, Fdrag is the hydrodynamic drag on the can-

tilever, and m∗ d2D
dt2 takes a possible contribution of acceleration into account.

Since our system is characterized by small Reynolds numbers (Re ≪ 1) the

acceleration term can be neglected and was not further considered. The dif-
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2.4 THE HERTZ MODEL

ferent contributions are discussed in detail in Stark et al. [22] and result in

two equations of motion, one for the approaching, one for the retracting part:

−6πηR2

D
· dD

dt
f ∗ − AHR

6D2
+ Fdrag =

{

kc(D − Da + v0t), for 0 < t ≤ ta

kc(D − Dr − v0t), for ta < t ≤ tr

(2.20)

Here, Da and Dr are the initial separations of the sphere and the plane, re-

spectively for approach and retraction, while ta and tr are the approach and

retraction times. kc is the spring constant and v0 the approaching velocity of

the piezo. AH is the Hamaker constant, which was estimated with 2 · 10−21 J

but turned out to barely influence the overall force. The initial conditions are

{

D(t = 0) = Da, for 0 < t ≤ ta

D(t = ta) = Dr = 0, for ta < t ≤ tr

(2.21)

The hydrodynamic contribution in eq. 2.20 is given by

Fh = −6πηR2

D

dD

dt
· f ∗ f ∗ =

D

3b

[(

1 +
D

6b

)

· ln

(

1 +
6b

D

)

+ 1

]

(2.22)

with the correction factor f ∗ introduced by Vinogradova [72]. Here, b is the

slip length. It is a fitting parameter and is not measurable a priori, while all

other parameters in eq. 2.22 can be independently determined from further

measurements. The model assumes creeping flow (low Reynolds number),

Newtonian fluids, and small distances (D ≪ R). The differential eq. 2.20 can-

not be solved analytically. A numerical solution was implemented in Maple

V (Waterloo Maple Inc., Ontario, Canada).

2.4 The Hertz model

We look at the scheme in fig. 2.8 where we have a polymer layer on the

surface, with the AFM tip applying a high pressure and thus indenting the

layer. To estimate the layer stiffness and the indentation δ of the layer for

the AFM tip or a glass sphere, the Hertz model [79] allows to calculate the
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indentation in dependence of the force applied. The model describes very

generally two spheres pressed together. The spheres are defined by their radii

R, Young’s moduli E and Poisson’s ratios ν. The two spheres are pressed

together by a force F. No further surface forces (e.g. van der Waals forces) are

considered. The contact area is circular with a radius of a. If the pressure on

the surface layer is integrated over the whole interaction area, the total force

is given by

F =
4E∗

3R∗ · a3 (2.23)

with R∗ and E∗ as the reduced radii and the reduced Young’s modulus given

as

R∗ =
R1 · R2

R1 + R2
and

1

E∗ =
1 − ν2

1

E1
+

1 − ν2
2

E2
(2.24)

Since the contact radius is given as

Solid sample

Immobilized
Layer

d

R

AFM tip

Free
polymer
melt

d

Fig. 2.8: Sketch of the Hertz model applied to

the AFM setup with a layer and a hard

sphere.

a =
√

δR∗, the force-versus-indenta-

tion relationship results in

F =
4

3
· E∗ ·

√
R∗δ3 (2.25)

In an AFM experiment, instead of

two spheres approaching each other,

a sphere approaches a plane surface.

This results in R∗ = R1 and 1
E∗ =

2 · 1−ν2
1

E1
for the reduced radius and

Young’s modulus.

In reality the immobilized layer has a finite thickness. A thin layer with a

lower Young’s modulus might exist and only due to the finite thickness it

might appear hard. In this case our lower limit for Young’s modulus might

not be correct. To practically exclude such an effect we apply a complemen-

tary model, which is known as the solid foundation model or elastic foun-

dation model [80]. The solids are modelled by a “matress” resting on a rigid
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2.5 THE ATOMIC FORCE MICROSCOPE (AFM)

base being compressed by a rigid indenter. The shear between the adjacent

elements of the foundation are ignored, thus a negligible Poisson ratio is as-

sumed. Generally, the solid foundation model provides smaller values for

the elastic modulus than the Hertz model. In the solid foundation model

indentation and force are related by

F =
πERδ2

D
and δ =

√

FD

πER
(2.26)

2.5 The Atomic Force Microscope (AFM)

2.5.1 General Setup

The atomic force microscope (AFM) was invented in 1986 by Binnig, Quate,

and Gerber [81]. A sharp tip at the end of a cantilever is brought near a

sample surface, so the surface interactions lead to a bending of the cantilever

according to their strength and direction. The magnitude of the bending is

measured by the deflection of a laser beam from the backside of the cantilever

which hits a split photodiode (Fig. 2.9). From the voltage measured by the

photodiode, it is possible to calculate the bending of the cantilever.

The sample surface can be moved horizontally and vertically to the tip by ap-

plying a voltage to a piezo crystal (scanner) on which the sample is mounted.

To measure the surface forces, the scanner moves the sample periodically to-

wards and away from the tip and the deflection is measured in dependence

of the piezo position. If the spring constant of the cantilever is known, a

force-distance curve (force curve) can be calculated.

A second measurement method of the AFM is the surface imaging. Here

the scanner moves the surface laterally beneath the tip while minimizing the

deflection. From the piezo positions, it is the possible to calculate the height

profile of the sample surface. Both methods will be described in more detail

in the following sections.
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Fig. 2.9: Basic setup of an AFM. A laser hits the backside of the cantilever, which is bend up-
or downwards depending on the surface interactions. The laser is reflected from the
cantilever and a mirror onto a split photodiode, and induces a current in dependence
of the intensity.

2.5.2 Force-distance-curves

Measuring force-distance-curves

As mentioned before, to measure force distance curves, the scanner moves

periodically towards the surface and back again. This distance (“ramp size”)

can vary from 50 nm to 10 µm depending on the type of scanner used. The

AFM measures the voltage∗ (UPSD) in dependence of the piezo position (zP),

which is done for the approach and retract of the scanner.

From the measured voltage and the sensitivity of the photodiode (SPSD), the

deflection can be calculated: d = UPSD · SPSD. The deflection d is than plotted

vs the piezo position (deflection curve). This curve shows two linear parts:

one where the tip is in contact with the surface, and one where there is no

interaction between tip and surface (Fig. 2.11 left).

The deflection curve is then calibrated to a force-vs-distance curve (force curve).

The linear part of the deflection curve where the tip is not in contact with the

surface is used to define the zero force, and the constance compliance part is

used to define zero distance. zp is defined as zero, when the tip is in contact

∗The laser induces a current in the photodiode which is then transferred into a voltage. Voltages can
be more easily amplified and measured.
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Fig. 2.11: Example of the calibration of a force-distance-curve. The two linear parts (zero
force and constant compliance) are used to fix zero force and zero distance. a)
shows the deflection-piezo position curve which is directly measured, b) shows the
calibrated force curve.

with the surface and the cantilever is not bending.

The distance D between surface and

z
0 z

p

D
d

piezo

Fig. 2.10: Scheme of the bending of the can-

tilever. The distances are used for the cali-

bration process.

tip (Fig. 2.10) can be calculated as

D = zP − z0 + d. Where z0 is the dis-

tance from the base of the cantilever

to its tip.

The force F is calculated from the de-

flection by using Hook’s law F = kc ·
d, using the spring constant of the

cantilever kc.

An example of a calibrated force curve is given in fig.2.11 (right).

The whole process of calibration is usually done automatically by a computer

software, by defining the two linear parts of the deflection curve visually. The

spring constant needs to be measured separately.

Interpretation of force-distance-curves

A force curve displays the forces acting on the tip in dependence of the tip-

surface distance. Fig. 2.12 shows examples of different surface interactions

for the approach. If the are no interactions at all, the cantilever is not de-

flected and the force is zero until the tip is in direct contact with the surface
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F

D

F

D

F

D

Fig. 2.12: Examples of force curves for no interaction (left), repulsive interaction (middle),
and attractive interaction (right). Only approaching party are shown.

(left). If the surface interaction is repulsive, the cantilever is deflected away

from the surface as soon as the tip is close enough to the surface. By ap-

proaching further, the interaction increases until the tip is in contact with the

surface (middle). If the surface interaction is attractive, the cantilever is de-

flected towards the surface (right). With continuous approach, the interaction

increases, until the restoring force of the cantilevers is overcome by the attrac-

tion - the tip snaps into contact (dashed line). For attractive interactions, the

retraction diverges from the approach. The tip stays longer in contact with

the surface and than snaps off (grey line).

Since in real systems, the surface interactions are a combination of several

different forces (e.g. van der Waals forces and steric forces) with different

ranges, force curves can also display repulsion for large distances, and attrac-

tion at close range. In such cases, the force curve needs to be fitted with an

appropriate model to interpret the surface interactions correctly.

A general problem for the interpretation arises from the definition of zero

distance. As mentioned earlier, zero distance is taken where the deflection

increases linearly with the piezo position. So if a solid-like, not deformable

layer is still on the surface, it is not possible to detect it [82] (for a detailed

discussion see section 2.5.6).

2.5.3 Characteristics of cantilevers

Cantilevers are made of silicon nitride, silicon oxide or pure silicon. To ensure

the reflection of the laser light, the backside can be coated with gold or alu-
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minum. Important characteristics of a cantilever are the resonance frequency

f0 and the spring constant kc.

From theory, the resonance frequency for a bar shaped cantilever is given by

f0 = 0.164 · d

l2
·
√

E

ρ
(2.27)

Here h is the height and l the length of the cantilever. E is the Young’s Mod-

ulus and ρ the density of the material.

For the spring constant, theory gives a value for bar shaped cantilevers with

kc =
Ewd3

4l3
, (2.28)

where w is the width of the cantilever.

However, cantilevers dimensions and material properties are not perfectly

homogenous, therefore it is necessary to measure the spring constant for

each cantilever individually. There are several methods to measure spring

constants, the most popular is the use of a reference cantilever [83, 84] and

measuring its thermal noise [85–87]. In the latter, the cantilever is modeled

as an harmonic oscillator with the deflection ∆d due to thermal fluctuations.

If for an ideal spring the mean-square deflection
〈

∆d2
〉

is measured over all

frequencies, the spring constant kc can be calculated as

1

2
kc

〈

∆d2
〉

=
1

2
kBT ⇒ kc =

kBT

〈∆d2〉 (2.29)

However, the cantilevers used are not ideal springs due to several reasons.

First, they display also higher vibration modes, which in sum all result in

〈d2〉 = kBT/kc. Second, a correction factor has to be used to adjust for the

individual cantilever shapes (bar shaped, V-shaped), and third, the added

mass due to the tip at the end of the cantilever changes the vibration modes.

In practice, the spring constant is measured by recording a noise spectrum

of the deflection and a force curve is taken to measure the sensitivity of the

photodiode. The intensity of the noise spectrum is proportional to the inverse

of the mean square deflection. This results in a Lorentzian function. The peak
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at the resonance frequency from the first vibrational mode is then fitted with

a lorentzian curve and integrated. The spring constant is given by

kc = β∗ kBT

〈d∗2
1 (L)〉 (2.30)

With d∗ as the effective measured deflection and β∗ as a correction factor of

0.764 for V-Shaped and 0.965 for bar shaped cantilevers [36].

2.5.4 Imaging the surface

There are two commonly used methods of surface imaging with the AFM.

One is the tapping mode, in which the cantilever oscillates at a specific fre-

quency close to the surface. When the sample height increases, the oscillation

is dampened and the piezo position is adjusted so the original specific fre-

quency and amplitude is reached. The advantage is that the surface is only

touched intermittently by the tip and it is therefore possible to image very

soft samples, or surface features which are not firmly attached to the surface

without destroying or moving them. A disadvantage is that in high viscosity

fluids (e.g. polymer melts) the cantilever can not oscillate fast enough.

The second mode which was used throughout this work is the contact mode

for which the tip touches the surface and the cantilever is slightly bend. If

the sample height changes, the cantilever is bend upwards or loses contact,

the piezo than adjusts the sample height again to minimalize the bending.

The advantage here is that the scanning can be much faster than for tap-

ping mode, and even in liquids and polymer melts, high resolutions can be

achieved.

The resolution of the image is determined by the tip shape. The tip is gener-

ally assumed to have a spherical end with the radius R. By scanning across

a surface, an image of the surface is produced as shown in fig. 2.13. There

are two points of importance: First, indents in the surface will always appear

smaller than in reality since the tip can not fully penetrate into them, second

if the surface has spikes with smaller radius than the tip, the image will re-

flect the tip geometry, not the surface. However, if the tip geometry is known,
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Fig. 2.13: Sketches how the sample surface is imaged by a cantilever tip. If the features on the
surface are very “sharp”, the image shows the tip instead of the surface. If the tip
has a very large radius compared to the surface, the image shows smaller indents
and larger exaltations.

there is the possibility to deconvolute image and the tip geometry using spe-

cific software (Scanning Probe Image Processor, SPIP, Image Metrology A/S,

Hørsholm, Denmark).

While scanning the surface, it is not only possible to record the bending of

the cantilever (x-direction), but also the tilt sideways to it (y-direction). By

changing the scanning direction to 90°, the tip scans the surface sideways

and the tilt of the cantilever is a measure for the friction between tip and

surface. The friction mode can be used to distinguish between surfaces of

the same height but different roughness (e.g. two different lipids forming a

bilayer at the surface with different end-groups), or to measure lattice cells at

the surface.

2.5.5 Measuring tip radii

Tip radii can be measured by imaging a grid with sharp spikes, or by taking

scanning electron microscope (SEM) pictures and fitting circles into the tip

shape. The advantage of taking SEM images is that an undistorted image

of the tip is obtained, so defects of the tip can be seen directly. Such defects

could be a blunt and non spherical tip shape due to very high pressure of the
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tip on the surface, or the breaking of the functionalization (coatings) of the

tip. Usual tip radii are in the order of 10 to 100 nm.

2.5.6 The definition of zero distance

The definition of zero distance in a force-distance experiment is an intrinsic

problem of the AFM. As mentioned before, a force curve is calibrated by tak-

ing the two linear regimes where the tip is supposedly either in full contact

with the surface, or is far away. If a solid layer covers the surface, or if a poly-

mer layer is compressed, solidification of the layer might be possible. In such

a case, we would be unable to detect the difference between the solid support

and the hard polymer layer.

2.6 Adhesion in concrete and the effect of

superplasticizers

2.6.1 Concrete

Portland cement clinker is the main component of the most common cements.

It mainly consists of CaO (60%), SiO2 (20%), Al2O3 and Fe2O3 (both together

ca. 5%). By changing the ratio of these main components and by using var-

ious additives (e.g. sulfates, MgO, K2O, MnO, or ZnO) the properties of the

cement can be easily modified to produce, e.g. fast hardening or high stability

cements.

In typical cement nomenclature, the main components are abbreviated as C

(CaO), S (SiO2), H (H2O), A (Al2O3) and F (Fe2O3). In a cement clinker, they

are already burned and grinded to alite (C3S), belite (C2S) and different alu-

minates. This burned clinker phases are then later mixed with water and

harden to form cement (or concrete if additionally sand, gravel or steal is

used). Since a clinker is made of so many different components, and all are

reacting differently with water, it is very challenging to identify the processes

of cement hardening and their individual time dependent contribution.
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Fig. 2.15: REM images of the growth of the CSH crystals. At the beginning, the crystals show
a honeycomb-like structure (left), after the first minutes, the CSH crystals grow
only one dimensionally into needles (right).

Five important stages of the hardening process can be distinguished: First,

the initial pre-induction period, which is exothermic and takes place in the

first 15 minutes after mixing with water. Second, the dormant period (15 min

- 3 h) where practically all reactions are stopped and the hardening process

is discontinued. Third and fourth, the setting periods where the reaction rate

respectively increases (3 - 8 h) and decreases again (8 h - 1 day), and where

most of the final stability is reached. Fifth the diffusion period (1 day and

longer), where no more thermal activity is present (Fig. 2.14) [88].

The important stages of the harden-
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Fig. 2.14: The process of hardening is divided

in five phases. It takes a month until all

reactions are finished.

ing process are the first four periods,

where alite and belite play the most

significant role by forming the so

called CSH phases (calcium silicate

hydrate phases) with an average

composition of C3S2H4. The CSH for-

mation becomes visible after one

hour and shows a honeycomb-like

structure.

After the first hour, they start grow-

ing needles with about 50 nm diameter and hundreds of nanometers in length.

The interlocking of these needles makes a significant contribution to the hard-

ening of the cement.
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A B

C D

Fig. 2.16: Growth of the CSH crystals in a cement paste with time. First honeycomb like
structures are build. Later, needles with a diameter of 50 nm and a length of several
micrometers intercalate and form a solid structure.

The reactions taking place in a cement paste can be written as:

Ca3SiO5 + 2H2O → 3Ca2+ + 4OH− + H2SiO2−
4

xCa2+ + yH2SiO2−
4 + zOH− → C − S − H

At the first stage, the reaction with water increases the pH to 13 due to the

dissociation of alite and belite. The calcium ion concentration is the main

parameter controlling the hydration kinetics, stoichiometry and structure of

the CSH phase [89, 90].

During the first hour, the aggregation of the CSH particles is mainly due to

the ion-ion correlations (Fig. 2.17). Later, during the formation of the needles

which interlock the particles, the ion-ion correlations are still present.

A very detailed calculation of the ion-ion correlations is given in Jönsson et

al. [91]. The main conclusion thez draw is, that the presence of divalent coun-

terions and a high surface charge density (high pH) are the main parameters

influencing cement cohesion. Ion with higher valencies (e.g. Calcium ions)

are needed for the coagulation. Trivalent cations are usually not present in
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Fig. 2.17: Surface charges and ion-ion correlations between two CSH nanoparticles.

the solution since they are either amphoteric (Al(III)), or precipitate as insol-

uble hydroxides. The competition between monovalent (sodium, potassium)

and divalent ions for the surface has the largest influence on the coagulation.

The exact structure of the CSH phase is still debated [92] but it is believed

to be strongly dependent on the C/S ratio in the clinker. The surface of the

CSH nanoparticles can be negatively charged by —SiO⊖ groups, or positively

by binding a divalent calcium ion as —SiOCa⊕. The bulk structure is build

up by repeating “Dreierketten” of silicon oxide tetrahedral with parallel CaO

plains. The surface structure has been imaged with the AFM at atomic reso-

lution. Four different surface cells have been identified [93], with cell dimen-

sions of a = 9.6 - 11.7 Å, b = 4.9 - 5.7 Å and α = 91 - 103°, depending of the C/S

ration respectively.

2.6.2 Superplasticizers

Superplasticizers are used as an additive in cement. They decrease the viscos-

ity of the cement paste and ensure a water like flow behavior [94]. This effect

is used for easier transportation of the cement, to give the cement a specific

form, or to ensure that a surface is smooth and planar.

Generally the cement paste can also be modified in its flow behavior by in-

creasing the amount of water used in the paste. But since only a finite amount

of water can be used for the hydration of the clinker, the excess amount will
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sidechains

backbone

charged groups

Fig. 2.19: Left: Scheme of a superplasticizer indicating sidechains (green), backbone (black)
and carboxyl groups (blue). Right: CSH particle covered by superplasticizer. The
sidechains protrude into the solution, but may also have a coil formation and not a
stretched.

still be present in small cavities in the hardened cement and thus reduce the

final strength and durability of the cement by precipitating and thus increas-

ing the porosity.

Superplasticizers are copolymers with a

Fig. 2.18: Excess water stays in the final

hardened cement and reduces dura-

bility and strength.

backbone and sidechains (Fig.2.19). The

backbone is mostly build from methacry-

late or similar structures with a carboxyl

group. At high pH, the carboxyl group

dissociates and is negatively charged. It

forms an immobile polymer layer at the

interface of the nanoparticles due to the

ion-ion correlations. The sidechains mostly

consist of a linear polymer (e.g. polyethy-

lene oxide) and are not charged. They protrude into the solution and give

rise to a repulsive force between the CSH particles arising from the steric re-

pulsion (Fig. 2.19). Generally, the adhesion to the CSH is controlled by the

backbone, and the magnitude of the repulsion is controlled by the sidechains.

If the superplasticizer is added and mixed with the cement paste, this be-

comes immediately liquid. However, after some minutes, the particles ag-

gregate again, presumably due to the new growth of CSH needles, breaking

up the polymer layer. Remixing of the paste redistributes the superplastsizer

and the closed up polymer layer ensures again the water-like flow behavior.
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2.6 ADHESION IN CONCRETE AND THE EFFECT OF SUPERPLASTICIZERS

The superplasticizers loose their effect after the first hour when the intercala-

tion of the needles dominates the aggregation and solidification process.

2.6.3 Investigation of cement cohesion using the AFM

The focus of interest in studying cement cohesion is the structure of the CSH

phase which controls the coagulation and hardening process and the sur-

face forces acting between the CSH particles, which are responsible for the

first stage of aggregation. The AFM is an unique tool enabling to a) image

CSH surfaces at various resolutions and thus characterize the CSH structure

from the micrometer to the Ångström scale and to b) measure surface forces

between CSH particles under various conditions, such as ion concentration,

surface charges and additives such as superplasticizers.

There have been several studies where the AFM was used to image the CSH

surface [88,92,93,95–97] and where surface interactions have been measured

[93, 95, 98]. The interactions are usually measured between pure CSH phases

and not in a complex cement paste. Additionally Kauppi et al. [99] measured

interactions between MgO surface and MgO particle. Using this setup, they

managed to measure steric repulsion in a system with an adsorbed anionic

acrylic esther-ethylene oxide. This showed nicely the difference between the

adhesion in the pure system and the repulsion by adding a superplasticizer,

which works similar for the MgO than for CSH.

Although the experimental conditions for an AFM are widely variable, the

complexity of a cement paste is difficult to establish a reliable experimental

setup. First, the ongoing reactions in a paste make the system too unstable

(drift, surface precipitation), for a reliable AFM experiment. Secondly, the

surface roughness is usually very large, which has a significant influence on

the measured surface interactions, due to the ill defined contact area. Third,

the carbon dioxide from the air induces carbonization in the cement paste,

thus degrading the CSH phase. This effect is significant in an AFM experi-

ment. The small amounts used, can be carbonized within hours.
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3 Materials and Methods

3.1 Polymer Synthesis

1,4-Polyisoprene (PI) was synthesized from isoprene by anionic polymeriza-

tion (Fig. 3.1). The isoprene was dissolved in freshly distilled cyclohexane

and sec-butyl-lithium (BuLi) was added as a starter. After 12 h, the reaction

was stopped with methanol (MeOH) and the product was recrystallized in

tetrahydrofurane (THF). The purity of the polymer was verified using gel

permeation chromatography (GPC).

The ratio of cis to trans was 70:30 as determined by NMR spectroscopy. By

adjusting the amount of starter, PIs with molecular weights of Mw = 1.9-

10.2 kDa where synthesized. This corresponds to mean end-to-end distances

of 3 - 8 nm. To avoid oxidation, PI was stored in light protected flasks at -8°C.

No change in the measured force curves for more than 16 h was observed, the

oxidation in the AFM during measurements is therefore negligible. Addition-

aly a GPC was measured of samples older than 2 years, and these samples

showed no oxidation.

Polydimethylsiloxane (PDMS) was synthesized from the trimer hexamethyl-

cyclotrisiloxane by an anionic ring opening polymerization (Fig. 3.2). 10% of

*Cyclohexane

BuLi MeOH

THF

Fig. 3.1: PI was synthesized by anionic polymerization using sec-buthyl-lithium as a starter.
The reaction was quenched after 12 h with methanol.
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Polymer Mw/
g

mol Mn/
g

mol Disp. N Rg/nm η/(Pa · s)

PDMS PDMS6 5870 4220 1.38 79 2.0 0.052
PDMS8 8380 7940 1.06 113 2.4 0.089
PDMS17 16700 15900 1.05 226 3.4
PDMS19 18800 17500 1.05 254 3.6 0.360

PDMS-OH 19990 18700 1.07 270 3.8

PI PI2 1900 1652 1.15 28 1.4
PI3 2500 2270 1.10 50 1.9 0.68
PI5 4800 4400 1.08 78 2.4 1.64
PI7 6800 6400 1.06 100 2.7 2.94

PI8 8000 7430 1.06 118 2.9 4.31
PI10 10200 9800 1.04 150 3.3 7.70

Table 3.1: Overview of physical properties of the synthesized polymers. Mw, Mn and disper-
sity where measured with gel permeation chromatography, the viscosity with an
ARES system, and Rg was calculated from the Kuhn lenght (bPI = 0.80nm), and

from the unperturbed radius of gyration
S0,z

M0.5
w

[PDMS] = 266 (Polymer Handbook)

Si

O

Si

O

Si

O

*

Si

O

Si

O

Si

O

Si(CH3)3

BuLi

THF / Cyclohexane

(CH3)3SiCl

Si

O

Si

O

Si

O

*

Si

O

Si

O

Si

O

H

BuLi

THF / Cyclohexane

MeOH

Fig. 3.2: Synthesis of PDMS. If the reaction is quenched with (CH3)3SiCl, the PDMS chain
has two CH3 endgroups. If the reaction is quenched with MeOH, one endgroup is a
hydroxyl group.
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polymer melt

liquid cell

scanner

sample

cantilever with 
tip or sphere

Fig. 3.3: Liquid cell for the AFM, used to measure in polymer melt. Left: sideview with the
cantilever stage on top for mounting the cantilever), middle: cantilever mounted for
measurement (upside down), right: top view.

the monomer was dissolved in freshly distilled cyclohexane and sec-butyl-

lithium was added as a starter. After 10 h, the rest of the monomer was

added in a THF/cyclohexane mixture (60:40). The reaction was stopped with

(CH3)3SiCl and the product purified with a fractionator. To keep the poly-

mers water free, all samples were stored under vacuum and on molecular

sieves.

Additionally, PDMS-OH was synthesized by stopping the reaction with Me-

thanol.

3.2 AFM setup

All AFM measurements were carried out with a MultiMode with a Nanosco-

pe IIIa controller (Veeco Instruments, Santa Barbara, CA) using a liquid cell

without O-ring which was filled with the polymer melt (Fig. 3.3). The system

was equilibrated for 10 h with the laser turned on to avoid drift caused by

temperature differences or increased interaction forces caused by electrostat-

ics due to the preparation process. The temperature inside the liquid cell was

about 28°C during the measurements.

The silicon surfaces and cantilevers were plasma cleaned before each mea-

surement for 5 min at 30 W in an argon atmosphere of 0.1-0.2 mbar. V-shaped

cantilevers with silicon nitride tips (length 120 µm, width of each arm 18 µm,

thickness 0.6 µm, Veeco Instruments, Santa Barbara, CA) were used. The ra-

dius of the tip curvature was determined from scanning electron microscope
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(SEM) images (LEO 1530 Gemini, Oberkochen, Germany). A circle was fitted

to the edges of the tip visible in the SEM image and the radius was calculated

from the scale of the image. Typical radii of curvature were between R = 10

and 100 nm. Spring constants ranged from 0.2 to 0.6 N/m. For each experi-

ment a new cantilever was used to avoid contamination with polymer from

previous experiments.

To measure the hydrodynamic forces, the experimental setup was largely

similar, except for two changes. First, instead of a sharp tip a particle was at-

tached to a cantilever using epoxy resin as described below. Second, the force

curves were measured with much higher velocity, ranging from 200 nm/s

to 100 µm/s. Spring constants measured after attaching the particle did not

change significantly and were still in the range 0.2 to 0.6 N/m.

For the experiments in polymer mixtures, the polymer melts have been mixed

freshly before each measurement to a total amount of 200 µl. The fractions are

always given in vol% with the short chain polymer first (short-vol% : long-

vol%).

3.2.1 Cantilever Preparation

For hydrodynamic measurements, cantilever with an attached glass micro-

sphere were used (borosilicate glass microspheres, 20 µm nominal diame-

ter, Duke Scientific Corporation, Palo Alto, CA). The microspheres where

attached on a tipless cantilever by using a micro manipulator (three dimen-

sional oil-hydraulic manipulator MNO-203, Narishige Group, Japan) and

epoxy resin (Epikote 1004, Shell, Germany) as glue. First some microspheres

where distributed on a microscope slide so single particles could be seen in

the microscope. Then small portions of epoxy resin were heated (80°C) next

to the particles on the slide and the cantilever was dipped in the glue before

picking up a glass particle using a micromanipulator [33, 34, 100–102].

The radii of the spheres where measured with the SEM and ranged from 9

to 11 µm. Before each measurement, the cantilever was plasma cleaned for

2 min at 30 W and 0.1 - 0.2 mbar, the spheres were cleaned for 30 seconds

only.
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3.2.2 Substrate Preparation

For most of the measurements silicon wafers (Wacker-Chemie, Burghausen,

Germany) with an native oxide layer of approx. 2 nm were used. Before

each measurement, they were plasma cleaned as mentioned before. Further

samples were mica (Plano, Wetzlar, Germany) and highly oriented pyrolytic

graphite (HOPG, SPI, West Chester, US) which were cleaved just before us-

age.

3.3 Measuring CSH interactions

3.3.1 Preparation of CSH surfaces

To get a sufficiently smooth CSH surface, preparation procedures of Plassard

et al. [98] have been followed. A freshly cleaved calcite surface was immersed

in sodium silicate solution ([SiO2]/[Na2O] = 0.33). In solution CaCO3 is dis-

solved from the surface and CSH precipitated. After one week, the samples

were transferred to CSH solutions, which have been prepared from saturated

lime solution and additional CSH powder with a fixed C/S ratio. These solu-

tions have been equilibrated for one week and filtered through a 0.22 µm Mil-

lipore filter. The samples stayed in these equilibrium solutions for one month.

All steps have been done under argon atmosphere to avoid carbonization.

The surfaces have been imaged in the AFM before their use in force curve

measurements, and have been stored inside a glove box.

3.3.2 Preparation of CSH tips

For force measurements, triangular silicon nitride cantilevers with tip radii

around 30 nm have been immersed in concentrated lime solution for 48 h.

The silicon nitride cantilevers are covered with a native thin layer of sili-

con oxide (∼ 5 nm) from which silicon ions dissolve into solution and re-

precipitate as CSH on the apex of the tip (Fig.3.4). The reaction is automati-

cally stopped after complete consumption of the silicon oxide layer.
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Fig. 3.4: Cantilever tip after immersion in lime solution for 48 h. The apex of the tip is covered
with CSH crystals.

All tips have been imaged in the SEM after the measurements, to ensure the

coverage of the apex with CSH. Spring constants have been measured before

the CSH precipitation. It is mentioned at Plassard et al. [98] , that the CSH

coverage changes the spring constant by less than 5%, which is caused by the

change in mass.

3.3.3 Scaling with additional height

Measured distances in x and y directions are depending on the height of the

sample [103]. This is usually negligible since most of the measured samples

are less than 1 mm in height and the resulting error of measured distances is

smaller than 2%, which is the standard error of an AFM.

The distortion is a result from the movement of the scanner, which is con-

trolled by applying a voltage to the piezo, which bends the piezo in x and y

directions. Unfortunately, the movement is not linear with the voltage, and

the bending caused the sample to move on an arc (this can be seen as a rota-

tion around the center of the piezo crystal) (Fig. 3.5, left). Therefore, scanners

are calibrated by scanning a grid with indents of defined sizes and depths,

thus adjusting the voltage to move the scanner surface along a specific dis-
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Fig. 3.5: Left: Due to the rotation of the scanner, samples with large heights result in too large
values for x and y scales. Right: The distortion of the scale can be easily calculated
by the theorem of intersecting lines.

tance.

If the sample is higher than a few millimeters, the bending of the piezo is

still the same, but the sample surface is now further away from the rotation

center, and is therefore moved a longer distance.

Instead of calibrating the scanner for different heights of samples, it is more

convenient to measure the calibration grid at different heights, and calculate

an elongation factor. This can be easily done with the theorem of intersecting

lines, provided the increase in distance scales linearly with the additional

sample height (Fig. 3.5, right). The theorem states the following:

a

a′
=

a + b

b′
+

a + c

c′
+ · · · . (3.1)

By eliminating a which is the unknown length of the piezo this results in:

− ba′

−b′ − a′
= −bc′ − cb′

c′ − b′
⇒ c′ =

ba′ + cb′ − ca′

b
, (3.2)
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Fig. 3.6: The elongation factor of the scanner is the slope of the “measured distance” vs. “ad-
ditional height” graph. Different data points are determined by different sets of the
theorem of intersecting lines.

with the error:

∆c′ =
∂c′

∂a′
∆a′ +

∂c′

∂b′
∆b′. (3.3)

By measuring distances a′, b′ and c′ for different sample heights results in

a measured distance vs. additional height graph showing a linear increase

of the distortion with the additional height. The data for several different

heights shows an error off less than 3% (Fig. 3.6).

The linear fit of the data gives a correction factor kdistort = 0.028 · ∆h + 1µm.

All images measured at a certain additional height ∆h have to be multiplied

with kdistort in x- and y-scales.
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3.3.4 Determining lattice constants

Imaging the surface

AFM images of the surface have been taken in lime solution to minimize the

surface interactions by excluding capillary∗ force and using a tip with a ra-

dius < 10 nm. Best resolution was achieved in friction mode with scan speeds

of 30 Hz (per scanline). Before the measurement, the setup was allowed to

equilibrate for 3 - 5 hours to minimize drift.

Since the measurement is very sensitive to noise, the resolution of the AFM

was tested using the noise test procedure from the “Basic SPM Training

Course” manual. After approaching the surface, the scan size is reduced to

1 nm. This ensures that the tip stays at the same point of the surface and

only the noise is recorded. Then a 512 lines image is captured with a speed of

2 Hz. The image is then flattened and the root mean square (RMS) roughness

is calculated. To achieve atomic resolution in the experiments, the RMS value

should be below 0.5 Å.

The MultiMode AFM was tested before assembling the final experimental

setup. The RMS value was at 0.4 Å. Then the MultiMode was transferred

into a glovebox and the RMS value was measured again. The glovebox is

important to exclude carbonation of the sample surface and can therefore

not be avoided. Inside the glovebox, the RMS noise increased to ca. 1 nm.

Possible reasons for this could be the higher pressure and the resonance of

the glovebox due to external noise.

Calculation of the lattice constants

Two-dimensional AFM images give information about the lattice type (hexag-

onal, rectangular, etc.), lattice dimensions, and whether one or more lattices

occurred. Before the analysis, the images were flattened, 2D fast Fourier

transformation (2DFFT) was calculated, and the x and y coordinates of the

inner spots were measured. To correct the drift of the AFM, the y positions

of up- and down-scans should be averaged [104], but due to the low resolu-

∗The capillary force arises from water which condensed into the gap between tip and surface. The
capillary forces draw the tip and surface together and are therefore attractive.
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Superplasticizer Mw / kDa Mn / kDa PEO / kDa Rg / nm

SP500 17 8 0.5 0.67
SP3000 35 17 3 1.64
SP6000 55 28 6 2.32

Table 3.2: Superplasticizers used in the AFM experiments. The PEO/kDa column gives the
molecular weight of the sidechains only. Rg values are calculated for the PEO

sidechain from r0/M0.5
w · 104 = 775 (Polymer Handbook)

tion in the glovebox, and to the drift during the measurements, this was not

possible. Therefore, the error of the calculated lattice constants is increased.

From the measured distance in the Fourier image, the lattice constants are

then calculated by:

da = la · sin γ, db = lb · sin γ, dc =
lalb · sin γ

√

l2
a + l2

b − 2lalb · cos γ
(3.4)

If the lattice is hexagonal, the constants are simply

a =
da + db + dc

3 · sin 60◦
(3.5)

All the calculations have been performed by the SPIP Software (Image Metrol-

ogy A/S, Lyngby, Denmark).

3.3.5 Superplasticizers

Three different superplasticizers were synthesized by BASF (Trostberg, Ger-

many) (Tab. 3.2). They are copolymers with a methacrylate backbone and

polyethylene oxide sidechains.
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COO COOCOO

OO

OCH3

Fig. 3.7: The superplastiziser used have a methacrylate backbone and randomly distributed
polyethylene oxide sidechains. The backbone has negative charges at pH 13 due to
the carboxyl groups. The sidechains prodrude into the solution. The superplaticiz-
ers were synthesized at BASF, Torstberg.
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4 Results and Discussion

The experiments discussed in this section cover three different systems: First,

pure polymer melts of PDMS and PI measured on different surfaces. This

was done in so called “quasi-static” experiments, using slow approaching /

retracting velocities so the viscous drag has no effect on the measured forces,

and in hydrodynamic experiments, where a borosilicate sphere was attached

to the cantilever and the velocities were increased so the hydrodynamic forces

dominated. The measurements are followed by a discussion if a solidification

of the polymer layer occurs during the experiment. Second, the pure PDMS

melts have been mixed to obtain a blend of homopolymer with two differ-

ent chain lengths. The dependence of the layer formation on the molecular

weight, which was investigated beforehand [24–26], makes it possible to dis-

tinguish short or long chain enrichment at the surface. Third, the effect of a

superplasticizer in the gap between two CSH crystals in a CSH equilibrium

solution at 0.1-vol.%. The focus of these experiments was to detect the sur-

face forces in dependence of the molecular weight of the PEO side chains of

the superplasticizer.

4.1 Pure polymer melts

4.1.1 Quasi-Static measurements

The presence, stability and thickness of a surface layer in a polymer melt can

be most directly measured by its steric interaction with the tip. If a layer

is formed, the interaction is repulsive and can be expected to increase with

molecular weight. If no layer is formed, the entropy loss in the gap between

tip and surface should force the polymer to move out of the gap, thus creating
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Fig. 4.1: Force-vs-distance curves in PDMS with different molecular weights (only approach-
ing part shown). For small molecular weights attractive forces were observed, above
6 kDa, the interaction was repulsive and increased with molecular weight.

an attractive force on the tip [4].

Experiments in PDMS melt in dependence of the molecular weight have been

done by Sun et al. [24–26]. A typical result is shown in Fig. 4.1, which displays

an overlay of 30 approaching parts of force curves measured with a V-shaped

silicon nitride tip with a radius around 30 nm and a spring constant around

0.2 N/m on a silicon oxide surface. To account for different tip radii and the

resulting change in contact area, the measured forces have been normalized

by dividing the tip radius. Approaching speeds were in the order of 50 to

500 nm/s and force curves have been taken on at least three different posi-

tion on the sample. In all cases, the force curves showed no dependency of

velocity or surface area. These factors are therefore neglected in the following

discussions.

The force curves show a repulsion for 6 kDa and polymers with larger molec-

ular weights, were for 4.2 kDa the interaction is purely attractive. Increasing

the molecular weight above 6 kDa increases the repulsive force as well. The
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0 10 20
-2

-1

0

1

2

3

4

5

 

 

Fo
rc

e 
/ n

N

Distance / nm

Fig. 4.2: Force curves in 8 kDa PDMS. Attraction was observed for high loads on the surface
(> 15 nN), repulsion for smaller loads.

repulsion was weaker and unstable for molecular weights between 6 and

12 kDa, which is just below the molecular entanglement weight for PDMS

(Me = 12 kDa [27]). Apparently a minimum of entanglement of the polymer

chains is necessary to form a stable surface layer. The formation of a more

weakly attached layer even below the molecular entanglement weight is also

possible, but this layer can be easily destroyed by an AFM tip.

To get more information about the stability of the layer close to the molecular

entanglement weight, PDMS with 8 kDa has been investigated. As shown

for 6 kDa PDMS, also for 8 kDa, a surface layer forms and it is possible to

measure repulsive force curves. However, if the maximum load of the tip on

the surface is increased above 15 nN, the repulsion changed to an attraction

within 15 - 20 force curves taken every second (Fig. 4.2). During the same

experiment, a repeated change of the load resulted in a repeated change of

the surface forces. The layer is re-adsorbed after being destroyed by the tip.

To show the range of forces present during the layer formation, fig. 4.2 was
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not normalized with the radius. The re-occurrence of steric repulsive forces

in this experiment took place in a matter of seconds. This indicates that the

layer formation occurs in the same timescale, resulting in an equilibrium in

less than a minute. This can change though, for higher molecular weights due

to the increased entanglement. This might not necessarily increase the time

to reach equilibrium, but might decrease it by adsorption of several already

entangled coils from the melt.

For a quantitative comparison, normalized force curves were fitted with an

exponential function according to F = A0e−D/λ (black lines). Here, F is the

measured force, λ is the decay length, and A0 is a prefactor. For PDMS, the

decay lengths were (0.58± 0.12)Rg [25]. The decay length yields information

about the range of the repulsive force, and hence convenient to compare the

interaction between different molecular weights. It is not equivalent to the

layer thickness.

Stable PDMS layers were found earlier for thermally treated PDMS-silicon

oxide systems [105]. For the present system it can be concluded, that an im-

mobile surface layer forms for molecular weights larger than 6 kDa, which is

weak at first, but becomes more stable with increasing molecular weight. It

is possible to determine the presence of the layer by its steric repulsion in the

force curves and quantify the repulsion by the decay length.

Similar experiments were done in PI (Me = 6 kDa) [27]. The measured forces

were always repulsive, weak and short-ranged. The repulsion in the ap-

proach was much smaller than for PDMS (Fig. 4.3B) and also much less

weight dependent (Fig. 4.1), resulting in decay lengths of typically 0.8 -

1.0 nm at Mw= 1.9 kDa and 0.3 - 0.6 nm for 6.8 kDa. The inset in fig. 4.3A

shows the decay lengths for all molecular weights from 2 to 10 kDa on sili-

con oxide (orange). A tendency towards smaller decay lengths for increasing

molecular weights was observed, which is the opposite trend to the observa-

tions for PDMS.

Forces on HOPG and mica where likewise repulsive and they showed similar

decay lengths, though they were consistently weaker by a factor 2 - 3 than on

silicon oxide (Fig. 4.4), although the contact angle of PI on HOPG is lower

than on silicon oxide, and on mica is larger than on silicon oxide.
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4.1 PURE POLYMER MELTS

Fig. 4.3: A) Approaching force curves measured in PI on a silicon wafer with a silicon nitride
tip. The inset shows the decay lengths from experiments on silicon wafers (orange),
HOPG (cyan), and mica (dark red) are plotted. B) Approaching force curves mea-
sured in PI in logarithmic scale compared to force curves measured in PDMS (Mw =
18 kDa) on silicon oxide.

This trend of weaker surface interaction with increasing molecular weight is

similar for measurements on HOPG and mica (Fig. 4.3A, inset). At higher

molecular weight, in particular at Mw= 10.2 kDa, the repulsive force was of-

ten almost undetectable.

In theoretical calculations and computer simulations, it was found, that long

flexible chains do not cause a strong surface interaction. Only if the chains

are pinned to the surface a repulsive force is present which scales with the

radius of gyration [2–4, 7]. Following this, we can say that PDMS forms an

immobile surface layer, while PI does not. There are several possible reasons

for this. One is, that the PI segments bind very weakly and are detached fast

enough that no entanglements are present, which can form a stable layer. A

second is, that the formation is too slow for a layer to rebuild after penetra-

tion with the AFM tip. A third is, that the PI chains can be easily moved

laterally on the surface. The activation barrier for lateral movement of bonds

might be much lower than for desorption. With the AFM it is not possible to

distinguish, whether one or all three models contribute to the measured sur-

face interactions. Implying similar formation timescales for PI and PDMS, we

can only assume that the entanglements and the activation barrier for lateral
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Fig. 4.4: Approaching force curves in PI on different surfaces. The interaction for mica and
HOPG is weaker than for silicon oxide although the contact angle of PI on HOPG is
lower than on a silicon oxide, and, on mica is larger than on silicon oxide.

movement is of greater importance.

We called the experiments described above “quasi-static” experiments be-

cause the forces were independent of the approaching/retracting velocities

and we assume that viscous drag had no influence on the approaching force

curves. There is one restriction, which is not relevant with respect to confined

polymers, but with respect to the technique of AFM force measurements: In

many experiments we observed an apparent strong repulsion in the retract-

ing parts of force curves (Fig. 4.5). This repulsion increased with retracting

velocity. This is attributed to the hydrodynamic drag on the cantilever. When

the cantilever is retracted the tip is still in contact with the sample surface.

Thus, the velocity of the tip is zero, while the back end of the cantilever is

already moving with its constant retracting velocity v0. Only when the tip is

released from the surface the front end of the cantilever starts to move. Due

to the damping of the viscous liquid it reaches its final retracting velocity v0

only after a delay. This implies, that the hydrodynamic force on the cantilever

is not constant, but increases with time. Since for the calibration the hydro-

dynamic drag on the cantilever is assumed to be constant, this effect is not
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4.1 PURE POLYMER MELTS

Fig. 4.5: Left: Retraction force curves with a V-shaped silicon nitride tip (R ≈ 30 nm, kc =
0.2 N/m) on a silicon oxide surface in 4.8 kDa PI. The viscous drag on the cantilever
depends on the velocity. Right: Approach and retract of the force curves.

taken into account. This becomes apparent in the retractive force curves if

the viscous drag exceeds a certain value. The effect is proportional to v0η.

To avoid this effect the calibration procedure for retracting force curves was

only done for v0η ≪ 10−7 N/m.

4.1.2 Hydrodynamic measurements

The formation of an immobile surface layer does not only result in a steric

repulsion. The flow of the polymer over the surface also depends on the

surface properties and might - for a non-Newtonian fluid - show surface slip.

With the formation of a surface layer, the surface properties are changed and

it should be possible to observe this change also in the surface slip. Using the

AFM, this can be done in hydrodynamic measurements using a borosilicate

glass sphere with a diameter of 10 µm and using approaching speeds of 1 -

100 µm/s.

Hydrodynamic force curves where measured in PDMS and PI at three differ-

ent molecular weights each (Fig. 4.6 and 4.7). Displayed are again overlays

of approaching parts of ca. 30 force curves for each of the three graphs. Due
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to the relative small variance in the particle radius, the force curves have not

been normalized.

As it can be seen, a long-range repulsive force was present, which decreased

with distance, plus a constant, distance-independent component. The dis-

tance-independent component is caused by the drag on the cantilever. The

long-range decaying force is due to the fact that the polymer melt has to be

squeezed out of the closing gap between the planar substrate surface and

the microsphere. Both components increased with the approaching velocity

v0 and with the viscosity of the melt. To determine the presence of slip, the

transition into contact at zero distance is important. If no slip is present, the

velocity of the microsphere decreases smoothly to zero until contacting the

surface, while with slip the velocity on the surface is still finite and a kink

appears in the force curves. Since these kinks can be small, it is not always

easy to determine the presence of slip from the force curves alone. Therefore

we additionally calculated velocity curves, by differentiating deflection-vs-

time plots. The velocity is then plotted vs the distance and we briefly call

the curves “velocity curves”. In these plots, the slip becomes apparent by an

interception of the velocity axis larger than zero.

All force curves where fitted with the model described by Vinogradova [72]

earlier (see section 2.3.2). The fits are displayed in the graphs (4.6, 4.7) as grey

lines. The Hamaker constant was estimated to be around 2 · 10−21 J, but the

contribution of the van der Waals forces turned out to be negligible compared

to the hydrodynamic forces under our experimental conditions.

Polyisoprene

The results are dependent on the molecular weight (Fig. 4.6). For PI3 (η =

0.60 Pa·s) the fit showed good agreement with the measurement up to the

highest approaching velocity of 5 µm/s. The slip lengths required to obtain

the best fit were 5 - 10 nm, independent of the approaching velocity. Slip was

neither directly visible in the measured force curves nor in the velocity curve.

For PI5 (η = 1.64 Pa·s) the curves could not be fitted with any hydrodynamic

model if we used bulk viscosities. To obtain an agreement between simulated
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Fig. 4.6: Hydrodynamic force (left) and velocity (right) curves measured on silicon wafers
with glass microspheres at different approaching velocities in PI. Only approaching
parts are shown. The experimental results are fitted by a hydrodynamic simulations
including slip (gray lines). Top: PI3, kc = 0.27 N/m, R = 10.8 µm, η = 0.7 Pa·s at
approaching velocities v0 = 0.2, 0.5, 1, 2, 3, 4, and 5 mm/s (bottom to top curve).
The velocity curve was recorded at v0 = 1000 nm/s. Slip lengths of b = 5 - 10 nm
were used for the fit. Middle: PI5, kc = 0.26 N/m, R = 11.0 µm, η = 4.0 Pa·s at
approaching velocities v0 = 0.2, 1, 3, and 5 µm/s. The velocity curve was recorded
at v0 = 600 nm/s. Slip length of b = 30 - 100 nm were used for the fit. Bottom: PI10,
kc = 0.27 N/m, R = 10.8 µm, η = 7.7 Pa·s, v0 = 0.1, 0.3, 0.7, and 1 µm/s. The velocity
curve was recorded at v0 = 700 nm/s. Slip length of b = 30 - 80 nm were used for the
fit.
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Fig. 4.7: Hydrodynamic force curves measured on silicon wafers with glass microspheres at
different approaching velocities in poly(dimethyl siloxane) (PDMS). Only approach-
ing parts are shown. Top: PDMS6, kc = 19 N/m, R = 9.1 µm and η = 0.22 Pa·s at
approaching velocities v0 = 1, 2, 5, 10, 15, 30, 60 and 100 µm/s (bottom to top curve).
Middle: PDMS8, kc = 0.27 N/m, R = 11.0 µm and η = 0.15 Pa·s at v0 = 1, 5, 10
and 20 µm/s. Bottom: PDMS19, kc = 0.24 N/m, R = 10.8 µm and η = 0.36 Pa·s at
approaching velocities v0 = 0.6, 2, 5, and 10 µm/s. The experimental results (filled
dots) are fitted by hydrodynamic simulations without slip (grey lines).
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and experimental curves, a viscosity of 4.0 Pa·s had to be assumed, which is

more than twice as high as the experimentally determined value. To explain

this behavior, the possibility of changed viscosities is discussed in detail later.

Slip is identified by a kink in the force curves at the contact point. It be-

comes even more evident in the velocity curves. For D → 0 the velocity still

possesses a finite value. Slip lengths decreased from 100 nm at 200 nm/s

approaching speed, to 30 nm at 5000 nm/s approaching speed.

An increased viscosity of confined polymer melts has been observed with

the SFA as well [14, 17, 67]. Also the pressure increase in the gap between

microsphere and planar surface, which can reach ≈1000 bar, can lead to an

increase of the viscosity. Since the shear rates in the center of the gap between

particle and surface are zero (this is discussed in detail later when also shear

rate profiles are calculated), the confinement effect might be dominating in

our experiments. For example, the zero shear viscosity of PDMS increases

by one order of magnitude when increasing the pressure by ≈700 bar [106].

It might also be an indication that hydrodynamic forces in melts have to be

described by a full viscoelastic theory.

High molecular weight PI (PI10, η = 7.7 Ps·s) force curves could again be

fitted with a hydrodynamic force including slip. Slip lengths of 30 - 80 nm

were found, again independent on the approaching velocity. Slip was visible

in force curves and in velocity curves.

PDMS

Judging from results of contact angle measurements, the PDMS spreads fully

on silicon oxide, therefore the interaction between the polymer and the solid

surface should be stronger than for PI on silicon oxide. For high molecu-

lar weight PDMS (PDMS19), it was possible to fit the force curves with-

out slip, according to equations 2.19 - 2.22. Only for velocities higher than

v0 = 10 µm/s, the experimental curve diverged to higher forces.

For a molecular weight of PDMS8 the force curves did not show slip, velocity

curves did. In contrast to higher molecular weights, the force curves could

only be fitted assuming a viscosity of 0.15 Pa·s, which was three times larger
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than experimental values, and no slip. The fits were in good agreement with

the experimental curves up to 20 µm/s, which corresponds to ηv0 = 3.0 ·
10−6 N/m.

PDMS of low molecular weight (PDMS6) could only be fitted with a viscosity

of 0.22 Pa·s, which is four times higher than the bulk viscosity, and a slip

length of 70 nm. Slip was evident in force curves and velocity curves, but like

for PI5 and PDMS8, the viscosity had to be increased by a factor of two to four

to get agreement between experimental and simulated curves. Assuming

increased viscosity, fitting was possible up to 60 µm/s. For 100 µm/s the

experimental curve diverged to higher forces.

Possible Artifacts

There are two important sources of possible artifacts in force curve measure-

ments which need to be considered. Surface asperities between microsphere

and solid surface can prevent full contact of the two surfaces, thus falsifying

the interpretation of zero distance. If contact is established by an asperity and

not the real surface of the sphere or the surface, the measured zero-distance-

velocities will be too large and the zero-distance-forces too small, which then

would result in a false prediction of boundary slip. To verify that asperi-

ties did not influence the results we imaged the surfaces and reversely im-

aged the particles with a grid of sharp tips (µmasch tip characterization grid

TGT01 (Anfatec,Oelsnitz, Germany) as described in refs. [107–109], with an

AFM (Fig.4.8). In our experiments the substrate used and the particle surface

were smooth and showed no asperities. Measured root mean square (RMS)

roughnesses over 1 µm2 on sphere and flat surface were typically 0.27 nm for

the surface and 4 nm for the sphere.

The second effect to consider is the change of the hydrodynamic force close to

the surface. When the microsphere approaches the planar surface its velocity

is gradually reduced until it is zero. This does not only reduce the hydrody-

namic drag on the microsphere, but on the cantilever as well. Different parts

of the cantilever are differently affected. The base of the cantilever, close to

the chip, is only weakly affected because it moves with a velocity close to
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Fig. 4.8: Flattened images of A: the silicon oxide surface and B: the borosilicate particle. The
flattening of the image of the particle was done including a spherical geometry.

v0. The end of the cantilever, where the microsphere is attached and which

dominates the total interaction [110], is strongly affected because here the ve-

locity reduction is significant. To quantify this effect we replaced the constant

hydrodynamic force term in eq. (2.19) by

Fdrag = α
1

v0

∣

∣

∣

∣

dD

dt

∣

∣

∣

∣

F0 + (1 − α) F0 (4.1)

Here, F0 is the drag on the cantilever acting if all parts are moving with v0

and α is the contribution of the end of the cantilever. Hydrodynamic force

curves simulated with eq. 4.1 are indeed influenced by the drag force on the

cantilever (Fig. 4.9). This influence is, however, small. The effect of slip will

dominate. Only for slip lengths b < 10 nm the influence should be consid-

ered.

Slip

Considering these possible sources of misinterpretation of hydrodynamic

force curves, the experimental results indicate the occurrence of boundary
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Fig. 4.9: Simulation results for hydrodynamic force curves, with R = 10 µm, v0 = 5 µm/s, kc

= 0.26 N/m, L = 120 µm, w = 36 µm, η= 0.6 Pa·s, and Fdrag = 13 nN. No slip (dotted),
no slip and taking the varying drag on the cantilever into account according to eq.
(4.1) with α = 1 and F0 = 13 nN (continuous line), and slip of b = 20, 40, and 80 nm
(dashed, from top to bottom). For the dashed curves Fdrag = 13 nN and α = 0.

Polymer Mw/kDa FC VC slip length

PDMS19 18.8 no no -
PDMS9 8.4 no yes -
PDMS5 5.2 yes yes 70

PI10 10.2 yes yes 30 - 80
PI5 4.8 yes yes 30 - 100
PI3 2.5 fit only no 5 - 10

Table 4.1: Overview of the results of the hydrodynamic measurements. FC: slip evident in
force curves, VC: slip evident in velocity curves.
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slip in all cases, with the exception of PDMS19 (Tab. 4.1). In most cases slip

is directly evident (PI5, PI10, PDMS6), in other cases only the fit revealed slip

(PI3, PDMS8). There are three different ways to interpret slip:

(1) The velocity of the polymer melt at the solid surface or in a shear plane

close to the solid surface is not zero and a freely moving melt is “slipping”

over the solid surface, or over a layer bound to the solid.

(2) The viscosity of the melt close to the solid surface is reduced with respect

to its bulk viscosity so that a steeper velocity gradient arises. An explana-

tion for this could be shear thinning: The flow of the melt aligns the linear

polymer chains and reduces the effective viscosity.

(3) AFM force measurements do not allow to determine the absolute value for

zero distance between sphere and surface. Zero distance is assumed where

the sphere stops moving, which is when hard contact is attained. It could

happen that the normal pressure of the tip induces a phase change in the

polymer so that it solidifies abruptly and the tip can not penetrate further.

The polymer forms a solid surface layer and the “zero distance” measured

by the AFM is instead several tenths of nanometers from the solid surface.

To avoid confusion we would like to stress the difference to the immobilized

layer mentioned earlier: The immobilized layer is always present, while a

“solidifying” layer forms abruptly upon approach. The possibility of such a

solidifying layer is discussed in more detail in section 4.1.3 where the Young’s

Modulus of such a layer is calculated and compared to the results.

If a solid layer is formed, it should be possible to fit the force curves by simply

shifting the simulated curves by the thickness of the layer. This is attained

by substituting the distance D in eq. (2.22) with a modified distance ∆D =

DL + D, with DL being the thickness of the solidified polymer layer, and then

simulating the curve as before. The two different models (“slip length” and

“curve shift”) can both be used for correctly fitting the force curves, so that

we are not able to discriminate between them. On the other hand we are able

to discriminate between the two models in a velocity curve, by comparing

to factors: The steepness of the velocity-vs-distance curve decreases close to

the surface, and the contact velocity is larger than zero. Very close to the

surface (< 5 nm), the results show agreement with the slip model: in fact
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Fig. 4.10: A: Sketch of the shear rate profile in the gap between tip and surface for a specific
distance D. B: Simulated maximum shear rates for η = 0.05 Pa·s, R = 10 mm, v0

= 30 µm/s, D = 10 nm, without slip. The shear rates are plotted versus the lateral
distance on the surface.

the contact velocities predicted by the slip model and that of the experiment

are similar (Fig. 4.11), while the no-slip model and the curve shift model can

not account for both: The shape of the experimental curve and the contact

velocity. It should be noted that even though the fit supports the slip model,

the differences are too small to allow ruling out completely the existence of a

solidifying layer on the surface.

A typical profile of shear rates in the gap between particle and surface shows

highest shear rates at a circle around the center of approach (Fig. 4.10). This

profile depends on the distance between particle and surface and, assuming

no slip, maximum shear rates approach infinity, for D → 0. To calculate

maximaum shear rates during the approach of the particle, we used [51]

γ̇max =
9
√

2R

D2/3
√

3R

dD

dt
(4.2)

This equation was derived for Newtonian liquids, where the velocity dD/dt

depends linearly on the viscosity. It is not strictly valid for our experiments

with polymers, where the viscosity might not be constant, but it can provide

an estimation of the upper limit of occurring shear rates. To compare the

force experiments, shear rates at a fixed distance D = 10 nm for R = 10 µm,

kc = 0.27 N/m, and b = 0 were calculated with Eq. (4.2) for each polymer at

all measured velocities (Tab. 4.2).
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Fig. 4.11: Velocity curve (below) and force curve (above) for PDMS6, v0 = 30 µm/s, R =
9.1 µm, kc = 0.19 N/m, η = 0.22 Pa s. The experimental data has been fitted assum-
ing no slip (green), assuming slip (red), and assuming a solid layer on the surface
(blue).

Polymer Mw/kDa γmax/s−1

PDMS6 5.9 2.5 · 105

PDMS8 8.4 8 · 104

PDMS19 18.8 3 · 104

PI3 2.5 1.5 · 104

PI5 4.8 104

PI10 10.2 2 · 103

Table 4.2: Maximum shear rates for all hydrodynamic measurements.
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The highest shear rates occur with the PDMS, while force curves measured

in PI where taken with a smaller approaching speed since its viscosity was

higher.

For the fitting of PDMS6 and PDMS8 a 3 - 4 times higher viscosity was re-

quired. As mentioned before, the reason could be due to the high pressures

of around 1000 bar. This argument seems reasonable for PDMS, since the in-

crease in viscosity correlated with the higher shear rates. It is, however, still

unclear, why an increased viscosity was only observed for PI5 and not for

PI3, which was measured at a higher shear rate.

4.1.3 Young’s Modulus of immobilized layers

To calculate Young’s Modulus

Fig. 4.12: Indentation in dependence of the applied

force in a force curve. The graph shows the

deviation from the linear force resulting from a

soft layer on the surface calculated by the Hertz

model.

of a solid-like surface layer in

an AFM experiment, a situation

is considered where the tip is

immersed in polymer solution

with the solid support and the

tip being infinitely hard. If the

indentation of the layer δ is

much smaller than the thickness

D, the Hertz model gives the

following equations to calculate

the force-vs-indentation curve

(see section 2.25):

F =
4

3
· E

1 − ν2
·
√

Rδ3 with δ =

[

3

4

F
(

1 − ν2
)

E
√

R

]
2
3

(4.3)

Here, E is Young’s modulus of the layer, R the tip radius, and ν is its Poisson

ratio. Since for polymers ν ≈ 0.3 we have 1 − ν2 ≈ 1. For an AFM tip in

contact with an elastic body the force increases as F ∼ δ1.5, and not linearly.

From the change in slope, or by fitting F-vs-δ curves Young’s modulus can
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be inferred. If the material is hard compared to the spring constant of the

AFM cantilever, the difference between the indentation given by eq. 4.3 and

a linear increase is small. In case of a soft material the deviation from the

linear increase is significant.

To calculate the deviation from a linear force curve, we have to consider the

minimal and maximal forces between which the force curves shows a linear

increase. For a typical AFM experiment, this would be between 2 nN and

30 nN. Using the Hertz model for a force curve with indentation of the layer,

and a linear force curve with the same start and end points

δ = αF2/3
min + α · F2/3

max − F2/3
min

Fmax − Fmin
· (F − Fmin) with α =

[

3
(

1 − ν2
)

4E
√

R

]
2
3

(4.4)

the difference given as

∆δ = αF2/3
min + α · F2/3

max − F2/3
min

Fmax − Fmin
· (F − Fmin) − αF2/3 (4.5)

and the maximum at

F =
8

27
·
(

Fmax − Fmin

F2/3
max − F2/3

min

)3

(4.6)

Inserting this into eq. 4.5 leads to

∆δ

α
= F2/3

min − F2/3
max − F2/3

min

Fmax − Fmin
· Fmin −

4

27
·
(

Fmax − Fmin

F2/3
max − F2/3

min

)2

(4.7)

Now we can estimate a lower limit for Young’s modulus. Due to noise we

have an uncertainty of ∆δ ≈ 0.3 nm. With Fmin = 2 nN, Fmax = 30 nN, and

R = 50 nm we find E > 4 · 108 Pa. Thus if an immobilized layer prevents the

tip from getting into direct contact with the solid surface its Young’s modulus

must be higher than 4 · 108 Pa. For hydrodynamic experiments, ∆δ and Fmax −
Fmin are increased due to the larger ramp size measured and the resulting

smaller resolution at close distances. With values of ∆δ ≈ 2 nm, Fmin =
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50 nN, Fmax = 100 nN, and R = 10 µm we find E > 4 · 105 Pa.

For lower Youngs’s moduli, the force curve should show a significant devi-

ation from linearity due to the compression of the polymer layer (Fig. 4.12).

Since deviations are not visible in the experiments, and a Young’s modulus of

4 · 108 Pa is very large even for a solidified polymer layer, it can be assumed

that all polymer has been squeezed out of the gap rather than a polymer layer

of such a high stiffness.

However the picture changes for the hydrodynamic experiments, where not

only the minimal and maximal forces applied on the surface and the noise

level of the force curve, but also the contact radius of sphere changed, and the

contact area is much larger than with a silicon nitride tip. As a consequence

the experiments show that Young’s modulus has to be higher than 4 · 105 Pa,

not to be indented by the particle. Layers with E ≥ 4 · 105 Pa could not be

discriminated from perfectly rigid surfaces. This implies that in the case of

hydrodynamic experiments, a polymer layer might still have been present

during a hydrodynamic experiment and no real contact of sphere and hard

surface was established.

For the solid foundation model, by using eq. 2.26 and β =
√

D/πER we get

∆δ = β
√

Fmin + β ·
√

Fmax −
√

Fmin

Fmax − Fmin
· (F − Fmin) − β

√
F (4.8)

this is maximal at

F =
1

4

(

Fmax − Fmin√
Fmax −

√
Fmin

)2

(4.9)

Inserting this into eq. 4.8 leads to

∆δ

β
=
√

Fmin −
1

4

Fmax − Fmin√
Fmax −

√
Fmin

− Fmin

√
Fmax −

√
Fmin

Fmax − Fmin
(4.10)

Since the thickness of the hypothetical layer is unknown we can only give a

lower limit for Young’s modulus divided by the thickness. This is E/D =

2.5 · 1016Pa/m for experiments with microfabricated tips and E/D = 2.5 ·
1011Pa/m for the hydrodynamic experiments. Thus, if a layer is still present

between the AFM tip and the solid support, its Young’s modulus divided by
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4.2 POLYMER MIXTURES

the layer thickness is higher than E/D = 2.5 · 1016Pa/m. Unless the layer

thickness is below 0.2 nm (in which case continuum models break down) the

Hertz model is appropriate to calculate the lower limit of Young’s modulus.

The experiments can be summarized to the facts that it was a) possible to

detect the presence of an immobile surface layer via the change in the slip

boundary condition, b) the magnitude of the slip increases with decreasing

layer thickness and its stability and c) the opposite trend of layer formation

for PDMS and PI was confirmed. However, the solidification of the poly-

mer layer in hydrodynamic experiments can not be ruled out and should be

considered as a source of artifacts.

4.2 Polymer mixtures

Polymer melts do not consist only of chains with the same chain length, but

are always a mixture of homopolymers varying in chain length. Therefore

homopolymers, although chemically identical, have different adsorption en-

ergies, due to the chain length dependent conformational entropy loss at the

surface. Since it is possible to distinguish short and long chain dominance

at the surface by taking force curves, a mixture of two homopolymers with

different chain length was investigated with respect to the chain length dif-

ferences and the volume fractions.

Force curves of PDMS show a repulsive force for high molecular weights

(16.7, 18.8 and 19.9 kDa) which was attributed to the formation of a immo-

bilized polymer layer on the surface. PDMS with a molecular weight below

8 kDa apparently does not form such a layer.

Looking at mixtures of different volume fraction (ϕ) of short and long PDMS,

short chains should be enriched near the surface due to their smaller loss

in entropy (see section 2.1.2), therefore no immobile surface layer should be

formed and an attractive force is expected.

Force curves in a mixture of 5.9 and 18.8 kDa PDMS show indeed a short

range attraction for short chain volume fraction from ϕshort = 1 to 0.2 (Fig.

4.13 C - E). Only for volume fractions of ϕshort = 0.1 and below, a repulsive
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Fig. 4.13: Approaching force distance curves in mixtures of two PDMS melts with different
chain lengths (5.9 kDa and 18.8 kDa). The graphs show force curves in the pure
melts (A, E) and mixtures with three different volume fractions (B - D). The force
curves have been measured on silicon oxide with a V-shaped silicon nitride can-
tilever with spring constants around 0.2 N/m. The force has been normalized by
dividing by the tip radius.
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Fig. 4.14: Approaching force curves showing 50:50 (vol%) mixtures of 5.9/16.7 kDa PDMS
both methyl terminated and 5.9 kDa methyl-terminated with 21 kDa hydroxyl-
terminated PDMS

force was observed (Fig. 4.13 A + B), first in the approach of the force curve

(ϕshort = 0.1), then also in the retract (ϕshort = 0.05). From the curves it is

not clear if the change of composition at the interface is linear with the vol-

ume fraction, but the measured attraction is a strong indication that the short

chains are dominating the surface and preventing the formation of a stable

surface layer. This dominance appears only for a negligible enthalpic contri-

bution of the end groups. If the polymer fractions are chemically different,

the adsorption to the surface will be dominated by the enthalpic contribu-

tion [111, 112]. To verify this forces in melts containing hydroxyl-terminated

PDMS (PDMS-OH) were measured. As predicted for PDMS, the terminal

hydroxyl groups strongly bind to the oxidized silicon wafer surface and the

oxidized silicon nitride tip surface [113]. When mixing hydroxyl-terminated

PDMS with low molar mass methyl-terminated PDMS a repulsion is ob-

served for a 50:50 mixture (Fig. 4.14). We interpret the repulsive force as being

due to the formation of a brush-like structure of PDMS-OH at the surface. A

brush formed by polymer chains with an adsorbing end leads to a steric re-
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4 RESULTS AND DISCUSSION

pulsion [114–120]. To accommodate many hydroxyl groups on the surface

the adsorbed chains will deform from the random coil to a more stretched

configuration, i.e. a brush-like structure.

The experiments confirm the theoretical predictions of the dominance of short

chains at the surface. This behavior is stable for volume fractions down to

10% of short chain PDMS, where a stable surface layer starts forming. The

magnitude of the repulsion in PMDS-OH mixtures demonstrates the much

stronger interactions for chemically bound polymer layers.

4.3 Superplasticizers

So far, the measurements described have been done in polymer melts and

their mixtures. This section focuses on copolymers (superplasticizers) in a

CSH equilibrium solution. The sample surface is a CSH crystal, which was

precipitated onto a calcite crystal. First, the sample surface was imaged with

atomic resolution, to verify the precipitate is indeed CSH. Then the surface in-

teractions between two CSH crystals with and without superplasticizer were

measured by taking force curves.

4.3.1 Surface images

CSH surfaces were prepared as described in section 3.3.1 and imaged with the

AFM. Two different C/S ratios were used, one with a high Ca(OH)2 fraction

of 22 mmol/l, and one with a low fraction of ca. 1 mmol/l. Both CSH surfaces

showed spherical but aggregated nanoparticles of ca. 60x30 nm2 (Fig. 4.15)

forming terraces of micrometer size (4.16).

To ensure that the precipitated crystal is CSH, images with atomic resolution

have been taken on top of the spherical nanoparticles, where the roughness is

small enough. The images reveal, that the resolution is barely good enough

to achieve atomic resolution (Fig. 4.17). The resolution decreased by a factor

of two inside the glovebox and only one lattice constant is visible in the AFM

image, the second can only be extracted from the FFT image with a large error.

Reasons for the decrease in resolution are the glovebox, which makes the
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4.3 SUPERPLASTICIZERS

Fig. 4.15: 2x2 µm AFM image of the CSH surface. Left: The height image shows values
between 30 and 60 nm for the aggregates which for terraces. Right: The deflection
images shows more detailed features and single particles become visible.

system very sensitive to external noise, and the small size of the atomically

flat domains. This causes a problem since there is always a small horizontal

drift of the sample during the measurement. The atomic resolution images

were measured on top of the spherical CSH crystals, and a horizontal drift

almost always detaches the tip from the surface, making a new approach

necessary.

Nevertheless, although the error is high, the lattice constants could be mea-

sured (Tab. 4.3), resulting in a cubic lattice, which is consistent with the CSH

surface structure, and which differs clearly from the hexagonal calcite (a =

4.99 Å, b = 8.1 Å) structure. The results ensure, that we obtained a CSH cov-

erage of the calcite.

a / Å b / Å α

9,7 5,6 89°
9,9 5,8 105°
9,7 6,5 93°
10,6 4,5 108°

Table 4.3: CSH lattice constants from fourier transformations of AFM images
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4 RESULTS AND DISCUSSION

Fig. 4.16: 7x7 µm AFM image of the CSH surface. Left: The height images shows differences
of 200 nm between the single terraces, Right: The deflection images shows the more
detailed structure, with several flat domains.

Fig. 4.17: Left: AFM friction image of the CSH lattice with atomic resolution. Right: Fourier
transformation of the AFM image. Only one lattice constant can be clearly indenti-
fied.
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4.3 SUPERPLASTICIZERS

4.3.2 Force-distance curves

The surface interactions between two CSH particles depend on the Ca(OH)2

concentration. For high concentration (22 mmol/l), the interaction is purely

attractive, then becomes attracto-repulsive between 1 - 3 mmol/l and purely

repulsive for 0.2 mmol/l [98].

The change of surface interaction is due to the change of the concentration

of the lime solution, which has three different effects: The increase of the

calcium ion concentration, the increase of the pH, and the increase of the

ionic strength in solution. According to the DLVO theory, which accounts for

the van der Waals forces and the repulsion due to the counterions cloud in

solution, an increase in ionic strength in solution condenses the counterion

cloud and thus decreases the repulsion. Opposingly, an increase in surface

charge density increases the repulsion. Recent studies from Plassard et al.

[98] showed, that the DLVO theory is not valid for systems of CSH and lime

solution. Increasing the pH while maintaining the ionic strength resulted in

a decreasing repulsion.

It was also found that the ionic strength in solution has no influence on the

overall interactions. The pH is the most important factor, while the influence

of the calcium ion concentration depends on the pH and is discussed in detail

in Plassard et al..

Therefore the interactions between a CSH covered tip, and a CSH nanoparti-

cle on the surface should be attractive for highly concentrated lime solutions.

The experimental results show indeed the attraction for high concentrations

(Fig. 4.18), whether for smaller concentrations, the absence of the attraction

led to more unstable interactions and the attracto-repulsive interaction could

not be clearly identified.

By introducing superplasticizer into the system, the interaction changed from

attractive to repulsive for concentrations of approx. 0.1 vol% of all used su-

perplaticizers. Approach and retract showed a stable, position independent

repulsion (Fig. 4.19), which was then fitted with an exponential decay. The

decay length increased with increasing side chain length of the superplasti-

cizer (Tab. 4.4).
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Fig. 4.18: Surface interactions between two CSH particles with high C/S ratio. The calcium
ion concentration was 22 mmol/l. Without the superplaticizers, the particles attract
each other.(black:approach, red:retract)

Polymer sidechain length / kDa λ / nm

SP500 500 0.95
SP3000 3000 2.83
SP6000 6000 3.96

Table 4.4: The decay length increases continuously with the sidechain length.
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4 RESULTS AND DISCUSSION

Fig. 4.20: The graph shoes the dependence of the decay length from the molecular weight.
Depending of the structure (brush, random coil), the slop changes. Green: brush
structure. Blue: ideal random coil, red: random coil with excluded volume)

To decide whether the sidechains of the superplasticizer form a brush on the

surface (stretched chains), or if they form random coils (“mushroom regime”)

the dependence of the decay length of the molecular weight is important.

Since the decay length should be proportional the the height of the immobi-

lized surface layer, it should also be proportional to Mν
w.

λ ∼ Mν
w (4.11)

If the sidechains have bush-like conformation, ν should be 1, whether for a

random coil, the exponent should decrease to 3/5 or 1/2 (See section 2.1.1).

By plotting the logarithm of the decay length vs the molecular weight, the

increase should be linear with the slope of ν. Figure 4.20 shows the different

slopes for ν = 1, 1/2, and 3/5. The best agreement is found for the random

coil with excluded volume (ν = 3/5). Although the difference is too small to

certainly distinguish different coil formations, the surface layer is obviously

not in the brush regime.
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4.3 SUPERPLASTICIZERS

In summary, the force curves on CSH surfaces showed the expected change

from attractive to repulsive interaction by introducing superplasticizers. The

important factor is the sidechain length of the superplasticizer. It was pos-

sible to quantify the steric repulsion by fitting with a exponential decay and

a decay length λ. The increase of the decay lengths proportional to M3/5
w

indicates that the sidechains have a “mushroom” conformation.
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5 Conclusion

In this work the existence and/or formation of an adsorbed immobilized

polymer layer in PDMS and PI melts in dependence of the molecular weight,

and the lattice dimensions and steric interactions of CSH particles with and

without addition of superplasticizers was investigated.

For the investigation of the polymer adsorption from a melt, the previous

results of layer formation in dependence of the molecular weight for PDMS

could be expanded towards hydrodynamic measurements. From the quasi-

static measurement, it can be concluded that PDMS forms a stable surface

layer for molecular weights above the entanglement molecular weight of

12 kDa. The changing surface interactions at 8 kDa indicates that the time

scale for the formation of a stable surface layer is in the order of one minute.

This might be longer for longer and entangled PDMS chains. In the hydro-

dynamic measurements, PDMS showed surface slip for molecular weights

below 12 kDa, which is a common property of non-Newtonian fluids. Slip

lengths in the order of 5 - 100 nm where measured. For molecular weights

above 12 kDa, the slip disappeared which is presumably due to the shift of

the shear plane to the top of an adsorbed polymer layer.

In the case of PI, the results under quasi-static conditions showed a weak,

short-ranged repulsion, which was slightly stronger for smaller molecular

weights. A steric repulsion, and hence a stable surface layer, could not be

clearly deduced from the measurements. This results is consistent with pre-

dictions from deGennes and Ausseré, and simulations from tenBrinke and

Leermakers [2–4, 7]. They agree that no long range force should exist be-

tween two surfaces in a polymer melt if a) the polymer is in equilibrium with

the bulk reservoir and b) the chains are not pinned at the surface.

Hydrodynamic measurements then confirmed that no surface layer is formed
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by PI, since slip was detected in all measurements. As additional indication to

the force vs distance curves, velocity vs distance curves were obtained from

the measured data, which show an even closer evidence.

Going a step further, by mixing two different chain lengths of chemically

identical polymers, theoretical predictions were confirmed, that differences

in conformational entropy result in a depletion of the surface layer. Up to

this point, investigation of competitive adsorption in melts has been done

on deuterated polymer mixtures only. The deuteration modifies the surface

interactions to an extent which is comparable to the driving forces of the en-

tropic difference.

It was deduced from the investigation of polymer melts, that adsorbed sur-

face layers influence both, the steric repulsion and the slip boundary con-

dition, thus making it possible to distinguish different adsorbed polymers

even in a bimodal mixture. Future work would be to extent the measure-

ments to different surfaces and polymers to gain more evidence on different

polymer-surface interactions. Also the interaction between tip, and hydroxy

functionalized polymers can be used to investigate bridging events.

For the inverstigation of CSH interactions, the aim was to establish an exper-

imental setup to measure surface forces between two CSH particles. It was

possible to precipitate a CSH phase on a calcite crystal that was sufficiently

flat to image the lattice dimensions of the CSH, despite the considerable er-

ror. Further, it was possible to introduce different superplasticizers into the

setup and to measure the surface interactions with and without them. While

showing an attractive force for the pure CSH, the addition of the superplati-

cizers changed the force to a repulsion, which is depending on the molecular

weight of the sidechains. The repulsion of the force curve was fitted with

an exponential decay and the decay length was found to be proportional to

the radius of gyration of the sidechain. Although there is no direct evidence

of the layer structure, the assumption can be made that the sidechains are

in a coil conformation rather than a stretched brush-like conformation. If a

bush-like conformation would apply, the decay length should scale with the

number of monomers.

The results of the CSH interactions can be used to compare the interactions
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of different industrially used superplasticizers. This does not only include

the steric repulsion of the sidechains, but also the effectiveness for different

concentrations of the superplasticizer, effects of the ionic strength in solution,

and chances for different pH values.
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6 Abbreviations

a monomer length [m], radius of the contact area [m]

AH Hamaker constant [J]

b number of segments per chain

b slip legnth [m], Kuhn length [m]

C∞ Flory’s ratio

c polymer concentration [segments / volume]

c f concentration of free chains [segments / volume]

da, db, dc lattice constants [m]

d deflection of the tip [m]

d∗ effective measured deflection [m]

D distance [m]

E Young’s modulus [Pa]

f force per area [N m−2]

F force [N]

h height [m], thickness [m]

hν ionization energies [J]

kB Boltzmann constant = 1.380 · 10−23 J/K

kc spring constant [N/m]

kdistort correction factor

l bondlength [m]

la, lb lattice constants [m]

n refractive index

m mass [kg]

N number of monomers per polymer chain

NK number of Kuhn monomers

n number of bonds per chain
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6 ABBREVIATIONS

nϕ number of lattice sites occupied by solvent or polymer

Q electric charge [As]

r,~r end-to-end distance, vector [m]

rmax contour length [m]

R radius of a sphere or the cantilever [m]

Rg radius of gyration [m]

Re Reynolds number

SPSD sensitivity of the photodiode [V/nm]

t time [s]

T temperature [K]

UPSD photosensor voltage [V]

v velocity [m/s]

V volume [m3]

w free energy per surface area [J m−2]

W free energy [J]

z distance normal to the surface (z-direction) [m]

zp piezo position [m]

α angle between lattice vectors [°], polarizability [C m2 V−1]

β∗ correction factor

δ indentation [m]

ε dielectric permittivity

η viscosity [Pa s]

ϕ volume fraction

Γ adsorbed amount [mol m−2]

λ decay length [m]

µ dipole moment [C m]

ν Poisson ratio, frequency [Hz]

ρ density [kg m−3], molecular densities [molecules per m3]

ℓ thickness of the polymer chain [m]

∂ partial derivative
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