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Kurzzusammenfassung

Der β-Zerfall freier Neutronen ist ein Prozess, welcher im Standard Modell (SM) der
Elementarteilchenphysik stark überbestimmt ist und durch eine Vielzahl von Observ-
ablen beschrieben wird. Einige dieser Observablen sind sensitiv auf Physik jenseits des
SM. Hierzu zählen zum Beispiel die Korrelationskoe�zienten zwischen den beteiligten
Teilchen. Das Spektrometer aSPECT wurde konzipiert, um das Energiespektrum der
Zerfalls-Protonen präzise zu vermessen und hieraus den Elektron-Antineutrino-Winkel-
Korrelationskoe�zienten a zu extrahieren.

Eine erste Testperiode (2005/ 2006) bestätigte die Funktionsweise des Messaufbaus.
Der limitierende Ein�uss von unkontrollierbarem Untergrund im Spektrometer machte
aber eine verlässliche Angabe von a unmöglich (verö�entlicht in 2008 [1]). Ein zweiter
Messzyklus (2007/ 2008) hatte zum Ziel, die relative Genauigkeit vorangegangener Ex-
perimente von δa

a
=5% [2], [3] zu unterschreiten. Der Schwerpunkt dieser Dissertation-

sarbeit liegt auf der von mir durchgeführten Analyse der hierzu aufgenommenen Daten.
Einen zentralen Punkt bilden hierbei Untergrund-Studien. Der systematische Ein�uss des
Untergrundes konnte auf δa(syst.)

a
=0.61% reduziert werden. Die statistische Genauigkeit

der analysierten Messungen beträgt δa(stat.)

a
≈1.4%. Darüber hinaus wurden erstmals

aufgetretene Sättigungse�ekte der Detektor-Elektronik untersucht. Diese stellten sich als
nicht ausreichend korrigierbar heraus. Ein anwendbarer Lösungsvorschlag bzgl. des Sätti-
gungse�ektes wird im abschlieÿenden Kapitel diskutiert.

Abstract

The β-decay of free neutrons is a strongly over-determined process in the Standard Model
(SM) of Particle Physics and is described by a multitude of observables. Some of those
observables are sensitive to physics beyond the SM. For example, the correlation coe�-
cients of the involved particles belong to them. The spectrometer aSPECT was designed
to measure precisely the shape of the proton energy spectrum and to extract from it the
electron anti-neutrino angular correlation coe�cient a .

A �rst test period (2005/ 2006) showed the �proof-of-principles�. The limiting in�u-
ence of uncontrollable background conditions in the spectrometer made it impossible to
extract a reliable value for the coe�cient a (published in 2008 [1]). A second measurement
cycle (2007/ 2008) aimed to under-run the relative accuracy of previous experiments of
δa
a
=5% [2], [3]. I performed the analysis of the data taken there which is the emphasis

of this doctoral thesis. A central point are background studies. The systematic impact of
background on a was reduced to δa(syst.)

a
=0.61%. The statistical accuracy of the analyzed

measurements is δa(stat.)

a
≈1.4%. Besides, saturation e�ects of the detector electronics were

investigated which were initially observed. These turned out not to be correctable on a
su�cient level. An applicable idea how to avoid the saturation e�ects will be discussed in
the last chapter.
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1 Introduction

1.1 Motivation

A general e�ort of physics is the exploration and characterization of the world that sur-
rounds us on all length scales and to simplify its description to an elementary level. A
uni�ed theory describing all fundamental forces by the same mathematical formalism is
one of the great aims of contemporary physics. A �rst step to approach this uni�cation
was the development of the Standard Model of Particle Physics (SM) starting in the
1960�s. It became the great success of particle physics in the 1970�s since it described all
phenomena and observed particles known so far. And it predicted a multitude of particles
which were later detected in experiments at high energy accelerators.

At present, the SM is the theory that describes precisely the known elementary par-
ticles and their interactions. It classi�es them into two groups: quarks and leptons. Each
group is divided in three generations containing two particles each. Each particle has its
antiparticle which has the same mass. The antiparticle of a charged particle carries op-
posite charge. The SM uni�es the strong, the weak and the electromagnetic interaction
by a single Hamiltonian. But it does not include gravitation as �eld theory. Tab. 1.1 sum-
marizes the particles1 and their interactions in the SM. Gauge bosons are the carriers of

Type of particle Generation E�ective interactions

1st 2nd 3rd El.magn. Strong Weak

Leptons e µ τ yes no yes

νe νµ ντ no no yes

Quarks u c t yes yes yes

d s b yes yes yes

Table 1.1: The elementary particles and their interactions in the SM description. Gravity
is not included.

the fundamental forces: the exchange of photons mediates the electromagnetic interac-
tion and is experienced by all charged particles. The strong interaction is mediated by
gluons and experienced only by quarks and gluons themselves. The formation of atomic

1A distinction of quarks by their color charge is not considered in this table.
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nuclei is based on the strong force. The exchange of Z and W± bosons mediates the weak
interaction. It a�ects both leptons and quarks which makes it more universal than the
strong interaction. The �avor of particles is not conserved in weak interaction like in
electromagnetic interaction. It manifests for example in the nuclear β-decay.

Despite its great success in the last decades, the SM cannot answer all questions
that arise in modern particle physics. Beside the exclusion of gravity it cannot explain,
for example, the baryon asymmetry in the universe, the number of quark generations,
the observed symmetry breaking, the number of parameters in the theory as well as the
existence of Dark Matter and Dark Energy.

Apart from experiments on the upper energetic scale (e.g., at high energy accelerators
such as LHC at CERN/ Geneva), another approach to physics beyond the SM is in the low
energy limit. High precision measurements of small deviations from SM predictions could
indicate new physics [4]. In this context, the neutron is a powerful and comparatively
simple system. For example, one of the most important tests for physics beyond the SM
is the ongoing search for a permanent electric dipole moment dn (EDM) of the neutron:
Although the neutron has no electrical charge, its constituents (the quarks) carry charge.
An EDM might remain from their distribution. Up to now, all results of these studies are
compatible with zero. They deliver an upper limit of dn < 2.9 · 10−26 e cm [6]. Still these
investigations provided strong constraints on di�erent theories going beyond the SM.

Free neutrons are unstable and decay with a mean life time of about 15 minutes into
a proton p, an electron e− and an electron antineutrino ν̄e:

n→ p+ e− + ν̄e + 782.3 keV. (1.1)

The energy released is given by the mass di�erence of the neutron compared to proton and
electron [7] (see sect. 2.3, tab. 2.1). In general, the decay of a nucleus with atomic numbers
(A,Z) into a daughter nucleus (A,Z+1) by emission of an electron and an antineutrino
is called beta-minus (β−)-decay. The minus refers to the negative charge of the outgoing
electron. In the SM, neutron decay is described by 3 parameters additional to the Fermi
constant GF which is known from µ-decay: |Vud|, the matrix element that describes the
transition of a down quark to an up quark, the ratio λ = |gA/gV | of the axial-vector and
vector coupling constants and a phase eiφ. The phase is real and φ = 180◦ in the SM. Free
neutron decay is the basic form of β−-decay of nuclei. The wave functions of neutron and
proton in the transition matrix element that characterizes neutron β-decay are identical.
Therefore no nuclear structure e�ects occur and also no nuclear shell corrections are
necessary, at least to �rst order. About a dozen di�erent observables are accessible in free
neutron decay which makes it a strongly over-determined process in the SM description.
In chapter 2, I will focus on the detailed theory concerning β-decay as well as on the
explanation of the various parameters.

The neutron life time τn is one of the measurable parameters in free neutron decay.
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It is proportional to |Vud| and λ:

τ−1
n ∝ (GF )2 · (Vud)2 · (1 + 3 |λ|2) (1.2)

There are ongoing disputes about the exact life time of the neutron in term of order
seconds, as there are only two measurements with small error bars [8], [9]. But these
two results di�er by about 6 standard deviations. Only further measurements with high
statistics and considerably reduced systematics may resolve this con�ict.

In the description of the three body decay of the neutron one can de�ne angular
correlations between the momenta and spins of the participating particles. The di�erential
decay probability dW (~pe, ~pν̄) can be expressed by [10]:

dW (~pe, ~pν̄) ∝ 1 + b
me

Ee
+ a

~pe · ~pν̄
EeEν̄

+
~Pn

Pn
·

(
A
~pe

Ee
+B

~pν̄
Eν̄

+D
~pe × ~pν̄
EeEν̄

+R
~pe × ~Pe

Ee

)
+ . . . (1.3)

where me is the mass of the electron. ~pν̄ , ~pe, Eν̄ and Ee are the momenta and energies
of antineutrino and electron, respectively. ~Pe and ~Pn are the polarizations of electron and
neutron.

The coe�cients a,A, b, B,D,R . . . can be determined experimentally as well as the-
oretically (a: Electron-antineutrino angular correlation, A: Beta asymmetry, b: Fierz in-
terference term, B: Neutrino asymmetry, D and R: Triple correlation coe�cients). Some
of these coe�cients explicitly contain parity (P) (e.g., A, B) and/ or time reversal (T)
violation (e.g., D, R) [4], [5]. According to the SM, neutron beta decay can be described
as a V-A type interaction (see chapter 2). Then, the Fierz interference term vanishes,
b = 0 [1]. If time reversal invariance does hold (D=0, R=0 in the SM description), eq. 1.3
reduces to the terms expressed by the correlation coe�cients a, A and B which all depend
on a single parameter, λ:

a =
1− |λ|2

1 + 3 |λ|2
(1.4)

A = −2
|λ|2 +Re λ

1 + 3 |λ|2
(1.5)

B = 2
|λ|2 −Re λ
1 + 3 |λ|2

(1.6)

The parameter λ takes into account the renormalization of the axial vector current by the
structure of the nucleon. Its calculation from �rst principles cannot be done well enough,
so λ has to be determined experimentally. Measurements of the correlation coe�cients
a, A and B give three independent ways of access to λ. Their systematic error budget is
entirely di�erent [1]. Taking the most recent value λ = −1.2694(28) from the Particle
Data Group (PDG) [7], the sensitivities are:

da

dλ
= −0.298,

dA

dλ
= −0.374,

dB

dλ
= −0.076 (1.7)
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Highly precise measurements of these angular correlation coe�cients, essentially of A and
a, can provide direct tests of the validity of the SM. The search for scalar and tensor
interactions is for example of particular interest here. These interactions would result in
additional terms in eq. 1.4 to 1.6. They could be caused by the hypothetical existence of
leptoquarks or charged Higgs bosons (for details see the review by Severijns et al. [4]).

Apart from being an intrinsic probe for physics beyond the SM, the correlation coe�-
cients can be used to determine the upper left matrix element of the Cabibbo-Kobayashi-
Maskawa2 (CKM) matrix, Vud. The determination of λ in combination with measurements
of the neutron lifetime τn are required as introduced by eq. 1.2.

In the SM, the eigenstates of the quarks in weak interaction are not the same as their
mass eigenstates. The weak eigenstates are linear combinations of the mass eigenstates
from all three generations with the same charge. For the �rst two quark families, the
linear combinations were formulated by Cabibbo in 1963 [39] as a rotation matrix with a
rotation angle θC (�Cabibbo angle�): |d′〉

|s′〉

 =

 cos θC sin θC

− sin θC cos θC

 ·
 |d〉
|s〉

 , (1.8)

The third quark generation was found later and eq. (1.8) was extended to a 3× 3 matrix
[40]. The CKM matrix (also called: quark mixing matrix) describes the mixing of quark
mass eigenstates |q〉 of d-type quarks (eq. 1.9, right) to the eigenstates of the weak in-
teraction |q′〉 (eq. 1.9, left) that couple to u-type quark eigenstates. Herewith, the CKM
matrix describes the probability of a transition from one quark i to another quark j which
is ∝ |V ij|2. 

|d′〉

|s′〉

|b′〉

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 ·

|d〉

|s〉

|b〉

 . (1.9)

The Standard Model assumes three quark generations and consequently requires unitarity
of the CKM matrix. For example, one of the unitarity conditions for the �rst row is given
by:

|Vud|2 + |Vus|2 + |Vub|2 = 1 (1.10)

Vud can as well be determined from nuclear β-decay experiments. Its determination from
neutron β-decay o�ers complementary informations to di�erent systematics. Together
with measurements of |Vus| from, for example, K-decays ([11], [12]) and |Vub| from B-
meson decays ([13]), unitarity can be tested. To date, there is an ongoing discussion
whether or not unitarity is violated [1] (for more details see [14] and [15]).

2Kobayashi and Maskawa were awarded with the Nobel Price for Phyics in 2008 for their studies on
symmetry breaking in the Kaon decay which initially lead to the postulation of further quark gener-
ations.
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The coe�cient A has the highest sensitivity towards λ (see eq. 1.4). A describes the
angular correlation between the electron momentum and the spin of the neutron (mea-
sured with a polarized cold neutron beam) which violates parity (equivalent to the Wu-
experiment [16]). In the last decades it was measured in several experiments with increased
accuracy by reducing both the statistical and, in particular, the systematic errors. One
of the systematic limitations of recent measurements of A is the polarization of the neu-
trons. The PDG uses at the moment data from three collaborations for the determination
of λ extracted from measurements of A : Heidelberg University ([17], [18]), LNPI/PNPI
Gatchina ([19]) and the Technical University of Munich ([20]), [5]. The most precise value
was measured by the Perkeo II collaboration. The average of all Perkeo II measurements
gives a preliminary value of A = 0.11933(34) [5]. But it is not in good agreement with
other previous experiments. Therefore the PDG decided to increase the error bars of
the world average value to A = 0.1173(13) [7]. Further measurements of A with a new
spectrometer Perkeo III are in progress and one aims to verify the A-value of Perkeo II
[21].

The inconsistent values of A motivate the determination of λ via other correlation
coe�cients such as a. a is only slightly less sensitive to λ, but o�ers a good possibility
to extract λ with totally di�erent systematics than A. a describes the angular correlation
between the momenta of the electron and the antineutrino, ~pe and ~pν̄ , respectively. The
term in eq. 1.3 described by a comprises the scalar product ~pe · ~pν̄ . Therefore, a conserves
both time reversal invariance and parity. a is measured with unpolarized neutrons.

The accuracy of the most accurate measurements performed by C. Stratowa et al. [2]
and J. Byrne et al. [3] was about 5% and results in an average of a = −0.103(4) [7]. The
measurement of Stratowa et al. was limited by the knowledge of the detector response
function. The experiment of Byrne et al. used also the retardation spectrometer technique
and lead to the design of the aSPECT spectrometer. Details concerning this technique
will be discussed in chapter 3. The measurement of Byrne et al. was basically limited by
non-adiabatic transitions. The extraction of λ from the present value of a gives an error
which is about a factor of 5 higher than its extraction from the coe�cient A [5].

aSPECT is a newly developed retardation spectrometer based on the MAC-E �lter
technique. Its concept and technical realization is discussed in detail in chapter 3 and in
the paper of F. Glück et al. [22]. aSPECT aims to measure a with a relative accuracy
of 0.3%. Since the antineutrino can hardly be detected, we extract the coe�cient from
a precise measurement of the proton recoil spectrum in free neutron decay. The proton
spectrum can be written as

dwp(T ) ∝ g1(T ) + ag2(T ) (1.11)

g1(T ) and g2(T ) are known functions of the kinetic energy T of the proton as given by [23].
In [24], g1 and g2 are calculated including radiative corrections on T . Fig. 1.1a illustrates
the dependence of these functions. In �g. 1.1b, the e�ect of a non-vanishing value of a on
the proton recoil spectrum is shown. Positive values of a deform the spectrum towards
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higher kinetic energies, negative values to lower energies. Most of the released energy is
carried away by the electron and the antineutrino due to momentum conservation (see
sect. 2.3). The proton gains a maximal kinetic energy of 751.4 eV.
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(a) Functions g1 and g2. The decay rate is ∝ g1 + ag2.
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Figure 1.1: (a) Dependence of the functions g1(T ) and g2(T ). (b) Proton spectra for hypo-
thetical values of a to demonstrate its impact on the spectrum. a = −0.103(4)
is the present value given by the PDG [7] (green line).

The consideration of two extreme kinematic cases, depicted in �g. 1.2, helps to un-
derstand the impact of a on the proton recoil spectrum: If electron and antineutrino are
emitted with parallel momenta, the proton carries a maximal recoil momentum due to
momentum conservation. If electron and antineutrino are emitted with perpendicular mo-
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menta, the proton will carry a rather low momentum. In this case, its energy spectrum
will be shifted towards lower energies, as shown in �g. 1.1, (b).
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Figure 1.2: Scheme to illustrate the impact of the emission angle between electron and
antineutrino on the proton spectrum: In the case depicted on the left side, the
proton recoil energy is maximal. In the case depicted on the right it is minimal.

1.2 Prologue

The construction of the new spectrometer aSPECT was proposed in 2000 [26]. The design
was �nished end of 2003 and published in 2005 [22]. In March 2005, the spectrometer was
�nally delivered to the Johannes Gutenberg-Universität Mainz. We performed �rst tests of
functionality at the TRIGA reactor of the Institut für Kernchemie until end of June 2005.
From July 2005 to end of May 2006, we had a �rst measurement cycle (�beam time�) at
the Forschungsneutronenquelle Heinz Maier-Leibnitz (�FRM II�) in Garching. Our focus
was a �rst proof of principles of the spectrometer itself and its setup (e.g., detector setup,
beam line and data acquisition (DAQ) system). One of my most appropriate tasks was
the simulation and construction of a neutron collimation system.

At that time, the aSPECT collaboration split up in two main participating groups:
Our partners of the Technische Universität München (TUM), Physik Department E18
under leadership of Prof. Dr. O. Zimmer and our group of the Institut für Physik of
the Johannes Gutenberg-Universität Mainz, WA QUANTUM/ AG Heil under leadership
of Prof. Dr. W. Heil. Our collaborators of the TUM were primary responsible for the
entire detector setup and the DAQ-system. Our group was responsible for the magnetic
and electric �eld performances, the vacuum system and the neutron collimation. In the
FRM II beam time, we performed dozens of systematic tests. Further, the setup could
be upgraded by various improvements in both hardware and software. The FRM II beam
time resulted in two diploma theses of F. Ayala [27] and M. Simson [28] as well as in
two PhD theses of G. Petzoldt [29] and of R. Muñoz [25]. The latter one is ongoing but
probably will be �nished beginning of 2011.
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aSPECT was reinstalled in June 2006 in Mainz and its performance was improved.
The Institut für Kernchemie o�ered us the opportunity to use its infrastructure at the
TRIGA reactor. The spectrometer was prepared for the next measurement runs that
started end of 2007 until June 2008 at the Institut Laue-Langevin (ILL) in Grenoble/
France. Four PhD students3 with di�erent individual tasks were responsible for the real-
ization of the beam time:
(1) G. Konrad [30]: Calculations on the electric and magnetic �eld system. Calculations
and construction of an antimagnetic screen for aSPECT. Calculation of particle trajecto-
ries, trapping e�ects and other systematic corrections.
(2) F. Ayala [31]: Magnetic �eld performance and systematic studies on reproducibility
and stability of the �eld parameters. Development of a NMR-system for on-line moni-
toring of the magnetic �eld of aSPECT. Preparation and realization of new parts of the
inserted electrode system (see sect. 3.2.3.
(3) M. Simson [32]: Detection system including the assortment of a new detector type
and its integration into the existing system. Characterization and computation of detec-
tor properties. Hard- and software realization of the DAQ system as well as on-line raw
data decoding. Data analysis of the ILL data on detector properties and its performances.
(4) My tasks were on the one hand the technical improvement of the setup: HV-stability
tests, implementation of necessary modi�cations (e.g., electric �eld simulation and con-
struction of a new upper ExB-drift electrode). Vacuum tests, detector tests with the
detector used at FRM II (see section 3.5.2). I performed tests of all modi�ed parts of the
aSPECT setup. On the other hand, I planned a new beam line setup. It was adapted
to the circumstances at ILL. The planning (e.g., transport from Mainz to Grenoble and
build-up at ILL) and coordinative scheduling (e.g., mounting and adjusting of the setup)
of the ILL beam time in correspondence with the beam line responsible were additional
tasks. Besides, I designed in 2006 a helium ion source prototype which was tested in 2007
on aSPECT at TRIGA/ Mainz (see Appendix 12).

After the ILL beam time, I took responsibility for data analysis. In co-operation with
M. Simson, I developed a reliable pulse shape analysis method. Di�erent types of studies
necessary for an extraction of the coe�cient a were performed: Analysis of the stabilities of
various parameters of the experimental setup (e.g., DAQ, HV, neutron �ux), time-of-�ight
analysis, exploration of an applicable background analysis and derivation of corrections.
Detection and analysis of detector e�ects (e.g., trigger e�ciency and saturation e�ects)
and e�ects of the DAQ system. Analysis of the neutron beam pro�les measured at ILL.

The thesis at hand is structured in six main parts: In chapter 2 I will give a more
detailed view on the theoretical background. Chapter 3 focusses on the technical setup of
the experiment and recent modi�cations. It ends with an overview on the expected sys-
tematic e�ects. Chapter 4 contains both data analysis and results. Chapter 5 summarizes
my thesis. An appendix comprises manuals, additional technical informations and studies.

3I will not discuss here the various and needful work of others collaborators (e.g., the beam line respon-
sible T. Soldner).



2 Theory

This chapter contains a brief overview on the theory of weak interaction, in particular on
neutron β−-decay. It is a well-known �eld which has been reviewed in many books and
articles. The overview is generally based on reviews by N. Severijns et al. [4] and H. Abele
[5] as well as on former publications by our aSPECT collaboration ([22], [26] and [1]).

2.1 Theory of β-decay

2.1.1 Selection rules

Neutron β−-decay as shown in eq. (1.1), as well as any other nuclear β-decay is a phe-
nomenon of weak interaction. In general, β-transitions are divided into allowed and forbid-
den transitions. The classi�cation depends on the transfer of orbital angular momentum
to lepton pairs: Allowed transitions correspond to processes in which no orbital angular
momentum is transfered. In contrast, transitions with l 6= 0 are called forbidden and are
strongly suppressed. The selection rules of allowed transitions are

∆J = Ji − Jf = 0,±1,

πiπf = +1,

where Ji,(f) and πi,(f) designate the spin and parity of the initial (�nal) state [4]. The spins

of electron and antineutrino are 1/2 each. Thus, they can couple to a total spin ~S of 0 or
1. If the spins couple to the singlet state S = 0, the transition is called Fermi decay. The
transition to the triplet state S = 1 is called Gamow-Teller decay. Or, if we regard the
spin ~J of the daughter nucleus (or proton in our case):

∆J = 0 : Fermi selection rules

∆J = 0 (but not 0→ 0),±1 : Gamow − Teller selection rules

In the case of Gamow-Teller decays, transitions between states of zero angular momentum
(0→0) are excluded: It is not possible to generate a triplet state for Ji = Jf = 0 [4]. In
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Fermi decays the spin of the nucleus does not change. In Gamow-Teller decays the spin
can change if the spins of e− and ν̄e couple to Sz = ±1. The observation of decays which
ful�ll only one of the selection rules allow for exclusive studies on the di�erent transition
modes (e.g., pure Fermi decays such as 14O → 14N and pure Gamow-Teller decays such
as 6He → 6Li). In the case of the free neutron both decay modes are realized.

2.1.2 Classical theory

The �rst theory concerning β-decay was proposed by Enrico Fermi in 1934 [34]. It was
a phenomenological description deduced from the analogy to the theory of the electro-
magnetic interaction as illustrated in �g. 2.1: (a) shows an electron-photon vertex, (b) the
analogous graph for a neutron decay in Fermi's theory. The coupling of the photon to the

e− e−

γ

(a)

n

ν̄e

p

e−

GF

(b)

Figure 2.1: Feynman graphs: (a) An electron-photon vertex. (b) Neutron decay in Fermi's
presentation. The time arrow is pointing to the right.

electron is given by the Hamiltonian density1

H = ejem
µ · Aµ, (2.1)

with the electron charge e, the 4-vector potential of the electromagnetic �eld Aµ and the
electromagnetic current density jem

µ = Ψ̄eγµΨe. Ψe is the electron spinor �eld function
and Ψ̄e the corresponding adjoint function. γ

µ = (γ0, γ1, γ2, γ3) are the γ-matrices2.

Fermi�s theory assumes a point like interaction between the participating particles.
Fermi replaced the 4-vector potential by a leptonic current, the electromagnetic by a

1The sum convention by Bjorken-Drell [35] is used here.

2γ0 =

I 0

0 −I

, ~γ =

 0 ~σ

−~σ 0

, γ5 = iγ0γ1γ2γ3 =

0 I

I 0

, ~σ are the Pauli matrices.
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hadronic current and the electric charge e by the Fermi coupling constant GF:

Aµ(x) → Jµ, lep(x) = Ψ̄e(x)γµΨν̄(x) (2.2)

jem
µ (x) → Jhad

µ (x) = Ψ̄p(x)γµΨn(x) (2.3)

e →
(
GF√

2

)
(2.4)

The Fermi coupling constant can be determined with high accuracy from µ-decay:
GF/(h̄c)

3 = 1.16637(1) GeV−2 [7]. In analogy to eq. (2.1) the Hamiltonian density for the
β-decay can now be written as

HFermi(x) =
GF√

2
(J†µ(x) · Jµ(x) + h.c.) (2.5)

where the current Jµ is the sum of the hadronic and the leptonic currents:

Jµ = Jhad
µ + J lep

µ . (2.6)

Please note, that in following convenient formulations the convention on the metric is
changed to the one used by Severijns et al. [4] which is adopted from Jackson et al. [10].
This metric is used by most publications concerning experiments on weak interaction. It
introduces a di�erent representation of the γ-matrices compared to the convention used
by Bjorken-Drell [35]. In particular, the signs of γ5 are opposite in the two representations
[4]:

γ5 =

 0 −I

−I 0

 (2.7)

Fermi considered only vector-vector coupling since Ψ̄γµΨ behaves like a polar vector
under Lorentz transformations. Gamov and Teller extended Fermi�s formulation in 1936
[36] to describe transitions which required the introduction of other possible Lorentz
invariants. They formulated a general Hamiltonian by including all possible interaction
terms which are invariant under Lorentz-, parity- and time-reversal transformation [4]:

Hβ =
(
Ψ̄pΨn

)
·
(

Ψ̄e[CS + C
′

Sγ5]Ψν

)
+
(
Ψ̄pγµΨn

)
·
(

Ψ̄eγµ[CV + C
′

V γ5]Ψν

)
+

1

2

(
Ψ̄pσλµΨn

)
·
(

Ψ̄eσλµ[CT + C
′

Tγ5]Ψν

)
−
(
Ψ̄pγµγ5Ψn

)
·
(

Ψ̄eγµγ5[CA + C
′

Aγ5]Ψν

)
+
(
Ψ̄pγ5Ψn

)
·
(

Ψ̄eγ5[CP + C
′

Pγ5]Ψν

)
+ h.c. (2.8)

with the tensor operator σλµ given by

σλµ = − i
2

(γλγµ − γµγλ). (2.9)
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The interactions are described by �ve operators: The scalar ΓS = 1, the vector ΓV =
γµ, the tensor ΓT =

σλµ√
2
, the axial vector ΓA = −iγµγ5 and the pseudoscalar ΓP = γ5.

The coe�cients Ci and C
′
i (i ∈ [S, V, T, A, P ]) determine the relative amplitude of each

interaction [4]. These amplitudes can be complex corresponding to a total of 20 real
parameters. In principle, any two of the given �ve operators can be used to de�ne current
densities. These current densities could be combined to a current-current-type interaction.
But since the Hamiltonian has to be either of scalar or pseudoscalar form, only couplings
of the types S-S, V-V, T-T, A-A, P-S and V-A are possible.

The Hamiltonian density eq. 2.8 can be simpli�ed as shown in [37]:

H =
GW√

2

∑
i

[
Li
(
Ψ̄pΓiΨn

)
·
(
Ψ̄eΓi(1 + γ5)Ψν

)
+Ri

(
Ψ̄pΓiΨn

)
·
(
Ψ̄eΓi(1− γ5)Ψν

)]
+ h.c.

(2.10)

by using the following parametrization of the weak coupling constants Ci and C
′
i [37]:

Ci =
GW√

2
(Li +Ri), C

′

i =
GW√

2
(Li −Ri). (2.11)

GW = GF · Vud is a general weak coupling constant also introduced in [37].

Eq. (2.10) is constructed in a way that the �rst part of the sum corresponds to
left-handed currents and the second part to right-handed currents. (1 + γ5)Ψν/2 and
(1 − γ5)Ψν/2 are the left- and right-handed projections of the antineutrino wave func-
tions, respectively. The coupling constants Li and Ri in eq. 2.11 have to be determined
experimentally. The Hamiltonian violates parity if Li 6= Ri, time reversal invariance is
violated if the coupling constants have an imaginary part.

Gamow-Teller transitions change the spin (∆J = 1) and are mediated by axial-vector
and tensor couplings, whereas scalar and vector couplings contribute to Fermi transitions
(∆J = 0).

2.1.3 V-A theory

Lee and Yang [38] postulated in 1956 that parity might not be conserved in β-decay and
Wu et al. [16] proved this theory experimentally in the decay of 60Co shortly after. In this
experiment, radioactive cobalt-60 atoms at a low temperature were aligned with their
spins parallel to a strong magnetic �eld. The preferred direction of electron emission was
observed. Wu et al. showed that the electrons are preferentially emitted in a direction
opposite to the direction of the nuclear spin.

So far parity was found to be maximally violated in weak interaction by all exper-
iments. This means, only left-handed components of vector and axial-vector couplings
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contribute to β-decay. In terms of the coupling constants this leads to CV /C
′
V = 1,

CA/C
′
A = 1, CS = C

′
S = CT = C

′
T = CP = C

′
P = 0, and Im(Ci) = 0 for all i [4]. In the

parametrization in eq. 2.11 only LA and LV remain and eq. 2.10 is simpli�ed to

H =
GW√

2

∑
V,A

Li
(
Ψ̄pΓiΨn

)
·
(
Ψ̄eΓi(1 + γ5)Ψν

)
+ h.c.

= gV(Ψ̄pγµ(1− λγ5)Ψn) · (Ψ̄eγµ(1 + γ5)Ψν) + h.c.

(2.12)

with gV =
GW√

2
LV and gA =

GW√
2
LA (2.13)

being the vector and axial-vector coupling constants and λ being their ratio:

λ =
gA

gV

=
|gA|
|gV|
· eiφ. (2.14)

with φ=180◦ in the SM.

2.1.4 Neutron decay in the Standard Model formalism

Although the Hamiltonian in eq. 2.12 describes the parity violation in β-decay, it still
assumes a point-like interaction. The SM follows the V-A theory but without the assump-
tion of a point-like interaction. β-decay is described by the transition of an up-quark into
a down-quark by exchange of a W−-boson (see �g. 2.2). Generally, the weak interaction
is mediated by the exchange of 3 gauge bosons W± and Z0, underlying the symmetries
of the SUL(2)× U(1) gauge group.

Figure 2.2: Feynman graph of neutron β−-decay in the SM: A neutron (udd) decays into
proton (uud), electron and antineutrino by the exchange of a W−-boson.
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The exchange bosons are very massive and thus can only exist for very short
times, determined by Heisenberg's uncertainty principle τ < h̄/MW,Z. With MW =
80.398(25)GeV/c2 and MZ = 91.1876(21)GeV/c2 [7] and assuming the speed of light c
as maximum speed, the interaction has a range of ∼ 2.5 · 10−18 m. Thus, the point-like
V-A model for β-decay is included as low energy limit in the SM. The charged bosons
couple only to left-handed fermions and right-handed antifermions, what includes parity
violation in the SM description of the weak interaction.

The SM groups the six known quarks into three families, depending on their charges
and masses (see also tab. 1.1): u

d

 ,

 c

s

 ,

 t

b

 . (2.15)

The quarks have a charge of +2/3 in the upper row and −1/3 in the lower row.

The assumption of universality of the weak interaction includes, for example, that
the weak charge g is the same for all charged particles (leptons and quarks). However,
it was found in experiments that the coupling constant is larger when determined from
purely leptonic decays (e.g., µ-decay) than from semileptonic decays. This discrepancy is
explained in the SM by the fact that the eigenstates of the quarks in weak interaction are
not the same as their mass eigenstates, described by the CKM-matrix. An introduction
was already given in section 1.1 by eq. 1.9 and eq. 1.10.

The squares of the single matrix elements |Vqq′|2 of the CKM-matrix give the prob-
ability of the transition of a quark |q〉 to |q′〉. A test of the unitarity condition (see also
eq. 1.10)

|Vud|2 + |Vus|2 + |Vub|2 = 1. (2.16)

motivated measurements to extract this matrix elements. Since |Vud|2 contributes most to
the sum of eq. 2.16, a high precision determination of this value is desirable. As pointed
out in chapter 1, this determination can be done either by nuclear β-decays3 or neutron
β-decay experiments in combination with measurements of the neutron lifetime τn (see
eq. 1.2). Both should give complementary results. Combining all measurements of |Vud|,
|Vus| and |Vub| taken into account by the PDG (including recent corrections), the unitarity
condition eq. 2.16 is ful�lled: |Vud| = 0.9999 ± 0.0011 [7]. By taking only results from
neutron decay experiments and including the mentioned discrepancy of the latest neutron
lifetime values ([8], [9]), the question of unitarity can not be answered yet.

The CKM matrix elements can be determined most precisely by a global �t that uses
all available measurements and imposes the SM constraints. The �t must also use theoretic
predictions for hadronic matrix elements, which sometimes have signi�cant uncertainties.
The �t results for the magnitudes of all nine CKM elements are [7]:

3The knowledge on nuclear wave functions limits the values.
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(|Vij|) =


0.97419± 0.00022 0.2257± 0.0010 0.00359± 0.00016

0.2256± 0.0010 0.97334± 0.00023 0.0415+0.0010
−0.0011

0.00874+0.00026
−0.00037 0.0407± 0.0010 0.999133+0.000044

−0.000043

 . (2.17)

2.2 Measurable parameters in neutron decay

To calculate the total decay probability, Fermi's golden rule can be used:

W = 2π |Mfi|2 · ρ′e(Ee), (2.18)

where ρ′e(Ee) denotes the phase space density of the �nal states andMfi is the transition
matrix element. Natural units are used such that c=h̄=1 in eq. 2.18 and the following
equations.

With the Hamiltonian given in the 2nd row of eq. (2.12), the decay probability can be
expressed as a function of the coupling constants. For β-decay this was done by Jackson
et al. in 1957 [10]. The distribution of electron and antineutrino energies (Ee and Eν ,
respectively) and momenta (~pe, ~pν) was calculated to be

dW

dEedΩedΩν

=
G2

W

(2π)4h̄
ρ′e(Ee)ξ ·

{
1 + a

~pe ~pν
EeEν

+
~Pn

Pn

·
(
A
~pe

Ee

+B
~pν̄
Eν̄

)
+ . . .

}
. (2.19)

by using the dependence of the correlation coe�cients on λ (eq. 1.4 to 1.6). Jackson et al.
derived more correlation coe�cients (see eq. 1.3) which are not important for the following
discussion and thus are not shown. ξ is the sum of the squares of the coupling constants
as presented in general form in [37]:

ξ =
(
|LS|2 + |LV|2 + |RS|2 + |RV|2

)
+ 3

(
|LA|2 + |LT|2 + |RA|2 + |RT|2

)
. (2.20)

The pre-factor 3 of the second part of the formula indicates the triplet state of the Gamow-
Teller decay, in contrast to the singlet state of the Fermi decay.

Within the standard model the equation simpli�es to

ξ = |LV|2 + 3|LA|2, (2.21)

or with the commonly known coupling constants of the weak interaction (eq. 2.13):

ξ =
|gV|2 + 3|gA|2

G2
W/2

. (2.22)

Each correlation coe�cient in eq. 2.19 can be expressed as a function of the coupling
constants Li, Ri. In the SM description, the coe�cients depend only on the parameter
λ. Therefore a measurement of one of the coe�cients allows to infer λ. Measuring sev-
eral parameters provides cross-checks of these results. Additionally, deviations from the
SM description would indicate physics beyond the SM and herewith tests of theoretic
extensions to the SM.



18 Theory

2.2.1 The electron antineutrino correlation coe�cient a

aSPECT aims to measure the electron antineutrino angular correlation a, thus only this
parameter will be discussed here. For information on the other parameters the reader is
referred to [4], [5] and [37].

In the general form, a can be written as

a =
1

ξ

(
|LV|2 − |LS|2 + |LT|2 − |LA|2 + |RV|2 − |RS|2 + |RT|2 − |RA|2

)
(2.23)

In terms of the SM (LS=LT=0, Ri=0) using eq. 2.13/ 2.14 and 2.21, eq. 2.23 is reduced to

aSM =
1− |λ|2

1 + 3|λ|2
. (2.24)

A pure Fermi decay implies a = 1 whereas it should be a = −1
3
for a pure Gamow-Teller

decay. A measurement of a can be used to search for contributions of scalar and tensor
type interactions: The coupling constants (e.g., LS and LT ) included in eq. 2.23 can be
used to extent the SM description of a as given by [4]4

a = aSM −
2

(1 + 3λ2)2
×[

(1 + λ2) ·

(
|LS|2 + |RS|2

|LV |2 + |RV |2 + 2 |LV | |RV |

)
+ λ2 · (1− 3λ2) ·

(
|LT |2 + |RT |2

|LA|2 + |RA|2 + 2 |LA| |RA|

)]

+
Zαme

pe
· 2

1 + 3λ2
·
[
∓Im

(
LS

LV +RV

)
± Im

(
LT

LA +RA

)]
(2.25)

Eq. 2.25 contains model- and nucleus-independent Coulomb corrections of order αZ. α is
the �ne-structure constant and Z is the atomic number of the daughter nucleus (Z=1 in
the decay of the free neutron). me is the electron mass and pe its momentum.

a can not be measured directly due to the di�culty of detecting neutrinos. It has to
be inferred from other properties which are accessible in experiments. So far, only two
ways have been realised: The aCORN experiment plans to determine a by measuring the
distribution of decay events as a function of the angle between the proton and the electron
[41]. The second option is to measure the shape of the proton spectrum as it is done by
aSPECT (see section 1). This method was also used by prior experiments [2], [3] and [42].
The world average value resulting from this three experiments is a = −0.103(4) [7].

4Equation (C8) on page 1033 of this publication was re-written here in terms of λ2= 1
3ρ

2. Additionally,

the parametrization of Ci and C
′

i by Li and Ri in eq. 2.11 was used.
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2.2.2 The neutron lifetime τn

As already addressed in chapter 1, a measurement of the coe�cient a can be used in com-
bination with the neutron lifetime τn to determine |Vud|. τn can be obtained by integration
of the di�erential decay probability eq. 2.19 and inversion (using h̄=c=1) [5]:

τn =
2π3

m5
eG

2
W ξf(1 +RC)

. (2.26)

f is the phase space factor, which includes the Fermi function contribution [46]:

f = m−5
e

∫ E0,e

me

ρ′edEe = 1.6887± 0.00015.

(1+RC)=1.03886± 0.00039 is an overall electroweak radiative correction factor [5].

In the V-A theory, eq. 2.26 simpli�es to:

τn =
2π3

m5
ef

1

|gV |2 + 3|gA|2
. (2.27)

The neutron lifetime is the only observable which contains direct information about the
coupling constants gA, gV . The correlation coe�cients contain only information about
their relative strengths λ. The current world average is τn = 885.7(8) s, but from the
latest measurement of Serebrov et al. [9] a value of τn = 878.5(7) s was extracted which is
6σ away from the average. Several new experiments to determine τn are planned or built
at the moment to resolve this discrepancy. These experiments can be divided into beam
experiments and storage experiments (latter use ultra cold neutrons) [4], [5].

2.3 Kinematics

The decay of the free neutron is a three-body decay. Since the energies involved are large
compared to the rest masses of both the electron and the antineutrino, the process has
to be treated relativistically for these two particles. In the following, all particles will be
treated relativistically using the four-momenta pi = (Ei,pi).

A general three-body decay is depicted in �g. 2.3.

We want to derive a kinematic model to calculate the endpoint energies of the spectra
of the decay particles 1, 2 and 3 [48]. Therefore, we assume that particle 1 is emitted
isotropically with a total energy E1 and a momentum ~p1. We regard now a center-of-mass
system (cms) de�ned by particle 2 and 3, where Ecms and ~pcms denote its energy and
momentum. M is the mass of the decaying particle (e.g., the neutron). mi, Ei and ~pi are
the masses, energies and momenta of the decay products (see �g. 2.3), respectively. The
convention c = 1 is used here for convenience.
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Figure 2.3: A particle with momentum P and mass M decaying into three daughter par-
ticles with momenta pi and masses mi (i = 1,2,3).

The following energy- and momentum conservation rules have to be ful�lled:

~p1 = −~pcms (2.28)

M = E1 + Ecms (2.29)

with the relativistic energy-momentum relations

E1 =
√
m1

2 + p2
1 ⇔ p2

1 = E2
1 −m2

1 (2.30)

and
Ecms =

√
mcms

2 + p2
cms. (2.31)

A rest mass mcms can be assigned to the cms-system by using eqs. 2.28 to 2.30 in eq. 2.31:

mcms =
√
M2 − 2E1M +m2

1 (2.32)

This is equivalent to the mass (and accordingly to the energy) that is distributed to
particle 2 and 3 in the cms-system. Obviously, mcms has to be minimum the sum of the
masses of these two particles:

mcms,min = m2 +m3. (2.33)

In that case, the energy transfer to particle 1 reaches its maximum. Its endpoint energy
Emax,1 in the laboratory system can be calculated by using eq. 2.33 with eq. 2.32:

Emax,1 =
M2 +m2

1 − (m2 +m3)2

2M
(2.34)

This formula can be used to calculate the endpoint energies Emax,i (with i∈(p, e, ν̄e)) of
all daughter particles in neutron decay as shown in [48]. The masses used are listed by the
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PDG [7]. Here, the antineutrino will be treated as massless. Measurements of the neutrino
mass [47] give so far an upper limit of mν̄<2.2 eV/c

2, which is negligibly small compared
to the other masses involved. The calculated endpoint energies Emax,i are shown in tab. 2.1
along with the masses and the maximum kinetic energies Tmax,i of the particles.

Particle Index i mi Emax,i Tmax,i = Emax,i −mi

[MeV] [MeV] [MeV]

Neutron n 939.565346(23)

Proton p 938.272013(23) 938.272764(23) 0.000751(33)

Electron e 0.510998910(13) 1.292581(53) 0.781582(53)

Antineutrino ν̄ < 0.0000022 0.782008(54) 0.782008(54)

Table 2.1: Rest masses mi, endpoint energies Emax,i and maximal kinetic energies
Tmax,i of the particles participating in neutron β-decay (mn − mp − me −
mν̄=0.78233(11)MeV).

2.3.1 Lepton spectra

The energy distribution of the daughter particles depends on the available phase space of
the reaction. We neglect for a moment the kinetic energy of the proton and purely consider
the phase space of electron and antineutrino. With this assumption, we can calculate the
β-spectrum of the electron from the number of states in a given phase space volume
d3ped

3pν̄ using the energy relation (with c = 1) Ee + Eν̄ = mn −mp =: Emax [33]:

dρe =
(4π)2

(2πh̄)6
Ee
√
Ee

2 −me
2 · (Emax − Ee)2dEe. (2.35)

Ee is the total energy of the electron given by Ee = Te+me. Instead of using Emax, we will
consider the kinetic energy of the proton and use the exact value Emax,e in the following
calculations.

The Coulomb interaction between proton and electron leads to a shift of the electron
spectrum to slightly lower energies. To take this e�ect into account, the Fermi-function
F (Z,E) is introduced with Z being the atomic number of the daughter nucleus. Therefore,
the electron spectrum eq. 2.35 is modi�ed to

ρ′e(Ee) := F (Z,Ee)ρe(Ee)

=
(4π)2

(2πh̄)6
F (Z,Ee)Ee

√
Ee

2 −me
2 · (Emax,e − Ee)2. (2.36)
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For non-relativistic electrons in the �eld of a point-like nucleus the function F (Z,E) is
given by [33]:

F (Z,E) =
2πη

1− e2πη
with η = ±Zα

ve
for β∓. (2.37)

Here, ve is the velocity of the electron in units of c and α is the �ne-structure constant.
In the decay of the free neutron (Z = 1), η � 1 even for small electron energies and thus
one can set F ≈ 1.

Analogous to the electron spectrum eq. 2.35, the antineutrino spectrum can be calcu-
lated to be

dρν̄ =
(4π)2

(2πh̄)6

√
(Emax,ν̄ +me − Eν̄)2 −me

2(Emax,ν̄ +me − Eν̄)Eν̄2dEν (2.38)

The spectra for both electrons and neutrinos are depicted in �g. 2.4.
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Figure 2.4: The kinetic energy spectra of electrons (left) and antineutrinos (right) from the
decay of the free neutron (with F (Z,E) = 1).

2.3.2 Proton spectrum

A relativistic derivation of the proton recoil spectrum can be found in [23] (please note,
that in that paper a sign error in the last line of eq.(4.5) was found by [43]). It is similar
to the derivation of the electron spectrum described in the previous section. Again, the
transition probability is a product of a phase space factor, the transition matrix element
and a Coulomb correction factor. Neglecting the latter one, the kinetic energy spectrum
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of the proton is calculated to be

dw(T ) =
Σ∆3G2

V

24π3(1 + 2δ)

(σ − x2

σ

)2√
1− σ

{(
1 +

x2

σ
− σ

)
−

− 1

3

σ − x2

σ
(1− σ) + λ2

[(
1 +

x2

σ
+ σ
)
− 1

3

σ − x2

σ
(1− σ)

]}
dT (2.39)

with T being the kinetic energy of the proton, λ as introduced in eq. 2.14 and the quantities

∆ = mn −mp, Σ = mn +mp,

x = me/∆, δ = ∆/Σ,

σ = 1− 2mn

∆2
T.

Eq. 2.39 can be rewritten as function of the angular correlation coe�cient a using eq. 2.24
[23]:

dw(T )

dT
∝ g1(T ) + ag2(T ) (2.40)

with g1(T ) and g2(T ) being known functions of the kinetic energy T of the proton:

g1 =
(σ − x2

σ

)2√
1− σ

[
4
(

1 +
x2

σ

)
− 4

3

σ − x2

σ
(1− σ)

]
(2.41)

g2 =
(σ − x2

σ

)2√
1− σ

[
4
(

1 +
x2

σ
− 2σ

)
− 4

3

σ − x2

σ
(1− σ)

]
(2.42)

The shape of the spectrum (without radiative and Coulomb corrections) is depicted in
�g. 1.1.





3 Measurement of the correlation

coe�cient a

As introduced in chapter 1, the purpose of the aSPECT spectrometer is to measure the
energy spectrum of protons in free neutron decay with high sensitivity. From this spectrum
one can extract the angular correlation coe�cient a of the emitted electron and electron-
antineutrino. The present best experiments had an accuracy of δa

a
=5%, according to

measurements done by Stratowa et al. [2] and Byrne et al. [3]. The aim of aSPECT is to
determine a with a relative error <0.3%. I will focus in my thesis on the recent beam time
in 2008. This chapter will give an introduction to the design of aSPECT, its measurement
principle and the setup at the beamline.

3.1 The spectrometer aSPECT

The method implemented in aSPECT is based on a magnetic spectrometer with an electro-
static retardation potential. This spectrometer type is called MAC-E �lter which stands
for Magnetic Adiabatic Collimation combined with an Electrostatic �lter. It consists
mainly of a set of electrodes and superconducting coils which produce various strong
magnetic and electric �elds. The technique of MAC-E �lters was �rst used in electron
spectroscopy [44], [45], [49]. And it was the essential idea for searches of the neutrino
mass from tritium β-decay [50] in experiments performed at Troitsk and at Mainz as well
as now for the new Karlsruhe Tritium Neutrino experiment KATRIN [51]. In the second
section of this chapter the concept of a MAC-E �lter and the technical realization in
aSPECT will be described in detail. At �rst, the general principle of the measurement
will be discussed:

3.1.1 Measurement principle

A sketch of the spectrometer is shown in �g. 3.1. Unpolarized neutrons coming from
the cold1 source of the reactor are guided via neutron guides to the experimental zone.
After passing a set of diaphragms, the collimated beam enters the Decay Volume (DV)

1So called �cold� neutrons have energies of about 0.05 to 25meV.
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Figure 3.1: Scheme of the spectrometer aSPECT turned by 90 degrees. For details of the
setup see text.

of the spectrometer in which a fraction of about 10−8 of the neutrons decays in �ight.
The neutron beam passes through the spectrometer and is �nally blocked in a beam
dumb downstream. In the DV, a strong magnetic �eld B0 is applied which guides the
decay protons along the �eld lines towards the detector (upper hemisphere) on top of the
spectrometer. Protons emitted in the opposite direction (lower hemisphere) are re�ected
adiabatically by an electrostatic Mirror Electrode (ME) below the DV. Therefore the
spectrometer achieves 4π acceptance for protons created in the DV.

The spectrometer aSPECT is a retardation spectrometer: In the so-called Analyzing
Plane (AP) (between the DV and the detector position) we apply a variable barrier
voltage UA. Only protons with su�cient kinetic energy can pass and are accelerated onto
the detector where they are counted. By setting the barrier voltage to di�erent values, we
obtain an integral information on the proton spectrum. Since the end point of the proton
spectrum in free neutron decay is Tmax,p=751.4 eV (�g. 1.1) higher voltage settings (we
have chosen UA=780V) allow for background investigation.

3.1.2 MAC-E �lter

The central demand on a MAC-E �lter is �adiabaticity�. This sets strict limits on the
arrangement of the electric and magnetic �elds: The motion of a decay proton to the de-
tector must ful�ll the so called adiabatic approximation [Jac57], meaning that the relative
change of the electromagnetic �eld during one gyration of the proton has to be small (i.e.,
∆B/B � 1 and ∆E/E � 1).

Fig. 3.2 illustrates the motion of a proton from its origin in the DV to the AP. The
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Figure 3.2: Scheme demonstrating the adiabatic magnetic collimation between the DV and
the AP. The left side (a) shows the case of full transfer of transverse (p⊥)
to longitudinal (p||) momentum: p|| = p, p⊥ = 0. On the right side (b), the
situation is shown for the given magnetic �eld strengths of aSPECT.

momentum can be split into a longitudinal component p|| and transverse component p⊥
as shown by the red arrows in the lower part of �g. 3.2. The proton is magnetically guided
along the spectrometer and performs a helical motion (red trajectory in the center of
�g. 3.2) around the magnetic �eld lines (blue lines). The magnetic �eld strength in the
AP (BA) is much lower compared to the DV (B0) and decreases adiabatically between both
regions. This �eld gradient causes a transfer of transverse kinetic energy into longitudinal
kinetic energy. This transfer is necessary, since the applied potential barrier analyzes
only the longitudinal energy component. It has no sensitivity to a possibly remaining
transversal energy component.

The helical motion (called cyclotron or gyration motion) is due to the Lorentz force
that acts on charged particles (i.e., p+ and e−) in electromagnetic �elds and is given by

~F = q(~v × ~B) + q ~E (3.1)

Here, ~v and q are the velocity and the charge of the particle, while ~B and ~E are the
magnetic and electric �elds. The gyration frequency ω can be derived to be

ω =
qB

γm
. (3.2)

γ = 1/
√

1− v2/c2 is the relativistic factor and m the rest mass of the charged particle.
Due to adiabaticity, the magnetic �ux Φ through the orbit of the gyrating particle with
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Φ = Bπr2 is a constant of motion, with r being the gyration radius. From Φ=const.
several adiabatic invariants can be derived, like Br2, p2

⊥/B and γµ. µ is the magnetic
moment of the current loop of the charged particle which is de�ned by

µ = I · A = (e · ν)(πr2) =
eωr2

2
(3.3)

We can rewrite this formula by using the adiabatic invariants and the de�nition of ω

µ =
p2
⊥

2mB
= const. (3.4)

The relativistic factor γ is set to 1 due to the low proton velocities that occur in free
neutron decay. The magnetic gradient forces ~F = −grad(−~µ · ~B) can be calculated using
eq. 3.4.

The degree of momentum conversion (p⊥ → p||) between DV and AP de�nes the
energy resolution or sensitivity of MAC-E �lter spectrometers. It depends on the ratio of
the magnetic �eld strengths in the DV (B0) and the AP (BA):

rB =
BA

B0

. (3.5)

This ratio has to tend to zero (rB → 0) for achieving the ideal case of full energy conver-
sion (left hand side (a) of �g. 3.2) and herewith maximal sensitivity. rB → 0 can hardly
be realized since it requires a long distance between DV and AP and therefore a huge
spectrometer size. As a compromise, a ratio of rB ≈ 0.2 was chosen for aSPECT which
results in a reasonable spectrometer size. The scheme on the right hand side (b) of �g. 3.2
illustrates the situation for the given �eld strengths in aSPECT. As shown in [22], the
energy resolution by this ratio is su�cient for our aimed accuracy in a. In comparison
with a hypothetical spectrometer with rB ≈ 0 the loss in sensitivity is below 10% [26].
The deviations from the adiabatic approximation are also negligible for the magnetic and
electric �eld performance realized in aSPECT.

The so called �magnetic adiabatic collimation� (also called �inverse magnetic mirror
e�ect�) is the fundamental principle of all MAC-E �lter spectrometers and can be de-
scribed by a transmission function Ftr(T0). The transmission function represents the
probability of a proton with a given initial kinetic energy T0 and emission angle (with
respect to the magnetic �eld lines in the DV) to pass the AP where a variable barrier
potential UA is applied.

Analyzing p|| (or the longitudinal kinetic energy) of the decay protons by application
of a retardation potential, the transmission function of a spectrometer with rB → 0 gets
a simple step function:

Ftr(T0) =

 1 for T (p||) > e · UA
0 else

(3.6)
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But also for rB 6= 0, a transmission function can be calculated analytically in the adiabatic
limit as discussed in the next section:

3.1.3 The transmission function

The following derivation of the transmission function is based on the references [22] and
[25]. It assumes always adiabaticity along the particle�s trajectory. The kinetic energy of
the protons can be split into a longitudinal (T||) and a transversal component (T⊥) with
respect to the magnetic �eld lines (z-axis):

T⊥ = T sin2 θ (3.7)

T|| = T cos2 θ (3.8)

where θ is the angle between the z-axis and the proton momentum. In the adiabatic
approximation the magnetic moment µ of the proton is an invariant (see eq. 3.4),

µ =
p2
⊥

2mpB
=
T sin2 θ

B
= const. (3.9)

This equation is valid for all protons (with mass mp) at any point of their trajectories
from the DV to the AP. Therefore, also the following equation holds:

T0 sin2 θ0

B0

=
T sin2 θ

B
(3.10)

where B0 is the magnetic �eld strength in the DV. θ0 and T0 denote the initial angle and
the initial kinetic energy of a proton at that position, respectively. B, θ and T are the
magnetic �eld strength, angle and kinetic energy at any given point between DV and AP.
Eq. 3.10 can be rewritten on sin2θ:

sin2 θ =
B

B0

T0

T
sin2 θ0 (3.11)

Using eq. 3.11 with eq. 3.8, the energy component T|| of the proton can be expressed as:

T|| = T (1− sin2 θ) = T − B

B0

T0 sin2 θ0 (3.12)

⇔ T = T|| +
B

B0

T0 sin2 θ0 (3.13)

The total proton energy E is the sum of its kinetic (T ) and potential (V ) energy: E =
T +V . All electrodes that surround the DV are grounded2. Therefore, the initial potential
in which the proton is generated is set equal to zero (i.e., V0 = U0 = 0) and the proton

2See also section 3.2.3 and tab. 3.1.
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holds only kinetic energy (i.e., E0 = T0). At any other point along its trajectory, where
a positive electric potential is applied, the proton gains potential energy V = e(U − U0)
and thus loses kinetic energy, implying T = E − e(U − U0). For reasons of total energy
conservation, E0 = E, we obtain the expression:

T0 = T + e(U − U0) (3.14)

⇔ T = T0 − e(U − U0) (3.15)

By using the parametrization of T in eq. 3.13 with eq. 3.15, the longitudinal kinetic energy
component of the proton can be written as:

T|| = T0 − e(U − U0)− B

B0

T0 sin2 θ0 (3.16)

T|| must be positive along the complete particle trajectory, otherwise the proton is re-
�ected. In the AP, protons reach their minimum of longitudinal kinetic energy. The ap-
plied barrier voltage UA �lters the protons by their longitudinal energy component T||.
We de�ne Ttr as the minimum initial energy (T0,min) to pass the AP, meaning T||,A → 0:

Ttr =
e(UA − U0)

1− BA
B0

sin2 θ0

(3.17)

Ttr is a function of the emission angle θ0 and 0◦ ≤ θ0 ≤ 180◦ with respect to the magnetic
�eld lines (z-axis). For a �xed θ0, the transmission function Ftr(T0, θ0) can be written as:

Ftr(T0, θ0) =


1 if T0 >

e(UA−U0)

1−BA
B0

sin2 θ0

0 otherwise
(3.18)

As it is shown in �g. 3.3, the transmission energy Ttr has two minima at angles θ0 = 0◦

and θ0 = 180◦ and a maximum at θ0 = 90◦:

Tmintr = e(UA − U0), Tmaxtr =
Tmintr

1− BA
B0

(3.19)

Protons with an initial kinetic energy T0 < Tmintr will be re�ected totally by the potential
barrier independent of their emission angle. Protons with energies higher than Tmaxtr will
pass the barrier voltage UA − U0, also regardless of their initial angle θ0. However, in
the intermediate energy range, Tmintr < T0 < Tmaxtr , the transmission of protons is strongly
dependent on their initial angle. To extract a value for this angular dependent transmission
probability, the number of transmitted protons ρtr(T0) has to be divided by the total
number of protons emitted in the same hemisphere pointing towards the detector ρtotal(T0)
for a given initial kinetic energy T0:

ρtr(T0) =

∫ 2π

0

dφ

∫ θmax0

0

sin θ0dθ0ω(T0) (3.20)
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Figure 3.3: Angular dependence of the transmission kinetic energy Ttr(θ0) shown for a
potential barrier e(UA − U0) = 400eV . Ttr is de�ned in eq. 3.17. Only protons
with initial kinetic energy T0 > Ttr(θ0) will be transmitted. Notice that if the
adiabatic transmission condition is ful�lled for θ0 = 90◦, it is also ful�lled for
any other value of θ0.

and

ρtotal(T0) =

∫ 2π

0

dφ

∫ π/2

0

sin θ0dθ0ω(T0) (3.21)

For symmetry reasons, the transmission function for protons emitted into the lower hemi-
sphere shows the same dependence. θmax0 is de�ned as the maximum initial angle a proton
of initial kinetic energy T0 can have to pass the potential barrier. It can be derived from
eq. 3.17 assuming Ttr = T0 and thus it depends on four parameters: T0, BA, B0 and
UA − U0. ω(T0) is the proton recoil spectrum (see section 2.3.2 and �g. 1.1) and does not
depend on θ0. Thus, the integration of eq. 3.20 becomes easier, resulting in

ρtr(T0) = 2πω(T0)(1− cos θmax0 ) (3.22)

ρtotal(T0) = 2πω(T0) (3.23)

Finally, for Tmintr < T0 < Tmaxtr the transmission probability is given by:

ρtr(T0)

ρtotal(T0)
= 1− cos θmax0 = 1− ctr(T0) (3.24)

The transmission cosine function ctr(T0) is de�ned by combining eq. 3.17 and 3.19:

ctr(T0) =

√
1− B0

BA

(
1− Tmintr

T0

)
=

√
1− B0

BA

(
1− e(UA − U0)

E

)
(3.25)

Finally, we can formulate the adiabatic transmission function Ftr(T0), which is plotted



32 Measurement of the correlation coe�cient a

0                  200                 400                600

Proton kinetic energy T  [eV]0

D
e
c
a
y
 r

a
te

 w
(T

)
0

T
ra

n
s
m

is
s
io

n
 f
u
n
ct

io
n
 F

(T
)

tr
01.0

0.8

0.6

0.4

0.2

0.0

Proton spectrum for a =-0.103PDG

Proton spectrum for a=+0.3
Transmission function at U =375VA

Figure 3.4: The blue curve represents the adiabatic transmission function de�ned in eq. 3.26
when applying a barrier voltage of 375V. Two simulated proton spectra are
shown for di�erent values of a.

in �g. 3.4 (blue line):

Ftr(T0) =


0 if E ≤ eU

1−
√

1− B0

BA
(1− Tmintr

T0
) otherwise

1 if E ≥ eU/(1−BA/B0)

(3.26)

It is important to note, that the transmission function depends only on two parameters:
The electrostatic potential di�erence, e(UA − U0), and the ratio of the magnetic �eld
strengths in the DV and in the AP, rB = ( B0

BA
)−1. As long as the adiabatic conditions are

ful�lled, the transmission function is independent of the explicit shape of the electromag-
netic �eld. For a measurement of the coe�cient a with an accuracy of δa ≈ 3×10−4, rB
has to be known with an uncertainty of 10−4, whereas the uncertainty of the potential
di�erence e(UA − U0) has to be 10 meV or smaller.

All protons that pass the electrostatic barrier are accelerated by a high negative
electric potential towards the detector (see �g. 3.1, right) (e.g., Udet=-15 kV). For technical
reasons and in order to reduce the impact of certain systematic e�ects (see section 3.5), the
magnetic �eld increases strongly towards the detector. The resulting magnetic collimation
focusses the proton beam onto the detector.

3.2 Technical properties and investigations

The setup as used in the FRM II beam time in 2005/ 2006 was proposed in [26] and
is discussed in detail in [22] and [25]. This subsection only provides a summary of the
technical setup and main investigations for the beam time at ILL in 2008:
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3.2.1 Vacuum, cryogenic and mechanical setup

The aSPECT spectrometer was manufactured by Cryogenics Inc. and was delivered in
February 2005 to Mainz. As shown in �g. 3.5, it has a cylindrical shape (Ø=0.76m) and
a total outer length of ≈3.30m. The spectrometer has two separated vacuum sections:
The �rst section surrounds the superconducting coils and insulates them from external
heat load (called: �insulation vacuum�). Under operation, the pressure is about 10−4 mbar.
The second section is de�ned by the volume in which the neutron decay takes place and
is detected ( called: �main vacuum�) inside a cold bore tube. Ultra high vacuum (UHV)
conditions are needed here to suppress scattering processes with residual gas ions inside
the spectrometer, therefore a pressure better than 10−8 mbar was proposed in [22].

Six openings allow the access to the main vacuum section: Two side ports (Ø=150mm)
de�ne the neutron beam axis (z=0, vertical axis). Two more side ports are needed
for pumping and control of the vacuum conditions. Inside the cylindrical bore tube
(Ø=200mm) the decay protons are guided towards the detector. On top of the spec-
trometer, the detector mechanics can be installed. The electrode system can be inserted
from below using the bottom �ange which is closed during operation. Several small side
ports in the bottom �ange are necessary for supply and control of the electrode volt-
ages and the vacuum properties. Additionally, the SAES getter pumps mounted at the
electrode system are activated via theses ports. The main vacuum section is pumped si-
multaneously via the port on top and via one of the side ports. Both ports can be closed
by gate valves.

For running the magnet at high current and to sustain the superconducting mode3 a
powerful cooling system is installed that stabilizes the coil temperatures. Two helium com-
pressors provide liquid helium which is pumped by two cryocoolers (Sumitomo RDK408D)
via helium �ex lines to the spectrometer. The helium lines are thermally coupled at two
positions by �cold �ngers� to the spectrometer. Each cryocooler has a cooling power of
35W at the �rst stage (about 70K) and 1W at the second stage (about 4.2K). The �rst
stage is coupled to the inner bore tube and the second stage to the superconducting coils.
The temperature in the inner bore tube forces residual gas ions to freeze out on the sur-
face, which increases the UHV in the main vacuum section. The operation pressure was
about 8× 10−9 mbar at ILL. More details concerning the pumping and cooling procedure
are given in Appendix 1.

The mechanical �xation of aSPECT is done by a specially designed suspension. The
spectrometer is �xed above its center of gravity by two massive shafts which allow rotation
by 90◦. This is important for transportation and mounting of the electrode system. The
height of the side ports can be adapted to the height of the allocated neutron beam.
For the beam time at ILL a new support made of Armco iron was designed [30] which
simultaneously acts as antimagnetic screen. Thus, it reduces the strong magnetic stray

3Also called �persistent mode�
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�elds by a factor of 7 at a distance of 5.6m. By this measure destructive interference with
neighboring instrumentations is prevented.

3.2.2 Magnetic �eld performance

aSPECT consists of a set of thirteen axially symmetric coils (see �g. 3.6). The main coils
are solenoids. The coil system provides the necessary variable magnetic �eld strength
between DV, AP and detector. Simultaneously, the �eld homogeneities in the DV and
AP are as requested in section 3.1.3. Nine of these coils are superconducting and made
of NbTi (transition temperature TC ≈ 9K). The external coils c10/ c11 and c12/ c13 were
installed for correcting small deviations of the main magnetic �eld from its design values
and also to perform systematic tests. They can be used for changing the ratio rB and for
shifting the position of the magnetic �eld maximum in the AP. The superconducting coils
c5/ c6 were designed as trim coils to adjust the �eld maximum within the DV and they
allow to apply a �eld gradient across the DV. c5/c6 can be powered independently and
provide a �eld up to 1% of the main �eld. All superconducting coils except for c5/c6 are
connected in series. This implies an important advantage since the ratio rB is independent
of the exact value of the current.

The critical current density of the used superconducting NbTi-wire (cross section of
0.39mm2) limits the applicable maximum current in the main coils Imain to a value of
about 100A, which is a conservative approximation. At Imain=100A, the magnetic �eld
was calculated to be ≈ 3T in the DV, ≈ 0.6T in the AP and ≈ 6T at the detector position.
Fig. 3.5 shows on the right side the simulated magnetic �eld shape for this maximum
current setting. Adiabaticity holds already at currents above 50A (see [22]). Thus we
have chosen a maximum current of 70A, since the lower current also limits the heat load
of the superconducting coils. The lower heat load also reduces the risk of an unwanted
switch from superconductivity to a resistive state4.

The magnetic �eld in the DV was designed in a way that it shows a maximum at z=0.
Towards the AP and the mirror electrode (ME) e1 it decreases without showing any local
minimums. Since the neutron density distribution in the DV is approximately symmetrical
in height around z=0 (see sect. 3.4.3), half of the protons are emitted below z=0 towards
the ME. Protons which are emitted almost perpendicular to the magnetic �eld axis can
can be blocked by the magnetic �eld maximum in the DV due to the magnetic mirror
e�ect. Thus, they are permanently trapped between the ME and the magnetic mirror.
Calculations showed [22] that this e�ect can be minimized by a monotonously decreasing
magnetic �eld in direction of the proton detector along the entire DV: The trim coils c5/ c6
were used to shift the �eld maximum inside the DV below the neutron beam to z= -8 cm.
But the applied magnetic �eld gradient ∆B was chosen small enough that ∆B0

B0
≈ 10−4.

This limits the impact on the transmission condition eq. 3.26 (see section 3.1.3) on a

4Called �quench�.
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Figure 3.5: Sketch of the aSPECT spectrometer and the simulated electric (blue) and mag-
netic �eld shape (red) calculated for a maximum current Imain=100A.
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Figure 3.6: Scheme of magnetic �eld coils (c1-c14, blue) and electrodes (e1-e17, red).

admissible level with respect to our aimed accuracy in a.

In the center of the AP electrode e14, the magnetic �eld has a local maximum which
is adjusted by the external coils c10/ c11. Close to the AP, the electrostatic potential is
nearly uniform, U ≈UA. If the magnetic �eld would have a minimum there, its shape
must be extremely �at in order to ful�ll the transmission condition. By producing a small
local maximum, the adiabatic transmission condition is automatically ful�lled [22]: The
condition T||(Ttr) > 0 (see eq. 3.15 and 3.16) requires

B0 −B sin2 θ0

B0 −BA sin2 θ0

>
U − U0

UA − U0

(3.27)

U is maximal in the center of the AP and UA > U holds everywhere in the transmission
region. Therefore the right-hand side of this equation is smaller than 1. For B < BA this
equation is ful�lled as claimed. With the chosen settings, the achieved level of magnetic
�eld homogeneity in the DV is su�cient for our aimed accuracy in a. As mentioned above,
the magnetic �eld in the detector region is about a factor of 2 higher than in the DV.
This has two positive e�ects: First, the �ux tube is collimated towards the detector which
enables us to use a smaller detector. Second, the strong magnetic mirror at the detector
blocks electrons and reduces signi�cantly the electron background. Protons overcome this
mirror due to post-acceleration by the electrodes e16 and e17, which are held at high
negative potential (-2 to -4 keV and -10 to -15 keV respectively).

3.2.3 Electric �eld performance

As discussed in sect. 3.1.3, the analytical calculation of the transmission function pre-
sumes adiabaticity of the electromagnetic �elds along the proton trajectories. The sim-
ulation of the electric �eld shape was done by F. Glück [22]. The electrode system con-
sists of a set 15 electrodes that are �xed to 4 long rods (e1-e15 in �g. 3.7). It is in-
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serted into the bore tube of aSPECT via the bottom entrance. Two more electrodes
(e16 an e17) are installed and powered independently from the top of the bore tube.

Figure 3.7: The electrode system.

The electrodes of the electrode system (e1-e15) are all
made of OFHC copper, which ful�lls the UHV stan-
dards. In the DV and the AP, the potentials are re-
quested to be strongly homogeneous. The aimed accu-
racy of 3 × 10−4 in a requires e(UA − U0) ≤ 10meV.
The homogeneity of an electric potential depends on
the work function at the electrode surface. This work
function is strongly dependent on the crystal struc-
ture of the surface. Electrodes made from single crys-
tals with a de�ned, uniform orientation would there-
fore provide the best potential homogeneity. But the
production of such electrodes would be too expensive.
And the manufacturing (e.g., bending and welding) of
our electrodes produces mechanical stress, which de-
grades the surface conditions.

Cold coating of the OFHC copper leads to a more
constant work function along the electrode surfaces.
For reasons of adhesion, a thin layer of silver (1µm)
was coated between the copper substrate and the gold
layer (2µm). Investigations which will be discussed
later resulted in a redesign and a new assembly of sev-
eral electrodes (e.g., DV and AP). Those were coated
di�erently with a 2µm layer of silver and a 5µm layer
of gold since we discovered, that the gold surfaces
looked dim after the cleaning procedure for UHV. The
diameters of the electrodes were chosen in a way not
to reach into the �ux tube: All protons emitted in the

DV and which could be imaged onto the detector should not be blocked by any elec-
trode. Besides, electrons and ions might be produced at edges of electrodes (e.g., by �eld
emission). These electrons and ions represent a source of background and should not be
imaged onto the detector. Calculations done by G. Konrad [30] resulted in changes of
several critical electrodes. The technical preparation and build-up of the electrode system
is explained in [25]. I will summarize now successively the parts of the electrode system
and will focus on their various usage, the modi�cations and the applied settings in the
ILL beam time:

- Electrostatic mirror electrodes (e1, e2):
The electrostatic mirror was designed to re�ect all decay protons which are emitted into
the lower hemisphere of the spectrometer. The applied voltages at the ME are higher
than the maximum kinetic energy of the decay protons. The mechanism of re�ection has
to ful�ll the adiabatic condition. In this case, the protons are re�ected by 180◦ without
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Figure 3.8: Side view of the DV electrode.

changing their kinetic energy and are kept on their trajectories relative to the magnetic
�eld lines. The electrode e1 has cylindrical shape whereupon e2 is a quadrupole. e2 was
planned for the usage with a calibration source installed via the bottom entrance of
aSPECT. e2 could be used to shift the ion beam in x-y-direction by the application of
asymmetric potentials. For our measurement of the coe�cient a, the quadrupole e2 was
always powered by an uniform voltage at all four parts. e1 and e2 provide a homogeneous
potential at the position of the �ux tube.

Without ME we would have to know very precisely, which protons are emitted in the
upper hemisphere and get detected. The accuracy would be limited by the knowledge
of the neutron beam pro�le in the DV (see sect. 3.4.3). Due to the ME, aSPECT has
4π-acceptance which reduces the impact of the neutron beam pro�le. Values of +800 to
+1000V are typical voltage settings. In order to improve the potential shape in the center
of the ME, a grid electrode (grid distance 5mm) was attached to e1 from the bottom (see
Appendix 2, �g. 6.1).

- Decay volume electrode (e3 to e6):
Generally, the DV electrode shields the DV from electric �eld contributions of neighboring
electrodes. In operation mode, the DV electrode is grounded. According to calculations,
the penetration by neighboring potentials into the DV is <1meV [22]. The DV electrode
was rebuild for the beam time at ILL: It was segmented into 3 pieces with a total length
of 60 cm. The central part of the electrode has rectangular shape (110× 70mm) and
surrounds the neutron beam along its passage through the spectrometer (y-axis). Two
adjacent cylindrical electrodes (e3 and e6) of 220mm length with an inner diameter of
64mm along the �ux-tube (z-axis) are mounted above and below the DV. There is a small
gap of 5mm between the three parts of the DV electrode (see �g. 3.8). Calculations showed
that the �eld penetration through these gaps is negligible. The diameter of the cylindrical
electrodes restricts the maximum volume that can be imaged onto the detector.
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Figure 3.9: Scheme of the ExB-electrodes and their orientation with respect to the neutron
beam direction and the detector pads.

All three pieces can be powered independently, which enables us to apply an electric
gradient �eld along the DV. In this case, U0 is position dependent. For example, the
gradient �eld can be used for systematic investigations on the transmission function Ftr,
since the potential di�erence e(UA − U0) enters (see eq. 3.26). Another purpose of the
gradient �eld will be discussed in sect. 3.6.1. It is related to hypothetical, local Penning
traps close to the DV electrode surfaces. These traps could be generated by a variance of
the work function between di�erent positions on the electrode. In the ILL beam time, all
measurements for the extraction of the coe�cient a were done without application of a
gradient �eld in the DV. We tested its in�uence only for a short time but for future beam
times further investigations are planned. Another reconstruction was needed to make room
for a NMR-type magnetic �eld probe, which will monitor the �eld ratio rB and �eld drifts
in our next beam times ([31]). It can be installed o�-axis next to the backside of the DV
electrode (at height z=0).

- Lower ExB electrode (e8):
Two half cylinders held at di�erent negative potentials produce an electric dipole �eld
perpendicular to the neutron beam axis (see �g. 3.9). Charged particles that pass the
electrode are shifted in beam (or in opposite) direction. The lower ExB-drift electrode is
mainly necessary to clean the Penning trap in the lower part of the spectrometer between
AP and ME (see sect. 3.6.2, �g. 3.28): All protons without su�cient kinetic energy to pass
the AP are normally trapped in between the ME and the AP electrode. Due to the lower
ExB electrode they will drift towards the bore tube walls and are removed after a few
oscillations in the trap. Calculations of proton trajectories through the drift region give
upper limits on the acceptable strength of the dipole �eld [22]. Fig. 3.10a shows a picture
of the lower ExB electrode.

- Analyzing Plane electrode (e14):
The AP electrode e14 provides the retardation potential UA which is held on voltages
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between 0 and +800V. It is applied by a highly stabilized power supply to suppress �eld
drifts. In order to shield the center of the AP from penetration by neighboring potentials,
the AP electrode was designed as a long cylinder with a length of 620mm. Due to the low
magnetic �eld in the AP the �ux-tube size is maximal here. Therefore, the AP electrode
has also a maximal diameter of 140mm. The electrodes e10 to e13 and e15 are electrically
coupled with e14 and a de�ned fraction of UA is applied (see tab. 3.1). The potentials
from e10 to 14 increase in the adiabatic limit.

- Upper ExB electrode (e16):
The upper ExB drift electrode is needed for the post-acceleration of protons that pass
the AP. It is necessary because the strong magnetic mirror e�ect towards the detector
would otherwise re�ect those protons. In addition, the upper ExB electrode can be used to
shift the proton distribution in x-direction (see �g. 3.9) along the detector. Furthermore,
the drift spatially separates electrons and protons of the very same decay neutron (called
�coincidence events�). The separation also serves for systematic checks: For example, the
coincidence time between electron and coincidence proton is in�uenced by the strength of
the upper ExB drift (see sect. 4.8).

In the FRM II beam time, the upper ExB electrode consisted of two 10× 10 cm2

stainless steel plates oriented parallel to each other with a distance of 40mm, 90mm below
the detector electrode. New electric �eld calculations showed that the chosen geometry
gives rise to local Penning traps for certain potential settings. Therefore, the upper ExB
electrode was reshaped and repositioned for the ILL beam time. It consists now of two
half cylinders of 130mm diameter and a length of 160mm made. The upper edge of the
electrode is positioned 37.5mm below the detector electrode and 430.7mm above the end
of the AP electrode e14. The electrode e16 is made of stainless steel and not coated.
The reason is that the homogeneity of the electric potentials at that position is of minor
importance.

The electrodes are placed clearly outside the �ux-tube. This means, that electrons
produced by �eld emission on edges of the ExB electrode could not directly reach the
detector. In addition, �eld emission was reduced by better polishing of the electrodes.
Additionally, sharp edges (e.g., screws) were covered by insulators. The fastening of the
electrodes is as well done by insulators made of ceramics (see white pieces in �g. 3.10,
b). The voltage supply which is connected on the backside of the electrodes is shielded
by glass on its complete length. The improved setup was tested to work up to a voltage
di�erence of 20 kV without discharges (e.g., -10 kV on electrode A and -30 kV on electrode
B. The settings will be denoted by �electrode A/ electrode B�, i.e., -10/ -30 kV). In the ILL
beam time, a maximal voltage di�erence of 4 kV was applied (-4.2/ -0.2 kV). But most of
the time, we measured without using the electrode e16 as a drift electrode, meaning by a
symmetric application of -2/ -2 kV only for post-acceleration of the protons.

- Detector electrode (e17):
The detector is mounted on a UHV-feed-through in a cup-like electrode also made of
stainless steel. The cup has an inner diameter of 45mm and an outer diameter of 109.4mm.
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(a) Lower ExB electrode.
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(b) Upper ExB electrode made of
stainless steel with heat shields
for detector.

Figure 3.10: The ExB drift electrodes. The lower ExB electrode (e8) is made of OFHC
copper and integrated in the electrode system. The upper ExB electrode (e16)
is made of stainless steel. It is inserted from the top into the bore tube.

This electrode was held on acceleration voltages between -10 kV and -15 kV (maximum).
The surface of the electrode is electropolished and a long cylindrical tube covers all possible
edges (e.g., screws) as can be seen in �g. 3.11. The inner vacuum system contains the
preampli�er, the cables for signal processing and for high voltage application. A detailed
description of the mechanical construction of the electrode system, the preparation for
UHV, the mounting and wiring are presented in [25] and [31]. I will summarize the most
important points: The electrodes e1 to e15 are mounted by ring holders on four rods of
about 2.4m length. A bottom and a top plate �x the rods and stabilize the electrodes
positions. All holders and rods are kept on ground potential. Contrary to the FRM II beam
time, all electrodes are double-wired by Kapton-insulated wires. These are mechanically
more stable, which is important since cooling of the magnet contracts them. The double
wiring safeguards, that in the case of one broken wire, the other one could still be used
to apply the voltage to the electrode. Via two 19-pin feed-throughs, the voltages can be
applied to the electrodes as well be controlled via PC. The voltage di�erence between
AP and DV was measured with a calibrated Agilent 3458A multimeter, which has a
temporal stability <5mV when applying 1000V. Tab. 3.1 summarizes the features of the
main electrodes.
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(a) Electrode e17 and me-
chanics (side view).

(b) View from below onto cup
and detector.

Figure 3.11: Detector electrode e17: The electrode with detector is movable in z-
direction via an UHV bellows. Dimensions of detector cup: Øinner =45mm,
Øouter =109.4mm

Electrode Voltage [V] Comments

e1 800 electrostatic mirror (new: grid on bottom side)

e2 1000/ 820 electrostatic mirror (quadrupole electrode)

e3 to e6 grounded (U0=0V) DV electrodes (parts wired individually)

e7 grounded useable for systematic checks

e8 mostly -1000/ -50 or -200/ 0 lower E ×B drift electrodes (two half cylinders)

e10 0.4×UA variable

e11 0.7125×UA variable

e12 0.9×UA variable

e13 0.9925×UA variable

e14 UA AP electrode; variable

e15 0.9875×UA variable

e16 mostly -2/ -2 or -3.7/ -4.2 [kV] upper E ×B drift electrodes (two half cylinders)

e17 -10/ -12/ -15 [kV] detector HV

Table 3.1: Typical voltage settings at the electrodes.
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Reactor

ILL
ESRF

(a) The ILL (left) and ESRF (right on top). (b) View from top into the reactor core.

Figure 3.12: (a) Impressions from the ILL and ESRF site situated in Grenoble/ France at
the junction of the rivers Drac and Isère in the French Alpes. It provides one
of the strongest cold neutron beams in the world. The vertical cold source is
situated in the lower right corner in (b).

3.3 The cold neutron beam facility PF1B at ILL

The Institut Laue-Langevin (ILL), founded in January 1967 by the French Republic and
the Federal Republic of Germany, is located in Grenoble/ France beside the ESRF syn-
chrotron facility (see �g. 3.12). The ILL operates one of the most powerful scienti�c neu-
tron sources in the world with a �ux of φ = 1.5 · 1015 cm−2s−1.

3.3.1 The ILL-reactor

The reactor provides a maximal thermal power of 58.3 MW which takes 1 kg of 235U in 50
days of continues operation. The reactor power can be reduced, so each cycle is about 52
days long. 4 cycles per year are scheduled including shutdowns in between. The neutrons
emitted in the �ssion process of 235U have energies of several MeV and are therefore
also called fast neutrons. They are moderated to thermal energies of about 25meV by a
heavy water (D20) tank surrounding the fuel elements. This energy corresponds to neutron
velocities of v≈ 2200m s−1. Since the number of neutrons decaying within a given volume
(like the DV in aSPECT) is inversely proportional to their velocity, it is essential for
gaining high statistics in the experiment to moderate the neutrons to even lower velocities.
This happens in the �vertical cold source� in the reactor core which is mainly a spherical
vessel �lled with liquid deuterium at 25K (see �g. 3.12b). It is situated close to a double
neutron guide (H113) that extracts the neutrons. These �cold� neutrons have average
velocities of v ≈ 1000m s−1.
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3.3.2 The beam position PF1B

The ILL provides about 40 instruments: Most of them are appointed to condensed matter
physics, chemistry, biology, solid state physics and materials science. In this scienti�c
�elds, the neutrons are mainly used as a probe. The instruments are di�erent types of
di�ractometers, re�ectometers, time-of-�ight and high-resolution spectrometers.

We used the beam position PF1B, which is not an instrument in this respect. It is
rather a free experimental space at the end of the neutron guide H113. It has an area of
about 10× 3m2 where users can build up their complete own experiment. Further more,
at PF1B we have the necessary infrastructure as well as assistance in mechanical needs.
PF1B is dedicated to fundamental nuclear and particle physics experiments and allocates
one of the most powerful cold neutron beams in the world (beside MEPHISTO at FRM II
in Garching). The capture �ux is φc=1.35·1010 cm−2 s−1, measured by gold foil activation
at the exit window of the neutron guide [52]. The capture �ux is de�ned as the particle
�ux φ weighted with the velocity v ([53]):

φc =

∫
v

φ(v)
v0

v
dv, (3.28)

using the thermal velocity v0 =2200m s−1. It is a more meaningful parameter for our
experiment since the used neutron detector to monitor the neutron �ux has a 1

v
-detection

e�ciency. And the neutron decay rate in our DV has as well a 1
v
-proportionality. The

super-mirror neutron guide H113 has a pro�le of 60× 200mm2, is 78m long and ends in a
concrete shielded casemate close to the experimental zone. Neutron guides are generally
rectangular tubes of various dimensions covered by one or multiple layers of materials with
high Fermi potential like in light optics. Standard guides are for example coated with one
layer of 58Ni. The neutrons are guided along these tubes by total re�ections on the inner
surfaces, therefore materials with high Fermi potential are mandatory. The potential step
V0 for a material surface is given by:

V0 =
2πh̄2

m
·N · bc (3.29)

where N is the number density of atoms and bc the coherent scattering length of neutrons.
From this equation one can estimate the critical angle γc of total re�ection as:

γc ≈ λ · (N · bc
π

)1/2. (3.30)

Coatings with 58Ni o�er critical angles of re�ection of γc [
◦] ≈ 0.1 ·λ[Å]. Since the neutron

de Broglie wavelength is related to its velocity via

λ =
3956

v
[Å], (3.31)
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meaning a mean wavelength of λ ≈ 4Å for cold neutrons. Eq. 3.30 de�nes a limit for
the divergence of the neutron beam at the end of the neutron guide. This divergence
is an important input parameter for the simulation of a neutron collimation system (see
sect. 3.4.2). In the H113 super-mirror, a coating of 100 double layers of nickel and titanium
increases the critical angle by a factor of two and delivers very high neutron �uxes even
after long distances [52]. The mean divergence for neutrons guided through H113 is of
order ±4× 10−3 rad for thermal and ±8× 10−3 rad for cold neutrons [54]. The neutron
guide is curved in its central part to block direct sight from the exit of the guide into the
reactor core. This results in a neutron density distribution at the end of the guide which
is not completely left-right symmetric. This fact will be discussed later in the evaluation
of the beam pro�le measurements (see sect. 3.4.3.

For experiments with polarized cold neutrons (e.g., PERKEO, [52]) the casemate at
the end of H113 contains a super-mirror polarizer. For our purpose, we had to bridge
this area by a non-polarizing M2-guide of 50× 116mm2 pro�le which we lend from the
TU München. Due to the di�erent pro�les, we lost a certain amount of neutrons in the
transition zone. However, the dimensions of the internal beam tubes in aSPECT are
limiting for the usable beam pro�le: The neutron beam has to be collimated further to
a size of 45× 70mm2 for reasons of radiation protection. This is done directly behind
the end of the neutron guide. We introduced a linear neutron shutter made of boron
carbide between the two di�erent neutron guides for systematic tests. This shutter can
be automatically activated by the DAQ computer. In a tenth of a second the complete
beam cross section could be blocked. The thick concrete and lead shielding surrounding
the casemate made it the most recommendable place for the shutter. The �rst collimation
stage was as well planned inside the casemate for reasons of radiation safety.

3.4 Experimental setup at PF1B

Our beam time at ILL was split into three main parts:

• November/ December 2007: Delivery and built up of the complete experimental
setup at PF1B (i.e., alignment, radiation shielding, vacuum pumping, cooldown,
�rst test measurements).

• Christmas 2007 to April 2008: Reactor shutdown (for changing the fuel elements
and for reasons of preventive maintenance). Magnetic �eld measurements at PF1B
inside of aSPECT.

• April to 23rd of May 2008: Data taking.

This section will give an overview on the experimental setup at PF1B, starting with
the realization of the beamline (i.e., vacuum system, collimation, radiation shielding). I
planned the beamline in consultation with the person in charge for PF1B, considering the



46 Measurement of the correlation coe�cient a

experiences made in the beam time at FRM II.

3.4.1 The beamline

The beamline con�guration had to ful�ll some general demands:
(1) A collimation system (i.e., an arrangement of several diaphragms) should produce a
de�ned neutron beam pro�le in the DV of aSPECT.
(2) This collimation system ought to keep the radiation on a low level to reduce beam
related background. It should as well prevent the spectrometer and all vacuum parts from
activation by the neutron beam.
(3) A sophisticated radiation shielding around the beamline and a beam dumb at its end
should limit the radiation in the experimental zone. This includes direct radiation by the
neutron beam as well as secondary radiation by the collimation system. An obligatory
vacuum system around the beamline was planned as well. The vacuum is necessary to
suppress neutron scattering and to increase the free mean path of the charged decay
products.
(4) The vacuum system has to satisfy the need of mechanical alignment of the beamline.

Monte-Carlo/(MC)-simulations were necessary for the design of the collimation sys-
tem (see sect. 3.4.2). These calculations resulted in the sizes and positions of the di-
aphragms (see tab. 3.2). The complete setup as it was built up at PF1B is shown schemat-
ically in �g. 3.13. It can be split up into three main parts:
(1) The entrance side is de�ned by a long beam tube with belows (brown color in �g. 3.13).
The tube begins inside the casemate (built of thick concrete walls) which comprises the
neutron guides and a neutron shutter. The beam tube contains three diaphragms (P0-P2)
to pre-shape the neutron beam.
(2) The internal beamline inside of aSPECT is separated by two windows from the en-
trance and the exit side. The internal beamline is under UHV-conditions.
(3) The exit side is connected with a bellows to aSPECT and ends in a beam dumb that
blocks the neutron beam. The beam dumb contains a neutron monitor at its center to
measure the �ux.
These three parts will be discussed further in detail.

The entrance side:
The vacuum system: An ISO-KF tube followed by two bellows5 with a total length of 2m
and a diameter of 200mm. The tube contains the end of an additional neutron guide. The
bellows are connected to the entrance port of aSPECT (see Appendix 2, �g. 6.2). They
are necessary for the alignment of the spectrometer. Inside the casemate, the vacuum
system is closed by an Al-window, on the spectrometer side we used a MgAl3Zn1 foil
with a thickness of 250µm as entrance window . The pressure inside the entrance side
was O(10−2 mbar).

5Thanks to the PERKEO collaboration!
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Figure 3.13: Sketch of the PF1B beamline at ILL.
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Boron rubber

Aluminum ring
    screws

(a) Halo-diaphragm P1, backside

Boron carbide

Boron rubber

ISO-KF200
beam tube

(b) Diaphragm P2, front

Figure 3.14: The diaphragms were held by 3 screws inside the beamline and were precisely
aligned to the neutron beam axis using both a laser and a theodolit.

Collimation: At the entrance window of aSPECT, the neutron beam had to ful�ll the
following requirements: (a) Inside of aSPECT (internal beamline), the beam is collimated
only minimally in order to reduce radiative background produced by the collimation itself.
(b) Direct neutrons (scattering is neglected at that point) should not hit the inner walls
of the spectrometer. This avoids activation and further radiation. (c) The beam should
have a homogeneous spatial distribution across the DV.

The last requirement can only be ful�lled approximately due to the divergence of the
neutron beam. A long �ight distance and the use of three diaphragms helps to remove
neutrons with high divergence: A small diaphragm P0 inside the casemate reduces the
cross-section of the beam to an initial size of 45× 70mm2. This size is adapted to the
dimensions of the DV electrode comprising a certain tolerance. A second, wider diaphragm
P1 (see �g. 3.14a) at the end of the 2m long beam tube blocks the halo of the neutron
beam. Right in front of the entrance window the beam size is reduced to 45× 70mm2

again by P2. P0 and P2 were made of 5mm thick boron carbide (BC4). Boron (10B)
has a high absorption cross-section (σn,α = 3840 b for neutrons at thermal velocities of
v0=2200m/s).

10B emits one photon per neutron absorption:

10B + n→4 He+7 Li+ γ. (3.32)

Therefore, the BC4 was glued on 50mm thick lead plates used for radiation shielding in
neutron beam direction. P1 was made up of several layers of boron loaded rubber glued
on an aluminium holder. Also the backside of this holder is covered by boron rubber (see
�g. 3.14a). The outer shape of all diaphragms is cylindrical and is adapted to the beam
tube.

Radiation shielding : On the one hand, there is direct radiation due to the neutron beam.
On the other hand, there is γ-radiation induced by the collimation. To suppress radiation
by neutrons in the experimental area (e.g., scattered neutrons), the inner surfaces of all
beam tubes were covered with boron loaded rubber (see �g. 3.14b). An additional layer of
5mm boron loaded rubber was bend around the tubes from outside. Electrons and protons
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from neutron decays are shielded by several layers of lead bricks and plates (total thickness
of 10-15 cm) which are stacked all around the beamline (see appendix 2, �g. 6.3). The lead
protects also the experimental area from γ-radiation (e.g., induced by the collimation and
the neutron shielding). In addition, the diaphragm (P0) that blocks about 50% of the
neutrons is placed inside the casemate. It is surrounded by 1m thick concrete walls and
a 10 cm thick wall of lead bricks in beam direction.

The γ-radiation produced on the entrance side of the beamline should not disturb
our measurement of a: The proton detector is about three meters away from diaphragm
(P2) and only sees a very small solid angle. In addition, a solid stainless steel cup (see
�g. 3.11) shields the detector. Charged particles (emitted outside the �ux-tube) are
�shielded� by the strong magnetic �eld of aSPECT and thus can not reach the detector.
The experiences during the FRM II beamtime showed that γ-background is insigni�cant
compared to other sources of background.

The internal beamline:
Vacuum system: As mentioned in the technical description of our spectrometer, the in-
ternal beamline is kept under UHV conditions. It is con�ned by an entrance and an exit
window made of a 250µm thick MgAl3Zn1 foil. The windows are indium sealed and have
circular shape. The internal beam line has a total length of 125 cm.
Collimation: The internal collimation is divided into an entrance side (before the DV)
and an exit side. Three diaphragms (E1 to E3) belong to the entrance, two to the exit
side (A1, A2). The internal collimation mainly prevents primary neutrons from hitting
the inner spectrometer walls. Only diaphragm E2 was designed to re-shape the beam to
a size of 45× 70mm2.

Boron loaded material is only used outside of the spectrometer, whereas the internal
collimation is made of isotopically enriched 6LiF. This choice was made for reasons of
UHV requirements and of radiation shielding. An advantage of 6Li compared to 10B is,
that neutrons are mainly absorbed in a spallation process eq. 3.33, but the (n,γ)-process
eq. 3.34 is strongly suppressed:

6Li+ n→4 He+3 H (σ ≈ 945 b) (3.33)

6Li+ n→7 Li+ γ (σ ≈ 0.04 b) (3.34)

The cross-sections were taken from [55] for neutron energies of 20meV. The absorption
cross-section for neutrons of 6LiF is about a factor of 4 lower compared to 10B. But it is
su�cient since the internal collimation absorbs only a small fraction of the neutron beam
(about 5.2% compared to 79.8% on the entrance side). For the realization of the internal
diaphragms, 6LiF-stripes6 were glued on holders made of boron loaded glass plates (8 mm
thick) as shown in �g. 3.15. The holders �tted perfectly in the rectangular openings of
aSPECT with some space left for alignment.

6Thanks to the PERKEO-collaboration for support in the production of the sintered LiF-plates. A
pictured manual how to produce these plates is given in Appendix 13.
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(a) View along the beam axis
before the beam time. The pieces
of LiF have still white color.

LiF-diaphragm E1

E3

A1

A2

(b) LiF diaphragms after the beam time. The change in color
indicates the strength of neutron absorption.

Figure 3.15: Internal collimation system. Pieces of isotopically enriched 6LiF are glued on
boron loaded glass.

Radiation shielding : The boron loaded glass plates that hold the diaphragms should absorb
scattered and backscattered neutrons. Inside the entire internal beamline, additional boron
loaded glass tubes were installed. γ-radiation produced by the entrance and exit window
is shielded towards the detector by a great amount of lead bricks stacked around the side
ports of aSPECT.

Diaphragms E2 and A2 have the highest neutron absorption of the internal di-
aphragms (see tab. 3.2). They were placed at prede�ned distances of about ±280mm to
the DV. At these positions, the direct view between E2/ A2 and the proton detector is
interrupted by lead pieces which are encapsulated in the insulation vacuum of aSPECT.
The lead suppresses the radiative background at the detector position.

The beamdumb:
Behind the exit window an averaged capture �ux of φc = 6.62·10−9 n cm−2 s−1 for ther-
mal neutrons was measured by gold foil activation in December 2007 at 58.25 MW re-
actor power. This corresponds to ≈ 15% of the initial neutrons at the end of the neu-
tron guide. A single diaphragm was used to collimated the beam into the aluminum box
(150×50× 50 cm3) of the beamdumb (see appendix 2, �g. 6.4). It is mainly a boron car-
bide plate at the backside wall of the box. Thick lead walls (Ø=10 cm) were stacked with
a crane all around the aluminum box. Inside the beamdumb, boron loaded plastic and
lead surrounded the beam tube. It was connected and aligned to the spectrometer by a
bellows which contained boron loaded glass as well. A neutron counter was implemented
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(a) Entrance side. (b) Exit side with shielded beam
dumb.

Figure 3.16: The complete aSPECT setup mounted at PF1B at ILL.

in the center of the beamdumb for in-situ monitoring of the neutron �ux. The complete
setup as it was built up at PF1B is shown in Figs. 3.13 and 3.16.

3.4.2 The collimation system: MC-calculations

For the simulation of the neutron beamline at PF1B, I used two independent programs
both based on the Monte-Carlo method: Both programs simulate neutrons moving from
the end of the neutron guide through the collimation system. The start parameters are
the initial neutron density distribution and the initial emission angles and energies of
the neutrons at the end of the neutron guide. Only straight trajectories are assumed,
scattering and backscattering processes are not included in this calculations. All neutrons
that hit diaphragms are absorbed and removed from the �nal neutron distribution. The
outputs of both programs are neutron density distributions at any point of the beamline.
Especially the beam pro�le in the DV is of interest here.

The di�erence between these two programs is the variability of the start parameters:
The �rst program (a) (called �n-distributor�7) provides a homogeneous neutron distribu-
tion at the end of the neutron guide. The beam width and divergence can be chosen. In the
second program (b)8, several beam components can be superimposed. These components

7First-time implemented by Dr. S. Baeÿler, a former Post-Doc of our group.
8Provided by Dr. T. Soldner at ILL.
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Name Width [mm] Height [mm] Distance to DV [mm] Rel. absorption [%]

n-guide 50 116 3175 -

P0 45 70 3174 45.70

P1 50 75 1600 20.81

P2 45 70 690 13.27

Entrance window Ø=110 625

E1 48 80 480 0.31

E2 45 70 280 2.94

E3 48 80 120 0.08

DV 0

A1 48 90 -120 0.78

A2 47 80 -280 1.10

Exit window Ø=140 -625

Beamdumb -2270 15.01

Table 3.2: The collimation system at ILL: Positions, sizes and relative absorption of the
diaphragms. 100% corresponds to the intensity at the end of the neutron guide.

can have di�erent dimensions, intensities and divergences. It allows to simulate inhomo-
geneous neutron distributions at the end of the neutron guide. Program (a) was used for
the construction of the diaphragms and their holders before the beam time. I expanded
the program to our needs by implementation of various modi�cations. As mentioned in
sect. 3.3.2, the neutron guide H113 is slightly bend. This results in an inhomogeneous
density distribution at its end. Therefore, program (b) was used after the beam time to
analytically reconstruct the conditions at PF1B: The simulations were adapted to the
measured beam pro�les.

My experiences with beamline simulations for the FRM II beam time ensured, that
program (a) guarantees a su�cient accordance between simulation and attained beam
pro�le. Two general concepts how to design the collimation system will be discussed in
detail in Appendix 3. In order to suppress �edge e�ects�, a beam pro�le with a broad, �at
central part and sharp edges outside was chosen.

For technical reasons (e.g., geometrical constraints), the width of the neutron beam
could not be increased any further. Fig. 3.15b shows the internal collimation system after
the beam time. The color of the LiF diaphragms changed due to neutron absorption from
white to yellow, orange and brown. The colored area comes already close to the side walls.-
Tab. 3.2 lists the sizes and positions of the diaphragms in the �nal con�guration of the
collimation system.
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3.4.3 The collimation system: B-n-scans

The knowledge of the neutron density distribution inside the DV is of great importance
for the systematics of our experiment. Of major interest is the neutron distribution
along the width of the DV (x-axis). It is needed for the calculation and correction of
the so-called �edge e�ect� at the detector done in [30]. The edge e�ect will be discussed
in detail in sect. 3.6.3. For precise calculations of proton trajectories and the magnetic
mirror e�ect in the DV (see sect. 3.2.2), the neutron distribution along the height of the
DV (z-axis) is as well needed. In addition, a map of the magnetic �eld strength is required
for these calculations. After spectrometer and collimation system were aligned along the
neutron beam (see Appendix 4), the resulting neutron beam pro�le was measured by
means of copper foil activation. We performed several such measurements both in front
of the entrance window and behind the exit window of aSPECT.

Neutron beam pro�les: n-scan
The technique of copper foil activation is commonly used to determine the density distri-
bution of a neutron beam in a precise way. A thin copper foil (≈ 150µm) is activated for
about 80 minutes by neutrons. By neutron capture the unstable elements 64Cu and 66Cu
are generated:

63Cu+ n→64 Cu+ γ(τ = 12.7h) (3.35)

65Cu+ n→66 Cu+ γ(τ = 5.1min) (3.36)

After activation, the foil stays untouched for about 2 h. After that waiting period, the
in�uence from β-decays of the short-lived 66Cu is negligible. The decay electrons of the
meta-stable 64Cu were detected by a PIN-diode9. Moved by a robotic arm, it scanned
automatically the two-dimensional intensity pro�le in grid patterns (see �g. 3.17).

First, we performed several measurements to �nd the optimum activation time, wait-
ing period and shielding of the diode: For background suppression, we shielded the diode
with lead and kept a hole of Ø=3.5mm open towards the copper foil. The diode was
placed in the center of that hole, 35mm above the surface of the Cu-foil. The size of
the grid pattern and the measurement time at each pattern was arbitrary: A step size
of 2.5mm with an integration time of 5 sec/ step were chosen as standard parameters
(36× 48 patterns). Each activated copper foil was scanned six times. After a single scan,
the direction of scanning was reversed. The entire scanning sequence took about 2.5 h. The
overall accuracy of the positioning of the copper foil in the beamline and in the scanner
is 1mm. The beam axis of the spectrometer (center of exit/ entrance �ange) was marked
on the foil and after scanning the foil several times, a small hole was drilled in the copper
foil to see the center also in the scans.

Finally, 6 copper foil activations were performed as listed in tab. 3.3. The reproducibil-
ity was checked as well as the in�uence of the magnet cool down (index 1, 3): There is

9See also sect. 3.5 for an introduction to semiconductor detectors.
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Figure 3.17: The activated copper foil was scanned in grid patterns along its surface using
a PIN-diode moved by a robotic arm. The diode was situated inside a cup of
lead (35 mm thick) above the activated copper foil surface.

Index Foil position Description

1 Exit window Full beam (magnet warm)

2 Entrance window Full beam (magnet warm)

3 Exit window Full beam (magnet cold)

4 Exit window Beam width (along x-axis) reduced to 5mm in front of diaphragm P2

5 Entrance window Beam width reduced to 20mm in front of diaphragm P2

6 Exit window Beam width reduced to 20mm in front of diaphragm P2

Table 3.3: Copper foil activation measurements used for data analysis.

always a risk of loosening and dropping o� of glued LiF-pieces from the internal collima-
tion. The reason are the di�erent heat expansion coe�cients of the bonded materials. The
variation of the neutron beam width by insertion of additional apertures (made of boron
loaded rubber) (index 4-6) in front of the last external pre-collimator P2 was necessary
to study edge e�ects.

The measured beam pro�les in �g. 3.18 show an asymmetric shape. Final neutron
simulations were done by using program (b): A sum of two Gaussian distributions turned
out to be a suitable description for the neutron density distribution at the end of the
neutron guide. The �rst distribution has the full dimensions of the neutron guide (i.e.,
50x116mm2). The second distribution superimposes the �rst one on the right10 half (i.e.,
25x116mm2). Its intensity is half the intensity of the �rst component (i.e., I1 = 2× I2).

The focus of the simulation was set on the reproducibility of the central part of the
pro�le which is imaged onto the proton detector. Uncertainties in the detector position,
the proton gyration radii and the magnetic collimation onto the detector were taken

10View from the experimental zone onto the neutron guide, in direction to the reactor.
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(a) Entrance window, full beam.
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(b) Entrance window, full beam: Width (y=z=0).
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(c) Exit window, full beam.
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(d) Exit window, full beam: Width (y=z=0).
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(e) Exit window, 20mm beam width.
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(f) Exit window, 20mm beam width: Width
(y=z=0).

Figure 3.18: Neutron beam pro�les in front of the entrance window and behind the exit
window. Left side: Measurements by copper foil activation. Right side: Cut
along the x-axis (y=z=0) and comparison with simulated pro�les calculated
by superposition of 2 Gaussian distributions. The measurements are always
plotted in blue and the simulations (using program (b)) in red color.
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(a) DV, full beam.
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(b) DV, full beam: Width (y=z=0).
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(c) DV, 20mm aperture.
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(d) DV, 5mm aperture.

Figure 3.19: Simulations of the beam pro�les in the DV for three di�erent beam widths.
These pro�les are used for edge e�ect calculations as well as for proton tra-
jectories and magnetic mirror e�ect calculations. [30]
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into account. It is of less importance, if the simulation �ts the precise shape of the
measured pro�le outside of the detector area. The adapted simulations are shown in
�g. 3.18 together with the measured pro�les. The model �ts the measured pro�les in the
region of interest (along the central region from -12.5mm to +12.5mm, see sect. 3.6.3
concerning the �edge e�ect�) both with and without apertures. The limited time for
performing our experiment forced us to forgo beam pro�le measurements inside the DV.
For the removal of the foil, aSPECT would have to be warmed up, vented, evacuated
and cooled down again. The whole procedure would have taken about 10 days. Instead, I
used the parameters of the simulation that �tted the measured pro�les (at the entrance
and exit window) to calculate the neutron density distribution in the DV. The result
is shown in �g. 3.19 for di�erent beam width. For the full beam (see (a) and (b)), the

relative slope (dI/dx
Imax

, with I being the intensity) of the proton density distribution is
1.15± 0.01 [%/mm] along one edge of the detector and 0.79± 0.09 [%/mm] along the
other edge. Apart from the neutron density distribution, a precise knowledge of the
magnetic �eld ratio rB =BA/B0 is essential for the accurate extraction of a.

Magnetic �eld measurements at PF1B: B-scans

The magnetic �eld measurements followed several general aims:
(1) Investigations on the long and short term stabilities.
(2) Veri�cation of reproducibility:
(a) Absolute �eld strength B for a given current I (B-I-calibration).
(b) Ratio rB=BA/B0 after dismounting and remounting of the antimagnetic screen.
(3) Determination of the �eld ratio rB with a su�cient accuracy <10−4.
(4) Extraction of a longitudinal �eld map (along z-axis).
(5) Extraction of a radial �eld map (o�-axis) in the DV and the AP.
The �eld maps (4) and (5) are required for adiabaticity calculations and simulations of
particle trajectories.

In prior measurements at Mainz (2005 and 2007) and Munich (2005 and 2006) we proved
that the magnetic �eld of aSPECT meets the demands: On the one hand, the magnetic
�eld dependence along the z-axis (called �axial� �eld) always ful�lls the adiabatic condi-
tions. On the other hand, the axial and radial magnetic �eld gradients in the DV and the
AP are below the critical limits necessary to reach the required sensitivity on a. In this
context, the region of interest is de�ned by the dimensions of the proton �ux-tube.

For our measurements at PF1B the construction of an antimagnetic screen was oblig-
atory: Without screen, the stray �eld of our spectrometer would interfere destructively
with neighboring experiments. The use of the screen involved further magnetic �eld mea-
surements. At the beginning of 2007, we veri�ed in Mainz the impact of the screen on
the internal and external magnetic �eld which was calculated by G. Konrad ([30]): The
internal �eld increases by about 2% in the AP and by about 7% in the DV. Thus, the
ratio rB changed minimally but the magnetic �eld shape between DV and AP stays in
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the adiabatic limit. The external stray �eld in 5.6m distance to the vertical spectrometer
axis (z-axis) is reduced by a factor of 7 and satis�es our needs.

Various factors lead to the necessity to re-measure the magnetic �eld of aSPECT
at PF1B: Unknown environmental conditions (e.g., external sources of magnetic �elds)
might change the internal magnetic �eld of aSPECT. In addition, the superconducting
coils in the DV and the AP showed a hysteresis e�ect which was recognized in 2007. After
ramping down the current to 0A, a magnetic �eld of about 3mT remains that produces
a rather inhomogeneous �eld. The �eld disappears after warming up the coils above their
critical temperature of Tcrit ≈ 9K. Especially for NbTi-superconductors it is a known
e�ect and was discussed for example in [57]: Persisting currents cause a small magnetic
�eld once the superconducting coils were switched on before. This e�ect appears even at
zero nominal current. Recent investigations showed that aSPECT provides a reproducible
magnetic �eld after warming up above the critical temperature and cooling down again.
To prevent any in�uence of hysteresis, we ramped up the main magnetic �eld of aSPECT
(i.e., to operation conditions of 70A) only once and kept it on that level during the entire
beam time for the measurement of a. Details on the performance of the magnetic �eld
measurements and their analysis are given in [27] and [31].

It should be mentioned, that a Hall probe of model MPT-141 manufactured by Group
3 Technologies was used for magnetic �eld measurements. The probe requires operation
temperatures from 0 to 50 ◦C. To provide this conditions, an inverted dewar was designed
that consists of a non-magnetic aluminum tube covered outside by a multitude of layers
of super-insulation foil. The dewar �ts the inner bore tube size and keeps the probe at
room temperature. The use of several holders allows to measure on- and o�-axis.

For the extraction of a, a reliable magnetic �eld ratio rB is required. Its accuracy
arises from the axial homogeneities in the DV and the AP. The plots of �g. 3.20 show the
on-axis measurements taken in the DV and the AP to determine the �eld homogeneities.
The relative gradient on-axis (z=-4...+4 cm) in the DV was:

B0,max −B0,min

B0

< 7× 10−4 (3.37)

and the variation in the AP (z=+129...+132 cm) was found to be:

BA,max −BA,min

BA

< 1× 10−4 (3.38)

The maximum of the magnetic �eld strength BA in the AP was shifted minimally above
the calculated maximum of the electric barrier potential eUA. Therefore a region of 3 cm
was used for the extraction of the homogeneity in eq. 3.38.

The uncertainty of rB is given by the experimental accuracy of the Hall probe. For each
point i with coordinates (xi,yi,zi) inside the DV (especially inside the �ux-tube region),
one can determine a ratio rB(xi,yi,zi) using the magnetic �eld maps. For the calculation
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Figure 3.20: Magnetic �eld pro�les measured on-axis with a coil current of 70A. The max-
imum of the electric �eld potential in the AP was shifted minimally with
respect to the maximum of the magnetic �eld. Therefore the gradient in the
AP was extracted in a region ±3 cm. The on-going analysis in [31] will extract
a �nal value for the �eld gradient in the AP.

of an average rB (necessary for the extraction of a), all ratios have to be weighted with the
simulated 3-dimensional neutron beam pro�le in the DV (see projection in �g. 3.19a). The
uncertainty of this simulation limits the accuracy of rB. Precise calculations of an average
ratio rB can be found in [30] and [31]. An upper limit for the uncertainty of rB can be
estimated by using the measured �eld homogeneities in eq. 3.37 and eq. 3.38. The obtained
average magnetic �eld ratio is rB=0.20298(7). The detailed analysis of all magnetic �eld
measurements is still on-going and will be part of the PhD thesis of F. Ayala [31].

However, in-situ measurements of the magnetic �eld during data taking would be
more appropriate. One could monitor possible �eld drifts due to malfunctions or �eld
changes due to environmental conditions. A �rst implementation of a nuclear magnetic
resonance (NMR)-unit was developed in the PhD thesis of F. Ayala [31].

3.5 The detection system

3.5.1 A brief introduction on semiconductors

General introductions to the working principle of semiconductor detectors, used for detec-
tion of charged particles, can be found in common textbooks (e.g., [58], [59] or [60]). But
some features should be mentioned to point out the di�erences between the detector type
used in the FRM II beam time (Silicon (Si)-PIN-diode) and the ILL beam time (Silicon-
drift-detector, SDD): Semiconductors are solid materials which show a small band gap



60 Measurement of the correlation coe�cient a

between the valance band and the conducting band of about 1 eV (in conductors the two
bands overlap, in insulators they are separated by several eV). Electrons in the valence
band can be excited by thermal vibrations to the conducting band at room tempera-
ture. Each excited electron leaves a hole in the valence band which is equivalent to the
generation of a positive charge.

The electrical behaviour of an intrinsic semiconductor can be manipulated by the
technique of doping, meaning the add-on of speci�c atomic impurities to the crystal. Atoms
with one valence electron more (or less) than the semiconductor create an additional free
electron (or hole). In the case of silicon, boron can be used to create holes (called �p-doped�,
where p stands for positive) or arsenic to create free electrons (�n-doped�). The energy to
create electron hole pairs can not only come from thermal vibrations but also from other
processes like optical excitation or penetration by charged particles. The speci�c energy
loss −dE

dx
of a charged particle traveling through material (in x-direction) is described by

the Bethe-Bloch formula [61], [62]:

−dE
dx

=
4πe4z2

mev2
NZB, (3.39)

where v is the velocity of the particle and ze is its charge. N and Z are the number density
and the atomic number of the penetrated material, me is the rest mass of the electron.
B is a rather complicated expression depending on the energy of the particle as well as
on the excitation and ionization energy of the absorber. The maximal energy transfer of
an incoming particle to an electron (by central elastic collision) is limited to 4Eme

M
for

kinematic reasons, with E and M being the energy and mass of the incoming particle,
respectively. Protons can transfer about 0.2% of their energy per collision. Therefore
protons undergo many scattering processes on their way through the detector until getting
stuck. This statistical process results in a smearing of the deposited energy and therefore
a broadening of the measured energy distribution.

3.5.2 The Si-PIN-Diode used at FRM II

In our beam time at FRM II we used segmented Si-PIN-diodes for detection of the de-
cay protons. PIN-diodes are the common type of semiconductor detectors: Their �PN�-
structure11 is separated by an intrinsic layer �I� to increase the active volume of the
detector. Their speci�c characteristics and the corresponding DAQ-electronics are well
described in [25], [28] and [29]. Hence I will focus on the special features that forced us to
choose another type of detector for our recent beam time at ILL.

As explained in section 3.2.3, the protons have to be accelerated towards the detector
to overcome the magnetic mirror and to gain su�cient impact energy to be registered in
the active layers of the detector. These are covered by a thin dead layer for protection

11�PN� denotes a layer of p-doped material connected with a layer of n-doped material.
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Figure 3.21: Pulse height spectrum measured in the beam time in 2006 at FRM II. The
left peak represents the electronic noise and the right peak the protons. By
increasing the APV the amount of detected protons decreases.

(67 nm thickness in the case of the Si-PIN-diode). Protons with a kinetic energy of 30.4 keV
were found to lose 5.8± 0.9 keV in the dead layer. The remaining energy is deposited in the
active layers and produces a pulse. The corresponding pulse height has to be higher than
the pulse height of electronic noise signals in order to separate them. The disadvantage of
Si-PIN-diodes (for our demands) relies on the fact, that the thermal noise of this detector
type is proportional to its active area. Even though the active area of the PIN-diode used
at FRM II was divided into 25 single stripes with separated readouts, the noise level was
still too high: Fig. 3.21 shows such a pulse height spectrum recorded in 2006 at FRM II
with a Si-PIN-diode kept at -30 kV. The peak on the left side of the plot represents the
electronic noise, the right peaks correspond to protons for di�erent settings of the AP
voltages (APV-settings). It is obvious that both peaks are not well separated from each
other. The analysis showed, that the overlap at the left tail of the proton peak increases
the uncertainty of the extracted value of the coe�cient a. Therefore, the reduction of
electronic noise was one consequence of the FRM II beam time. In principle, this can
be achieved by e�ective cooling of the pre-ampli�er. A second consequence would be to
increase the detector HV in order to shift the proton peak to higher pulse heights.

But already the chosen detector HV of -30 kV caused some instabilities: Phases of in-
creased �eld emission currents were correlated to the detection of an uncontrollable source
of background [25]. Even without recognizable discharges, the production of electrons in
the detector region (e.g., by �eld emission at the detector cup) seemed to induce secondary
e�ects (e.g., residual gas ionization). The impact of these e�ects was demonstrated in 2006
by various systematic tests. Even background contributions at the position of the proton
peak were found in the pulse height spectra. Their amount depended on the APV what
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Figure 3.22: The average background count rate at 780V APV integrated from ADC ch.
65 to 120 (see �g. 3.21) related to the extracted value of the coe�cient a
for measurements from di�erent cycles. An increased background results in a
strong variation in a.

causes the major problems: The only way to measure the total background in our exper-
iment is the measurement at 780V APV (see sect. 3.6.2). All decay protons are re�ected
by the potential barrier and the background is measured. This method presumes, that
the AP potential does not in�uence the background or produces any other contributions
(i.e., the background at all other APV-settings is constant and corresponds to the value
measured at 780V). Measurements with neutron beam switched �o�� showed an obvious
AP dependence of this background. However, these measurements can not deliver the
absolute numbers for the background with neutron beam �on�. Since the amount of the
APV-dependent background in the beam times at FRM II was high and very unstable,
it caused an uncorrectable systematic error on the coe�cient a (see �g. 3.22). Further in-
vestigations done at Mainz in 2007 reproduced the APV-dependence of the background.
These measurements approved that the background was correlated to phases of increased
�eld emission currents at the detector electrode. In [1] and [25], possible production mech-
anisms are outlined, a detailed discussion will follow in section 3.6.2.

Three main conclusions were drawn from the FRM II beam time: (1) A better sepa-
ration of electronic noise and proton peak is needed.
This requires (a) an increment of the detector HV, (b) a reduction of electronic noise by
cooling of the electronics and/ or (c) the use of another type of detector which might
produce less electronic noise.
(2) The APV-dependent background has to be reduced.
This could be achieved by (a) improving the surface conditions, geometry and positioning
of several electrodes. (b) By reducing the detector HV (requires also another type of de-
tector which works at lower detector HV). (c) By improving the vacuum conditions. The
probability for residual gas ionization depends on the pressure (see sect. 3.6.1 and 3.6.2.)
(3) The APV-dependent background has to be investigated during data taking.
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We employed a fast neutron shutter (opening and closing time <0.5ms) for the measure-
ments at ILL. It helps to study the rise and the decay of background contributions and
to estimate their impact on a.

As a consequence, I adapted the geometry and positioning of the upper ExB-electrode
e16 and we improved the shape and polishing of the detector cup e17. In addition, an
insulating transformer was used for the voltage supply to the detector and its electronics.
The new setup was tested in 2007 to allow for a simultaneous application of -35 kV to the
detector cup (e17) and -35/ -20 kV to the upper ExB electrode (e16) without discharges. At
the same time, our collaborators from TU München/ E18 sought out and tested a di�erent
type of semiconductor detector [63]. It emerged to solve both the HV problematics and
the separation of the proton peak from the electronic noise peak.

3.5.3 The Silicon-drift-detector (SDD) used at ILL

The principle of SDDs was �rst described by E. Gatti and P. Rehak in 1984 [65]. Classical
semiconductor detectors typically consist of a thin silicon wafer with a continuous n-doped
layer on one side and p-doped strips on the other side. An electric �eld in reverse bias
mode is used both for depleting the detector and creating the �eld gradient to collect
charges created by particle impact, whereas the SDD-concept is based on the principle
of sidewards depletion. Instead of using a single �eld for depletion as well as for charge
separation, two separate �elds are applied. This principle is shown in �g. 3.23. The bulk
material of the detector is n-doped silicon. On one side of the SDD a smooth p+ layer is
implemented, whereas the other side has a structure of concentric p+ rings (�+� refers to
a strong degree of doping, �-� would indicate a minor degree).

The detector which we used at ILL was manufactured by the MPI Halbleiterlabor [66]
in cooperation with PNSensor GmbH [67]. It consists of a set of three Si-drift-detectors im-
plemented in a row on one silicon chip as shown in �g. 3.24. In the following, the complete
set will be called �detector� and the single parts �pads�. The pads will be enumerated by
the corresponding channels of the ADC12 readout (channel 5, 6 and 7). Each pad provides
an active area of 1 cm2 with a thickness of 450µm, covered by a thin entrance window of
30 nm aluminum.

Fig. 3.25 shows a proton spectrum measured with the Si-PIN-diode (left side, at -30 kV
detector HV) used in the FRM II beam time in direct comparison with corresponding
spectra using the new SDD type proton detector (right side, at -10, -12 and -14 kV detector
HV). In di�erence to PIN-diodes, the thermal noise (one component of the electronic noise
peak) of a SDD is decoupled from its active area. Accessory, the �rst ampli�cation stage
is integrated in the detector itself which helps to reduce thermal noise: The detector
and the �rst ampli�cation stage is inserted in the cold bore of the spectrometer and
therefore su�ciently cooled. Also the reception of environmental noise is suppressed: The

12See sect. 3.5.4.
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Figure 3.23: The principle of a Silicon-drift-detector (SDD). The left picture was taken
from [64] and shows the drift potential from cathode to anode in the center.
The right picture was taken from [63]. The gate (G) of the integrated FET
is connected to the anode and represents the �rst ampli�cation stage which
reduces the pick-up of noise by wires.

Detector pads 
(ch. 5, 6, 7)

(a) The 3 detector pads.

Detector cup 
(e17)

SDD

(b) SDD mounted inside the de-
tector cup.

Figure 3.24: The SDD detector used at ILL. Each pad (denoted as ch. 5, 6, 7) provides an
active area of 1 cm2.
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signal is pre-ampli�ed by a �eld e�ect transistor (FET) before environmental noise can
be launched by the wiring between detector and ampli�er. The improved separation of
electronic noise and proton peak is obvious. Furthermore, the spectra demonstrate the
possibility of reducing the detector voltages by a factor of 2 (e.g., to -15 kV).

Acceleration voltage: Acceleration voltage:-30 kV -10 kV

-12 kV

-14 kV

0         20        40        60        80      100      120      140                        0        100       200      300      400      500       600
                         Pulse height [ADC channels]                                           Pulse height [ADC channels]

-1
C

o
u
n
ts

 r
a
te

 [
s

/ 
A

D
C

 c
h
a
n
n

e
l]

7

6

5

4

3

2

1

0

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0
-1

C
o
u

n
ts

 r
a

te
 [

s
/ 
A

D
C

 c
h
a

n
n

e
l]

Electronic 
noise

Proton
peak

threshold 
effect

Figure 3.25: Comparison of pulse height spectra. Left: Measured with Si-PIN-diode (used
at FRM II) at -30 kV detector HV. Right: Measured with SDD (used at ILL)
at -10, -12, -14 kV detector HV.

The mechanical setup:
The detector is inserted from the top side of aSPECT into the cold bore tube. It is placed
in the high magnetic �eld that guides and focuses the protons. For reasons of maintenance
(e.g., HV-discharges might damage the detector) it is necessary to provide fast access to
the detector. Therefore a separated vacuum system (called �detector vacuum�), was im-
plemented that can be separated and removed from the main vacuum system of aSPECT
by a gate valve without breaking the main vacuum. The exchange of a detector takes
about 24 hours. It is limited by the pumping speed until the pressure in the detector
vacuum section is similar to the main vacuum and the gate valve can be re-opened. It
should be mentioned that we managed to measure the complete ILL beam time with just
one detector.

3.5.4 Signal processing electronics

The ampli�cation boards:
The preampli�er board is directly connected with a 50 pin SUB-D connector to the detec-
tor feed-through to prevent pickup noise (e.g., HF-noise) by long cables. Three Amptek
A250 chips (one per detector channel) followed by an Analog Devices AD 8024 chip am-
plify incoming signals from each detector pad. Afterwards, the signals are transferred by
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three coaxial cables out of the spectrometer: The digital part of the detector electronics
could not be placed inside the cryostat since it needs too much space and generates too
much heat load. Therefore, above the spectrometer on top of the antimagnetic screen (see
�g. 3.16), an aluminium box covers the digital electronics for reasons of electrical shielding.
In turn, this box is embedded in a bigger perspex box for safety since all the electronics
is at HV.

The signals coming from the preampli�er are fed into an adapter board (called
�shaper�). This board shapes the signals and distributes them to the ADC (Analogue
to Digital Converter). The shape of raw signals from the detector consists of a steep
rising part and a long exponentially falling tail. The shaper is mostly sensitive to the
rising part and shortens the pulse, so it can be treated by the digital electronics. The
shaping is done by a chain of two Analog Devices AD 847N and one AD 8138 chip for
each channel. Furthermore, a readout circuit for the temperature diode on the detector
chip is implemented on this board. The various voltages needed for operation are also
applied by these cables. The voltages are fed to the preampli�er board by a 16 pole
ribbon cable [32]. The cables to connect the two parts of the electronics (in and out-
side of the cryostat) are contained in a acrylic glass tube in order to shield the high voltage.

Digital electronics and trigger algorithm:
The ADC board is capable of processing signals from up to 32 channels simultaneously,
because it was already used with the Si-PIN-diode (25 channels). Only three channels were
used now for analyzing the signals of the SDD-detector pads and one for the readout of a
temperature diode on the detector chip. The 12-bit-ADC digitizes the signals coming from
the preampli�er with a sampling frequency of 20MHz. This results in time bins of 50 ns
length, which is a reasonable partition: The length of a typical proton event is about 4µs
(see �g. 3.26). Besides, this sampling rate keeps the data volume on an acceptable level.
After digitalization the signals are treated by two Xilinx Virtex-II 1000 �eld programmable
gate arrays (FPGA). Each FPGA provides data bu�ering and processing for 16 channels.
The full amount of data sampled by the ADC (≈ 28.6MB/s per channel) would exceed
the storage capacity of a conventional personal computer. Thus, signals are discriminated
by the FPGAs applying an on-line trigger algorithm: The incoming data is steadily shifted
through a register and discarded in absence of events.

The general algorithm is based on the comparison of two sliding time windows within
the register. If the mean values of the two windows di�er by more than a given threshold
set, the trigger condition is ful�lled. As you can see in �g. 3.26, window w1 is used to
determine the baseline, whereas w2 is separated from w1 by an arbitrary window distance.
Another parameter called �delay� was implemented which speci�es how many times in a
row the trigger conditions have to be ful�lled before a trigger decision is made. This feature
helps to suppress triggers on noise events. A trigger bu�er ensures, that a su�cient amount
of data before the rising tail of an event is stored. This information is needed in order to
determine the baseline value in o�-line data analysis (see �g. 3.26).
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Figure 3.26: Overview on the trigger algorithm: The shown signal shape (red line) is typical
for a proton event. The ADC values integrated in two windows w1 and w2
are compared with respect to a threshold set. The window distance can be
chosen as well. The event window (also: �event size�) was chosen to be 5µs.
A bu�er of 15 time bins is stored before the triggered pulse for determination
of the baseline value.

The window distance was �xed to 16 time bins (0.8µs) in our experiment, the other
parameters could be set by a control program. For most of the measurements in the ILL
beam time, w1 and w2 were set to a length of 4 time bins with a delay of 3 time bins. The
trigger bu�er had a length of 15 time bins and the total event window was chosen to be
100 time bins (5µs). In case of a trigger, the data from each channel is stored in a bu�er
on the ADC board. It can store up to 1024 ADC values and operates on the �rst in - �rst
out (FIFO) principle. The data is send via a HOTLINK interface (i.e., an optical data
transfer standard using �bre optics) from the FPGAs to the DAQ computer. The optical
connection allows for operating of the digital electronics on the detector HV whereas
the DAQ computer stays on ground potential. A detailed description of the technical
realization of the data processing electronics is given in [32]. Also the structure of the raw
data is explicitly discussed there. The raw data was decoded in-situ into a processable
format. For each single measurement a �le was stored that consists of several parameters
which were �lled into a ROOT-tree (ROOT is an object-oriented data analysis framework
developed at CERN, see [68]). These parameters contain information about the pulse
height, timing and the typi�cation of events.

The characterization of the detector, its electronics and the DAQ-system, as well as
the construction of the mechanical detector setup, were central tasks in the PhD thesis of
our collaboration partner M. Simson from the TU München [32].
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3.6 Systematic e�ects

A good knowledge of the systematics is important for any kind of experiment but essential
for high precision measurements such as aSPECT. When the design of the spectrometer
was proposed in 2000, several systematic e�ects were considered in [26] and discussed
in [22]. To achieve the �nal goal of aSPECT that is to measure the coe�cient a with an
accuracy of δa

a
≈ 3×10−3, the impact of each systematic e�ect on a should be δa < 10−4.

3.6.1 E�ects regarding the transmission function

The discussion in this subsection is based on the publications of our collaborators O. Zim-
mer et al. [26] and F. Glück et al. [22] describing the design of the aSPECT-spectrometer
as well as its electromagnetic design including systematic e�ects. The transmission func-
tion Ftr was expressed in eq. 3.26 by terms of the potential di�erence e(UA −U0) and the
magnetic �eld ratio rB = BA/B0:

Ftr(E) =


0 if E ≤ eU

1−
√

1− 1/rB(1− e(UA − U0)/E) otherwise

1 if E ≥ eU/(1− 1/rB)

(3.40)

where E refers to the initial proton kinetic energy and e denotes the unit charge.

The �eld ratio rB:
The impact of the uncertainty of rB on the uncertainty of a can be expressed as ([26]):

δrB = c(U, rB)× δa (3.41)

For a given rB, the function c(U, rB) is < 1 and is monotonically increasing with U. As
discussed at the end of sect. 3.4.3, rB can be extracted precisely from the magnetic �eld
measurements at any chosen position inside the DV. But the calculation of an average
ratio rB is limited by the accuracy of the (simulated) 3-dimensional neutron density
distribution in the DV. With the preliminary value of rB=0.20298(7), an accuracy of
∆a
a
< 0.37% can be achieved. Please note, that the uncertainty of rB is a worst case

approximation. The on-going analysis of the magnetic �eld measurements in [31] and
trajectory calculations in [30] might deliver decreased errors in rB and a, accordingly.

The electric potential di�erence e(UA − U0):
Some general demands were made on the potentials in the DV and the AP:
(1) The electrodes themselves must provide uniform electric potentials across the �ux-
tube region. This requires certain dimensions of the electrodes and a good preparation of
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their surfaces (e.g., mechanical construction, polishing and coating; see sect. 3.2.3).
(2) Field penetration by neighboring electrodes must be minimized.
(3) Additional e�ects that may change the potentials should be suppressed, for example
variations of the electrodes� work function (e.g., due to surface charges by adhesion of
negative charged particles).

Several measures were taken to meet this requirements, partly discussed in sect. 3.2.3:
The surfaces of all electrodes were polished and gold coated. The central DV electrodes
(e4, e5) and the AP electrode (e14) have big diameters. In this con�guration, small work
function di�erences along the electrodes surfaces can average out in the �ux-tube region.
In addition, �eld penetration by neighboring electrodes was restricted by setting the elec-
trodes e3/e6 next to the DV on the same potential as e4/e5. The electrodes e13/e15 next
to the AP were set on similar potentials as e14.

To reach the goal of δa
a
<3× 10−3, the potential di�erence e(UA−U0) has to be known

with an absolute accuracy of 10meV. Local di�erences of work functions might have a
dominant impact on the uniformity of the potentials. They can be caused by impurities
and defects in the crystal structure of the electrode surface. A Kelvin Probe was used to
determine work function di�erences along an electrode surface. First measurements at an
electrode, which was polished and coated as in the FRM II beam time, showed variations
of up to 150meV. The more sophisticated polishing and coating for the ILL beam time
might reduce the work function variations. An uncertainty of ±75meV on the potential
di�erence e(UA − U0) would prevent an absolute precision in a of better than 1.13%.
The previous measurements showed, that the surface conditions have to be improved: For
future beam times, we test di�erent materials, better surface preparation and di�erent
coatings combined with Kelvin Probe measurements. For details on the measurements of
various electrodes see [30].

An additional way how to determine the potential di�erence e(UA − U0) would be
by using a mono-energetic calibration ion source. It could be installed below the bottom
�ange of aSPECT or directly inside the DV. In the latter case, the source could be used
to measure the transmission function Ftr. During my PhD thesis, I designed and tested a
prototype ion source which will be described in Appendix 12.

Apart from their in�uence on the potential di�erence e(UA − U0), local potential
di�erences (due to variations of the work function) can create Penning traps (e.g., for
protons emitted with minimal initial longitudinal energy close to the surface of the DV
electrode). The applied small magnetic �eld gradient in the DV reduces the impact of
this e�ect (see sect. 3.2.2).

Non-adiabatic proton motion:
Contributions of non-adiabatic proton motion should be negligible to �rst order since it
was an essential requirement in the design of the aSPECT spectrometer following the
calculations of F. Glück [22]. As the analytical calculation of the transmission function
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B0 3T 1.5T 1.2T 0.9T 0.6T

δa 10−6 4·10−5 5·10−4 4·10−3 2·10−2

Table 3.4: Calculated dependence of the systematic uncertainty δa due to non-adiabatic
proton motion for di�erent magnetic �eld values B0 in the DV. The dipole
potential in the lower ExB-drift electrode was �xed on -3 keV in this calculations.
It was calculated to be an upper limit for the drift potential. For the lower drift
potential used during the ILL beam time the e�ect even reduces.

is only valid in the adiabatic limit, the impact of non-adiabatic contributions has to be
considered nonetheless. By using calculated electric �eld maps and the magnetic �eld
within the �ux tube, an optimization procedure for suppression of non-adiabatic e�ects
down to the required level was established in [22].

A central statement in the derivation of the transmission function in sect. 3.1.3 was the
invariance of the orbital magnetic momentum µ = T⊥

B
. Sophisticated calculations of pro-

ton trajectories showed that the adiabaticity conditions are ful�lled in aSPECT although
the protons pass an inhomogeneous electric �eld between DV and AP. As described in [22]
and [69], charged particles show some kind of �memory� when moving from one region
of high homogeneity (DV) to another one (AP): The charged particle �remembers� its
original orbital magnetic moment.

The in�uence of non-adiabaticity e�ects is more severe for protons trapped between
AP and ME than for transmitted protons. Protons with insu�cient energy to pass the AP
perform axial oscillations between both potential wells (see �g. 3.28). The impact of non-
adiabatic changes of the angle and of the orbital magnetic momentum increases with the
number of oscillations. This would result in an uncertainty in the transmission function
and the measured spectra. Therefore, the dipole �eld produced by the lower ExB drift
electrode (e8) was provided to remove trapped protons after a few oscillations, e.g., 5-6
oscillations when applying an electric �eld gradient of 3 keV (from calculations done by
F. Glück [22]). On the one hand, the e�ciency of the lower ExB drift increases with the
strength of the applied gradient �eld. But on the other hand, it also ampli�es the impact of
non-adiabatic e�ects: The electric �eld gradient causes acceleration of the protons and an
increased gyration length. With regard to the adiabatic conditions, appropriate parameter
settings were calculated to suppress both errors from trapping and non-adiabaticity e�ects.
They showed a breakdown of the adiabatic approximation at an upper limit of -3 kV at
e8 [22]. In the ILL beam time, we applied even lower voltage settings at the lower ExB
drift electrode: -1000V/ -50V was used most of the time (i.e., an electric �eld gradient of
950 eV and an averaged potential of -525 eV (on-axis)). Furthermore, even lower settings
of -200V/ 0V were applied for some time for systematic tests. Recent simulations and the
experiences made in the FRM II beam time showed that these settings are reasonable. In
both cases, the impact on non-adiabaticity e�ects is negligible. The dependence of a on the
magnetic �eld in the DV (B0) was calculated in [22] for a given dipole �eld of -3 kV: Above
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B0 =1.5T, the systematic e�ect on a is negligible, but below 1T it becomes substantial
[22]. Tab. 3.4 shows the results of these calculations. All measurements in the ILL beam
time, which are used for the extraction of a, were taken at B0 =2.2T. Therefore non-
adiabatic in�uences are negligibly small at the considered level of accuracy. Nevertheless,
we performed supplementary systematic tests with B0 ≈ 0.94T to verify the impact of a
low magnetic �eld strength on a (see sect. 4.10.2).

Interactions with residual gas atoms:
Residual gas atoms can interact with decay protons by di�erent types of collisions: Elas-
tic and inelastic scattering as well as charge exchange collisions are possible mechanisms.
These processes can induce changes in the kinetic energy or the pitch angle θ between
the proton momentum and the magnetic �eld and result in variations of the transmission
properties. The collision probability is proportional to the residual gas density and there-
fore to the pressure. The aim is that protons with an initial kinetic energy higher than the
potential barrier (T0 >Ttr) should reach the detector without collisions. Therefore calcu-
lations in consideration of the critical pressure pcr were performed in [22]. pcr denotes the
vacuum limit from which on a certain type of collision introduces a systematic error of
δa=10−4.

I will summarize these results with respect to our vacuum conditions in the ILL beam
time of pmain= 8× 10−9 mbar. Please note, that the pressure was monitored at the end of
a 2m long tube (at room temperature) outside the antimagnetic screen. This is necessary
during magnet operation for calibration issues of the used IKR vacuum gauge. We expect
the vacuum between DV and AP to be better due to the four getter pumps inserted there
and the freezing out of residual gases at the cold bore tube walls.

1) Elastic scattering:
Elastic scattering a�ects mainly the pitch angle θ. The scattering probability is propor-
tional to the path length and therefore to the time a proton spends within the �ux tube.
Accordingly, the e�ect is more severe for trapped protons since they perform several os-
cillations before they are removed by the lower ExB-drift electrode (e8). Without this
ExB-drift, the path length would be large and the impact of elastic scattering might
cause a strong systematic e�ect.

For the calculation of critical pressures, tabulated values of di�erential cross-sections
for elastic p-H2 collisions were used (see [22] and [70]). Tab. 3.5 presents three critical
pressures for di�erent voltage settings (U8 ) at the lower ExB-drift electrode e8. As dis-
cussed in the last section, the adiabatic approximation is ful�lled up to a drift potential
of 3 keV. We applied a drift potential of 0.95 keV during the ILL beam time. With the
given vacuum conditions (pmain= 8× 10−9 mbar), an error of δa<10−4 can be calculated
due to elastic scattering on residual gases.

2) Inelastic scattering:
Inelastic p-H2 collisions mainly result in energy losses due to large cross sections for rota-
tional and vibrational excitations, while electronic excitation and ionization are negligible
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U8 [kV] pcr [mbar]

-3 5·10−8

-0.3 10−8

-0.03 1.4·10−9

Table 3.5: Calculated critical pressure values pcr for elastic p-H2 collisions for di�erent
voltages U8 applied to the lower ExB drift electrode e8. Please note, that these
are only partial pressures for H2 which is the main residual gas. p-H2 gives only
an upper limit.

Gas pcr [mbar]

H2 2·10−8

Ar 10−8

N2 2·10−8

O2 4·10−8

He 10−6

Table 3.6: Calculated critical pressure values pcr of the charge exchange process for di�erent
gases.

for protons below 1 keV [22]. Changes of the pitch angle θ are insigni�cant in comparison
with elastic scattering. The energy losses are in the range of 50 to 1000meV. Vibrational
excitation turned out to be the crucial factor for inelastic scattering. The calculations de-
termined a limit of pcr=4× 10−8 mbar for H2. Therefore, the achieved vacuum conditions
meet the demands for suppression of inelastic scattering e�ects.

3) Charge exchange:
Possible electron capture processes from gas molecules by decay protons would result in
neutral hydrogen atoms and positive molecular ions with very low energy: p + M → H
+ M+. The M+-ions would be blocked by the potential barrier and the neutral hydrogen
atoms would stay undetected as well. Simulations concerning the critical pressures pcr
for several gases are presented in [22]. Tab. 3.6 shows the calculated limits. The vacuum
conditions during our data taking at ILL are slightly below the limits given here.

3.6.2 Background

The examination of systematic e�ects had the major priority in the ILL beam time.
We focussed on studies of background e�ects as a consequence of the observations
made during the FRM II beam time: Unstable and uncorrectable background conditions
prevented us from extracting a value for the coe�cient a with a reasonable systematic
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Figure 3.27: The strategy of background subtraction. Left: Pulse height spectra measured
at -15 keV detector potential at ILL. An average SNR of 10:1 can be deter-
mined by the pulse height ratio of the proton peaks to the noise peak. Right:
Pure proton spectra after subtraction of background spectrum (black line in
left picture) measured at 780V APV.

error. With neutron beam �o��, we found a background contribution that depended on
the APV. After a general introduction to background in our experiment, I will focus on
the mechanisms producing this APV-dependent background.

Background classi�cation:
The background measured in our experiment can be classi�ed either as (1) APV-
independent or as (2) APV-dependent. As mentioned before, we determine the
background (1) by applying +780V APV. The resulting barrier potential is above the
maximum kinetic energy of protons from free neutron decay of Ep,max=751.4 eV (see
�g. 1.1) and re�ects all decay protons. The measured background is subtracted in data
analysis from spectra at di�erent APV settings (see �g. 3.27). Without APV-dependent
background (2), this method delivers the pure proton count rates. An APV-dependent
background constituent (2) was found �rst in the FRM II beam times with neutron beam
�o�� and by variation of the APV. We investigated, that APV-dependent background is
produced and in�uenced by various processes. The most important is �eld emission at
HV-electrodes. Our aim was to reduce �eld emission and to suppress hereby as well the
APV-dependent background below a critical level. If its contribution is negligible, the
subtraction of background measured at 780V APV is su�cient for the determination of a.
Only some assumptions can be made from investigations on parts of the APV-dependent
background in measurements with neutron beam �o��: In the ILL beam time, we used a
fast neutron shutter to block the neutron beam upstream. This allows to study, how the
APV-dependent background behaves when the neutron beam is closed or opened. But
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this can only be an approach to the amount of APV-dependent background with neutron
beam on.

Background sources:
Background is mainly produced by the neutron beam and the environmental conditions
(e.g., neighboring experiments, cosmic rays). For example, its constituents are decay elec-
trons, gammas, high-energy electrons created as a secondary process of neutron capture
(n,γ) and by cosmic rays (electron shower). γ-radiation is suppressed by the small opening
angle to the detector. Charged particles from outside the spectrometer are �shielded� by
the strong magnetic �eld of aSPECT. Therefore, they can not intrude into the �ux-tube
and can not be imaged onto the detector. Cosmic rays make only a small contribution to
the spectra. Ionization of residual gas in the �ux-tube produces very low energetic ions of
several eV. They will be detected for APV-settings of UA≈ 0V. But they can be blocked
easily by applying a low AP potential if their origin is below the AP. Therefore, data was
taken down to UA=50V, only.

Model of the production mechanism of APV-dependent background:
The destructive impact of the APV-dependent background registered in our �rst beam
times was already pointed out and is discussed in detail in [25]. For an understanding
of the previously described technical improvements, a quantitative explanation of the
complex production mechanism is helpful. The production mechanism of APV-dependent
background is a multiple-stage process (see �g. 3.28):
(1) The electrodes e17 (-30 kV) and e16 (e.g., -2/-4 kV) produce primary electrons by �eld
emission.
(2) These electrons follow the magnetic �eld lines and can hit electrode surfaces (e.g.,
e14) producing secondary electrons of lower energy. Secondary electrons possess a higher
cross section for residual gas ionization. They can drift into the �ux-tube due to ExB-�eld
gradients (e.g., at edges of electrodes).
(3) Primary electrons leave the spectrometer mainly to the bottom whereas secondary
electrons can be trapped (green regions in �g. 3.28), for example, between e8 and e16.
The Penning traps increase the probability of residual gas ionization induced by secondary
electrons.
(4) Ions produced above the center of the AP can reach the detector, ions produced below
will be re�ected and trapped between the AP and the ME. We expect the ionization of
residual gas by secondary electrons to be the main mechanism in the production of APV-
dependent background. In addition, Penning discharges induced by primary electrons can
intensify this production. Penning discharges are a well known source of background in
MAC-E-type spectrometers.
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Figure 3.28: Illustrations concerning the production mechanism of APV-dependent back-
ground at FRM II.
Top: The electrode system of aSPECT with respect to traps for positive (or-
ange region) and negative (green region) charged particles. Exclusively the
most relevant electrodes are named and common settings are included.
Bottom: Schematic shape of the electric potential in the regions of interest.
The trapping region is marked orange for protons and green for electrons.
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Figure 3.29: In�uence of the gyration motion of decay protons on the �ux-tube: In the case
of a homogeneous beam pro�le the e�ect cancels out but not in the case of an
inhomogeneous beam pro�le. The edge e�ect is caused by an APV-dependent
distribution of gyration radii for protons at the detector. The focusing by
magnetic collimation onto the detector is not included in this sketch!

3.6.3 Edge e�ect

The �edge e�ect� (in aSPECT) describes the systematic impact of an inhomogeneous
beam pro�le on the coe�cient a. Generally, it is caused by the energy dependence of the
proton gyration radius, rg ∝

√
T⊥: The neutron beam passing through the spectrometer

is wider than the area of the detector (see �g. 3.19b). Therefore, only a fraction of the
decay protons actually hits the active area of the detector. The magnetic �eld projects the
shape of the neutron beam via the decay protons onto the detector. Due to the gyration
radius, the beam width that is �seen� by the detector depends on the kinetic energy of
the protons. Fig. 3.29 illustrates the dependence on the beam pro�le: On the one hand,
some protons may miss the detector due to the gyration motion although they were
emitted inside the �ux-tube. On the other hand, protons from outside the �ux-tube may
be detected instead. This e�ect would be balanced in the case of a perfectly homogeneous
neutron beam pro�le (green line). For an inhomogeneous beam pro�le (dashed green line),
this becomes an important systematic e�ect on a: The probabilities of losing or gaining a
proton are no longer the same and depend on the kinetic energy.

In aSPECT, the protons are post-accelerated by the detector potential (e.g., -15 keV).
Therefore, the small variance of the proton kinetic energy at the detector produces only
a 2nd-order e�ect and is negligible. But the distribution of gyration radii is in�uenced by
the angular distribution above the AP. This is the transmission function: Gyration radii
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can be calculated by

rg =
m · v⊥
e ·Bdet

=

√
2T⊥ ·m
e ·Bdet

(3.42)

with e being the unit charge and T⊥ = sin2 θ · Tp,det being the transversal component
of the proton kinetic energy at the detector. The angular distribution of protons that
passed the AP potential depends on the initial kinetic energy in the DV. In addition, it is
a�ected by the the transmission function. The transversal kinetic energy component T⊥ in
eq. 3.42 depends on the angle θ and therefore on the initial kinetic energy. This induces an
APV-dependent distribution of gyration radii which is the main source for the edge e�ect
in our experiment. Detailed calculations of this edge e�ect are part of the PhD thesis of
G. Konrad [30]. Input parameters are the 3-dimensional neutron beam pro�le in the DV,
the calculated electric �eld map and the measured magnetic �eld map in aSPECT.

3.6.4 Doppler e�ect due to neutron motion

The motion of the decaying neutron may have an impact on the transmission function
since it in�uences the observed energies of the emitted protons relative to the energies in
the center-of-mass system (CMS). An appraisal of the e�ect was done in [22]: Neutrons
from a cold neutron beam have an average kinetic energy of T n ≈5meV. Assuming protons
of CMS-energy TCMS=400 eV emitted in �ight direction of the neutrons, the protons gain

energy in the laboratory system of δT = 2
√
T n · TCMS ≈2.8 eV, with TLAB = TCMS +δT .

With respect to the aimed 10meV-accuracy of the proton CMS energy, this would have
an enormous impact: Due to the distribution of neutron velocities (Tn 6= T n) the proton
energy spectrum would get smeared out.

In aSPECT, the magnetic �eld is transverse to the neutron �ight direction. The
in�uence of the Doppler e�ect results in a distortion of the angular distribution at the AP
after the conversion by the magnetic adiabatic collimation. The angular distribution has
an important impact on the transmission probability if Tkin is minimally higher than the
AP potential eUA. Due to the �nite width of the transmission function, the e�ect which is
generated by the left half-space in neutron decay (opposite to the neutron �ight direction)
compensates approximately the e�ect generated by the right half-space. The integration
over the entire solid angle results in a suppression of this Doppler e�ect in the geometry
of aSPECT: The in�uence on the coe�cient a was calculated in [22] for di�erent settings
of the AP voltage to be smaller than 10−4.

3.6.5 Detector e�ects and properties

This last subsection is dedicated to the introduction of some important detector proper-
ties. Some of these properties lead to additional systematic e�ects and can be summarized
by the expression �detection e�ciency�. For more I refer [32].
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Backscattering:
A fraction of the protons that hit the detector will be backscattered. This means, a proton
enters the detector, is scattered several times inside the detector and �nally leaves it again
without having fully deposited its energy. Due to the negative acceleration voltage, the
proton can not escape and will hit the detector again with the same energy and pitch
angle as it was backscattered before. The time di�erence between the two hits is rather
short (≈ 0.5µs), thus it is not possible that one backscattered proton is counted as two
events. The probability for Rutherford backscattering of protons in the entrance window
(≈30 nm thick aluminum layer) of the detector depends on the impact energy (Tdet,p: 15
to 15.75 keV, in our case),

σRutherford ∝
1

(Tdet,p)2
(3.43)

and therefore leads to a slight distortion of the measured spectra to lower pulse heights.

Additionally, the impact angle (0 to ≈ 18◦, as calculated by M. Simson [32]) a�ects
the path lengths of protons in the (insensitive) entrance window (dead layer) on a level of
≈ 5%. Furthermore, the angular distribution is in�uenced by the applied AP potential.
Simulations performed by M. Simson [32] using SRIM 200613 predict an amount of ≈ 1.8%
backscattered protons at -10 kV and ≈ 1.0% at -15 kV detector voltage.

Energy calibration and energy loss:
The energy calibration was done by M. Simson in [32] with a 133Ba source and by perform-
ing proton simulations. The combination of both methods results in an energy calibration
of 65±2 ADC ch./ keV. In our measurements, the peak position of the proton peak for
-15 keV detector potential was found at ADC channel ≈550 and for -10 keV at ADC chan-
nel ≈330. This corresponds to energy depositions of about 8.7 and 5.2 keV or energy losses
in the dead layer of 6.3 and 4.8 keV for 15 and 10 keV protons, respectively. Simulations
with SRIM for 15 keV protons in a 30 nm aluminum entrance window showed comparable
values.

Position dependence:
In September 2008, M. Simson and me performed �rst tests with the SDD at the pro-
ton accelerator pa� at the TU München. pa� produces protons from neutral hydrogen
molecules in an extractor type ion source (see [71] and [32] for detailed descriptions). We
scanned one detector pad longitudinally (see �g. 3.30): The proton beam was �xed and
focused onto a small aperture with a diameter of ≈0.13(1)mm. The detector was moved
linearly to the beam behind that aperture. The obtained count rates for di�erent detector
positions are shown in �g. 3.31.

The �uctuations at the left edge (position around 13mm) and the small decrement
of count rates along the plateau of the pad are due to the instabilities of the accelerator:
During the measurements, the hydrogen pressure in the source part of the accelerator
decreased (quite fast at the beginning and more slowly later on). At the edges of the

13A program which simulates the stopping and range of ions in matter. See: http//:www.srim.org
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Figure 3.30: Scheme concerning the scan of the detector pad.
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Figure 3.31: One dimensional scan of a detector pad. The values on the x-axis refer to the
reading on the micrometer screw of the linear motion feed-through.
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detector pad, the measured count rate rises steeply. In reality, the edge of the detector
is not a sharp line, but there will be a region where the detection probability of the
protons drops from the maximum to zero. Given the geometric expectancy of 0.13(2)mm,
an upper limit of about 40µm can be deducted for the width of the edge (see [32]) (i.e.,
<2 · 10−5 of the detector area is involved). For the calculation of the detector edge e�ect,
the decreasing count rates at the edges should be negligible.

Pulse height [ADC channels]
0 100 200 300 400 500

-1
C

o
u

n
t 

ra
te

 [
s

/A
D

C
 c

h
.]

-210

-110

1

10
17 mm

13.07 mm

13.10 mm

13.15 mm

13.20 mm

(a) Left edge.

0 100 200 300 400 500

0.01

0.1

1

10
17 mm

22.7 mm

22.9 mm

22.92 mm

22.94 mm

Pulse height [ADC channels]

-1
C

o
u

n
t 

ra
te

 [
s

/A
D

C
 c

h
.]

(b) Right edge.

Figure 3.32: Proton spectra obtained on the left (a) and right (b) edge of the detector. The
spectra at 17mm were determined in the center of the detector. They show
nearly no count rates at ADC channels <100.
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Figure 3.33: The position of the proton peak (ADC channel) depending on its impact
position along the detector pad.

Another interesting e�ect was discovered in the analysis of these measurements: The
shape of the pulse height spectrum changes signi�cantly along the detector. As you can
see in the spectra in �g. 3.32, the average pulse height of the protons is reduced close
to the edges of the detector. Furthermore, the peak structure changes at the edges. On
the right edge (�g. 3.32b, 22.94 to 22.9mm), only some more protons appear at very low
pulse heights between ADC channel 100 and 200. On the left edge (�g. 3.32a, 13.07 to
13.10mm), the main proton peak disappears completely at a detector position of about
13.10mm. The count rates are nearly uniformly distributed between ADC 80 to 300. It
is uncertain, if this e�ect appears all along the outer edges of the detector or if it is
localized to a small region around the point which was measured with the linear motion
feed-through. A local e�ect could be caused by some dust particles on the surface of the
detector at that point. Another possibility is, that the protons are scattered from a bond
that runs close to the measured point. The dependence of the proton peak maximum on
the position along the detector pad is summarized in �g. 3.33. Due to the distortion of
the spectra at the edges of the detector, more protons might be detected at lower ADC
channels and could get superimposed by electronic noise. Because of the small detector
area that is involved, this e�ect is as well negligible.

Dead time losses:
According to the fact, that each detector pad of the SDD has a detection area of about
100mm2 compared to one stripe of the Si-PIN-diode used at FRM II of about 25mm2,
dead time losses play a more crucial role. The probability that two events occur in the
same pad at the same time is higher for the SDD. Di�erent sources of dead time losses have
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to be considered in this context: First of all, each energy deposition by a charged particle
in the depletion volume involves a dead time, in which the secondary charges can drain o�
and the depletion is recovered. This recovery time is in the order of several nanoseconds
and completely negligible with respect to the statistical time di�erence between two events
of about 1.4ms (for a maximal count rate of ≈ 700 /s at 0V APV). Second, each event has
an event length (due to the shaper board and the trigger algorithm as explained in section
3.4.2.) of 5µs and is processed in 0.2µs by the detector electronics to the DAQ computer.
Thus, only one event per 5.2µs can be registered. A �rst order dead time correction is
implemented by (see [72]):

corrected count rate =
measured count rate

1 − measured count rate · 5.2µs
(3.44)

For a given proton count rate of 500 [1/s], the count rate loss due to dead time losses
would be ≈ 1.3 [1/s]. It depends on the APV-settings because of the di�erences in the
measured proton count rates and therefore it produces an error on the coe�cient a: The
APV-dependent count rate loss shifts the coe�cient a relatively by ∆a

a
< 4 %. This shift

is correctable on a permille level but requires an accurate knowlegde of the dead time: An
uncertainty of δτ = ±0.2µs results in an error δa

a
< 0.04 %. If the dead time would be

6µs instead of 5.2µs, the resulting systemtatic error would be δa
a

= 0.2 %.

One class of events is detected with a shorter time di�erence than given by pure
statistics: Coincidence (correlated) events (see sect. 4.8). These are electrons and protons
from the same neutron decay. Their minimal coincidence time was calculated by to be
about 6µs. This means, coincidence events do never occur in the same event window of
5.2µs. And they never get lost due to dead time losses described here. Therefore, the dead
time losses discussed here should only a�ect uncorrelated events (from di�erent neutron
decays).



4 Data analysis

The aSPECT spectrometer was installed from December 2007 to Mai 2008 at the PF1B
beam line of the ILL reactor in Grenoble. The �rst aim of the beam time was to overcome
the major problems which occurred in the FRM II beam time in 2005/ 2006. The problems
were already discussed in detail in the last chapter (see sect. 3.5 and 3.6.2) as well as the
newly implemented modi�cations in our experimental setup (see sect. 3.2 and 3.5.2). The
analysis of the data taken in the FRM II beam time is the subject of the PhD thesis
of R. Muñoz Horta [25] and was published partly in EPJ [1]. Our second aim was the
extraction of a from the data taken with an overall error of ∆a

a
<2%, i.e. much less than

the accuracy from previous experiments, ∆a
a
∼= 5%.

For the extraction of a, several steps of analysis had to be done:

• Decoding of the raw data to a processable format (see [32]).

• Exclusion of phases of instable measurement conditions (e.g., discharges, drifts, etc.).

• Event analysis (e.g., treatment of special events, discrimination of noise events),
determination of the pulse heights of events and creation of pulse height spectra.

• Background treatment (e.g., types, stability, etc.) and subtraction from spectra.

• Determination of the pure proton count rates in a de�ned region.

• Studies on systematics.

4.1 Data acquisition procedure

4.1.1 Measurement structures

The data acquisition (DAQ) system was introduced in section 3.5. For details on the
structure of the recorded raw data and the DAQ hardware I refer to [32]. Furthermore,
the on-line trigger algorithm was discussed (see �g. 3.26) and the necessity of stable mea-
surement conditions was pointed out. Generally, the data taking sequence for extracting a
with a minimal statistical error in a given time would necessarily consist of at least three
di�erent APV-settings: (1) Measurements at 780V are required to detect the background
count rate. (2) For extracting a, the intensity of the integral proton spectrum is needed:
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The direct determination of the intensity via the APV set to 0V may be incorrect due to
low energy residual gas ions (energies of several eV) as introduced in sect. 3.6. Therefore,
measurements at, e.g., 50V minimum APV-settings are used. (3) Finally, at least another
APV-setting is required at which the proton spectrum (see �g. 1.1) is highly sensitive on
a (e.g., 200V).

For reasons of systematic studies, the sequence of APV-settings was chosen as shown
in the upper part of �g. 4.1. The measurement time at each APV was chosen with respect
to the proton count rates and the number of repetitions. Each measurement is separated
by the neutron shutter cycle in 5 parts (lower part of �g. 4.1). Data is taken continuously at
each of the 5 shutter states (green boxes). 0V APV is only applied for opening frequently
the trap between AP and ME.

4.1.2 Stabilities

The stability of the APV, the detector HV, the upper ExB voltages and the neutron
�ux were monitored to �nd and to exclude periods of instabilities from the data analysis
for the extraction of a. Electric instabilities introduced non-statistical �uctuations of the
proton and electron count rates at the beginning of the beam time. They were probably
caused by insu�ciently de�ned ground potentials and malfunctions at some power sup-
plies. Therefore, the most reliable data with stable conditions was taken from the 15th of
May to the end of the beam time.

AP voltage:
The applied APV-settings were found to be stable on a level of 5mV monitored by a
calibrated Agilent 3458A multimeter. The procedure of ramping and stabilization of the
APV is described in detail in appendix 5.

High voltage settings at e16/ e17:
Using the new SDD detector, the maximal applied voltages were -15 kV for e17 and
-4.2 kV for e16. The analysis of the stored log �les showed no voltage breakdowns
or discharges during data taking, neither for the detector electrode nor for the up-
per ExB-electrode. The relative stability of the detector HV was determined to be
6.5× 10−5 ≤ (δU/Ue17) ≤ 2.3× 10−4 and 3× 10−4 ≤ (δU/Ue16) ≤ 4× 10−3 for the upper
ExB-electrode. Only during phases of ramping, increased leakage currents at the upper
ExB-electrode and small discharges occurred.

Neutron counter:
For monitoring �uctuations of the neutron �ux in our experiment, a 6Li neutron counter
was installed in the center of the beam dumb. The expected intensity at that position
was calculated to be below the saturation limit of the neutron counter. The monitoring
of the neutron count rate is important for normalization of the count rate of the decay
protons. It may change due to drifts, for example, by changing conditions of the neutron



4.1 Data acquisition procedure 85

1 

AP: 0 V 
Time: 10 (30) s 
Trap cleaning 

 

AP: 50 V 
Time: 40 (60) s 

Integral intensity fit 
 

AP: 250/ 400/ 500/ 600 V 
Time: 120 (140) s 

Determination of a, Studies 

AP: 780 V 
Time: 40 (60) s 

Background 

 

APV ramped 
 

Shutter closed: 
Status 1 

Time: 10 s 
 

Shutter opening: 
Status 2 

Time: 0.5 s 

 

Shutter open: 
Status 3 

Time: 10/ 40/ 120 s 

Shutter closing: 
Status 4 

Time: 0.5 s 
 

Shutter closed: 
Status 5 

Time: 10 s 

Neutron Shutter 
Cycle 

AP voltage 
ramped: 

No data taking 
Time: ~ 30-40 s 

 

Data Taking  
Sequence  

Order interchanged 
every 5th cycle 

3 

2 1 

4 

Figure 4.1: Top: The data taking sequence. At each step (red boxes 1-5), data with neutron
beam �on� was taken for a measurement time given before the brackets. Each
step is subdivided into 5 phases with closed and open neutron shutter depicted
in the neutron shutter cycle below (green boxes). The total measurement time
is given in brackets. Bottom: The neutron shutter cycle. At each APV we took
�rst data for 10 s with closed shutter (status 1), opened the shutter (status 2),
measured for a given time (10 s, 40 s or 120 s, dependent on the count rate at the
chosen APV) with neutron beam �on� (status 3), closed the shutter (status 4)
and measured for 10 s with closed shutter (status 5). Afterwards the APV was
ramped (i.e., next step in the data taking sequence). In all measurement, the
neutron count rate is monitored for the same measurement times (synchronized
to the proton detection).
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guide or the reactor power. Unfortunately, the neutron counter did not run stable in the
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Figure 4.2: Neutron count rate during data set �190508_night�. A small positive drift (�t-
ted red line) is visible. The count rates are non-statistically �uctuating. A
possible explanation is an insu�cient synchronization between the trigger of
the neutron counter and the internal clock of the DAQ system. It might have
caused problems during the readout by wrong normalization of the recorded
neutron counts.

beginning of the data taking period but showed a strong drift which was uncorrelated
to the reactor power monitored by ILL (see appendix 6.6, �g. 6.7 and 6.8). There are
good reasons to believe, that this drift was induced by a bad reference voltage or ground
potential. It was found that the synchronization between n-counter and proton detector
DAQ was not working properly (i.e., the start/ stop signals that were sent by the DAQ
computer to the proton detector were insu�ciently synchronized to the start/ stop signal
sent to the neutron counter). The neutron counter worked more stable from the 16th
of May to the end of the beam time. An example is shown in �g. 4.2 for the data set
�190508_night�: A small drift (�tted red line) is still visible. The error bar of each data
point is purely statistical given by

√
N/T (N : neutron counts, T : integration time). It does

not include any calibration accuracy of the neutron detector. The relative error of a single
measurement is in the order of 0.1-0.15% (about 400000±

√
400000 neutrons counted in

40 s). This statistical accuracy would be su�cient to correct �uctuations in the proton
count rates: The maximum statistical accuracy of a single proton measurement is about
0.7% (about 20000±

√
20000 protons counted in 40 s measurement time at 50V APV). But

as shown in �g. 4.2, non-statistical �uctuations in the neutron count rate were observed.
They reached a level of 1-2%. If the neutron counter data can be used for normalization
of the proton count rates will be analysed in sect. 4.4.
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4.2 Event analysis

The event analysis contains the following tasks:

• The extraction of the pulse heights of measured events to produce pulse height
spectra. A way to distinguish between di�erent event types (electrons, protons,
electronic noise) is designated.

• The examination of unexpected or anomalous events adverting to systematic e�ects
of the measurement itself (e.g., due to correlated events of short time di�erence to
each other that may in�uence the dead time) or impacts by the DAQ-electronics
(e.g., phases of increased noise).

• The exclusion of additional systematic uncertainties implemented by the method of
extracting the pulse height.

4.2.1 Event types

The shaper board (see sect. 3.5.4) transformed all detected signals into characteristic pulse
shapes which were stored and are available in an o�-line analysis. Each of these signals
will be called �event� in the following chapters. Due to the shaping, an incoming electron
and a proton that deposited the same energy in the detector will have identical pulse
shapes and can not be distinguished this way. Despite that fact, several parameters can
be de�ned that help to suppress noise and to separate event types in an o�-line analysis:
The baseline (y0) and the pulse height maximum (HistMax), which determine the pulse
height ph = HistMax − y0. Further parameters are the starting point of the pulse (x0)
and the time when it reaches its maximum (MaxBin).

Single proton and electron events:
Apart from a small amount of background events produced by, for example, γ-radiation
from the beam or cosmic rays, most events in the pulse height spectra are proton and
electron events. Proton events are typically shaped as shown in �g. 4.3a and electron
events as shown in �g. 4.3b. The shape of about 90% of the electron events is deformed
due to saturation e�ects (electrons <40 keV produce pulse shapes comparable to those of
protons). After ampli�cation and shaping, the resulting pulse height excesses the maximal
range of ADC channels. The values of the baseline y0, x0 andMaxBin vary only minimally
between (a) and (b) and will be discussed in detail later.

Coincidence proton and electron events:
A coincidence (or �correlated�) event is de�ned as an electron and a proton from one and
the same neutron decay detected in coincidence. Fig. 4.4a gives an example for a proton
(event 2) after a non-saturating electron (event 1). The baseline of event 1 (green line) is
slightly higher (<50 ADC ch.) than the baseline of event 2 (green dotted line).
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Figure 4.3: Typical pulse shapes of (a) proton events and (b) electron events saturat-
ing the shaper board. The parameters y0 (baseline), x0 (start of pulse), ph
(pulse height),MaxBin (time when pulse maximum is reached) and HistMax
(HistMax = y0 + ph) are de�ned and will be used in the development of a
pulse height determination method. The FWHM of a proton pulse was about
twice as big compared to the FRM II beam time mainly caused by an increased
ampli�cation factor. This also leads to the saturation e�ect (e.g. in (b)) above
a pulse height of about 2500 ADC channels (i.e., HistMax ≈4000 ADC ch. for
an average baseline value y0=1500 ADC ch.).

As a consequence of saturation by an electron, the baseline drops down below its
initial value and drifts slowly back as shown in �g. 4.4, (b). Depending on the strength
(i.e., the duration) of the saturation, the baseline needs about 20-30µs to recover. In the
case of correlated electron-proton events in �g. 4.4, (c), the proton can reach the detector
while the baseline is still decreasing (from 1500 ADC ch. for event 1 to about 1300 ADC
ch. for event 2). This in�uences the trigger e�ciency for proton events with low pulse
heights (e.g., due to backscattering). Further investigations and simulations concerning
the trigger e�ciency will be discussed in sect. 4.8.- The characteristic shape of the proton
events changes with respect to the trigger algorithm: The trigger condition (see sect. 3.5.4)
is ful�lled later for a decreasing baseline. Therefore, the pulse shape parameters x0 and
MaxBin are di�erent for these type of correlated proton events like in �g. 4.4, (d).

The pulse height determination method had to be adapted to this behaviour. A
further requirement was a good separation between noise and protons. This implies the
need for noise suppression and a way of discrimination of events in the overlapping pulse
height region:

Noise events:
Thermal noise (as one component of the electronic noise) is a purely statistical process
and depends on the operation temperature of the electronic components. That is the
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Figure 4.4: (a) Gives an example for a coincidence proton pulse detected after a non-
saturating electron pulse. The time di�erence (6.2µs) is close to the calculated
minimal �ight-time di�erence of about 6µs. The baseline y0 of the proton (event
2, dashed green line) falls only minimally under the initial value of the electron
(event 1, green line). In (b), a saturating electron pulse is shown. The baseline
falls clearly below its initial value. (c) shows an example for a coincidence proton
pulse following shortly in time after a saturating electron pulse: Obviously, the
baseline of the proton (event 2) is strongly reduced. (d) shows only a proton
event that followed a saturating electron: The parameters x0 and MaxBin are
shifted to lower time bins due to the prior saturation. This is due to the trigger
condition (see section 3.5.4) that is ful�lled later for a decreasing baseline.
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Figure 4.5: Dependence of the count rate of the electronic noise (0...150 ADC channels) on
temperature variations (day and night in the experimental zone). The count
rates were extracted from measurements with neutron beam �o�� (data set
�190408_night�).

reason why the recorded noise events do not have a characteristic pulse shape and the
parameters x0, y0 and MaxBin vary strongly. We tried to stabilize the temperature of
the preampli�er board and the ADC-board by blowing continuously dry, pressured air on
them. But the temperature variations between day and night in the experimental zone
were still visible in the noise count rates (see �g. 4.5).

Multiple events:
If several pulses appear in one and the same event window of 5µs we called it a �multiple
event� (i.e., each pulse would have caused a trigger if it appeared individually). The occur-
rence of multiple events depends on the total count rate and therefore on the APV-setting
(maximal at 0V APV). For the realization of a reliable and easy dead time correction (as
introduced in sect. 3.6.5), the treatment of multiple events is essential: Only the pulse,
that initially released the trigger should be considered in data analysis. In that case, a
dead time of 5.2µs can be assigned to each event. The appearance of multiple events
in a 5.2µs time window is strongly suppressed at our measured count rates of maximal
≈700 [1/s] (at 0V APV). The probability of double events can be calculated by Poisson
statistics: In about 2%� of all measured events, double events are expected to occur. The
statistical loss of (uncorrelated) events can be corrected using eq. 3.44, coincidence proton
events can not get lost this way as explained there: They do not appear as multiple events.

Some double events, as shown for example in �g. 4.6a, could be counted separately in
the o�-line analysis. Other events could not: For example, pulses which do not reach their
maximum pulse height in the event window (see �g. 4.6b). In those cases, one can not
determine the pulse height of the second event. In order to circumvent this problem, the
proposed treatment of multiple events seems reasonable: Only the �rst event is counted
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Figure 4.6: Examples for two pulses by protons in the same event window called �double
event�. If both are separated and reach the maximum as in (a) the pulse height
of both events could be extracted. In the case of example (b) the pulse height
of the second event is not extractable.

and a dead time correction is applied afterwards.

If two events overlap partly or completely, we speak of �pile-up� events. Two examples
for pile-up events are drawn in �g. 4.7. In both cases, only one event shall be counted.
The two events in �g. 4.7 (b) can hardly be separated by automatic pulse height determi-
nation: The parameter values of x0 and MaxBin are still in the limit of a single pulse.
But the pulse height of the pile-up event is increased. For the extraction of the proton
count rate for a given APV-setting (i.e., by integration over the pulse height spectrum),
protons are discriminated by their pulse height from higher energetic background events
(e.g., saturating electrons). Therefore, one has to �nd an appropriate upper (and lower)
integration limit: The maximal proton pulse height is limited by the endpoint of the pro-
ton kinetic energy (about 751 eV) and the post-acceleration by -15 keV detector potential.
Typical proton pulses have pulse heights between 500 and 600 ADC channels. Thus, the
maximum pulse height of a pile up event will be ≤1200 ADC ch. To include all pile-up
events in the determination of the proton count rate (see sect. 4.3 and 4.6.1), the upper
pulse height limit was chosen to be 1200 ADC channels.

4.2.2 Pulse shape parameters

The baseline value y0:
We determined the baseline before a pulse by averaging over a certain amount of time
bins due to the characteristic pulse shape (i.e., from the �rst 1µs stored by the trigger
bu�er, see �g. 3.26). The baseline distribution in �g. 4.8a for a typical data set (e.g.,
�190508_night�) has a peak around 1490 ADC ch. with a FWHM of about 45 ADC ch.
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Figure 4.7: Pile-up events of two protons. In (a) the second event is partly separated from
the �rst event and reaches its maximum at a higher value MaxBin2=42 time
bins than single events. These types of pile-ups could be discriminated by auto-
matic pulse height determination methods. In (b) the two pulses are overlapping
strongly and MaxBin2=36 time bins is in the region of single events.

A�ected by the falling baseline after saturating electron events, the distribution shows a
tail to lower ADC values. There is a small dependence on the size of the time window
in which the baseline is averaged as shown in �g. 4.8b. By using less time bins closer to
the pulse starting point x0, the baseline shifts minimally to higher values since it is less
sensitive on drifts.
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Figure 4.8: Distribution of the baseline values y0. Most events have baselines > 1400 ADC
ch. as shown in (a). Caused by saturations e�ects the baseline can decrease
down to channel 1000. By extracting the baseline in less time bins (from time
bin 10 to 15) the baseline shifts minimally to higher values (b).
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Figure 4.9: Spikes of thermal noise in�uence the pulse maximum HistMax as well as its
positionMaxBin. Especially low pulse heights are distorted. The black dotted
line represents a theoretical �t to the pulse shape. The �t parameters will
be discussed in detail in the next section. The �t suppresses the in�uence of
electronic noise on the parameters MaxBin and HistMax.

The starting point of a pulse x0 can only be de�ned for electron and proton events by the
sharp rise of the pulses. For the description of randomly �uctuating pulses (e.g., electronic
noise) the parameter x0 is useless. x0 has a distribution around 20 time bins (1µs) under
normal conditions. Some coincidence proton pulses (see �g. 4.4d) shift the distribution
to lower values of x0 and may have lower x0-values down to 10 time bins (0.5µs), (see
sect. 4.8).

Pulse maximum HistMax and its position MaxBin:
The parameters HistMax and MaxBin are in�uenced by the superposition of proton
events and electronic noise. MaxBin can vary by some units of time bins due to noise
spikes as shown for example in �g. 4.9: Here, the maximal pulse height is reached at
MaxBin1=43 time bins, but the proper proton pulse reaches its maximum already earlier
at MaxBin2/3=28 time bins. An upper limit for the distribution of MaxBin of pure
proton events can be set at 35 time bins. The value of HistMax is shifted to higher
pulse heights due to electronic noise. To suppress the in�uence of electronic noise on the
parameters MaxBin and HistMax, the pulse is �tted (black dotted line in �g. 4.9) by
using a theoretical �t function which will be initialized in detail in the next section.

4.2.3 Pulse height spectra

General discussion:
Fig. 4.10 (a) shows a typical pulse height spectrum extracted from the recorded pulses
of an entire data set (≈8 h measurement time). The uncertainty of each point in the
spectra with N counts (per ADC channel) is given by

√
N/T (statistical error). Some

general remarks may help to explain the spectral shape: Filtered by the threshold of the
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trigger algorithm (sliding windows, see �g. 3.26), the electronic noise distribution is cut at
low pulse heights and a �peak� appears in the spectrum. The proton distribution can be
described by a superposition of a Gaussian and an inverted Landau distribution. The tail
towards lower ADC channels can be explained by the distribution of energy losses in the
insensitive entrance window of the detector after several scattering processes (see [32]).
Therefore, the tail of the proton peak is produced by protons which deposit only small
energy in the active area of the detector. This tail reaches to low ADC channels even
below the electronic noise peak. The upper end of the proton peak is de�ned by protons
which deposit their maximum energy of 15.75 keV impact energy (for -15 kV detector HV).

Due to the discussed saturation by an energy deposition >40 keV, a peak rises in the
spectrum around ADC ch. 2500. It is mainly produced by decay electrons (also cosmic rays
are included). Fig. 4.10b and (c) show zooms to the single peaks: The average electronic
noise peaks (b, left) and electron peaks (c). For both APV-settings (50V, 780V) the
peaks overlap. The proton distribution for 50V APV in (b) shows an unexpected second
(�satellite�) peak (in logarithmic scale) at its right tail around ADC ch. 740. It is about
three orders of magnitude smaller than the main proton peak. Detector tests in sect. 3.6.5
showed a dependence of the peak position from the impact position on the detector which
might be an explanation. The impact of the satellite peak on the determination of a will
be discussed in detail in sect. 4.6.1.

Pulse height extraction:
M. Simson and me adapted three methods of extracting the pulse heights from the raw
data. This provided the possibility of cross-checks to exclude errors produced by the
pulse height determination method. The method of �tting the pulses turned out to be
the most reliable. Additionally, it suppresses electronic noise and helps to �lter special
kinds of pulse shapes. The other two methods are outlined in appendix 7.

The pulse �tting routine:
Our former collaborator Dr. G. Petzoldt evolved already in 2007 in his PhD-Thesis [29]
a �rst �t routine for the FRM II data. But the bad signal-to-noise ratio (2:1) undid
the possibility of distinguishing noise from proton events and averted to use it. In the
ILL data the increased SNR (10:1) allows the advantage of �tting the pulses. M. Simson
re-implemented the �tting routine in his PhD-thesis [32]. We applied together several
additional conditions and requirements arising from the event analysis and the extracted
parameter distributions. Both, the shape of a proton pulse as well as the shape of a non-
saturating electron pulse (e.g., see �g. 4.11 (a)) can be described by a function with 6
parameters:

y(x) =

 y0 ; for x ≤ x0

y0 + A
(

1− e−
x−x0
t2

)p(
e
−x−x0

t1

)
; for x > x0

(4.1)

where the new parameters t1 and t2 denote the rise and decay time of the pulse, respec-
tively. p in�uences the shape of the pulse. t1, t2 and p are de�ned by the ampli�cation
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Figure 4.10: (a): Pulse height spectrum measured for -15 kV detector HV in May 2008.
The two distributions represent the average over all measurements at 50V
(red) and 780V (black) APV of the data set �190508_night�. (b) The zoom
shows the noise peak between ADC channels 0 and 80 for both 50V and
780V APV. For 50V the proton peak appears around 550 ADC channels.
The measurement at 780V determines mainly the electron background below
the proton peak. (c) Electron peaks (due to saturation e�ects by high energetic
electrons) for di�erent APV-settings. The lower plots of (b) and (c) are both
drawn on logarithmic scale. They focus on the di�erences between 50V and
780V APV. A second peak arises in (b) beside the proton peak. It will be
called �satellite� peak. Its impact on a will be discussed in sect. 4.6.1.
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parameter lower limit upper limit unit

y0 800 2000 ADC channels

x0 13 23.5 time bins [x50ns]

t1 77.49 77.49 time bins [x50ns]

t2 10.47 10.47 time bins [x50ns]

p 0.394 0.394 -

A 1 2·105 ADC channels

Table 4.1: Limits of the �t parameters.
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Figure 4.11: Example for a �tted proton pulse (black line) taken from data set
�170508_night2�.

and shaping chain of the detector electronics. They are practically constant and therefore
�xed in the �t. A is proportional to the pulse height and can take only positive values.
The start point x0 is restricted to a certain range as well as the baseline y0. Tab. 4.1 shows
the limits of the �t parameters.

Pulses are only �tted from time bin 10 to 40 which signi�cantly reduces the computing
time. An example for a �tted proton event is shown in �g. 4.11. According to the �t result,
events are classi�ed as di�erent types (Fit Status 0 to 7). The �t states depend on the
�tted pulse height ph as well as the χ2-value and the convergence of the �t. The �t states
help to distinguish between electronic noise, proton and saturating electron events and
serve for systematic tests: Noise and saturating electrons have pulse shapes which can not
be described by the �t function eq. 4.1. Therefore, these �ts have a bad χ2 and do not
converge. Also pile-up events can be separated by the �t routine. All details concerning
the �t routine are explained in [32] and in appendix 8.

Fig. 4.12 shows a comparison of �tted and non-�tted spectra (see caption and appendix
7 for details). The separation of noise and proton peak is obviously much better with the
�t. For that reason, the �t routine was applied in the analysis to determine the pulse



4.2 Event analysis 97

100 200 300 400 500 600 700 800
0

1

2

3

4

5

6

7 Method 1: HistMax - y (1...15)0

Method 3: Fit  
Method 2: Max(20...35) - y (10...15)0

Pulse height [ADC channels]

-1
C

o
u

n
t 

ra
te

 [
s

]
/A

D
C

 c
h

.

0

1

2

3

4

5

6

7

20 60 100 140

ZOOM

(a) 3 methods of pulse height determination for a 50V APV mea-
surement.

0 100 200 300 400 500 600 700
0

1

2

3

4

5

6

7
10 kV - fitted

15 kV - fitted

10 kV - not fitted

15 kV - not fitted

Pulse height [ADC channels]

-1
C

o
u

n
t 

ra
te

 [
s

]
/A

D
C

 c
h

.

(b) Fitted and not �tted spectra measured at 50V APV for -10
and -15 kV detector voltage.

Figure 4.12: (a) Comparison of 3 di�erent methods of pulse height determination. Method
1: The baseline y0 is averaged from time bin 1 to 15. The parameter HistMax
extracts the highest ADC-entry in an event window. The pulse height is de-
termined by subtraction. Method 2: The baseline is averaged from time bin 10
to 15. The maximum (Max) of a pulse is determined only between time bin
20 and 35 (see appendix 7). Method 3: The �t routine described in the last
section.- The zoom shows the advantage of the �t routine: The noise peak is
shifted to lower ADC channels and therefore the separation from the proton
peak is better. (b) Spectrum for -10 and -15 kV detector HV from data set
�150508_rampHV�. Methods 1 and 3 were used here. The noise peak is always
clearly shifted to lower ADC channels in the �tted spectra. The proton peak
is only slightly shifted to lower ADC channels in the �tted spectra. This shift
is due to suppression of noise spikes on proton pulses.
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Figure 4.13: Left: Pulse height spectra for di�erent APV-settings measured at -15 keV de-
tector potential (data set: �190508_night�). The plot shows the electronic noise
peak (around ADC ch. 40) and the proton peaks (around ADC ch. 560). Cen-
ter: Background spectrum measured at 780V APV (mainly noise and electron
events). Please note, that this spectrum is drawn in logarithmic scale. Right:
Pure proton spectra after subtraction of background measured at 780V APV.

heights of all measured pulses. The resulting pulse height spectra are now used to extract
the proton count rates for each APV-setting.

4.3 Extraction of the coe�cient a

The subtraction of background in our experiment was already introduced in sect. 3.6.2
and is summarized in �g. 4.13. The integration in a de�ned pulse height region (e.g., from
ADC ch. 80 to 1200) gives the sum of proton and background count rates for each APV,
UA. The pure background count rate is determined by measurements at 780V APV in the
same pulse height region. The subtraction of both count rate values determines the pure
proton count rate. The integral spectrum �g. 4.14 shows integrated proton count rates for
50V (red circle) to 600V (purple circle) after background subtraction. The proton count
rate Np(UA) at a given APV can be described by (see [1]):

Np(UA) = Np,0

∫ Tmax

0

Ftr(T )wp(T )dT (4.2)

with T being the kinetic energy of the decay protons, Ftr being the transmission function
de�ned in eq. 3.26 and wp(T ) being the di�erential proton spectrum. Without Coulomb
correction (taking into account the electromagnetic interaction between electron and pro-
ton) and radiative corrections (taking into account bremsstrahlung), wp(T ) is given by
wp(T ) = g1(T ) + a · g2(T ) (with g1(T ), g2(T ) as de�ned in eq. 2.42). The Coulomb and
radiative corrections on wp(T ) were calculated in [24]. In our experiment, we extract a
from a �t to Np(UA) ([1]). Coulomb and radiative corrections are included in this �t. They
have been extrapolated from the tabulated values in [24].
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Figure 4.14: Integral spectrum extracted from the data set �190508_night�. Each point
represents the averaged proton count rate for a given APV-setting extracted
from pulse height spectra (�g. 4.13 (right)). The integration was done from
ADC ch. 80 to 1200 for di�erent APV-settings. The red line shows the APV-
dependence of eq. 4.2 as expected by taking the PDG-value of a=0.103. Note:
The aimed accuracy of our experiment is sensitive to shifts in the integral
spectrum which are smaller than the line width!

The red line in �g. 4.14 shows a simulated spectrum for a=-0.103 (PDG 2010). The
expected APV-dependence of the integral proton count rates in eq. 4.2 seems to be repro-
duced to �rst order. This indicates, that the way how the background is determined and
subtracted in our experiment is maintainable also to �rst order. But the line width of the
simulated spectrum involves a relative accuracy ( δa

a
) in the order of several %. For our

aimed level of accuracy δa
a
< 2 %, the background subtraction has to be analysed in more

detail. Especially, the characteristics of background components that depend on the APV-
settings is of importance. As introduced in sect. 3.5.2, APV-dependent background was
discovered �rst in the FRM II beam time and induced a relative error up to δa

a
≈ 100 %

(see �g. 3.22 and [25]). I refer to sect. 3.6.2 for a general introduction to background in
our experiment. A model of the production mechanism of APV-dependent background in
the FRM II beam time is presented there as well.

The sensitivity of a to APV-dependent background can be pointed out by assuming
a hypothetical APV-dependence as shown in �g. 4.15: First, an APV-independent back-
ground component (1) with a count rate of 10 s−1 is assumed1. Second, we assume a
linearly increasing APV-dependent background component (2). It is by +0.5 s−1 higher at
780V APV compared to 0V APV (slope of the �t: ≈ 6.4 ∗ 10−4 ∗ APV [s−1]) and super-
imposes the constant background component (1). The pure proton count rates for each
APV are now extracted in two ways: (A) only the background count rate measured at

1The count rate is in the order of the background count rate extracted from measurements at 780V
APV between ADC ch. 80 and 1200.
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Figure 4.15: Hypothetical APV-dependence of background: This functionality is used to
derive a sensitivity of a to an APV-dependent background component.

780V is subtracted (i.e., -10.5 s−1) from count rates2 measured at di�erent APV-settings.
This means, the extracted proton count rates will be lower than the actual proton count
rates (e.g., -0.5 s−1 at 0V APV) and therefore, the APV-dependence shifts the proton
spectrum to higher kinetic energies. (B) The background count rates as given in �g. 4.15
are subtracted from the count rates measured at each APV-setting in the PIW. This
method extracts the actual proton count rates. For both cases (A) and (B), the coe�-
cient a is now extracted: The value of a is shifted by ∆a

a
≈ +2.5 % from (B) to (A). This

means, without knowing the APV-dependence su�ciently, the subtraction of background
measured at 780V APV would result in a systematic error of δa

a
≈ +2.5 %.

The high sensitivity of a on APV-dependent background motivated various back-
ground studies in the ILL beam time. As introduced in sect. 3.6.2, only some assumptions
can be made from investigations on parts of the APV-dependent background studied with
neutron beam �o�� (shutter status 1 and 5). Section 4.5 will focus on these studies and
the impact of APV-dependent background on the extracted value of a in the ILL beam
time. The investigations on the origin and characteristics of APV-dependent background
in aSPECT are presented in detail in appendix 6.10. First, the stability of background
count rates measured at 780V APV with neutron beam �on� will be discussed in the next
section since it determines the background to �rst order.

2i.e., proton + background count rate in the PIW.
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4.4 Background measured at 780V APV

For the further discussion, the measured pulse height spectra in �g. 4.16 are subdivided
into 3 integration windows:
(I) ADC channel 0 to 80 (mainly electronic noise).
(II) ADC channel 1200 to 4000, called: �Electron Integration Window� (EIW).
(III) ADC channel 80 to 1200, called: �Proton Integration Window� (PIW).
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Figure 4.16: (Top) Pulse height spectrum measured at 50V APV. (Bottom) Pulse height
spectrum measured at 780V APV. The spectra are subdivided in 3 main inte-
gration windows: (I) ADC ch. 0...80, contains mainly electronic noise events.
(II) ADC ch. 1200...4000 (EIW), contains mainly electron events. (III) ADC
ch. 80...1200 (PIW), contains the proton peak for all APV-settings except
for 780V. The electron spectrum superimposes continuously the pulse height
region of the proton peak for all APV-settings. In �rst order background sub-
traction, spectrum (b) is subtracted from spectrum (a). This determines the
proton count rate for 50V APV.

In this section, all presented measurements were performed with neutron beam
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switched �on�. The magnetic �eld as well as the detector HV were set on standard pa-
rameter settings (B0=2.177T, Udet=-15 kV). The decay protons were always re�ected by
application of 780V APV and the background was determined. Two observables are of in-
terest: The background stability during one data set3 (several hours) as well as the stability
of averaged background count rates of di�erent data sets (several days). The background
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Figure 4.17: Measurements in the PIW at 780V APV. (a) Background determination for
an exemplary data set. Each data point represents the average count rate in
40 s measurement time. The linear �t (red line) indicates no drift during the
data set. (b) The average background count rate determined from di�erent
data sets decreases during the last days of the beam time: From 16th to 20th of
May 2008, the count rate decreases by ≈ −0.25s−1. Obviously, the background
count rate must be a�ected by changed parameter settings (e.g., ExB drift
potentials switched o� or changed, ME �o��) in between those data sets.

stability in the PIW during a typical data set (�190508_night�, ≈7.5 hours) is depicted
in �g. 4.17a. It is exemplary for all data sets at standard settings from 16th to 20th of
May 2008 (see tab. 4.2). The background count rate shows no drift but is non-statistically
�uctuating on a low level (1 ≤ χ2 ≤ 1.65). Fig. 4.17b shows the average background count
rate in the PIW for di�erent data sets in the last 5 days of the beam time. The count rate
decreases by ≈ −0.25s−1 from 16th to 20th of May 2008. The background count rates in
the EIW behaved similar to the PIW as shown in �g. 4.18: (a) The count rates during a
single data set showed no signi�cant drift. But the average count rates (b) were decreas-
ing. The averaged count rates in the PIW and EIW are listed in tab. 4.3. No signi�cant
drifts of the background count rates were observed during single data sets. Therefore, it
seems reasonable that the decrease in background count rates during the last 5 days of the
beam time was probably a�ected by changed parameter settings in between these data
sets. In our beam time at ILL systematic tests were performed during daytime, whereas

3A data set consists of several hundred single measurements of 40-120 s measurement time with neutron
beam switched �on� (see also �g. 4.1).
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Figure 4.18: Background count rates in the EIW (ADC ch. 1200 to 4000) measured at 780V
APV. (a) The count rates during a single data set (�190508_night�) show no
drift. (b) The average background count rates determined from di�erent data
sets decrease during the last days of the beam time.

Data set Lower ExB Upper ExB ME Comment

voltages voltages voltages

(left/ right) [V] (A/B) [kV] (quadrupole/ grid) [V]

160508_night -200/ 0 -3.7/ -4.2 820/ 800

170508_night -1000/ -50 -3.7/ -4.2 1000/ 800

170508_night2 -1000/ -50 -2/ -2 1000/ 800

180508_morning -1000/ -50 -4.2/ -0.2 1000/ 800

180508_night -1000/ -50 -2/ -2 1000/ 800

190508_night -1000/ -50 -2/ -2 1000/ 800

200508_lunch -1000/ -50 -2/ -2 820/ 800

200508_night -1000/ -50 -2/ -2 820/ 800 rB =0.2049

Table 4.2: Parameter settings of the data sets taken at standard parameter settings (-15 kV
detector HV and magnetic �eld switched �on�, i.e., B0=2.177T) and during the
phase of a reliable electronic performance at the end of the beam time. Each
data set represents about 6 to 12 hours of measurement time.
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Integration window Count rate Neutron beam on/ o�

[ADC channels] [s−1]

80...1200 (PIW) 10.18(4) on

1200...4000 (EIW) 87.00(5) on

Table 4.3: Average background count rates measured at 780V APV with standard param-
eter settings (see tab. 4.2).

measurements at standard parameter settings for the determination of the coe�cient a
were mainly done during night. For systematic tests, the electrode potentials had to be
changed. Field emission and Penning discharges depend both on the electric potential
settings and the surface conditions of the electrodes. The latter one can change in time
and by variation of the applied potentials. Both e�ects were discussed in sect. 3.6.2 as
possible mechanisms for the production of APV-dependent background. Another feasible
explanation for the decreasing background count rate at 780V APV would be a steadily
decreasing neutron �ux at the beam line PF1B: A fuel element of the ILL reactor has a
length of about 70 cm. During 52 days of a reactor cycle, the barycenter of nuclear burning
shifts to some extent relatively to the cold source that feeds the PF1B beam line. There-
fore, the neutron �ux at the beam place might decrease in the end of a reactor cycle. This
was experienced by prior experiments as our collaborator Dr. T. Soldner4 con�rmed. How-
ever, this decrease was not registered in our neutron counter (see �g. 4.19 (b)). For that
reason, the normalization of count rates on the neutron �ux (as proposed in sect. 4.1.3)
was not applied in the present analysis (see discussion in the caption of �g. 4.19).

To study the non-statistical �uctuations of background in the PIW observed in
�g. 4.17 (a), we changed the integration interval by increasing the lower ADC channel
(see �g. 4.20). The di�erent data points correspond to four independent measurements
at 780V APV of the data set �200508_night�. The red stars (corresponding to the right
scale) represent the χ2-values for the calculation of the mean value. χ2 → 1 points out
that the count rates are distributed statistically above ADC channel 480. This is an in-
dication that the non-statistical �uctuations of the background emerge from the lower
energetic part of the spectrum (<480 ADC ch.).

The following conclusions can be drawn from the background measurements at 780V
APV:
(1) No count rate drift during a data set was observed. Therefore, the background count
rate in the PIW is averaged for each data set in the analysis. The averaged background
is subtracted from the averaged count rates in the PIW at di�erent APV-settings to
determine the pure proton count rates.
(2) The neutron counter can not be used for normalization of the proton count rates.
(3) Non-statistical contributions to the background count rate at 780V APV emerge in

4Beam line responsible of PF1B in our beam time.
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servable.
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(c) Proton and neutron count rates during the
data set �200508_night�.
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(d) Correlation plot: Neutron vs. proton count
rates of data set �160508_night�. There is no ob-
vious time correlation.

Figure 4.19: Illustrations concerning the non-coherence between drifts/ �uctuations of the
neutron counter and the background/ proton count rates. (a) shows the de-
crease of the background and the proton count rates at the end of the beam
time (both extracted in the PIW) (b) shows the average neutron count rate
compared to the average background count rate at 780V APV in the PIW.
There is no common time dependence observable. (c) Neutron and proton
count rate (50V APV) during a typical data set �200508_night�. The neu-
tron count rates show a small positive drift. But the proton count rates show
a small negative drift. (d) Correlation plot: The neutron and proton count
rates (50V APV, PIW) show no correlation.- Conclusion: Obviously, the neu-
tron counter cannot be used for normalization of the proton count rates, since
there is no similar time dependence. The background rates must not neces-
sarily coincide with the neutron count rates. But we observe a similar time
dependence of proton and background count rates in (a). The reason can be
that part of the background consists of decay electrons, which naturally have
a 1:1 correlation to the proton count rates.
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Figure 4.20: Dependence of the background count rate (at 780V AP) on the lower in-
tegration limit of individual measurement runs (left scale). The upper inte-
gration limit was �xed to ADC ch. 1200. The examples are taken from data
set �200508_night�. The diagram indicates non-statistical �uctuations (i.e.,
χ2 > 1), e.g., by background below ADC ch. 480.

the region <480 ADC ch. and have to be studied (see next section).

Data set Lower ExB Upper ExB ME Detector HV

voltages voltages voltages [kV]

(left/ right) [V] (A/B) [kV] (e2/ e1) [V] + comments

060508_night -1000/ -50 -4.2/ -0.2 1000/ 800 -10

2 detector pads

090508_Mirror_O� -1000/ -50 -4.2/ -0.2 0/ 0 -10

150508_night -200/ 0 -2/ -2 820/ 800 -15

20mm beam width

190508_lExB1 -2.4/ 0 -2/ -2 820/ 800 -15

190508_lExB2 -10.6/ 0 -2/ -2 820/ 800 -15

210508_night -1000/ -50 -2/ -2 820/ 800 -15

30A main current

Table 4.4: Parameter settings of data sets for systematic tests.
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Figure 4.21: (Top) Pulse height spectrum measured at 50V APV. (Bottom) Pulse height
spectrum measured at 780V APV. The spectra are subdivided in 3 main inte-
gration windows: (I) ADC ch. 0...80, contains mainly electronic noise events.
(II) ADC ch. 1200...4000, contains mainly electron events. It is split up in two
sub-windows: IIa (ADC ch. 1200...2400) is used to �t (red line) and to extrap-
olate (dashed red line) the electron background. IIb (ADC ch. 2400...4000)
contains mainly saturating electron events. (III) ADC ch. 80...1200, contains
the proton peak for all APV-settings except for 780V. The continues electron
spectrum superimposes the proton peak for all APV-settings. The red line is a
2nd order polynomial �t done with ROOT: The average count rate di�erence
between the �t and the measurement is < 0.5(1) [1/s] in the PIW for all data
sets.
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4.5 APV-dependent background

As introduced in sect. 3.6.2, the background measured at 780V APV consist of several
components:
(1) Electronic noise (between ADC channel 0 to 80),
(2) Decay electrons (superimposing the entire pulse height spectrum, above ADC ch.
1200 mainly electrons contribute to the spectrum),
(3) Environmental background (e.g., cosmic rays),
(4) Residual background (a possible APV-dependence has to be studied).

Fig.4.21 shows two pulse height spectra measured at 50V APV (top) and at 780V
APV (bottom). The spectra are subdivided in 4 pulse height regions: (I) ADC ch. 0 to 80,
(IIa) ADC ch. 1200 to 2400, (IIb) ADC ch. 2400 to 4000 and (III) ADC ch. 80 to 1200.
The APV-dependence of background will be studied in each of these regions starting with
the electronic noise (I): Fig. 4.22a shows the temporal dependence of the electronic noise
count rates for di�erent APV-settings (about 10 h measurement time during night). The
count rates are decreasing with time due to a decreasing temperature in the experimental
area. Fig. 4.22b shows the mean electronic noise count rates for di�erent APV-settings.
No clear dependence on the APV was observed.
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(a) Temporal dependence of the electronic noise
count rate (ADC ch. 0 to 80).
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(b) Mean electronic noise count rate vs. APV-
settings.

Figure 4.22: Data set: �190508_night�. (a) The electronic noise count rates (ADC ch. 0
to 80) are correlated to the temperature in the experimental area. Data set
�190508_night� was measured over night and therefore the count rate de-
creases. (b) The mean electronic noise count rate shows no APV-dependence.

The average background count rates in the pulse height regions (IIa) and (IIb) are
shown in �g. 4.23 for di�erent APV-settings. Mainly decay electrons contribute to this
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pulse height regions. Obviously, no APV-dependence was observed in both regions. There-
fore, the pulse height region (IIa) can be used to extrapolate the continuous electron
background in the pulse height region (III), ADC ch. 80 to 1200 (PIW): Background
spectra measured at 780V APV (for standard parameter settings) were �tted by 2nd or-
der polynomial �ts (see �g. 4.21, χ2 ≈ 1). At 780V APV mainly electrons contribute to
the pulse height region (III). The comparison of the measured background count rates
(extracted from pulse height spectra) and the extrapolated background count rates (from
the polynomial �t) gives an upper limit of ≤0.5 s−1 for the average count rate generated
by residual background in the PIW (pulse height region (III)) at 780V APV. This residual
background might depend on the APV-settings and needs to be studied. APV-dependent
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Figure 4.23: Average background count rate in the integration windows (IIa) ADC ch. 1200
to 2400 and (IIb) ADC ch. 2400 to 4000. No APV-dependence is observed.

background in the PIW can not be measured with neutron beam �on� since the proton
spectrum superimposes the background spectrum for all APV-settings except for 780V.
But it can be partly measured with neutron beam �o��:

4.5.1 General analysis: FRM II vs. ILL beam time

A main aim of the beam time at ILL was the reduction of background that depends
systematically on the APV-settings. This additional background was observed for the �rst
time during the measurements at FRM II ([25]). Further systematic tests in Mainz showed
that it is coupled to the settings and changes of HV-electrode potentials (see sect. 3.6.2).
The mechanical modi�cations on several electrodes, a lower detector HV (-15 kV instead
of -30 kV) and the improved vacuum conditions were already discussed in sect. 3.1. They
were crucial for achieving the aim of reducing the APV-dependent background produced
mainly by ionization of residual gas atoms. The outcome of all our e�orts is presented in
�g. 4.24a. It shows the comparison of the background measured with neutron beam �o��
in the FRM II beam time (blue rectangles) and in the ILL beam time (red dots, shutter
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(a) APV-dependent background measured with
neutron beam �o��: FRM II vs. ILL beam time
(Data set �160508_night�).

0 2 0 0 4 0 0 6 0 0 8 0 0
0 , 2
0 , 3

0 , 4
0 , 5

0 , 6
0 , 7

0 , 8
0 , 9

1 , 0
 ( 1 )  m e a s u r e m e n t  a t  S t a t u s  5 ,  P I W
 ( 2 )  m e a s u r e m e n t  + 0 . 1 7 7  s - 1  O f f s e t  
 ( 3 )  m e a s u r e m e n t  s c a l e d  t o  0 . 5  s - 1  a t  7 8 0 V  A P V

 Co
un

t ra
te 

[s-1 ]
 A P  v o l t a g e   [ V ]

 

 

(b) APV-dependent background measured with
neutron beam �o�� in the ILL beam time (Data
set �160508_night�).

Figure 4.24: (a) Comparison of the background measured with neutron beam �o�� for the
FRM II beam time (blue squares) ([25]) and the recent ILL beam time (red
dots) (shutter status 5, average count rates of data set �160508_night�). The
PIW (pulse height region (III)) was used for extracting the count rates. We
achieved our aim to reduce the APV-dependent background. (b) (1) Back-
ground measured with neutron beam �o�� (status 5) in the ILL beam time
(red dots) for a typical data set �160508_night�. The background count rate
measured at 780V APV is 0.323(17) s−1 in this data set. This count rate is
in the order of the upper limit for residual background of 0.5−1 with neu-
tron beam �on� at 780V APV approximated by polynomial �ts (see �g. 4.21).
Therefore, the measured integral spectrum (1) is normalized in two ways to
a count rate of 0.5 s−1 at 780V APV: (2) The count rate di�erence of about
0.177 s−1 is added as an o�set for all APV-settings (blue squares).(3) The

background is scaled by the count rate ratio ( 0.5 s−1

0.323 s−1 ) for all APV-settings
(green circles).
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status 5, average count rates of data set �160508_night�). At 780V APV, the background
was reduced by a factor of 10, at 50V by a factor of 5. The background of the ILL beam
time shows no strong dependence on the APV in the PIW. The count rate at 780V
APV is 0.323(17) s−1 which is in the order of the upper limit for residual background of
0.5−1 approximated by polynomial �ts (see �g. 4.21). The count rate di�erence of about
0.177 s−1 between the measurement with neutron beam �o�� and the approximation with
neutron beam �on� is used in �g. 4.24b to normalize the measured integral spectrum in
two ways: For spectrum (2), an o�set of +0.177 s−1 was added for all APV-settings (blue
squares). For spectrum (3), the background was scaled by the count rate ratio ( 0.5 s−1

0.323 s−1 )
for all APV-settings (green circles).

We can use the count rate di�erences between background measurements at 780V
and at other APV-settings to calculate the in�uence of the APV-dependent background
in �g. 4.24b on the coe�cient a in four analysis steps (see sect. 4.3):
(0) Background measured at 780V APV with neutron beam �on� is subtracted from the
count rates at di�erent APV-settings (standard background subtraction procedure).
(1) The pure proton count rate at each APV-setting is corrected on the APV-dependent
background measured with neutron beam �o�� (spectrum (1) in �g. 4.24b, red dots).
The count rate di�erence to the background count rate measured at 780V APV has
to be subtracted from the proton count rates: #(780V)-#(XV) (e.g., the background
measured at 50V APV was by about -0.03 s−1 lower than at 780V. Therefore, the proton
count rate at 50V APV has to be corrected by +0.03 s−1).
(2) The pure proton count rate at each APV-setting is corrected on the APV-
dependent background measured with neutron beam �o�� with an additional o�set of
+0.177 s−1(spectrum (2) in �g. 4.24b, blue squares).
(3) The pure proton count rate at each APV-setting is corrected on the APV-dependent
background measured with neutron beam �o�� which was scaled to the upper count rate
limit of 0.5 s−1 at 780V APV (spectrum (3) in �g. 4.24b, green circles).

For each analysis step (0) to (3), the coe�cient a was extracted from the resulting
proton count rates. The value of a extracted in step (0) was used as the reference value.
Please note, that the coe�cient a is only in�uenced by the APV-dependent background
component. This means, the count rate di�erences of background at 780V APV to back-
ground at di�erent APV-settings determines the impact on a (see sect. 4.3). Therefore, a
constant o�set in (2) does not change the impact on a and analysis step (1) and (2) deliver
the same value for the coe�cient a. The APV-dependent background causes a shift5 of a.
In the case of the analysis steps (1) and (2), a shifts by ∆a1

a0
= ∆a2

a0
= −0.53%. In the case

of analysis step (3), the shift is even stronger: ∆a3

a0
= −0.93%. The mean shift induced

by the APV-dependent background correction for data set �160508_night� is therefore
given by ∆a

a
= −0.73±0.20%. The extracted value of the coe�cient a can be corrected by

inversion of this shift. The error of this correction is therefore given by the uncertainties

5e.g., ∆a1
a0

= a1−a0
a0

.
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(e.g., ±0.2%) of the measured and approximated APV-dependences (analysis steps (1)
and (3)). I will come back to this correction on APV-dependent background after a short
discussion of the background spectra measured with neutron beam switched �o��.

4.5.2 Background spectra measured with neutron beam �o��

The better energy resolution of the silicon drift detector used in the ILL beam time (com-
pared to the Si-PIN diode used in the FRM II beam time) allows for a more sophisticated
analysis of the APV-dependent background constitution. In addition, the statistical ac-
curacy of the measurements with neutron beam �o�� was increased: We performed more
than 4800 single measurements (in total about 13.4 hours of measurement time) with the
neutron beam switched �o�� (for standard parameter settings). In the FRM II beam time,
the contribution of APV-dependent background was visible as a clear peak in the pulse
height spectrum of single measurements at 780V (with neutron beam �on� and �o��).
In contrast, the APV-dependent background can only be observed now by summing up
the measurements of a complete data set (for a given APV-setting). The spectra mea-
sured with neutron beam �o�� (shutter status 5) are shown in �g. 4.25. Two peaks are
visible: There is one peak between ADC ch. 300 and 450 (called �peak1�). The second
peak appears between ADC ch. 500 and 600 (called �peak2�). Both peaks show di�erent
characteristics: Peak1 is detected for all APV-settings. The maximum of peak1 shifts to
higher ADC channels for increased APV (40.6±4.6 ADC ch/ kV) as shown in �g. 4.26 and
the intensity of peak1 increases minimally with the APV. Peak2 is only detected at 0V
and 50V APV and its intensity is decreasing from 0V to 50V APV. In spectra for shutter
status 16, the peak structure is even less obvious: One can only guess an accumulation
of signals in the pulse height region ADC ch. 300 to 450. By re-binning7 a faint peak
structure is visible. Therefore I omitted a plot for shutter status 1.

It is reasonable to split up the PIW (pulse height region (III)) in four smaller parts:
(IIIa) ADC ch. 80 to 300, (IIIb) ADC ch. 300 to 450 (peak1), (IIIc) ADC ch. 500 to 600
(peak2) and (IIId) ADC ch. 600 to 1200. The background in the pulse height regions (IIIa)
and (IIId) is discussed in appendix 6.9.5 and shows no APV-dependence. Fig. 4.27 shows
the APV-dependences of the mean background count rates in the pulse height regions of
the two background peaks, (IIIb) and (IIIc). The count rates were extracted from all data
sets measured at standard parameter settings. The APV-dependence induced by peak1
varies for di�erent data sets and results in shifts of the coe�cient a of -0.15%≤ ∆a

a
≤-2%.

The variation can be explained by changed parameter settings (e.g., electrode potentials)
between these data sets. Obviously, the APV-dependent background is sensitive to these
parameter settings. The average correction on background peak1 (as introduced at
the end of the sect.4.5.1) was calculated to be ∆a

a
= −1.14 ± 0.3%. The correction of

6Neutron beam �o�� before opening the shutter.
7�Re-binning�: ROOT is reducing the number of bins (ADC channels) by summing up neighboring
channels.
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(a) Full spectrum for shutter status 5.
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(b) Zoomed and re-binned spectrum with Gaus-
sian �ts.

Figure 4.25: Pulse height spectra for shutter status 5 at 50V and 780V APV. (a) Complete
spectrum up to the electron peak at ≈2600 ADC ch. Two background peaks
between ADC ch. 300 and 600 are clearly visible. (b) Zoom into the spectrum
(PIW) which is re-binned by a factor of 5. The intensity of peak1 (between
ADC ch. 300 and 450) increases from 50 to 780V APV. Peak2 (between ADC
ch. 500 and 60) is only visible for 50V APV.

0 2 0 0 4 0 0 6 0 0 8 0 0
3 7 5
3 8 0
3 8 5
3 9 0
3 9 5
4 0 0
4 0 5
4 1 0
4 1 5
4 2 0
4 2 5 �(+�*"'&�.���������-

��� ��������	

� ��
���/����
� �����
�/������


�"*
*��

���
�#
��

�-
"%
+%

����
��

��!
�&
&�
$)�

����,'$*� ������

�

�

Figure 4.26: Peak position of background peak1 which appears in the spectrum at all APV-
settings. The position shifts by 31.7±4.6 ADC channels from 0 to 780V APV.
The shift of the peak and the energy gain indicates that the source of the
APV-dependent background might be situated above the center of the AP
electrode.
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(b) Status 5, all �les.

Figure 4.27: Background count rates measured with neutron beam �o�� (status 1 and 5)
averaged for all data sets with standard parameter settings. (a) shows the
count rates integrated in the pulse height regions of peak1 (ADC ch. 300
to 450) and peak2 (ADC ch. 500 to 600) at shutter status 1. (b) shows the
integral spectra measured at shutter status 5.

peak2 will be discussed later after some investigations on the nature of both background
peaks.

Fig. 4.28 shows the temporal dependence of the background count rate for di�erent
APV-settings. The measurements started at t=0 s, about 0.5 s after the neutron beam
was switched �o��. To reduce the statistical error, all measurements at a certain shutter
status and a given APV were summed up. The following observations were made:
Peak1: The count rates �uctuate for status 1 (a) and status 5 (b) without any obvious
drift. The temporal dependence of the count rates measured at 780V APV is similar for
all other APV-settings. Only the relative strength varies.
Peak2: (c) The count rate is on a low level for status 1. (d) 0.5 s after the neutron shutter
was closed (status 5), the background count rates of peak2 decay exponentially. The decay
can be observed only at 0V and 50V APV. For all other APV-settings we see no drift
or exponential dependence. Obviously, peak2 is beam related and correlated to trapped
particles with regard to the observed decay.

The decay of peak2 can be �tted by an exponential function as shown in �g. 4.29.
In these plots, t=0 s denotes the time when the neutron shutter was closed. The initial
amplitude at t=0 s can be extrapolated via the �t. It will be further used as a good
approximation for the average amount of APV-dependent background count rate with
neutron beam �on� (at 50V APV) represented by peak2. The mean amplitude of all data
sets is 0.37(6) s−1 at 50V APV. The average time constant of the decay is 2-3 s.

The amount of trapped particles in a Penning trap is determined by the mechanisms
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(b) Status 5, 780V.
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(c) Status 1, 50V.
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(d) Status 5, 50V.

Figure 4.28: Data set: �170508_night2�. Time dependence of the average count rate for all
measurements with neutron beam �o��. The measurement started at t=0 s,
0.5 s after the neutron shutter was closed. (a), (b): Pulse height region (IIIb)
of peak1 (ADC ch. 300...450) at 780V APV for shutter states 1 and 5. Similar
temporal dependences are observed for all the other APV-settings, too. The
count rates �uctuate randomly and show no obvious drift. In (a), the average
count rate level is lower for status 1 than for status 5 in (b). (c), (d): Pulse
height region (IIIc) of peak2 (ADC ch. 500...600). The count rates �uctuate
randomly at status 1 but show no obvious drift. At shutter status 5 the count
rates decay exponentially. For all the other APV-settings, the count rates of
peak2 �uctuate around an average value.



116 Data analysis

0 2 4 6 8 1 0
0 , 0
0 , 1

0 , 2
0 , 3

0 , 4
0 , 5

0 , 6
0 , 7

0 , 8

 Co
un

t ra
te 

[s-1 ]

D a t a s e t :  " 1 8 0 5 0 8 _ n i g h t "
S h u t t e r  S t a t u s  5 ,  A D C  c h  5 0 0 . . . 6 0 0

   0 V  A P V
 5 0 V  A P V

 T i m e  [ s ]

 

 

(a) �180508_night�.

0 2 4 6 8 1 0
0 , 0
0 , 1

0 , 2
0 , 3

0 , 4
0 , 5

0 , 6
0 , 7

0 , 8

 Co
un

t ra
te 

[s-1 ]

D a t a s e t :  " 1 9 0 5 0 8 _ n i g h t "
S h u t t e r  S t a t u s  5 ,  A D C  c h  5 0 0 . . . 6 0 0

   0 V  A P V
 5 0 V  A P V

 T i m e  [ s ]

 

 

(b) �190508_night�.

Figure 4.29: Examples for the count rate decay of peak2 at shutter status 5 for 0V and
50V APV. t=0 s denotes the time when the neutron shutter was closed. The
decay is �tted exponentially: The averaged initial amplitude for all data sets
is 0.54(8) s−1 for 0V and 0.37(6) s−1 for 50V APV.

that �ll the trap and that empty the trap. In the case of the particle trap between AP
electrode and Mirror electrode (ME) in aSPECT (see �g. 3.28), two terms for the �lling
process F1, F2 and two for the emptying process E1, E2 will be discussed:
(E1) Emptying by the applied lower ExB-drift potential (at rate ΓE1).
(E2) Emptying via transmission of the AP potential towards the detector (at rate ΓE1;
e.g., by collisions).
From the comparison of measurements with standard parameter settings (e.g.,
�190508_night�) and measurements with insu�cient drift potential in the lower ExB elec-
trode (e.g., �190508_lExB�) we can conclude, that process E1 is dominant (please see
appendix 6.10.1 for details). The terms that describe the process of �lling the trap are:
(F1) Filling by decay protons which do not cross the AP potential (at rate ΓF1).
(F2) Filling by ionized residual gas atoms (at rate ΓF2).
The ionization process for peak2 is also beam related and depends on the amount of elec-
trons in the spectrometer: Only low-energetic, secondary electrons can be trapped in the
electron trap between lower and upper ExB-electrode (see also sect. 3.6.2). The density is
highly increased. Trapped secondary electrons have a longer interaction time compared
to decay electrons passing the spectrometer. Therefore, secondary electrons are assumed
to play a crucial role for the rate ΓF2.

The time constants c extracted from exponential �ts of type A ∗ e−t/c to the decay of
peak2 (see �g. 4.29) were in the order of 1-4 s. This is far above the expected storage time
for protons: When the neutron shutter is closed, the mean �ight time for cold neutrons
from the shutter to the DV is in the order of a view milliseconds. The storage time for
decay protons between AP and ME, which have not passed the AP barrier, is also in that
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order due to the applied lower ExB-drift potential. Measurements at shutter status 5 start
about 500ms after the shutter is closed. Due to that fact, no decay protons should be left
in the trap. But low energetic electrons can be stored for about a few seconds. After that
time they would lose their energy by synchrotron radiation (taken from calculations by F.
Glück). Or they lose their energy before by inelastic scattering with residual gas ions that
can be detected. When the neutron shutter gets closed, ΓF1 = 0 immediately. However,
the ionization rate of residual gas atoms, ΓF2, still continues for some seconds. Therefore,
the observed decay of peak2 at 50V is coupled to the vanishing �lling rate ΓF2.

A correction on the additional background count rate of peak2 (extrapolated for 50V
APV) was implemented as well: As for background peak1, the background count rate of
peak2 measured at 780V APV is subtracted from the background count rates measured
at other APV-settings. For 50V APV, the extrapolated count rate is used. The count rate
di�erence is subtracted from the proton count rates at each APV. Only the proton count
rates measured at 50V APV (with neutron beam �on�) are really in�uenced (reduced)
by this correction. For example, the average count rate di�erence #(50V APV)-#(780V
APV) is about +0.3 s−1 in the pulse height region of peak2. Therefore, the proton count
rate at 50V APV is reduced by -0.3 s−1 in this correction. This generates a shift of the
coe�cient a which is stronger than the shift induced by peak1: The average correction
on background peak2 was calculated to be ∆a

a
= +2.07 ± 0.31%. The background

count rate with neutron beam �on� was extrapolated individually for each data set. The
uncertainty of the �t de�nes the error of this correction.

In addition to the discussed measurements with neutron beam �o��, we studied the
nature of the observed APV-dependent background in various measurements, in which
speci�c parameter settings (e.g., electric potentials, magnetic �eld strength, neutron beam
width) were varied. Table 4.5 lists these parameter settings and the regarded types of
background. These measurements are discussed in detail in the appendix: Appendix 9.1
and 9.2 present that neither environmental background nor background produced by
beam related γ-radiation show an APV-dependence. As analyzed in appendix 9.3, the
background count rate of decay electrons in the PIW (pulse height region (III)) is also
APV-independent. It is also shown there, that the two observed background peaks must be
due to ionized residual gas ions. Appendix 10 presents �ve background studies with non-
standard parameter settings. The observations and conclusions of all background studies
will be summarized in the next sub-section:

4.5.3 Results of the studies on APV-dependent background:

From background analysis a central conclusion can be drawn:
Despite the fact, that we determined a non-vanishing APV-dependent background in
the ILL beam time, a big improvement was made: In the FRM II beam time, the count
rates of APV-dependent background were by a factor of 5-10 higher and the resulting
impact on a was up to δa

a
=100% (worst case). For the data taken at the ILL beam time,
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Section Type of background contribution Parameter settings

4.4 Beam related background (A) Neutron beam: on

(mainly decay electrons; Detector HV: on

only directly measurable Magnetic �eld: on

at 780V APV) APV: +780V

4.5 APV-dependent background (A) Neutron beam: o�

Detector HV: on

Magnetic �eld: on

APV: 0...+780V

appendix 10 APV-dependent background (B): Neutron beam: o�

(studied by variation of Detector HV: on

various parameter settings) Magnetic �eld: on

APV: 0...+780V

Mirror voltage: on/ o�

Lower and upper ExB: varying

(see also 4.5) Electronic/ thermal noise Neutron beam: o�

(detector and preampli�er) Detector HV: on/ o�

Magnetic �eld: on/ o�

appendix 9.1 Environmental background Neutron beam: o�

(e.g., cosmic rays) Detector HV: o�

Magnetic �eld: o�

APV: 0...+780V

appendix 9.2 Beam related background (B) Neutron beam: on

(mainly due to gamma radiation) Detector HV: o�

Magnetic �eld: o�

APV: 0...+780V

appendix 9.3 Beam related background (C) Neutron beam: on

(mainly decay electrons; Detector HV: o�

measurable at all APV-settings Magnetic �eld: on

since protons are not detected) APV: 0...+780V

Table 4.5: Parameter settings for di�erent background studies. The APV-dependent back-
ground is con�ned in the list since it was previously unexpected.
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the APV-dependence was investigated for the entire pulse height spectrum. Only two
regions showed APV-dependent background which could be studied in measurements
with neutron beam �o��: (a) ADC ch. 300 to 450 (peak1) and (b) ADC ch. 500 to 600
(peak2). The average shift induced by the APV-dependent background peak1 on the
coe�cient a is ∆a

a
=-1.14± 0.30%. The average shift induced by the background peak2

is ∆a
a
=+2.07± 0.31%. The coe�cient can be corrected by inversion of that shifts, both

corrections together induce a systematic error of δa
a

=0.61%. This is the result from
all data sets with standard parameter settings. The observed characteristics of the two
background peaks will be summarized in itemized style. Some of the conclusions are
drawn from investigations discussed in detail in the appendix (9 and 10).

(1) Background peak1 (between ADC ch. 300 to 450 at -15 kV detector HV):

• Appears for all APV-settings with neutron beam �o�� (status 1 and 5) (see
sect. 4.5.2).

• Observable at low (-10 kV) and high (-15 kV) detector HV (see appendix 6.10.3).

• The count rate is �uctuating randomly (see �g. 4.28a and c. Appendix 6.10.1 and
appendix 6.10.4, �g. 6.39 provide additional studies).

• The production mechanism is strongly coupled to the electron trap between the
lower and the upper ExB drift electrodes. This was shown by various systematic
tests (e.g., see appendix 6.10.4).

• The shift of the peak position with increased APV-settings to higher ADC channels
(see �g. 4.26) indicates that the source of background peak1 might be allocated
above the maximum of the AP potential.

(2) Background peak2 (between ADC ch. 500 to 600 at -15 kV detector HV):

• Appears only clearly as a peak in the pulse height spectrum for 0 and 50V APV
(see �g. 4.25).

• Appears only in measurements, when the neutron beam was �on� before (status 5)
(e.g., see appendix 6.9.4).

• Its intensity decreases from 0 to 50V APV (e.g., see �g. 4.27b).

• It is only observed at -15 kV detector HV (see appendix 6.10.3): The mechanism
might be in�uenced by the detector HV since it is not detected at -10 kV. Possible
mechanisms (e.g., reduced �eld emission at -10 kV) were discussed in sect. 3.6.2.

• Clearly beam related. Its origin might be allocated below the AP since peak2 dis-
appears for APV-settings ≥250V.

• Decays exponentially with an average time constant c of 2-3 seconds for 50V APV
(see �g. 4.29).



120 Data analysis

• The long time constant indicates that the production mechanism is coupled
with trapped secondary electrons and/ or radiation induced electrons (e.g., (n,γ)-
processes due to the collimation, see appendix 6.10.2). These electrons produce low
energetic residual gas ions or interact by collisions with trapped protons.

• The observations of measurements at 780V APV with reduced lower ExB-drift
potential indicate, that the e�ect �uctuates non-statistically and appears randomly
also when the neutron beam is �on� (see appendix 6.10.1).

A last remark should be made on the type of ions that may cause the two background
peaks: 1H+, 4He+, 14N+ and 16O+ are possible candidates for residual gas ions. M. Simson
calculated the energy loss of di�erent residual gas ions in the detector at incident energy
of 15 keV. Fig. 4.30 shows the results. Unfortunately these results are not conclusive [32]:
Whereas protons or helium ions might be the constituents of peak 2 (ADC ch. 500 to 600),
heavier residual gas ions, like oxygen and nitrogen, are expected only at pulse heights
below 300 ADC ch, whereas peak1 shows up between ADC ch. 300 and 450.
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Figure 4.30: Spectra simulated by M. Simson for di�erent residual gas ions hitting the
detector with 15 keV kinetic energy. Picture courtesy of M. Simson [32].

For future beam times, I propose three independent measures for a further reduction
of the impact of APV-dependent background on a: (1) The vacuum conditions in aSPECT
should be further improved since the probability of residual gas ionization depends on the
pressure (see sect. 3.6). For example, additional SAES getter pumps could be installed at
the side-ports of aSPECT (see �g. 3.5). (2) A background study with reduced neutron
beam width showed, that the production of both background peaks is clearly coupled to
radiation induced secondary electrons (see appendix 6.10.2). Therefore, the width of the
neutron beam should be reduced gradually below a size, where both background peaks dis-
appear in the background spectra measured with neutron beam �o��. This could be done
by the implementation of a retractable diaphragm in front of the entrance window. (3)
One should determine the lowest APV-setting, where the background peak2 disappears.
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This APV should to be used as lowest APV-setting (instead of 50V) in the measurement
of the integral signal intensity as a function of the APV.

4.6 Integration limits of proton signal

In the next section, the selection of the upper and lower pulse height limit (so far chosen
from ADC channel 80 to 1200) will be discussed. The dependence of the coe�cient a
on a variation of the upper limit (see sect. 4.6.1) and the lower limit (see sect. 4.6.2) will
be investigated. As will be shown, an unexpected dependence on the lower integration
limit was found that motivated studies on the detection e�ciency (see sect. 4.7) and on
time-of-�ight/(TOF)-spectra (see sect. 4.8).

IMPORTANT NOTE:

All systematical dependences were investigated by performing a �blind analysis�:

The routine that extracts the coe�cient a from the integrated proton count rates

was manipulated/ cheated by a collaborator who was not involved in the data analysis.

The �cheat� algorithm stayed secret until the analysis was �nished. The only known information

was, that the cheating does not change the way a behaves on the physical impact of parameter

manipulations. This means, that the relative errors are comparable:

∆a ≈ ∆acheated.

From this section on, �rst plots will be discussed that show the dependence of the

�uncheated� value of the coe�cient a on various parameters. The values for a and the

error bars include only some systematic corrections: Dead time correction, subtraction of

background measured at 780V APV and radiative corrections. The error bars are mainly statistical.

Further corrections are NOT included yet (e.g., edge e�ect correction, trigger e�ciency, the

discussed corrections on APV-dependent background will be applied in chapter 5).

4.6.1 Upper integration limit

The right tail of the proton pulse height spectrum in �g. 4.31 is Gaussian distributed
(e(x−x0)2/2σ2

) with x0 ≈550ADC ch. Therefore, a 4σ (99.994%) limit for the upper inte-
gration limit can be chosen. σ can be de�ned via the FWHM:

σ ≈ FWHM

2.3548
≈ 34 ADC channels (4.3)

Thus, 4σ corresponds to 136 ADC channels which results in an upper limit of 686 ADC
channels.
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Figure 4.31: Pulse height spectrum measured at 50V APV in data set �190508_night�.

The proton spectrum (e.g., �g. 4.21(top)) however showed a �satellite� peak besides
the right tail of the proton peak. It is only visible in logarithmic plot and by summing
up several measurements for a given APV-setting. The peak is located between ADC ch.
675 and 850 (i.e., at pulse heights >686 ADC ch.). In addition, this peak shifts with
the detector HV like the proton peak, too (e.g., see background study in appendix 6.10,
�g. 6.33). Therefore the particles which may create such a peak must have positive electric
charge. In the background measurements at 780V APV with neutron beam �on� and for
all APV-settings with neutron beam �o��, no extra peak-like contributions are observed
in that pulse height region.

The in�uence of the �satellite� peak on the extracted value of the coe�cient a was
studied: The lower integration limit was �xed to ADC ch. 80 and the upper integration
limit was increased gradually above the region of interest (ADC ch. 500 to 1000). For each
limit, the proton count rates were determined and a was extracted in a similar way as
shown in �g. 4.13 (see sect. 4.3). Fig. 4.32 shows the result starting from an upper limit of
500 ADC channels up to 1000. The red points represent the values of a (corresponding to
the left scale), the blue spectrum was inserted for orientation where the main peak ends
and the �satellite� peak starts (right logarithmic scale).

The value of a varies by ∆a
a

= ± 0.30 % in the pulse height region of the �satellite�
peak but stabilizes to higher limits (>850 ADC ch.). E�orts to explore the origin for that
peak were partly successful: The measurements at a proton source presented in sect. 3.6.5
showed, that the position of the proton peak in the pulse height spectrum depends among
others on the hit position of the proton on the detector. The integral spectra8 extracted
from the main proton peak and the �satellite� peak do not di�er signi�cantly. In sect. 4.7.2,
a time-of-�ight plot (�g.4.43) will be presented which also indicates that decay protons
are the source of the �satellite� peak. To take pile-up events into account as discussed in
sect. 4.2.1, the upper integration limit was �nally �xed to ADC ch. 1200.

8Proton count rates integrated in the pulse height regions of the �satellite� peak and the main proton
peak plotted vs. the APV-settings, e.g., see �g. 4.14.
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Figure 4.32: Values of the correlation coe�cient a (red dots, corresponding to the left
scale) extracted from data set �190508_night� by variation of the upper inte-
gration limit. The lower limit was �xed to 80 ADC channels. The blue points
(corresponding to the right logarithmic scale) represent a cutout of the pulse
height spectrum measured at 50V APV with the �satellite� peak between
ADC ch. 675 and 850. Obviously, a stabilizes above ADC ch. 660. The maxi-
mal variation between ADC ch. 750 (center of the �satellite� peak) to 1000 is
∆a
a = ± 0.30 %. Please note, that the error bars of the plotted a-values are
strongly correlated!
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Figure 4.33: Values of the coe�cient a extracted from data set �160508_night� by varying
the lower integration limit (red dots, left scale). The upper limit was �xed to
ADC ch. 1200. The relevant tail of the proton pulse height spectrum is plotted
in blue (right scale).- The value of a seems to stabilize between ADC ch. 440
to 250 but increases strongly towards lower channels. The relative increase
of a from ADC ch. 250 to 100 is ∆a

a = +6.4 %. This region will be used
as a reference for further comparisons with di�erent data sets. The strong
increase of a at the right side is explained by the dependence of the proton
peak position on the applied APV. That is why the chosen upper and lower
integration limits always have to cover the whole proton peak. Please note,
that the error bars of the plotted a-values are strongly correlated!
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4.6.2 Lower integration limit

Now, the coe�cient a was extracted also for a �xed upper integration limit (to 1200 ADC
channels) by gradually decreasing the lower integration limit from ADC ch. 80 to 540.
The result is shown in �g. 4.33. The drift of a (red dots) to more positive values on the
right side (>440 ADC ch.) was expected and can easily be understood: The position of
the proton peak in the pulse height spectrum shifts due to the AP potential that cuts
away the low energy part of the proton spectrum (see �g. 4.34a). For example, at 50V
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Figure 4.34: (a) Pulse height spectra measured at di�erent APV-settings (background mea-
sured at 780V APV is subtracted). The red and purple lines mark the center
of the proton peak at 50V and 600V APV, respectively. Due to the AP po-
tential, the peak center shifts by 20 ADC ch. The blacked lines mark the
region in which the lower integration limit was varied in the analysis. (b)
Hypothetical integral spectra: The count rates in spectrum (1) are assumed
to be extracted by integration over the whole proton peak. (2) shows a cor-
responding spectrum for an integration limit that might cut into the proton
peak. The a-values extracted from both spectra would di�er and a would be
shifted to more positive values for spectrum (2).

APV and -15 kV detector HV, the protons' energy spectrum is distributed between 15.05
and 15.75 keV (peak center: 550±1 ADC channels), for an APV-setting of 600V only
between 15.6 and 15.75 keV (peak center: 570±2 ADC channels). Therefore, the center
shifts to higher channels with higher APV-settings. This means, for integrations limits
that cut in the proton peak, a di�erent dependence of the proton count rate on the APV-
settings is measured than for integration limits that cover the entire proton peak. For a
�xed integration limit for all APV-settings, one cuts away more proton events for lower
APV-settings than for higher ones.

Since the value of the coe�cient a is extracted from integral spectra as shown in
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�g. 4.34b by a �t, the pulse height cut results in an increased value of a (shifted to more
positive values) compared to integration limits that cover the entire proton peak. Without
an APV-dependence of the proton peak position one could chose arbitrary integration
limits. M. Simson [32] used simulated spectral shapes for each APV-setting to calculate
adapted integration limits and to correct the APV-dependent position of the proton peak.
Fig. 4.35 shows the result of this correction (red points). The strong shift between ADC
ch. 440 and 540 (see also �g. 4.33) can be corrected. The uncertainties of the correction
increases the error of the coe�cient a (e.g., clearly visible above ADC ch. 500).
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Figure 4.35: Dependence of the coe�cient a on the lower integration limit. The red points
are corrected values by M. Simson [32]. He calculated the spectral shape of the
detected proton peak for di�erent APV-settings and adapted the integration
limits for each APV-setting. The uncertainties of these calculations increase
the error of the coe�cient a (e.g., clearly visible above ADC ch. 500). Obvi-
ously, the correction works in the central part of the peak. The increase on
the left side is not a�ected. Picture courtesy of M. Simson [32].

But the strong shift of a for low pulse heights can not be explained by the shift of the
proton spectrum: The relative increase of a from ADC ch. 250 to 100 is ∆a

a
= 6.4 %. An

extraction of a only from the pulse height region of ADC ch. 100 to 250 (called a′) results
in a value of a′100−250 = +0.414 ± 0.046. This value is far too high and must be generated
by an additional mechanism that depends strongly on the APV. Although the amount
of protons with low pulse heights is relatively small (<2%), the high positive value of a′

shifts clearly the value of a extracted in the integration limits ADC ch. 250 to 1200. This
in�uence can be shown by a short calculation. The measured value of a′ = +0.414 is used
for the pulse height region ADC ch. 100 to 250 and the PDG-value aDPG = −0.103 is
assumed for the integration region ADC ch. 250 to 1200. A value of a for the complete
pulse height region ADC ch. 100 to 1200 can be calculated via the following equation:

a = x · a′ + (1− x) · aPDG (4.4)

a′ and aPDG are scaled by the relative amount of protons in the two pulse height regions
(e.g., 1.5% and 98.5%). Using x=0.015, eq. 4.4 results in a=-0.095 which is about the
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value we extracted from our measurement for a lower integration limit of ADC ch. 100
(see �g. 4.33).

APV-dependent background can be excluded as an explanation for the shift of the
value of the coe�cient a: The background spectra measured with neutron beam �o��
showed no peak structure between ADC ch. 100 and 250. The measured background
count rate was about 0.10(3) s−1 and no APV-dependence was observed. This is far below
the count rates necessary to explain a shift of >6% in a. For example, a loss9 of 1.2 s−1

proton count rate at 50V APV would be needed to induce such a shift.

Further investigations on the lower pulse height region were needed to �gure out
the reason for the shift of a: In the simulations done by M. Simson with SRIM [32], a
discrepancy to the measured shape of the proton peak at lower ADC channels occurred.
The measured count rates between ADC ch. 200 and 300 exceeded the simulations by
about 40% for 50V APV, i.e., ≈ 1.5 s−1. The enhancement of the detected count rates in
the lower ADC channels was conspicuous. It is known that backscattering in the detector
shifts proton signals to lower ADC channels in the pulse height spectrum. But even by
changing the input parameters, which are used for the calculation of the backscattering
process (e.g., thickness of the dead layer of the detector, proton impact angle and its
energy distribution), in reasonable limits, the excess of measured count rates at low ADC
channels could not be explained. Also the shift of the pulse height spectra observed at the
edges of the detector (see sect. 3.6.5) is not su�cient as an explanation, since this edge
area of the detector is negligible.

Finally, possible malfunctions of the trigger algorithm or e�ects of the detector re-
sponse could give a reasonable explanation for the shift of a: In sect. 4.2.1, baseline drifts
were brie�y discussed which were observed directly after saturating electron events. It
was �gured out there, that the saturation e�ects could in�uence coincidence events: They
reach the detector shortly separated in time with a minimal time di�erence of about 6µs.
This hypothesis can be tested by exclusion of coincidence events from the data analysis.
I implemented an arti�cial dead time of 20µs after each saturating electron event. This
means, after a saturating electron pulse (pulse height >2500 ADC ch.), all pulses recorded
within a time di�erence of 20µs (�arti�cial dead time�) are excluded from the pulse height
spectra. These arti�cially modi�ed pulse height spectra were used to determine the proton
count rates for di�erent lower integration limits. From the integral spectra the value of
the coe�cient a was extracted again. Fig. 4.36 shows that the shift of a between the lower
integration limits ADC ch. 100 and 250 is reduced from +6.4% (blue squares) to +1.5%
(red dots) for an arti�cial dead time of 20µs. This result gives �rst evidence that the shift
of a for lower ADC channels is in�uenced by the loss of coincidence events.

The next section focuses on investigations on the baseline drifts after saturating elec-
tron events. These analyses were done in collaboration with M. Simson [32]. A general

9i.e., an APV-dependent background component which is by 1.2 s−1 higher at 780V APV than at 50V
APV must be subtracted.
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Figure 4.36: Impact of an arti�cially increased dead time on the dependence of the coef-
�cient a on the lower integration limit (data set: �160508_night�). The ap-
plication of 20µs dead time reduces the relative shift between ADC ch. 100
and 250 from 6.4% (blue squares) to 1.5% (red dots). The exclusion of coinci-
dence events (cut at 20µs in the time-of-�ight-spectrum, see sect. 4.8) means
a strong cut in the proton spectrum and changes heavily the absolute value
of a.

introduction to the impact of coincidence events and time-of-�ight spectra will be handed
in later in sect. 4.8.

4.7 Baseline drifts

As discussed in sect. 4.2.1, high energetic electrons which saturate the detector electronics
(i.e, shaper and/or preampli�er board) create pulse shapes which show a plateau, followed
by a tail towards the original baseline value. However, this baseline is not reached imme-
diately. First, a baseline drift towards lower values is observed before the detector signal
relaxes back to the original baseline value (see �g. 4.4b). Typically, the baseline height is
at about 1500ADC channels and can drop temporary to 1000 ADC channels after a sat-
urating electron pulse (see �g. 4.8). When a coincidence proton pulse is detected shortly
after the saturating electron pulse, there is a �nite probability that it will be detected
on the falling tail of the decaying electron pulse. Fig. 4.37 shows a typical example for
coincidence events.

Although the pulse height of such events can be extracted by a pulse �t routine (see
sect. 4.2.3), this behavior caused two e�ects that in�uence the result of our measurement:

(1) The on-line trigger e�ciency of the sliding windows w1 and w2 (see �g. 3.26 for
details on the trigger algorithm) is altered for protons sitting on the tail of a saturating
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Figure 4.37: Saturating electron pulse followed by a coincidence proton pulse. The preced-
ing electron event (x0,electron=1µs) saturates the detector electronics and is
therefore cut o� at a height of about 4000 ADC ch. The saturation ends at
x1 ≈3.8µs. After the electron pulse, the baseline drops to about y0,min=1100
ADC channels. The coincident proton pulse (x0,proton=8.7µs) sits on a lower
and still drifting baseline. The time di�erence between the two pulses (called
�coincidence time�) is calculated from the rise parameter, x0, of both pulses
(7.7µs) (see sect. 4.2.3).

electron pulse. Due to the baseline drift, the value of window w1 is shifted to higher values
compared to the value at the position of window w2. As a result, a proton event will be
lost if it has (a) a rather low pulse height and/ or (b) if the baseline drift and thus the
shift between w1 and w2 is too high.

(2) A second e�ect was explored during the investigations on the trigger e�ciency. It
turned out that it makes the dominant impact: Pulse height spectra of coincident protons
were extracted for di�erent cuts in the coincidence time window. In the coincidence time
interval of 8-15µs (de�ned in �g. 4.37) after a saturating electron pulse, more proton events
(relative) with low pulse heights were detected than in pulse height spectra at a longer
time distance to the electron (see blue spectrum in �g. 4.38). Obviously, the saturation
e�ects of the preceding electron pulse causes a reduced gain in signal ampli�cation shortly
afterwards (falling tail of the electron pulse) and thus shifts the proton spectrum to lower
ADC channels. This explains also the discrepancy of the measured and simulated spectral
shapes of the proton peak for low pulse heights (see end of sect. 4.6.1).

The coincidence time pulse height spectra in �g. 4.38 contain the evidence for both
e�ects. All measurements at 50V APV from data set �200508_night� entered. The back-
ground measured at 780V APV was subtracted for each spectrum. The spectra were
normalized to their count rates between pulse height 500 and 600 ADC ch. in order to
study the deformation of the spectral shape. For events that were detected less than 8µs
after a saturating electron pulse (black symbols), almost no events with pulse heights
below 200 ADC channels were detected. This is mainly due to e�ect (1), i.e., the alter-
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Figure 4.38: Pulse height spectra for protons detected in various time di�erences (de�ned
in �g. 4.37) after a saturating electron pulse. The red spectrum contains pro-
ton events with time di�erence from 15µs up to 0.2 s (i.e., also uncorrelated
proton events). It represents the spectral shape as expected from simulations.
The spectra are normalized to the region of 500 to 600 ADC channels to better
focus on the changes in the spectral shape. The black spectrum (coincidence
times up to 8µs) provides evidence for the losses by e�ect (1), i.e., the trigger
e�ciency: Practically no events with pulse heights <200 ADC channels are
detected. The blue spectrum mainly is in�uenced by e�ect (2): There is an
excessive amount of proton events in the lower pulse height channels for pro-
tons detected 8-15µs after a saturating electron pulse. The events are shifted
from the main proton peak to lower channels. Some might be shifted as well
below the electronic noise peak or stayed completely un-triggered. E�ect (2)
might also be e�ective for shorter time di�erences (<8µs) and increases the
amount of lost particles for ADC ch. <200. Picture courtesy of M. Simson
[32].
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ation in the trigger e�ciency. On the other hand, between 8 and 15 µs after a saturating
electron pulse (blue symbols), there are more events with low pulse heights than in the
spectrum for longer coincidence time (red symbols). The shape of the red spectrum is in
accordance with the expectation from simulations done by M. Simson [32]. The e�ect (2)
could also a�ect shorter time di�erences: Proton events would be shifted to lower pulse
heights and get lost due to e�ect (1).

4.7.1 Trigger e�ciency

The e�ect of the reduced trigger e�ciency shortly after saturating electron pulses was
simulated by M. Simson [32] with a program that creates arti�cial coincidence events of
electrons and protons. The same trigger algorithm is applied to these arti�cial pulses, as
it was done by the ADC-board in the experiment (see sect. 3.5.4). This method allows
to freely choose the di�erent parameters which are important for the trigger conditions.
Besides the settings of the trigger algorithm, the parameters introduced in �g. 4.37 were
used: The end point of the saturation x1, the time di�erence between electron and proton
pulse, the minimal baseline value y0,min of the tail after the saturating electron pulse
as well as the pulse height of the proton. Moreover, arti�cial noise can be added to the
signals to get a more realistic result. Fig. 4.39 shows two such events. In both pictures, the
baseline drops to 1200 ADC channels, the saturation ends at x1=4.25µs and the pulse
height of the proton was chosen to be 250 ADC channels. For the usual trigger settings
with the sliding windows, the proton pulse would be triggered if it occurs 6µs after the
electron (a), but not if it occurs only 5.5µs after the electron (b).
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Figure 4.39: Two simulated coincidence events where the baseline drops after a saturating
electron pulse to 1200 ADC ch. The proton sits on the tail of this pulse and
was chosen to have a pulse height of 250 ADC ch. In case (a), the proton
pulse is triggered 6µs after the electron pulse. In case (b), the proton pulse is
supposed to occur 5.5µs after the electron pulse and is not triggered.
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All contemplated parameters were varied within their physical limits to extract their
functional impact on the trigger decision. As an example, �g. 4.40 shows the proton pulse
height plotted vs. the time di�erence to the prior electron event. The baseline drift was set
to ADC ch. 1000, which was the lowest measured baseline value (see �g. 4.8). 3 values for
the end point of the saturation x1 (4, 4.25 and 4.5µs) were applied. The 3 colored areas
allocate the lower trigger level for each value of x1. The in�uence of the trigger e�ciency
on the coe�cient a can now be estimated by using �g. 4.40: It tells if a proton pulse of
a given pulse height that occurs in a de�ned coincidence time after a saturating electron
pulse is detected or not. The coincidence time distribution10 can be simulated and was
measured: The spectra (discussed in detail in sect. 4.8) have an APV-dependent shape
and intensity. They can be used in combination with �g. 4.40 to estimate the expected
count rate loss for each APV (e.g., about 0.15 s−1 at 50V APV). The losses are too small
to explain the observed shift of the coe�cient a. The trigger e�ciency causes only a shift
of ∆a

a
≈ 0.2 % on the coe�cient a.

Figure 4.40: Relation of the proton pulse height and the time di�erence to a prior electron
event for 3 saturation end points x1 (4, 4.25 and 4.5µs). The baseline drift
was set to ADC ch. 1000, which was the lowest measured baseline value (see
�g. 4.8). Protons belonging to the colored areas would be triggered, protons
in the white area get lost: red area (x1=4.5µs), green+red area (x1=4.25µs),
blue+green+red area (x1=4µs). Picture courtesy of M. Simson [32].

4.7.2 Saturation e�ects

As explained in sect. 3.5.3, detector signals are ampli�ed, shaped and �nally digitized.
The cut-o� of the events seen in the pulse shapes is due to a saturation of the shaper. But

10i.e., time di�erence vs. count rate.
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for very high energetic events also the preampli�er may saturate. The principle is shown
in �g. 4.41: The original pulse given by the detector consists of a steep rising part with a
rise time of typically 150 ns and a long decay with a decay time of about 70µs, (a). Hence,
any event that follows after a short time will sit on the shoulder of the previous pulse,
(b). If a �rst electron event deposits so much energy in the detector that the preampli�er
comes close to saturation, (c), the second event will drive the preampli�er into saturation
and thus the second peak will be cut o�, (d). The shaper shortens the signal and is
mostly sensitive to the rising edge of the signal. The height of the pulse after the shaper
is proportional to the pulse height before the shaper, (e). After the shaper, the peak of
the second event will have a lower pulse height as well, (f). If the second pulse releases
the on-line trigger, the event would be recorded with a reduced pulse height of course.
Therefore, it might fall into the pulse height region of the electronic noise peak and could
get lost. If the second pulse falls below the pulse height threshold of the trigger it would
not be recorded at all.
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Figure 4.41: Scheme illustrating the preampli�er saturation. For explanations of (a)-(f),
see text.

The data analysis and simulations a�rmed that the shift to lower pulse heights ap-
pears only after electrons that saturate the electronics for a �nite time (x1>4µs). This
fact is pointed out in �g. 4.42: The proton pulse height is plotted here vs. the satura-
tion end-point (x1) of the prior electron event. For x1<1.6µs nearly no coincidences were
found: The reason is, that triggered pulses rise around x0 ≈1µs and the pulse maximums
are distributed around 1.5µs (see sect. 4.2.2). Mainly backscattered proton events belong
to region 1 because they deposit only part of their energy in the active detector layer
and thus give rise to lower pulse heights. Region 2 is obviously coupled to the saturation
end point x1. Above a level of about 4µs the distribution strongly distorts to lower pulse
heights. For x1>4.5µs, nearly no pulses with low pulse heights <400 ADC ch. are detected
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anymore: Due to the saturation e�ects, the pulse height of the coincidence proton event
was reduced below the trigger level and was lost in the data acquisition. In region 3 it
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Figure 4.42: Data set: 160508_night, 50V APV. The pulse height of the coincidence proton
is plotted versus the measured saturation end-point of the preceding electron
pulse.

looks like, as if electron pulses with a saturation end-point x1>4.5µs correspond to coin-
cidence proton pulses with pulse heights >400 ADC ch. This results mainly from an error
induced by the analysis routine that produced this plot: First, the routine searches for an
electron pulse (pulse height >2500 ADC ch.). Second, it searches for the next detected
proton pulse (pulse height between ADC ch. 80 and 1200) and assigns it as �coincident�
to the preceding electron pulse. If the coincidence proton was not detected due to the
saturation e�ects, the next but one detected (uncorrelated) proton pulse is assigned by
the analysis as �coincident�. This generates the observed �false� coincidences in region 3.

Also the proton pulse height plotted vs. the coincidence time di�erence to the prior
electron event in �g. 4.43 shows the behavior that was indicated by the time-cuts in
�g. 4.38. Some more diagrams could be shown which all con�rm the saturation e�ect
of the preampli�er as assumed in �g. 4.41. A central conclusion on the loss mechanism
should be memorized: The saturation e�ect of the preampli�er shifts a fraction
of coincidence proton events to lower pulse heights in the spectrum. Below
a certain limit, which is de�ned by the trigger e�ciency (see sect.4.7.1), the
proton events get lost.

4.7.3 Electronics test setup

M. Simson tested experimentally the behavior of the detector electronics ([32]). For that
a waveform generator was used: The freely programmable waveform generated by this
device was fed through the detector electronics and read out with an oscilloscope before
and after the preampli�er as well as after the shaper.
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Figure 4.43: Data set: 160508_night, 50V APV. Proton pulse height vs. time di�erence
to prior electron events. (a) Obviously, the main change in pulse heights co-
incides with time di�erences below 20µs (region 1). Region 2 is marked as an
additional hint, that the �satellite� peak (see sect. 4.6.1) is due to decay pro-
tons. In (b), only the short time di�erences are picked out: The tail towards
lower pulse heights starts below 15µs. The distribution from 8-15µs for low
pulse heights (<400 ADC ch.) has a local maximum between ADC ch. 100
and 200. The loss of protons below 8µs is visible again for low pulse heights.

To �gure out the correct waveform, the detector was connected to the electronics
and the signals produced by cosmic rays were read out with the oscilloscope. Then, the
waveform of the generator was adjusted to reproduce the signals of the cosmic rays as
precise as possible. This is of crucial importance as the input waveform also determines the
shape of the signal after the shaper and thus in�uences the performance of the triggering
algorithm [32].

This waveform was used to investigate the e�ect of a high pulse followed by a low
pulse after a short time as shown in �g. 4.44. The results are presented in [32] and con�rm
the assumed saturation behavior. A minimum kinetic energy of about Te=400±20 [keV]
has to be deposited by the electron to saturate the preampli�er. Calculations showed that
only a small fraction of the electrons from neutron β-decay (maximum energy of about
780 keV) deposits more than 400 keV [32].

4.8 Coincidence events

At aSPECT, the fraction of decay electrons which are detected in coincidence with their
proton is small (≈1/7). These electrons can be separated into two groups as shown by
the simpli�ed schemes in �g. 4.45: (1) Electrons from the DV emitted into the upper
hemisphere of the spectrometer within a range of emission angles to the detector (called:
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Figure 4.44: A high, electron-like pulse followed by a low, proton-like pulse with a time
di�erence of 7µs. The graphs show the input waveform at di�erent amplitudes
(a), the waveforms after the preampli�er (b) and after the shaper (c). Please
note the di�erent time-scale in (c). The investigated behavior of the detector
electronics corresponds to the proposed saturation scheme. In the case of short
saturation (green and red curve) the proton pulse height is decreased. Above
a certain limit of long saturation (black curve) the �proton� pulse disappears
in (c). Picture courtesy of M. Simson [32].

�direct electrons�). About 14.7% of the total number of decay electrons belong to this �rst
group (see [32]). According to simulations done by M. Simson [32], the �nite detection
e�ciency for electrons reduces this amount by about 0.1% mainly due to backscattering
from the detector. However, most of these electrons deposit enough energy in the detec-
tor and are detected. A count rate of ≈ 72± 2 s−1 direct electrons can be approximated
by calculations. (2) Electrons emitted into the lower hemisphere and which are re�ected
onto the detector (e.g., by re�ection on the surface of electrodes or the bottom �ange of
aSPECT) (called: �backscattered electrons�). Their amount is di�cult to predict but can
theoretically be estimated to be up to 15% of the decay electrons as calculated by G.
Konrad [30]. As it will be shown later, the angular and energy distribution of backscat-
tered electrons can not be calculated yet with a su�cient accuracy to �t the measured
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TOF-spectra. The experiment showed average electron count rates of 97.5± 0.8 −1 (from
ADC ch. 80 to 4000) for standard settings. This number is by 25.5± 2.2−1 higher than
the estimated count rate for direct electrons (see above). This discrepancy con�rms the
incidence of backscattered electrons.
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Figure 4.45: (1) Direct electrons, emitted into the upper hemisphere in a de�ned solid angle
(≈1/7 of the decay electrons). One distinguishes three cases of coincidence
proton events: (a) Most electron-proton coincidences belong to the case that
protons are emitted to the lower hemisphere and are re�ected by the ME. (b)
The magnetic �eld gradient in the DV can re�ect as well a minor amount of
protons, i.e., those who are emitted almost 90◦ to the magnetic �led lines in
the DV (see sect. 3.2.2 and �g. 6.37). (c) A small fraction of protons is emitted
together with the electron into the upper hemisphere under a very steep angle.
The initial angular and energy distributions of the coincidence decay electron
and proton are theoretically known and can be used for simulations of TOF-
spectra. (2) Backscattered electrons: The solid state potentials of the di�erent
materials (e.g., copper, gold, stainless steel) can backscatter electrons to the
detector. The expected amount of electrons by these processes is hard to
predict. Also the angular and energy distributions can not be calculated with
a su�cient accuracy to �t the measured TOF-spectra.

Decay electrons, in general, have much higher energies than the decay protons (see
�g. 2.4, left). Hence, the decay electron is always detected �rst. Compared to the �ight time
of the proton, the electron �ight time is negligibly small. Therefore, the time di�erence
between an electron and its coincidence proton is almost equivalent to the time of �ight
(TOF) of the proton from the DV to detector. The shortest TOF was calculated before
the beam time to be about 6µs. To avoid timing problems, the event size for a triggered
event was set on 5µs. Therefore, all correlated events should be detectable as separated,
single events.

First, it should be de�ned how the TOF-spectra are extracted from the recorded data:
The event that starts the TOF is an electron. Therefore we set as lower pulse height limit
1200 ADC ch. The second particle in coincidence is a proton. Thus all events in the PIW
were used. The coincidence time di�erence is extracted from the di�erence of the rise
time parameters x0 as introduced in �g. 4.37. After an electron event was found in the
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data �le, the search algorithm looked for the coincident proton pulse. By doing so, the
total amount of events in a TOF-spectrum reaches always the electron count rate. Due to
the AP potential, not all electrons hitting the detector are detected together with their
correlated proton. Uncorrelated events distribute the TOF-spectra for all time di�erences.
Their average time di�erence is de�ned by Poisson statistics and comparably long. Their
in�uence on the TOF-spectra is negligible for short time di�erences.
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Figure 4.46: TOF-spectra for all APV-settings of data set �190508_night�. The plots de-
pict the distribution of time di�erences of proton events to prior, coincident
electron events. The starting point of the TOF-spectra and the position of
the maximum shifts with the APV to higher time di�erences. The amount of
coincidence events decreases due to the AP potential.

In contrast to electrons, protons are retarded by the AP potential which has an es-
sential impact on the TOF: At 50V APV, the protons have shorter �ight times than for
600V as illustrated by �g. 4.46. Therefore, time dependent loss mechanisms, such as the
observed saturation e�ects, have a stronger in�uence on 50V APV measurements than
on measurements at di�erent APV-settings. This APV-dependent loss results in a shift
of the coe�cient a to more positive values as we observed it in sect. 4.6.2 (e.g., �g. 4.33).

Additionally, the settings of the ExB-drifts in�uence the trajectories and herewith
the TOF of protons. Appendix 6.11 presents some details on the measured dependences
of TOF-spectra on the main electrode settings (upper and lower ExB-settings and mirror
voltage). A short overview will be given as well here: The drift potentials spatially separate
coincidence protons from electrons. In some cases, coincident events can get lost at the
edges of the detector. Please note, that the total proton count rate for di�erent ExB-
settings stays nearly constant (see appendix 6.11, �g. 6.42): Although some coincident
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protons get lost, some other (non-coincident) protons are shifted by the ExB-drift into
the �ux-tube and are detected instead. The separation of coincident pulses reduces the
impact of the saturation e�ect on the coe�cient a as shown in �g. 4.47: In the data
set �160508_night� (see also in �g. 4.33) the upper ExB-settings were -3.7/-4.2 kV. This
means, only a small drift potential was applied and the mean acceleration potential was
about -4 keV. The coe�cient a drifted by

∣∣∆a
a

∣∣=6.4% between lower integration limits of
100 to 250 ADC ch. Data set �180508_morning� was measured with higher upper ExB-
settings of -4.2/-0.2 kV, i.e., a strong drift potential was applied and the mean acceleration
potential was about -2 keV. This data set shows the smallest variation of a with the lower
integration limit:

∣∣∆a
a

∣∣=3.7% (between 100 and 250 ADC ch.).
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Figure 4.47: Dependence of the coe�cient a on the lower integration limit for di�erent
settings of the upper ExB-voltages. Red points: -3.7/-4.2 kV. Drift of a between
ADC ch. 100 and 250:

∣∣∆a
a

∣∣=6.4% (data set �160508_night�). Blue squares:

-4.2/-0.2 kV. Drift of a between ADC ch. 100 and 250:
∣∣∆a
a

∣∣=3.7% (data set
�180508_morning�). Obviously, the strong drift potential reduces the impact
of the saturation e�ect.

In the sections 4.7 and 4.8, the APV-dependent loss e�ect was investigated that gener-
ates the observed dependence of a on the lower integration limit: The time-dependent
saturation e�ect of the preampli�er (see sect.4.7.2) shifts a fraction of coinci-
dence proton events to lower pulse heights in the spectrum. Below a certain
limit, which is de�ned by the trigger e�ciency (see sect.4.7.1), the proton
events get lost. This trigger e�ciency depends strongly on the coincidence
time. The APV-dependent TOF-distribution (see �g.4.46) induces an APV-
dependent loss and shifts the value of a.
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4.9 Correction on saturation e�ects

The essential question is if the experimental data can be corrected afterwards in spite
of the saturation e�ects. The idea is to reconstruct the amount of lost proton events
from simulated TOF-spectra. First TOF-simulations were performed by G. Konrad for
proton trajectories in the center of the �ux-tube. They did not yet include the ExB-drift
potentials and used averaged potentials instead. The results are shown in �g. 4.48. The
simulated spectrum (blue) is normalized to the right tail of the measured spectrum (red).
Deviations for the shortest time di�erences (<7.5µs) and for the maximum amplitude
around 9µs are clearly visible and will be further discussed in this section. Latest, more
sophisticated simulations will be part of the PhD thesis of G. Konrad [30].
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Figure 4.48: Comparison of �rst on-axis simulations with a measured TOF-spectrum for
data set �160508_night�. Because of the small lower (-200/ 0V) and upper
(-3.7/ -4.3 kV) ExB drift, it comes closest to the idealized conditions of the
simulation which includes no drift potentials. The simulation is normalized to
the right tail of the measurement. The deviations for short time di�erences
(<7.5µs) and in the maximum of the spectra are clearly visible.

The saturation e�ects in�uence only coincidence proton events which occur within
a certain coincidence time of up to ≈15µs (see sect. 4.7) after a preceding saturating
electron event. For higher coincidence times, the losses in the measured TOF-spectra (see
sect. 4.8 and appendix 6.11) are negligibly small. A reconstruction of the actual proton
count rates in our experiment is possible in three steps:
(1) Exclude all measured coincident proton events that were detected in coincidence
times <15µs from the analysis (i.e., a cut in the TOF-spectra at 15µs is performed).
(2) Extract the residual proton count rate (i.e., without the excluded coincidence protons)
from pulse height spectra.
(3) Extract the count rate of coincidence proton events up to 15µs coincidence time from
simulated TOF-spectra.
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The steps (1) and (2) can easily be implemented. For step (3), the initial angular-
and energy-distributions in the DV of decay electrons and protons are requested. The
main type of coincidences (type (1)a in �g. 4.45) in our experiment belong to �direct�
electrons emitted into the upper hemisphere towards the detector and protons emitted
into the lower hemisphere. Those protons are re�ected by the electrostatic mirror
electrode towards the detector. For this type of coincidences, the initial angular and
energy distributions of the involved electrons and protons are known (e.g., see �g. 4.49).
These distributions are used to answer several important questions for the reconstruction
of the measured TOF-spectra:
(a) Which decay electrons are detected in coincidence to their decay proton? This means,
how is the angular and energy distribution of the electrons correlated to the angular
and energy distribution of the protons? The angular and energy distribution of the
protons is needed to calculate the in�uence of the transmission function on the detected
(APV-dependent) proton count rate.
(b) What is the angular and energy distribution of protons that coincide with decay
electrons that saturate the preampli�er (an energy deposition of ≥400 keV was approxi-
mated by M. Simson [32] as a lower limit for the saturation of the preampli�er by decay
electrons)?

Fig. 4.49 depicts theoretical Dalitz plots calculated by G. Konrad [30]. Obviously, these
plots show the strong systematic dependence between the angular and energy distributions
of decay electrons and decay protons: (a) shows how the initial kinetic energies of decay
electrons and decay protons are coupled in aSPECT. (b) shows the coherence between the
initial polar angles of electrons and protons (in the DV). (c) shows the coherence between
the electron energy and the time di�erence to the coincidence proton for 0V APV and
(d) for 400V APV.

The same questions have to be answered for backscattered electrons which are de-
tected in coincidence with their proton (type (2) in �g. 4.45). Their angular- and energy-
distribution is hard to predict. And the accurate count rate of backscattered electrons is
not known as well. A count rate of 25.5± 2.2 s−1 was estimated in sect. 4.8 (see also the
TOF-spectra of backscattered electrons in appendix 6.11.2). The backscattering probabil-
ity of electrons is strongly energy dependent. For example, it can have values between 40%
(for low electron energies) and 25% (for high electron energies) at the surface of the grid
electrode (e1) (see �g. 3.1) as calculations by G. Konrad show [30]. Electrons are backscat-
tered on di�erent materials (e.g., stain-less steel, copper, gold) in aSPECT, which possess
di�erent backscattering probabilities. Therefore, the accuracy of the TOF-simulations is
critically limited by the insu�cient knowledge of the energy and angular distribution of
backscattered electrons.

More informations on backscattered electron events can be achieved by an additional
analysis of the dependence of the coe�cient a on coincidence proton events. The idea
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(a) Energy dependence. (b) Polar angle dependence.

(c) Te vs. TOF, 0V APV. (d) Te vs. TOF, 400V APV.

Figure 4.49: (a) and (b) Dalitz plots for electron and proton kinetic energies and polar
angles, respectively. (c) and (d) show the coherence of the proton coincidence
time di�erence with the kinetic energy of the electron (Te) for 0V and 400V
APV. This dependence varies with the APV. These plots show clearly the
necessity to know the energy- and angular-distribution of backscattered elec-
trons to be able to derive the energy- and angular-distribution of coincidence
protons. Picture courtesy of G. Konrad [30]
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is to exclude step-wise coincidence proton events from the determination of the proton
count rates which are used to extract a. For example, all coincidence proton events (pulse
heights between 80 to 1200 ADC ch.) which were detected after a preceding electron event
(pulse height >1200 ADC ch.)11 in a coincidence time interval 0 to 8µs, 0 to 10µs, 0 to
12µs... are excluded. The exclusion can be done by assigning an arti�cial dead time of
8µs, 10µs, 12µs... to each electron event (i.e., even if a proton event was detected in the
measurement in this time span, it will be rejected in the analysis). The increasing arti�cial
dead time increases the amount of coincidence protons which are excluded from the count
rate determination. Since the backscattered electrons a�ect the measured TOF-spectra,
they will as well a�ect the dependence of a on coincidence proton events.

The analysis can be subdivided in �ve main steps:
(1) Extraction of the dead time (coincidence time) dependence of a for di�erent lower
integration limits (e.g., 80, 300, 400 ADC ch.) for di�erent parameter settings (ExB-
settings, detector HV, etc.) from the measured data.
(2) Simulation of TOF-spectra that contain only coincidence protons which correspond
to direct electrons. The dead time dependence induced by these spectra is di�erent to
the measured in�uence on a in step 1.
(3) Backscattered electrons are included in the simulation of TOF-spectra: Di�erent
possible (but hypothetical) angular and energy distributions are applied. The amount of
backscattered electrons is also varied.
(4) Di�erent energetic limits (e.g., 400 keV, 600 keV, etc.) for saturating electrons are
applied to step 2 and 3. The simulations are done as well for the same lower integration
limits and parameter settings as applied in the measurements in step 1.
(5) The parameters in analysis step 3 and 4 have to be adapted in a way, that the
simulated and measured dependences of a on coincidence proton events are in accordance.

I took responsibility for the analysis of the measured dead time dependences (step
1). The simulations (step 2-5) were done by G. Konrad [30]. Fig. 4.50 shows a result for
data set �200508_night�. Fig. 4.50a/b show the absolute dependence of the coe�cient a
(y-axis) on an arti�cial dead time (x-axis). Fig. 4.50c shows the relative dependence ∆a

a
,

normalized to a dead time of 5.2µs (as de�ned in sect. 3.6.5)12.

Fig. 4.51 presents similar plots for di�erent data sets measured with the same upper
and lower ExB-settings: Both show the dependence of the relative error ∆a

a
on an arti�cial

dead time between 0 to 30µs. Fig. 4.51a for a lower integration limit of 80 ADC ch. and
�g. 4.51b for a lower integration limit of 300 ADC ch. The dependences of these data

11The precise energetic limit for saturation of the preampli�er by electrons is not known yet. The proposed
energy limit is easier to reconstruct in the simulation.

12Please note, that the data points in the plots of �g. 4.50 to �g. 4.51 are strongly correlated to each
other: For a �xed lower integration limit, the data sets are only reduced by a certain amount of events
with increasing dead time. This means, that the data points for di�erent integration limits (80, 300,
400 ADC ch.) contain to some amount the same events at a given dead time. Therefore, overlapping
error bars are not an evidence of equality.
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(a) Absolute dependence.
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(b) Absolute dependence, zoom.
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(c) Relative dependence, zoom.

Figure 4.50: Data set: �200508_night�: (a) Absolute dependence of a on an arti�cial dead
time after electrons for 3 lower integration limits. The dependence on the dead
time can be explained by cuts in the energy and angular distribution of the
decay protons. (b)/(c) Zoom to the absolute and relative dependences.
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sets are comparable within their error bars. The analysis of measurements with di�erent
ExB-settings shows slightly di�erent dependences.

5 1 0 1 5 2 0 2 5 3 0
- 1 2 0
- 1 0 0

- 8 0
- 6 0
- 4 0
- 2 0

0
2 0
4 0

∆a
�a�

��


������������������������

�

�

������	�������
��	���	������
��
���	������
������	������
������	������

(a) Lower limit 80.
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(b) Lower Limit 300.

Figure 4.51: Dependence of ∆a
a on an arti�cial dead time after electrons for data sets with

same parameter settings: upper ExB -2/ -2 kV, lower ExB -1000/ -50V.

Calculations done by G. Konrad [30] result in curves which show a comparable be-
havior (see �g. 4.52). Their shapes depend strongly on the input parameters:
(1) The amount of backscattered electrons.
(2) The energy and angular distribution of backscattered electrons.
(3) The correlated distributions of the coincidence protons.
(4) The lower energetic limit for the saturation of the preampli�er by decay electrons.
(5) The in�uence by parameter settings, e.g., the ExB-settings and the detector HV.
Several combinations of these input parameters have comparable results. And the de-
pendences extracted from measurements with di�erent ExB-settings (5) can not be re-
constructed yet by using the same input parameters (1) to (4). Obviously, it was not
possible to restrict the input parameters of the simulation su�ciently by the dependences
extracted from the measured data sets. Thus, the amount of coincidence proton events
which were lost by the saturation e�ects could not be reliably reconstructed.

An upper and a lower limit for the error induced by the saturation e�ects can be
extracted from the measured dependences for lower integration limits of 80 ADC channels
(e.g., see �g. 4.51a): The saturation e�ects in�uence coincidence events with coincidence
times up to 15µs. The average dependence ∆a

a
(for all data sets with standard parameter

settings) varies between +30% (around 9µs) and -60% (around 15µs). These are the
upper and lower limits if all coincidence events up to a given coincidence time would have
got lost in our experiment. In reality, the impact will be smaller (in this limits) since only
a small fraction of coincidence proton events was lost in the measurement. However, we
did not succeed in characterizing the saturation e�ects quantitatively. Therefore, we can
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Figure 4.52: Example for calculated dependencies on an arti�cial dead time. Apart from the
electron kinetic energy Te and the time di�erence between electron and proton,
other parameters like the amount of backscattered electrons and their angular
and energetic distribution can be varied. Picture courtesy of G. Konrad [30].

neither correct the in�uence of this e�ect on the coe�cient a nor give a reliable error. The
destructive impact of the saturation e�ects frustrated our aim to extract the coe�cient a
with an error δa

a
<2%.

For future beam times, the saturation e�ects can be suppressed by progressive re-
duction of the ampli�cation of the detector electronics. The amplitudes of high energetic
electrons have to be decreased below the saturation limit.

4.10 Magnetic �eld tests

4.10.1 Di�erent ratio rB

An additional magnetic �eld was applied in data set �200508_night� in order to test
the in�uence of a changed magnetic �eld ratio rB on a. With external Helmholtz coils
c12/ c13 (see sect. 3.2.2) the �eld in the AP was slightly increased. The ratio was changed
from rB = 0.2030(1) to rB = 0.2049(1). Fig. 4.53 shows a comparison with data set
�200508_lunch� measured at rB = 0.2030(1). Both data sets give the same result on a
within the statistical errors. Analyzing the data set �200508_night� with the standard
value of rB = 0.203 instead, the value of the coe�cient a di�ers by about 12% from the
data set �200508_lunch�. The comparison shows, that the impact of rB on the calculated
transmission function is understood and that the way, how a is extracted, is reliable.
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Figure 4.53: In�uence of the magnetic �eld ratio rB on a: By analyzing the data set
�200508_night� with the standard value of rB = 0.2030(1) the a-value dif-
fers by about 12% from the data set �200508_lunch�. Applying the right
ratio rB = 0.2049(1) the a-values are consistent within their statistical error
bars.

4.10.2 Reduced main �eld (non-adiabatic e�ects)

A measurement with a reduced magnetic �eld was performed in order to study non-
adiabatic e�ects. In data set �210508_night� the current in the superconducting coils was
set to 30A instead of 70A. The �eld value obtained were typically B0 ≈ 0.933T in the
DV and BA ≈ 0.189T in the AP. It was calculated in [22] that the reduced �eld strength
will increase the uncertainty in a to δa

a
> 4 · 10−3 (see tab. 3.4) due to the fact that the

adiabatic approximation does no longer hold. The a-value extracted from the measurement
is a=-0.070(4). From the preceding measurement �200508_lunch� (at standard magnetic
�eld strength) a value a=-0.100(4) was extracted. This means a shift of ∆a

a
> 3 · 10−1

induced by the reduced magnetic �eld strength. It should be noted that the imaging of the
beam pro�le in the DV onto the detector changes as well by reducing the magnetic �eld
strength. Therefore the edge e�ect correction might have a stronger impact. Obviously, the
in�uence by non-adiabatic proton motions is stronger for 30A main current as previously
calculated in [22] (see tab. 3.4). Thus, new calculations are recommended to clarify the
discrepancy.
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During this PhD thesis, the neutron decay spectrometer aSPECT was completed and
initially tested in Mainz. First data was taken in beam times from July 2005 to end of May
2006 at the Forschungsneutronenquelle Heinz Maier-Leibnitz (FRM II) which resulted in
various modi�cations and technical improvements from May 2006 to November 2007. In
December 2007, aSPECT was set up at the Institut Laue-Langevin in Grenoble/ France.
The goal was to achieve an increased accuracy of the angular correlation coe�cient a
compared to existing results, i.e., δa

a
< 5 %.

Experimental improvements of the ILL beam time in 2008 were made: We managed
to reduce the background count rate by a factor of 5 to 10 (see sect. 4.5). Its destructive
in�uence on the extracted value of the coe�cient a was as well resolved. Furthermore,
the background components could be systematically studied and two peaks with di�er-
ent characteristics (APV-dependence) were discovered. The �lling and emptying of traps
and the nature of the two background peaks were investigated on several studies (see
appendix 6.10).

Unfortunately, saturation e�ects (see sect. 4.7) induced by high energetic decay elec-
trons prevented us to extract a value for the coe�cient a with a reduced absolute error
(compared to previous measurements, [2] and [3]). These e�ects in�uenced the detection
probability of certain electron-proton coincidence events. The e�ects depended on the co-
incidence time and in�uenced the trigger e�ciency (see sect. 4.7.1). The impact of these
e�ects was investigated (sect. 4.7.2 and sect. 4.8) but could not be corrected in the o�-line
data analysis (see sect. 4.9). Therefore, I could only extract upper and lower limits for the
impact of the saturation e�ects on a. These limits were extracted from measured data sets
(e.g., see �g. 4.51) in combination with simulations done by G. Konrad [30]. The relative
errors are +30%≤ δa

a
≤ -60%. Further simulations are required to extract reliable error

limits which are lower. These simulations are on-going and will probably be part of the
PhD thesis of G. Konrad [30]. Nevertheless, the limit of δa

a
< 5 % cannot be reached.

Tab. 5.1 lists the impact of the systematic e�ects on the coe�cient a which were
investigated in my thesis. The theses of my collaborators G. Konrad [30], M. Simson
[32] and F. Ayala [31] will include additional details: For example, [30] presents further
simulations concerning a theoretical correction of the saturation e�ect with respect to
backscattering and the TOF-spectra. Particle trajectory calculations will be included as
well for an edge e�ect correction. The 3-dimensional neutron beam pro�les (see sect. 3.4.3)
are used in this calculations in combination with the magnetic �eld map. The analysis of
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Type of correction Relative correction Relative error

∆a
a [%] δa

a [%]

(1) Magnetic �eld ratio rb - < 0.37

(2) Potentials U0, UA - < 1.1

(3) Dead time <4 <0.04

(4) Average Background 1 (lin.) -1.14 0.30

(5) Average Background 2 (exp.) +2.07 0.31

(6) Proton simulation 0.13 0.09

(7) Saturation e�ects +30
−60

+30
−60

(8) Edge e�ect calculations ongoing calculations ongoing

(see [30]) (see [30])

Table 5.1: Summary of relative shifts ∆a
a and errors δaa by systematic e�ects and the applied

corrections. The destructive in�uence of the saturation e�ects is dominant.
Remarks on (1): Worst case approximation which is calculated from the error of
the averaged value of rB (see sect. 3.6.1). On (2): Limit estimated for potential
variations of 150meV. This work function di�erences was measured along the
surface of a test electrode. On (3): Depends on the total count rate. On (4)
and (5): See sect. 4.5. On (6): Correction done by M. Simson [32] on expected
protons (due to backscattering) below the integration limit of 80 ADC ch. The
error bar is dominated by the statistics of the proton simulations and thus can
be lowered. On (8): I approximated the impact on a to be <1.2% by using a
model developed by G.Konrad in 2007: The neutron beam pro�le in the DV
is projected onto the x-axis (2-dimensional). The slope of the proton density
distribution along the detector edges is used to estimate the edge e�ect. The
variance of the transmission function due to the variance of rB along the beam
width (in DV and AP) is also included in this approximation. But the in�uence
of the ExB drift electrodes was not included in this calculations. Therefore,
3-dimensional calculations are required to calculate the edge e�ect with high
accuracy. These 3-dimensional calculations are on-going and will be part of the
PhD thesis of G. Konrad [30].
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di�erent magnetic �eld measurements is part of [31]. Simulations and detector e�ects are
presented in [32].

To give a preliminary value for the coe�cient a, its lower integration limit dependence
has to be taken into account: (a) For a lower integration limit ADC ch. 80, and (b) for
an intermediate lower limit ADC ch. 300. Both are in�uenced by the observed saturation
e�ects and the investigated background peaks. The correction for both background peaks
is applied and the resulting a-values for data sets are presented in �g. 5.1a and b.
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(b) Lower limit ADC ch. 300.

Figure 5.1: Values for the coe�cient a extracted for di�erent integration limits. The aver-
aged value is shown on the right side (beyond the dashed blue line). The error
limits extracted for the saturation e�ects are not included in these plots.

The averaged values for the angular correlation coe�cient a are:

a = −0.0980 ± 0.0014(stat.) +0.0316, (syst.)
−0.0610, (syst.); lower limit : 80 ADC ch. (5.1)

a = −0.1050 ± 0.0014(stat.) +0.0338, (syst.)
−0.0657, (syst.); lower limit : 300 ADC ch. (5.2)

Please note, that the edge e�ect correction is not included in the given systematical errors.
The in�uence of the saturation e�ects are worst case scenarios. They might be calculated
in [30] and [31] to be well below the values given here. The statistical error is in the region
of ∆a

a
≈1.4% and can easily be reduced below 1% in the next beam time. More beam

time could be scheduled on measurements with standard parameter settings and a less
time on systematics.

After a long time of strong e�orts on �nding a way how to correct the dependence of a
on the lower integration limit, our collaboration decided to perform another measurement
in 2011. To stop the proton losses due to saturation e�ects, gain factors of the preampli�er
have to be reduced such that a detector electronics does not saturate even for high energy
electron pulses. Tests with generated pulses could be done in advance to study the proper
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functioning of the detector [32]. By preventing these e�ects, also the knowledge on the
distribution of backscattered electrons is not necessarily needed anymore.

Of course, the reduced ampli�cation will a�ect the pulse heights of proton events
and therefore the separation from noise. But the amount of protons expected in the low
energetic tail of the proton peak should not critically change a as calculated in tab. 5.1, (6).

From the background analysis (see sect. 4.5), I drew several conclusions for future
beam times: (1) Longer measurements with closed shutter are necessary to study the
APV-dependence of the background peaks, especially of peak1. In addition, the lowest
APV-setting has to be determined from which on peak2 disappears. This limit should be
used instead of the lowest APV-setting of 50V used before to �t the spectral intensity.
Therefore, the DAQ-cycle (see �g. 4.1 has to be adapted (measurement times and APV-
sequences). (2) Generally, the vacuum conditions should be further improved since all
background e�ects are strongly correlated to the residual gas pressures. Possible modi�-
cations will help to reduce the pressure, e.g., additional SAES getter pumps, which could
be mounted at one of the side ports of aSPECT.
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6.1 Appendix 1: Pumping and cooling procedure

For achieving UHV conditions, we generally start pumping with two 40 liters roughing
pumps for some hours until the pressure reaches about 10−1 mbar in the main vacuum
section. Presuming no vacuum leaks, continuing pumping with two turbo molecular pumps
for about six days provides at least a pressure better than 10−7 mbar. One of the pumps
is directly installed on top of aSPECT and can be separated from the main vacuum
section by a CF150 gate valve to be able to install the detector mechanics later on. The
other one (CF100) is mounted to a side port of aSPECT at the end of a 1m CF150
tube. It can be separated by a CF100 gate valve. By four internal getter pumps (SAES
Getters �CapaciTorr D400-2�), the vacuum is decreased furthermore to 6 × 10−8 mbar.
The insulating vacuum that surrounds the superconducting coils and thermally insulates
the main vacuum from external heat load, has to be pumped with a roughing pump and
a small turbo pump until it reaches a value of about 5×10−3 mbar before starting to cool
the magnet.

The spectrometer is cooled by liquid helium which is compressed and pumped by two
cryocoolers (Sumitomo RDK408D). Each cryocooler has a cooling power of 35W at the
�rst stage (about 70K) and 1W at the second stage (about 4.2K). The temperatures at
the di�erent stages are controlled by 20 sensors which are continuously but successively
read out. The walls of the inner bore tube are cooled down to about 60K. After cooling,
the pressure decreased to <5×10−4 mbar in the insulating vacuum and to 8× 10−9 mbar
in the main vacuum.

A complete cool down cycle takes about 5 days. By using in addition liquid nitrogen
in the �rst 36 hours of cooling, the total time can be reduced to 3.5 days. A tube that
spirals around the superconducting coils inside the insulating vacuum is used to introduce
the nitrogen. The in- and outlets (KF16 �anges) are on top of the magnet. When the
temperature of liquid nitrogen is reached, this tube has to be evacuated to a pressure in
the order of 10−2 mbar. Warming up lasts between 2 days (in an emergency case by �lling
in several times warm nitrogen gas in the vacuum system) and 7 days (under normal
warm up conditions).
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Figure 6.1: Grid electrode on the bottom side of the ME (e1). It is winded by µm2 copper
wire and has a grid distance of 5mm.

6.2 Appendix 2: Additional pictures of the setup

(a) Overview. (b) The bellows for align-
ment.

Figure 6.2: The vacuum system of the beamline at the entrance side of aSPECT with 2
ISO-KF200 bellows for alignment (and transitions to CF150).
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(a) Boron shielding. (b) Lead shielding.

Figure 6.3: Radiation shielding at the entrance side of the beam line.

(a) The exit window. (b) The unshielded beamdumb box.

Figure 6.4: Exit side of the aSPECT-Setup at PF1B.
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Figure 6.5: Illustration of the two theoretical concepts for reducing the detector�s edge
e�ect. Concept (1) makes an edge e�ect correction dispensable but the count
rate is reduced critically. Concept (2) was favoured in our experiment. The
ideal pro�les would imply the absence of convergence.

6.3 Appendix 3: Concepts for the neutron collimation.

An essential demand on the collimation system was only introduced generally: The shape
of the neutron density distribution in the DV should limit the impact of edge e�ects which
occur at electrodes and at the detector borders (see sect. 3.6.3). Two general strategies,
illustrated in �g. 6.5, exist for the reduction of these e�ects:
(1) Limitation of the beam width to a small size: All decay protons emitted inside the
DV are imaged onto the proton detector.
- Advantages:
(a) Corrections due to a non-symmetric neutron distribution are negligible.
(b) The risk of activation of the spectrometer walls is minimized.
(c) The knowledge about the neutron distribution in the DV and therefore the needed
precision of its determinations is of minor importance.
- Disadvantage: Loss of count rate that results in
(a) reduced achievable statistical accuracy in the available time.
(b) reduced signal-to-noise-ratio (SNR) especially for higher barrier voltages and therefore
reduced systematical accuracy.

(2) Expansion of the beam to a maximum width to provide a beam pro�le that is maxi-
mally homogeneous and symmetric but with a sharp drop down at the sides.
- Advantage: Gain of count rate that results in
(a) better statistical accuracy achievable in the available time.
(b) better SNR and increased systematical accuracy.
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- Disadvantages:
(a) Precise knowledge of the neutron density distribution in the DV required for correction
of remaining edge e�ects.
(b) Risk of activation is higher and increased radiative background.

The width of the used SDD-detector (10 mm per pad) was the critical criteria to
choose option (2) because the expected proton count rate for a narrow beam would have
been to low for performing systematic tests with high statistical accuracy.
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6.4 Appendix 4: Alignment of aSPECT

The technical realization of the essential components of the beam line was discussed in
sect. 3.4.2. Now, I want to complete this description by an overview of the alignment
procedure: Each diaphragm has its prede�ned position on the beam axis but is itself
mechanically coupled to the vacuum system (e.g., the beamline inside of aSPECT). Since
the distance from the end of the neutron guide to the center of the DV is about 3.2
meters, a misalignment by 0.1◦ would cause a theoretical shift of 5mm in the DV. The
pre-collimation limits the extent of this shift by reducing the beam directly in front of the
entrance window. The alignment requires seven steps:

1st step: Alignment of the beam tube behind the neutron guide by a laser (rough) and
a theodolith (�ne). The position and height of the theodolith were adjusted by a laser
diode which is permanently mounted on the backside wall of the experimental zone of
PF1B. It is pointing onto the center of the neutron guide.
2nd step: Alignment of the diaphragms P0 and P1 inside that beam tube by using the
theodolith.
3rd step: Mechanical adjustment of the spectrometer inside the antimagnetic screen by
setting up uniform distances to the four pillars.
4th step: Alignment of the beam ports of aSPECT relative to P1. Therefore, the entire
antimagnetic screen has to be moved by four air-cushions1 since the overall weight
of about 11 tons exceeds the approved load of the crane. The height is corrected by
shimming with aluminum plates below the feet. For angular alignment the theodolith is
used.
5th step: Alignment of the internal diaphragms E1 to A2.
6th step: Magnetic adjustment of the spectrometer inside its antimagnetic screen:
This is an important procedure because of the forces that are e�ective between the
superconducting coils and the solid iron parts (pillars and plates) of the antimagnetic
screen. An insu�cient adjustment could result either in an uncorrectable distortion of
the magnetic �eld shape inside the spectrometer or in the worst case in a breakaway of
coils. The design of the antimagnetic screen and the construction of a support capable
of three-dimensional adjustment and �xation was part of the PhD thesis of G. Konrad
[30]. Various magnetic �eld measurements con�rmed that the �eld distortion by the
antimagnetic screen is not critical if a magnetic adjustment is proceeded. While the
magnetic adjustment, the spectrometer is in operation mode hanging on a crane inside
the screen. By slowly increasing the magnetic �eld strength the spectrometer intents
to move out of the center which is de�ned by the maximum of the magnetic forces to
all pillars. By using the provided stoppers for x-y-movement the position of the force
maximum can be localized. The best height can easily be determined by a balance
hanging between the spectrometer and the crane. In addition to the stoppers at the
support the spectrometer is �xed in position by blocks around its top. The spectrometer

1Supplied by 10 bar of compressed air. Thanks to the PERKEO-collaboration!
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position after the magnetic adjustment was comparable to the pre-positioning in the 3rd

step. Frequently controls during the beam time veri�ed the concept of the �xations. It
should be remarked, that it would be better to accomplish the 6th step before the 4th

one. But this means to warm up and to vent the magnet in order to have access to the
diaphragms. In combination with re-evacuation and re-cooling this procedure takes in
minimum 10 days. Time forced us to change the order and to hazard the consequences of
possible misalignment for the beam time in December 2007. In January 2007 we opened
the magnet for small reconstructions and controlled the internal collimation. The traces
of neutron absorption on the LiF (see �g. 3.15) showed that the alignment had been
e�ective.
7th step: Alignment of the beamstop with the laser diode.
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Figure 6.6: Ramping of the APV. Plots (c) and (d) are taken from di�erent datasets and
show the increased stability for 780V APV after longer waiting time.

6.5 Appendix 5: Ramping of AP potential

The time for ramping the APV took 30 to 40 s. The speed depended on the voltage
di�erence to the foregoing APV-setting. The process consisted of four steps: A rough
ramping in about 8 s to 97-99% of the selected APV, 5 s exposure time. Afterwards, 10-
12 s of slowly ramping to the selected voltage and 5-17 s for stabilization. The voltage
�uctuations were in the order of <± 1mV which is below the absolute calibration of
the multimeter. Measurements with longer waiting time after ramping (�g. 6.6c and d)
showed that the APV still stabilizes for some minutes. Nevertheless, the achieved level of
APV-stability after ≈ 30 s total ramping time is acceptable since other e�ects limit our
accuracy. Fig. 6.6 shows several ramping processes to give an impression on the stability.
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Figure 6.7: Instabilities of the neutron counter in the beginning of the beam time and its
stabilization in the end. Three days of measurements with a reduced beam
width (20mm) are excluded since the total neutron intensity was reduced
hereby and is not comparable.

6.6 Appendix 6: Neutron count rates for entire beam

time

Fig. 6.7 and �g. 6.8 show the drift of the neutron counter (in the beginning of the beam
time) which is uncorrelated to the reactor power monitored by the ILL. Although the
count rates look stable from the 16th of May on, it was found that the counter can not be
used for normalization of the proton count rates.
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Figure 6.8: Drifts of the neutron counter in the beginning (+1.4% per day) (a) and the
end (b) of the beam time in comparison to the reactor power monitored by the
ILL.
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6.7 Appendix 7: Pulse height extraction methods

Method 1) Method of FRM-II beam time: The baseline is averaged in the �rst 15 time
bins of an event. The parameter HistMax is used as the amplitude of the pulses (ph =
HistMax − y0).

Method 2) This method uses several additional conditions to extract the pulse height only
of the event that released the trigger. Therefore, the proposed dead time correction can
be used with this method. The baseline is determined from time bim 10 to 15 and the
maximum of the pulse between time bin 20 and 35 is extracted. For proton events shortly in
time after saturating electrons, the determination of the baseline and the pulse maximum
is shifted to lower time bins. The method and all required conditions are implemented
in the function �PH()� (used by �PH_File()� and �PHDay()�) and is embedded in the
C++-routine �mbo2.C�.
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Status Description

0 events with good χ2

1 events with bad χ2 and phfit ≥ 80

2 events with bad χ2 and phfit < 80

3 high energy events

4 �t failed

5 re�tted status 1 events

6 re�tted status 2 events

7 events with di�erent shape

Table 6.1: Overview of the di�erent �t states.

6.8 Appendix 8: The pulse �t routine

This introduction to the �t routine is mainly taken from [32] by courtesy of M. Simson:
According to the �t result, all events are classi�ed as di�erent types. Tab. 6.1 gives an
overview of the di�erent �t states.

Only non-saturating events (ADC value < 3500 before time bin 30) are �tted, the
others are assigned as status 3. The exact pulse height of status 3 events is of minor
importance in the data analysis since they are energetically well separated from the proton
peak. Events where the �t did not converge are assigned status 4, events with converging
�ts are classi�ed according to their pulse height and the χ2 of the �t. Events with χ2/(phfit·
NDF ) < 0.00741, with NDF being the number of degrees of freedom of the �t, get status
0. If the �t result has a bad χ2 (e.g., χ2/(phfit ·NDF ) ≥ 0.00741) the event is classi�ed
according to its pulse height: Noise events (phfit < 80 ADC ch.) are status 2, the other
events are status 1. Some examples for status 1 events are shown in �g. 6.9, status 2 events
in �g. 6.10. Electronic malfunctions and bugs as in �g. 6.9b should be excluded from pulse
height spectra but still taken into account for dead time calculation. Pulses with status 1
and 2 are �tted again to extract for example pile-up events and other incorrectly sorted
events. Pulses with status 4 (�t not converged) are �tted again with the improved �t
routine of ROOT and, if the �t still does not converge, the pulse is re-binned to even
out short spikes in the electronic noise and re-�tted. With this technique practically all
events can be �tted. The improved �t routine of ROOT uses the integral values of the
�t function instead of the value at the centre of the bin. This method gives more precise
results but needs more computing time.

Unfortunately not all events are sorted correctly by the standard �t routine. Especially
in two cases events are sorted as status 1 or 2, although they are valid proton events:

- Pile-up events: When two proton pulses arise close to each other the �t does not work,
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Figure 6.9: Fit status 1 events. (a) shows an event where the trigger was caused by elec-
tronic noise followed by a proton pulse. (b) shows an examples for an unclassi-
�able event.
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Figure 6.10: Fit status 2 events. (a) noise event with positive spike, (b) noise followed by
an electron.
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(b) Event 7033.

Figure 6.11: Top: The shown events were incorrectly sorted into �t status 1 because of
a bad χ2. Bottom: To separate these events from unwanted noise events the
�derivative� of the event is investigated. The peak candidates found by the
peak �nd algorithm are shown as orange triangles, the thick black line shows
the Gaussian �ts to the relevant peak candidates.

as the shape of the signal is altered by the rising edge of the second proton. Since the
standard �t goes from bin 10 to bin 40 this happens when the second proton peak starts
before bin 40 in the recoded event window. Fig. 6.11(a) (top) shows such an event.

- Correlated proton events: As shown in Fig. 4.4b, the start point x0 is shifted and the
proton sits on the exponentially decaying edge of the electron event. Therefore the �t
fails as shown in �g. 6.11b (top). To identify and separate these events from the correctly
sorted ones the �derivative� of the event shape is calculated. This means, a new histogram
is created from the ADC values h(i) of the event shape histogram with the derived values
d(i):

d(i) = h(i)− h(i− 1). (6.1)

Although it may not be mathematically correct, this type of histogram will be called the
�derivative� of the signal further on. Two examples are shown in �g. 6.11 (bottom). The
steep rise of the signals cause distinctive peaks in the derivative, from the number and
position of those peaks the two above mentioned cases can be identi�ed. Pile-up events
cause two peaks in the derivative, the �rst one around time bin 23, the second one between
time bin 25 and 40. Correlated proton events show one single peak at low bin numbers
(below bin 14). To automatize the process, the TSpectrum::Search peak �nding routine
is used. It returns the position of possible peaks in the derivative. Between time bin 5
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Figure 6.12: An example for a pile-up event with a very short time di�erence of only about
4.5 time bins =̂ 225ns (event 10071, �le 9). In the derivative the two peaks
can be separated and limits for the �t can be set. Although only the rising
part of the event is �tted, the result gives a reasonable pulse height of 572.5
ADC channels.

to 45, the algorithm returns one or two peak candidates, only those are used for further
investigation. Although the exact shape of the derivative follows a quite complicated
function (the derivative of eq. (4.1)), a simple Gaussian �t can be used to get the needed
information about the peaks. The event gets classi�ed as a pile-up, if there are two peaks
whereas the �rst peak is beyond time bin 10. Both derivative peaks must have amplitudes
> 10 and widths between 0.5 and 4 time bins. In this case, the pulse is re-�tted with the
standard �t function eq. (4.1) but with changed limits of the �t. The �t starts now at time
bin 5 and ends at the position of the second Gaussian peak xG2 minus the width σG2 of
the peak:

xend = xG2 − σG2. (6.2)

This method works to time di�erences of the two pile-up events down to about 0.2µs
(�g. 6.12). A comparison of the result of the standard �t and the adapted �t is given in
�g. 6.13. All re-�tted events of status 1 are assigned status 5 afterwards. A correlated
proton is identi�ed via a Gaussian peak in the derivative before time bin 13.5 with an
amplitude > 10 and a width of at least 0.8 time bins. A special �t function is used to
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Figure 6.13: Fit status 5 events. The results of the standard �t and the adapted �t are
shown in black and cyan, respectively.

re-�t those events:
yPaE(x) = yFit + ex1+p1x − 1, (6.3)

where yFit is the standard �t function eq. (4.1). x1 and p1 are the parameters of the
additional exponential decay. A comparison of the result of the standard �t and the
adapted �t is given in �g. 6.13. The pulse height of the event is then calculated from the
parameters of the standard �t yFit, which means the pulse height the event would have
if it was sitting on a �at baseline is used for the further analysis. Some events have a
slightly di�erent shape in the rising part of the pulse, the rising edge is not as steep as for
the �common� events and the maximum of the pulse is shifted to higher time bins. These
events are treated with the same �t as the other events, but instead of �tting mostly the
rising edge of the pulse, like the standard bin 10 to 40 method does, the �t focuses on
the falling edge of the pulse from time bin 30 to 90. Furthermore the x0-restriction is now
widened from bin 13 to bin 25. Fig. 6.14 displays such an event type.
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Figure 6.14: Fit status 7 event (3782). The solid black line represents the adapted �t.
A normal event, number 2831 from the same �le, is drawn for comparison
(dashed red line).

6.9 Appendix 9: Additional background studies

This section presents some additional background studies (see tab. 4.5). They were omit-
ted in the main section concerning background because they do not show any APV-
dependency of background:

6.9.1 Environmental background: Neutron beam, magnetic �eld
and detector HV switched o�

Environmental background can be measured without magnetic �eld, without detector
HV and neutron beam �o��. The background level is expected to be negligibly low. En-
vironmental background is mainly produced by cosmic rays and neighboring beam lines.
Fig. 6.15a shows a spectrum (data set �150408_night�) measured in the beginning of the
beam time. The spectrum was averaged over all measurements at 780V APV. In �g. 6.15b,
the corresponding count rates are plotted vs. the APV-setting. Two integration windows
were used: 1002 to 1200 ADC channels and 1200 to 4000 ADC channels. The count rates
vary only statistically and are independent from the APV. Tab. 6.2 gives the average count
rates for all APV-settings.

2Due to insu�cient cooling of the detector electronics, the noise peak was minimally wider in the
beginning of the beam time. Therefore, the lower integration limit was set to 100 instead of 80 ADC
ch.
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Index Integration window Count rate Neutron beam on/ o�

[ADC channels] [s−1]

1 100...1200 0.013(3) o�

2 1200...4000 0.107(12) o�

Table 6.2: Count rates of environmental background: Measured with magnetic �eld, detec-
tor HV and neutron beam switched o�. Mainly cosmic rays and radiation by
neighboring experiments contribute.
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(a) Exemplary spectrum for 780V APV.
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(b) Average count rates in de�ned windows.

Figure 6.15: Environmental background: (a) Spectrum measured with magnetic �eld, de-
tector HV and neutron beam switched o�. The peak on the left border rep-
resents the electronic noise, the one on the right border high energetic back-
ground. (b) Shows count rates extracted between ADC ch. 100 to 1200 (red
dots) and ADC ch. 1200 to 4000 (blue rectangles). Di�erent APV-settings
were used.
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6.9.2 Beam related background (B): Magnetic �eld and detector
HV switched o�

In this measurements, the neutron beam was switched on. Without detector HV, decay
protons can not be detected. Without magnetic �eld, charged particles from neutron decay
are not guided along the �eld lines to the detector. Therefore, mainly beam related gamma
radiation (e.g., by (n,γ)-processes) is expected as an additional source of background to
environmental background. Neutrons are mainly absorbed in the entrance and exit window
and in the internal 6LiF-diaphragms. The measured spectrum in �g. 6.16a looks similar to
�g. 6.15a. The integral spectrum in �g. 6.16b shows no APV-dependence. The integrated
count rates in tab. 6.3 (index 3 and 4) give the average of all APV-settings. The background
does not signi�cantly di�er from the environmental background in tab. 6.2 (index 1 and
2). This means, that the detection of beam related γ-radiation is suppressed by the small
solid angle projected onto the detector in our experiment.
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(b) Average count rates in de�ned windows.

Figure 6.16: Beam related background (B): (a) Spectrum measured with magnetic �eld and
detector HV switched o�. The neutron beam was switched on. The peak on
the left border represents the electronic noise, the one on the right border high
energetic background. (b) Shows count rates extracted between ADC ch. 100
to 1200 (red dots) and ADC ch. 1200 to 4000 (blue rectangles). Di�erent APV-
settings were used. No APV-dependence of the background was determined
in this measurement.

6.9.3 Beam related background (C): Detector HV switched o�,
magnetic �eld switched on

In this measurement, the main magnetic �eld of aSPECT was switched on. Therefore,
charged particles emitted inside the �ux-tube are now guided along the magnetic �eld lines



170 Appendix

Index Integration window Count rate Neutron beam on/ o�

[ADC channels] [s−1]

3 100...1200 0.017(3) on

4 1200...4000 0.108(8) on

Table 6.3: Integrated, average count rates of beam related background measured with both
magnetic �eld and detector HV switched o�.

towards the detector. Mainly electrons are detected, since protons and ionized residual
gas atoms have insu�cient energy to pass the dead layer of the detector.

When the detector HV is set on -15 kV, the low energetic tail of the electron spectrum
(e.g., all electrons with kinetic energies T<15 keV) is re�ected by the negative detector
potential. Now, low energetic electrons contribute to the spectrum and therefore the back-
ground count rate is slightly increased. Fig. 6.17 shows the measured spectra: In (a), the
neutron beam was switched on. The spectrum shows the continuous electron spectrum
between the electronic noise peak (left border) and the peak due to high energetic par-
ticles (right border). (b) shows a spectrum when the neutron beam was switched �o��.
The measured background with neutron beam on (c) and o� (d) is independent from the
APV-setting. This is an indication, that any observed APV-dependence of background
must be due to ionization of rest gas.

Tab. 6.4 lists the integrated count rates extracted at 780V APV. The background with
neutron beam �o�� (index 1, 2) is minimally increased compared to measurements without
magnetic �eld in tab. 6.3. The additional, charged background must be produced inside
the �ux-tube of aSPECT to reach the detector (e.g., by �eld emission at HV electrodes,
Penning discharges or trapped particles). The background level is negligibly low.

Index Integration window Count rate Neutron beam on/ o�

[ADC channels] [s−1]

1 100...1200 0.0506(88) o�

2 1200...4000 0.318(17) o�

3 100...1200 13.32(11) on

4 1200...4000 101.74(22) on

Table 6.4: Background count rates measured with detector HV switched o� and magnetic
�eld switched on. The neutron beam was �o�� (index 1, 2) or �on� (index 3, 4).



6.9 Appendix 9: Additional background studies 171

0 500 1000 1500 2000 2500
-310

-210

-110

1

10

Pulse height [ADC channels]

-1
C

o
u
n
t 
ra

te
 [
s

/A
D

C
 c

h
.]

(a) Spectrum for 50V APV with neutron beam
�on�.
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(b) Spectrum for 50V APV with neutron beam
�o��.
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(c) Count rates with neutron beam �on�.
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(d) Count rates with neutron beam �o��.

Figure 6.17: Data set: �060508_noHV�. Background measurements with detector HV
switched o�, but with main magnetic �eld on (B0=2.177T). (a) and (b) show
the pulse height spectra measured at 50V APV with neutron beam �on� and
�o��. The dominant contributions come from electronic noise (ADC ch 0...80)
and electrons at pulse heights around 2500 ADC channels. Protons and ion-
ized residual gas atoms have insu�cient energy to pass the dead layer of the
detector. (c) shows the measured integrated count rates with neutron beam
on (Status 3: ADC ch. 100...1200, ADC ch. 1200...4000). (d) shows the mea-
sured integrated count rates with neutron beam �o�� (Status 1 and 5: ADC
ch. 100...1200, ADC ch. 1200...4000). The integrated background count rates
show no APV-dependence. This is an indication, that rest gas ions must be
the constituents of APV-dependent background.
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Conclusion: The background studies in appendix 6.9.1 to 6.9.2 showed, that environmental
as well as beam related electron- and γ-background is independent from the APV-settings.

6.9.4 Analysis of APV-dependent background at standard
parameter settings

It had to be investigated, in which way the APV-dependent background measured with
neutron beam �o�� is related to the data taken with neutron beam �on�. In particular,
the applicability of the background subtraction method has to be proven. Several open
question arise in this context:

• Do the background peaks appear regularly or occasionally?

• Is there a correlation between measurements at shutter status 3 and shutter status
5?

• Can one extrapolate from background count rates with neutron beam �o�� to the
background with neutron beam �on�?

• What is the nature of the two background peaks?

• How are the background peaks depending on various spectrometer settings (e.g.,
detector HV, ExB drift potentials, neutron �ux, ME switched o�)?

• Is a correction on the APV-dependence of the background necessary and how can
it be implemented?

A short outline on the characteristics of the background peaks will answer some of these
questions. A proposal how to treat the APV-dependent background in data analysis will
follow afterwards. The focus of the outline will be on the discussion of a typical data set
�160508_night�.

Fig. 6.18a shows the integral count rates extracted in the PIW for shutter status 1 (red
dots) and 5 (blue squares) at di�erent APV-settings for a single data set �160508_night�.
Each data point in �g. 6.18(a) was calculated by averaging over all measurements of this
data set. Both shutter states di�er in their count rate characteristics: The count rates
at shutter status 1 are generally lower. In �g. 6.18b and c, the count rates are drawn
individually for the pulse height regions of peak1 (ADC ch. 300 to 450) and peak2 (ADC
ch. 500 to 600): At shutter status 1 (�g. 6.18b), peak1 increases minimally with the APV,
peak2 shows no dependence. At shutter status5 (�g. 6.18c), peak 1 increases as well with
the APV, peak2 shows up clearly for 0V and 50V APV. For APV-settings >50V, peak2
is not detected as a clear peak in the pulse height spectra on our level of statistical
accuracy. A closer look on the count rate distributions of about 540 sub-runs (about
t=17 h measurement time) in �g. 6.19 for di�erent APV-settings shows as well strong
systematic di�erences of the two background peaks: In the pulse height region of peak1
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(a) Shutter status 1+5, PIW. Data set: �160508_night�
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(b) Shutter status 1.

0 1 0 0 2 0 0 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0
0 , 0 0
0 , 0 2
0 , 0 4
0 , 0 6
0 , 0 8
0 , 1 0
0 , 1 2
0 , 1 4
0 , 1 6
0 , 1 8
0 , 2 0
0 , 2 2
0 , 2 4

S l o p e :  1 . 7 ( 1 ) * 1 0 - 4  [ s - 1 / V ]
   ( 3 0 0 . . . 4 5 0  A D C  c h . )

 Co
un

t ra
te 

[s-1 ]

 A P  v o l t a g e   [ V ]

 3 0 0 . . . 4 5 0  A D C  c h . ,  S t a t u s  5 ,  p e a k 1
 5 0 0 . . . 6 0 0  A D C  c h . ,  S t a t u s  5 ,  p e a k 2

 

 

(c) Shutter status 5.

Figure 6.18: Integral spectra with neutron beam closed (data set: �160508_night�, shutter
status 1 and 5). All count rates were extracted by averaging all measurements
at the given shutter state for a certain APV. (a) shows the spectra for the PIW.
(b) and (c) focus on the pulse height regions of the two background peaks:
300...450 ADC ch. for peak1, 500...600 ADC ch. for peak2. Peak2 shows up
only at shutter status 5 (red and blue triangles) and at APV-settings of 0V
and 50V. Peak1 is increasing for both shutter states with the APV.



174 Appendix

(see plots on the left side, (a)/(c)/(e)), the amount of measurements with non-vanishing
count rates (>0 [s−1]) increases with the APV for both shutter status 1 and 5. At status
1, the amount of measurements with 0 counts is overbalanced. In the pulse height region
of peak2 (see plots on the right side, (b)/(d)/(f)), most of the measurements at shutter
status 5 at 0V have count rates >0 [s−1], but nearly no measurements at status 1: Peak2 is
obviously beam related. Its source might be situated below the center of the AP electrode
since APV-settings ≥250V seem to block the particles that generate peak2. Low energetic
residual gas ions (< 250 eV) would be a possible explanation.

The following conclusions can be drawn: The production mechanisms, which induce
the background peaks, are not e�ective in all sub-runs of background measurements with
neutron beam �o��. Measurements with (at least) 1 or more counts in 10 s (i.e., ≥0.1 s−1)
should show more clearly the characteristic APV-dependence of those mechanisms. The
exclusion of measurements with low background count rates should increase the sensitivity
on the characteristics of the e�ects. The average environmental background determined
in sect. 6.9.2 for all APV-settings was already ≈0.05(1) s−1 (see �g. 6.17d). Therefore,
the exclusion of measurements with lower background count rates represents also a kind
of second order background subtraction. The procedure of excluding sub-runs can only
provide a qualitative approach to the strength of the mechanisms.

The vertical-bar charts in �g. 6.20 present the relative occurrence (in [%]) of back-
ground measurements with count rates >0 s−1 and >0.1 s−1. 100% indicates all sub-runs
at a given APV-setting of the data set �160508_night� (e.g., about 125 sub-runs at 50V
APV). The upper plots represent shutter status 1, the lower plots represent shutter status
5. The left side shows always peak1, the right side shows peak2. These charts emphasise
the dependence of the production mechanisms of both background peaks on the APV-
settings.

The exclusion of sub-runs was also applied to the integral spectra in �g. 6.21: In a �rst
step, all measurements of 0 s−1 count rate (red points) were excluded. In a second step,
count rates >0.1 s−1 (blue rectangles) were required. Due to the exclusion, the APV-
dependence of peak1 is increased by about a factor of 2 compared to the spectra in
�g. 6.18b and c. The maximum background count rate at 780V APV in the pulse height
region of peak1 is about 0.4−1.
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(a) 0V APV, peak1.
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(b) 0V APV, peak2.
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(c) 500V APV, peak1.
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(d) 500V APV, peak2.
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(e) 780V APV, peak1.
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(f) 780V APV, peak2.

Figure 6.19: Count rate distributions extracted from all measurements with neutron shut-
ter closed (shutter status 1 and status 5) of a typical data set �160508_night�.
The count rates are shown for the pulse height regions of the two background
peaks. (a), (c) and (e) represent peak1: ADC ch. 300...450. Measurements with
high count rates appear more often at high APV-settings (e.g., 780V) than at
low settings (e.g., 50V). (b), (d) and (f) represent peak2: ADC ch. 500...600.
For APV-settings <250V at shutter status 5, the amount of measurements
with high count rates is strongly increased.
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(b) Status 1, peak2.
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(c) Status 5, peak1.
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(d) Status 5, peak2.

Figure 6.20: Relative occurrence of measurements >0 and >1 count (i.e., count rates
>0 [s−1] and >0.1 [s−1], respectively) with neutron shutter closed. 100% indi-
cates all measurements at a given APV-setting of the data set �160508_night�
(e.g., about 125 sub-runs at 50V APV). The plots are subdivided by the shut-
ter states (1 and 5) and by the pulse height regions of the two background
peaks. Peak1 (ADC ch. 300 to 450) appears by a factor of 2-3 less often at
shutter status 1 (a) than at status 5 (c). Count rate contributions to peak2
(ADC ch. 500 to 600) at status 1 (b) show no APV-dependence. At status 5
(d), increased count rates appear in 85% of the 0V and 65% of the 50V APV
measurements. The graphs show, that the occurrence of both peaks varies
systematically with the APV.
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(a) Status 1, peak1.
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(b) Status 1, peak2.
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(d) Status 5, peak2.

Figure 6.21: Integral spectra at shutter status 1 and 5. All count rates were extracted by
averaging only measurements with more than 0 or 1 count in 10 sec measure-
ment time. (a) and (c) show the spectra for peak1, (b) and (d) for peak2. It
is obvious, that the e�ect that produces peak1 has a small linear dependence
on the APV. This might be the background source which we observed in the
FRM-II beam time. It is strongly reduced, since the detector HV settings were
reduced from -35 kV to -15 kV for the ILL beam time. This resulted in drasti-
cally decreased �eld emission current which was pointed out in sect. 3.6.2 as
a primary source for the APV-dependent background.
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6.9.5 Background in the pulse height regions (IIIa) and (IIId)

Apart from peak1 and peak2, the background measured with neutron beam �o�� in the
pulse height regions (IIIa) ADC ch. 80 to 300 and (IIId) ADC ch. 600 to 1200 should be
discussed: (IIIa) shows average count rates which are comparable to the two background
peaks in the regions (IIIb) and (IIIc). But there is no peak structure visible. Fig. 6.22
shows the count rate dependence on the APV which is statistically insigni�cant. For that
reason it is not important to treat this region separately. In the pulse height region ADC
ch. 600 to 1200 nearly no events are measured. The average count rate is about a factor
of 10 lower than in the other 3 regions and as well constant for all APV-settings.
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(b) ADC ch. 80 to 300, status 5.

Figure 6.22: Integral spectra in the pulse height region ADC ch. 80 to 300 for shutter status
1 (a) and 5 (b). The plots show no signi�cant dependence on the APV.

6.10 Appendix 10: Studies on the nature of

APV-dependent background

In this section, some characteristics of the APV-dependent background will be investigated
from measurements at non-standard parameter settings. As introduced in sect. 3.6.2, the
electromagnetic �eld con�guration of aSPECT automatically shows penning trap char-
acteristics (see �g. 3.28 and �g. 6.23). Two regions are of main interest: (1) The trap for
positive charged particles (e.g., protons) between the AP and the ME. (2) The trap for
negative charged particles (e.g., electrons) between the lower and the upper ExB-drift
electrode. During the ILL beam time, we performed various systematic measurements in
order to study the properties of these particle traps under variation of essential parameter



6.10 Appendix 10: Studies on the nature of APV-dependent background 179

settings (i.e., electric potentials, neutron beam width, magnetic �eld strength). For non-
standard settings, non-statistical contributions to the count rates might be higher and
additional e�ects may appear (e.g., changes in the spectral shape). These observations
can be used for deducing a qualitative description of the trapping e�ects. This section
will focus on the in�uence of trapping e�ects on the APV-dependent background. Mainly
the nature of background peak1 will be investigated. Tab. 6.5 lists �ve data sets and their
speci�c parameter settings. These data sets will be discussed on-going.

Data set Speci�c settings

(1) 190508_lExB lower ExB held on (a) -2.47/ 0V and (b) -10.6/ 0V

(2) 150508_night neutron beam width reduced to 20mm

(3) 060508_night detector at -10 kV HV

(4) 090508_MirrorO� ME grounded

(5) 210508_night main magnetic �eld reduced to 30A

Table 6.5: Data sets used for description of APV-dependent background.

Lower ExB: 
(1) -2.47/ 0 V, 
(2) -10.6/ 0 V   AP: 0...+780 V

Detector cup:
   -15kV

DV

Upper ExB:
  -2/ -2 kVME: +1kV
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Figure 6.23: Scheme for the discussion of data set �190508_lExB�. Top: The electrode
system of aSPECT showing the traps for positive (orange region) and negative
(green region) charged particles. Only the most relevant electrodes are shown.
Bottom: Schematic shape of the electric potential in the regions of interest.
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6.10.1 Studies on lower ExB drift potential

The variation of the lower ExB drift potential is helpful to study the mechanisms of �lling
and emptying of the particle trap between AP and ME. For an e�ective emptying, a drift
potential of several hundred eV was proposed by F. Glück (e.g., voltages of -200/ 0V or -
1000/ -50V were applied during standard operation). For the data set �190508_lExB�, the
lower ExB-drift electrode was set on voltages which were well below these recommended
settings: About 100 single measurements (at 0, 50 and 780V APV) were performed for
�ExB�-voltages of (a) -2.47/ 0V and about 170 for (b) -10.6/ 0V (a scheme is drawn in
�g. 6.23). An insu�cient emptying of the trap leads to unstable conditions: The trapped
protons can gain (or lose) energy in particle collisions with the residual gas atoms and
thus may pass the AP potential. At 780V APV all protons get trapped, so the e�ect
should be maximal there.

The plots in �g. 6.24 show the impact of the lowered drift potential at the lower
ExB-electrode measured at 780V APV: For the setting (a) (i.e., -2.47 eV drift potential),
the count rates with neutron beam �on� are �uctuating non-statistically. The average
count rate is about a factor of 1.5 higher compared to measurements under standard
parameter settings. The �uctuations are non-statistical and persist in the measurements
with neutron beam �o�� (c). The background count rates with neutron beam �o�� are
highly increased, in particular at shutter status 5. For setting (b) (i.e., -10.6 eV drift
potential), the �uctuations are reduced. But the average background level with shutter
closed (d) is still slightly increased. Tab. 6.6 compares the average count rates for both
ExB-settings (see the discussion in the caption).

Trapped protons (or positive charged residual gas ions) can leave the trap via the AP
electrode in random �ushes as illustrated by �g. 6.25. The count rate �uctuations depend
strongly on the settings of the lower ExB-electrode: For the lowest setting of -2.47/ 0V
(red points), the count rates start to �uctuate as soon as the shutter is opened. Even when
the shutter gets closed, particles are detected for up to 10 s. For the standard setting of
-200/ 0V (black points), the count rates are statistically distributed and stable in time.
When the neutron beam gets closed, the count rates drop back immediately to a typical
background level.

The pulse height spectrum at 780V APV with neutron beam �o�� (status 5) in �g. 6.26
shows a previously unobserved peak structure. Beside peak1 (ADC ch. 300 to 450), which
was so far dominant at 780V (at standard settings), also peak 2 (ADC ch. 500 to 600) is
clearly visible in the rebinned spectrum (b). Furthermore, a third peak �peak0� shows up
around ADC ch. 100 to 300. At standard settings, only peak1 could be discovered at 780V
APV (see �g. 4.25b). Apparently, the standard drift potential suppresses the appearance
of peak0 and peak2 (at 780V APV).

Fig. 6.27 illustrates the dependence of the average count rates with neutron beam
�o�� (status 5) on the APV (in the respective pulse height regions of the 3 peaks). For (a)
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(d) Lower ExB: -10.6/ 0V; status 1 and 5

Figure 6.24: Count rate distributions in the PIW for all 780V APV measurements of data
set �190508_lExB�. (a) and (b) show the count rates with open shutter, (c) and
(d) with shutter closed. Obviously, the increased drift potential (-10.6/ 0V)
stabilizes the count rate �uctuations and reduces the total count rate, too
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Lower ExB Count rate Count rate Count rate

settings status 3 [1/s] status 1 [1/s] status 5 [1/s]

(a) -2.47/ 0V 14.6±1.0 0.153±0.046 5.3±1.0

(χ2=54)

(b) -10.6/ 0V 10.20±0.09 0.147±0.037 0.68±0.17

(χ2=1.07)

Table 6.6: Average count rates (data set: �190508_lExB�) in the PIW at 780V APV. The
data set is split into two parts of di�erent settings of the lower drift voltages:
(a) -2.47/ 0V, (b) -10.6/ 0V. The count rates of (a) are �uctuating stronger
with open and closed shutter. χ2 = 54 indicates that the count rate distribution
is non-statistical. Whereas the count rates of (b) are statistically distributed
(χ2 ≈ 1). The measurements with neutron beam �o�� show, that the �uctuations
are beam related and correlated to trapped particles: Before the neutron beam is
opened (status 1), the count rates for both lower ExB settings are the same and
comparable to measurements at standard settings. After the beam was opened
and closed again (status 5), the count rate in (a) is by a factor of about 15
higher compared to standard settings. For the settings used in (b), the count
rate is strongly reduced but still by a factor of about 1.8 higher than at standard
settings. Obviously, the lower ExB-drift potential had to be increased further to
provide stable conditions.
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Figure 6.25: Time sequence (1s/bin) of measurements at 780V APV for di�erent settings
of the lower ExB-electrode: (a) -2.47/ 0V (red), (b) -200/ 0V (black). The
thick vertical lines (dashed) denote, when the neutron beam was opened and
closed. The count rates for (a) �uctuate strongly in time and show unsteady,
random phases of increased count rates. When the neutron beam is closed,
the count rates need about 10 s to fall back on the initial background level.
In case of (b), the count rates are statistically distributed. When the beam is
closed, the count rates drop immediately.
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(a) 780V APV, status 5.
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(b) 780V APV, status 5, rebinned.

Figure 6.26: Lower ExB: -2.47/ 0V. A so far unobserved peak structure for 780V APV
appears in the rebinned spectrum (b): Beside peak1, which is dominant for
standard settings, also peak2 appears. An additional peak (peak0) shows up
between ADC ch. 100 and 300. Obviously, the ExB-drift at standard settings
is more e�ective and suppresses peak0 and peak2 (see �g. refSpectraShut-
terS5b).

-2.47/ 0V, the count rate of peak1 increases strongly with the APV. Peak0 and peak2 are
somewhat higher at 780V APV than at lower APV-settings. The reason is the depth of
the particle trap between AP and ME (see also �g. 3.28 in sect. 3.5.2) which exalts with
the AP potential. The more particles stored, the higher gets the collision rate. Collisions
enable particles to pass the AP. For (b) -10.6/ 0V the count rates behave already like for
standard settings but on a slightly increased absolute level. At 780V APV there is no
clear peak observed anymore in the pulse height region of peak2. Peak0 is constant for all
APV-settings.

Another alteration is apparent in the spectra with open shutter in �g. 6.28: At 780V
APV, peak1 and peak2 are clearly visible in (a) for a lower ExB-setting of -2.47/ 0V.
Compared to a spectrum measured with an ExB-setting of -10.6/ 0V in (b), the peaks
are reduced but they remain still observable. This suggests that even this setting is still
to low to provide stable trap cleaning conditions. Trap cleaning and �lling have to be in a
stable equilibrium, therefore the minimal drift potential that we applied was -200/ 0V. In
most measurements, the voltage setting of the lower ExB-drift electrode was -1000/ -50V.
We observed no signi�cant di�erence in the measured background between these settings
at shutter status 1 and 5.

Correlations between shutter status 3 and status 5:
Correlations between measurements with open and closed neutron shutter could deliver
informations on the characteristics of the APV-dependent background. For example, two
questions arise from the previously discussed background measurements: (1) Does an
increased count rate with open neutron beam indicate also a high count rate with neutron



184 Appendix

0 2 0 0 4 0 0 6 0 0 8 0 0
0 , 0

0 , 5

1 , 0

1 , 5

2 , 0

2 , 5

3 , 0

3 , 5
 

 

1 9 0 5 0 8 _ l E x B ,  ( - 2 . 4 7 /  0 V ) ,  p e a k 0
1 9 0 5 0 8 _ l E x B ,  ( - 2 . 4 7 /  0 V ) ,  p e a k 1
1 9 0 5 0 8 _ l E x B ,  ( - 2 . 4 7 /  0 V ) ,  p e a k 2

Co
un

t ra
te 

[s-1 ]

A P  v o l t a g e  [ V ]

(a) Lower ExB: -2.47/ 0V.

0 2 0 0 4 0 0 6 0 0 8 0 0
0 , 0

0 , 1

0 , 2

0 , 3

0 , 4

0 , 5

0 , 6
1 9 0 5 0 8 _ l E x B ,  ( - 1 0 . 6 /  0 V ) ,  p e a k 0
1 9 0 5 0 8 _ l E x B ,  ( - 1 0 . 6 /  0 V ) ,  p e a k 1
1 9 0 5 0 8 _ l E x B ,  ( - 1 0 . 6 /  0 V ) ,  p e a k 2

 

Co
un

t ra
te 

[s-1 ]

A P  v o l t a g e  [ V ]

(b) Lower ExB: -10.6/ 0V.

Figure 6.27: Average count rates at shutter status 5 for the data set �190508_lExB�'
(peak0: ADC ch. 80 to 300, peak1: ADC ch. 300 to 450, peak2: ADC ch. 500 to
600). In (a), the count rate for peak1 increases strongly with the APV-setting.
Peak0 and peak2 are higher at 780V APV than at lower APV-settings. In (b),
peak0 is suppressed and shows no dependence on the APV. The increase of
peak1 is still stronger than for measurements with standard settings.
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Figure 6.28: Spectra with open neutron shutter. (a) Lower ExB: -2.47/ 0V. The two peaks,
which where previously only detected for closed shutter, appear clearly in the
spectrum for 780V APV. (b) By increasing the drift potential (-10.6/ 0V, red
spectrum), the peaks are reduced but peak1 can be still observed.
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beam closed? (2) Is the average amount of APV-dependent background with open neutron
beam comparable to the average APV-dependent background with neutron beam closed?
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(b) Data set: �190508_lExB�. Lower ExB-
settings: -2.47/ 0V.

Figure 6.29: Correlation plots for 780V APV between measurements at shutter status 3
(x-axis) and status 5 (y-axis). Each point corresponds to a single measurement
�le. The integration window was chosen to be ADC ch. 300 to 450 (peak1)
since peak1 is dominant for 780V APV. In both cases, there is no signi�cant
correlation observable, although the background with closed shutter is highly
increased in (b). This supports the assumption that the e�ect is �uctuating
non-statistically.

Only measurements at 780V APV are sensitive to possible correlations in the pulse
height region of peak1 (ADC ch. 300 to 450): With open neutron shutter (status 3), the
statistical error of a single measurement is about ±0.2 s−1. With neutron shutter closed
(Status 5), the average count rate for peak1 is also about 0.2 s−1 but single measurements
show count rates up to 2 s−1. If these high count rates at status 5 would be correlated
to high count rates at status 3, the 780V APV measurements should be sensitive to this
correlation. Measurements at lower APV-settings are insensitive since their statistical
error with open neutron beam is too high.

Fig. 6.29 shows two correlation plots (status 3 vs. status 5) for all 780V mea-
surements of the data sets (a) �190508_night� (standard settings: -1000/ -50V) and
(b)�190508_lExB� (ExB-settings: -2.47/ 0V). In �g. 6.29a, no signi�cant correlation is
visible. In �g. 6.29b, the detected amount of APV-dependent background was strongly
increased due to the reduced ExB-settings at the lower ExB-drift electrode. Therefore, a
possible correlation is supposed to be stronger. But even under that extreme conditions,
the measurements with open and closed neutron beam show no signi�cant correlation. The
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correlation plots support the thesis, that APV-dependent background is not permanently
produced but occurs randomly.

6.10.2 Background study with reduced neutron beam

(1) 45 mm width of diaphragm P2: 

 

 

 

 

 

 

 

(2) 20 mm width of diaphragm P2: 
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Figure 6.30: Scheme concerning the internal beam line for di�erent widths of the diaphragm
P2: (1) 45mm and (2) 20mm. Obviously, the direct irradiation of diaphragms
downstream of P2 is stronger for the standard beam width (1). Scattering and
backscattering e�ects are not included in this scheme. Please note, that the
dimensions in the two plots are not at scale.

For edge e�ect studies (see sect. 3.6.3), an additional diaphragm was inserted in front of
the entrance window of aSPECT for some data sets. It reduced the neutron beam width
from 45 to 20mm whereas the height stayed constant. The additional diaphragm decreases
the total neutron �ux through aSPECT by a factor of about 1.85 (calculated �ux). But
the neutron �ux through the e�ective �ux-tube is only reduced by a factor of about
1.1: The additional diaphragm absorbs mainly neutrons from the edges of the neutron
beam (see beam pro�les �g. 3.18e/f and �g. 3.19c). But these edges are not completely
imaged via the decay protons onto the detector. The reduced beam width reduces the
amount of neutrons that decay outside the �ux-tube by a factor >10. Fig. 6.30 shows
schematically the impact of the additional diaphragm on the neutron beam. One of the
data sets measured with 20mm beam width is �150508_night�. Apart from the beam
width, �150508_night� has the same parameter settings as �160508_night� (see tab. 4.2
and tab. 4.4). The average proton count rate in the PIW is reduced by a factor of 1.12
with the additional diaphragm, whereas the count rate at 780V APV (mostly from decay
electrons) is not a�ected as listed in tab. 6.7. For the discussion of the background behavior
with reduced beam width, the amount of electrons that is imaged onto the detector will



6.10 Appendix 10: Studies on the nature of APV-dependent background 187

Data set Proton count rate [1/s] Electron count rate [1/s] Beam width at the

ADC ch.80...1200 ADC ch. 80...4000 Entrance Window

at 50V APV at 780V APV

150508_night 419.5(3) 97.52(8) 20mm

160508_night 471.5(3) 97.45(8) 45mm

Table 6.7: Comparison of count rates of data sets with 20mm and 45mm neutron beam
width.

be of minor impact. But a short remark on the expected electron count rates should be
foreclosed. The electrons imaged onto the detector split up into 2 categories (see also
sect 4.8): First, there are electrons which are emitted inside the decay volume into the
upper hemisphere of the spectrometer and follow the �ux tube towards the detector. The
second category are backscattered electrons. For example, electrons emitted into the lower
hemisphere and re�ected (backscattered) on the surface of an electrode, the wires of the
grid electrode (e1) or the bottom �ange of aSPECT. The analysis of measurements with
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Figure 6.31: Data set �150508_night�: Measurements with neutron beam closed (status 5)
with a reduced beam width of 20mm. In the measured pulse height spectra,
no background peaks are visible. Therefore the count rates in plot (a) and (b)
show no dependence on the APV.

neutron beam �o�� of data set �150508_night� (with reduced beam width) unfolds new
information on the origin of the background peaks: Neither peak1 (ADC ch. 300 to 450)
nor peak2 (ADC ch. 500 to 600) is visible in the pulse height spectra at any APV-setting.
Even by exclusion of measurements without any event in the pulse height region of peak1
and peak2 in 10 s measurement time, no dependence on the APV can be observed as shown
in �g. 6.31. The average count rates are on the level of the environmental background (i.e.,
≈0.05 [s−1]). Measurements without events in the pulse height region of peak1 and peak2
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are dominant. The vertical-bar charts in �g. 6.32a illustrate, that less than 30% of the
measurements show a contribution to peak1 at all APV-settings. And less than 15% of the
measurements show a contribution to peak2. Fig. 6.32b shows the same plot for data set
�160508_night� with standard beam width for comparison. The production mechanisms
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(b) Data set: �160508_night�.

Figure 6.32: Amount of single measurements with >0 counts in 10 s for neutron beam
closed (status 5). In (a), the beam was reduced to 20mm in front of the en-
trance window. (b) has a width of 45mm at that position. All other parameter
settings were identical. Obviously, in data set �150508_night� nearly no mea-
surements with background counts occur, neither in the pulse height region
of peak1 nor of peak2.

which are responsible for the APV-dependent background, are obviously suppressed or at
least reduced below the statistically detectable level for a narrow beam of 20mm width.
There are two feasible explanations for that observation:
(1) The reduced neutron �ux also reduces the total amount of decay electrons in the
region of the DV. Therefore, less electrons are available for ionization of residual gas and
for the production of secondary electrons.
(2) Moreover, the narrow beam reduces the irradiation of all parts of the internal beam line
downstream of the diaphragm P2: In particular, the MgAl3Zn1 entrance window and the
LiF-pieces of the diaphragms. Both produce γ-radiation of several MeV energy by (n,γ)-
reactions [73], [74]. For 6Li, this process is suppressed by a factor of 10−4 but still about
105 s−1*cm−2 γ�s might be emitted. Additionally, one has to take into account neutrons
which are scattered and backscattered on the LiF diaphragms. The high energetic γ�s
may interact with the surfaces of, for example, the DV electrode (cold coated copper),
the grid of the mirror electrode or the bottom �ange (stainless steel) and can produce
secondary electrons by Compton scattering and Pair Production. The secondary electrons
can ionize residual gas.

From the measurements taken at ILL, it is not possible to distinguish which of the two
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processes is dominant. But for future beam times I recommend further tests with di�erent
beam widths (e.g., 25mm, 30mm, 35mm). For example, a retractable diaphragm could be
implemented in front of the external diaphragm P2 using a linear vacuum feed-through.
Via an additional vacuum chamber, separated by a valve, the diaphragm could be easily
replaced. The aim would be to �nd a good compromise between the detected amount
of APV-dependent background (with its corresponding systematic corrections in data
analysis) and the beam pro�le. A reduced beam width results in a stronger edge e�ect
at the detector (see sect. 3.6.3). The combined errors from the edge e�ect correction and
from the correction on APV-dependent background must be minimized.

6.10.3 Background study with lower detector HV and 2 detector
pads (peak1)

50V AP voltage, -10 kV detector HV
 50V AP voltage, -15 kV detector HV
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Figure 6.33: Comparison of pulse height spectra measured at 50V APV for -10 and -15 kV
detector HV. The proton peak shifts about 220 ADC channels whereas the
small peak on the right tail shifts by about 265 ADC channels. The number
of channels is not directly proportional to the energy di�erence of 5 keV: The
energy loss in the dead layer of the detector is energy dependent at low proton
energies of several keV ([32]).

When we ramped up the detector HV in the beginning of the beam time, persistent leak-
age currents and resulting discharges forced us to stop at -10 kV. Therefore, we measured
for several days with this lower HV setting and waited for better HV-conditioning. Un-
fortunately, one of the discharges damaged the outer detector pads (channel 5 and 7)
and we could only measure with the central pad. Surprisingly, one of the outer channels
(ch.5) �resurrected� for one day during data set �060508_night�. Although the reason for
that stayed undetermined, this was the only recorded data set with 2 detector pads. It
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could contain additional informations on the o�-center characteristics of the proton beam
and the APV-dependent background. The outer detector channels could show e�ects in-
duced by particles or radiation hitting the electrode system. Therefore, they could be an
indicator for the discussed irradiation of electrodes in the DV.

Nevertheless, malfunctions of detector ch.5 during the data set �060508_night� could
not be excluded in the o�-line data analysis (e.g., if the trigger settings and ampli�cation
were comparable to the central detector pad ch. 6). Therefore, the main observations will
be of qualitative nature: (1) The proton peak at -10 kV detector HV is by about 220 ADC
ch. shifted to lower pulse heights (compared to -15 kV) as shown in �g. 6.33. The number
of ADC ch. is not directly proportional to the di�erence of the proton impact energy
(-5 keV): The energy loss in the dead layer of the detector depends as well on the impact
energy for low energetic protons of several keV (see sect. 3.5, eq. 3.39) [32].

(2) The spectral shape measured at -10 kV detector HV di�ers from detector ch.5 to
ch.6 as illustrated by the plots in �g. 6.34. The electronic noise peak is shifted to higher
ADC channels for detector ch.5. The proton peak is wider and shifted to lower ADC
channels. Therefore, the separation from the electronic noise peak is much worse. For the
comparison of count rates, the lower integration limit had to be increased from ADC ch.
80 to 120. The electron count rate measured at 780V APV (�g. 6.34b) in the limits ADC
ch. 120 to 4000 is 121.28(17) s−1 for detector pad ch.5 and 100.83(15) s−1 for ch.6 (i.e.,
a deviation of 20.45(23) s−1 or about 20%). The higher electron count rate on the outer
detector ch.5 might be an indication for the discussed primary irradiation of electrodes
by γ�s, neutrons and decay electrons. The proton count rates di�er also but are higher
for the central ch.6 as shown in �g. 6.35.

(3) In the spectra with neutron beam �o�� (status 5) (see �g. 6.36a at 780V APV),
there is only one background peak (peak1) clearly visible for all APV-settings. Its intensity
increases linearly with the APV as shown in �g. 6.36b. The APV-dependence is comparable
to measurements at -15 kV detector HV. The observed background peak is centered at
ADC ch. 230± 5 (for 780V APV) which is about 188 ADC channels lower than for -
15 kV detector HV. The shift indicates that protons or positive charged ions generate
peak1. A possible explanation for the absence of background peak2 would be the negligible
production of initial electrons by �eld emission at the detector cup (e17) at -10 kV.

6.10.4 Background study without electrostatic mirror (peak1)

For several systematic tests we grounded the electrostatic mirror electrodes e1 and e2. We
performed one long-time measurement (data set �090508_MirrorO��) in this con�guration
at -10 kV detector HV. There is no comparable data set available at -15 kV detector HV
which has su�cient statistical accuracy. Hence, only the impact on background peak1
could be studied and compared to the previously discussed measurement �060508_night�
(all other parameter settings are equal).
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Figure 6.34: Spectra measured at -10 kV detector HV with neutron beam �on� (status 3)
for data set �060508_night�. Two detector pads were working: Ch.6 is the
central pad which was working all the time. Ch.5 was only working during
that data set, but it is not clear, if it was working properly! (a) 50V APV
spectra: Ch.5 has a higher electronic noise level and the proton peak is wider
and shifted. The spectra are rebinned to show more clearly the peak on the
right tail of the proton peak which looks more �at for ch.5. (b) 780V APV:
Ch.5 shows a higher level of electron background in the entire spectrum and
about +20 s−1 between ADC ch. 120 to 4000.- The electron peak on the right
border of the spectrum has a broader shape compared to channel 6.
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Figure 6.35: Count rate di�erence between detector ch.6 (central pad) and ch.5 after sub-
traction of 780V background. The count rates were extracted in the limits
ADC ch. 120 to 900.
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Figure 6.36: (a) Spectrum for 780V APV with neutron beam �o�� (status 5). Only one
peak is clearly visible around ADC ch. 230. The dependence on the APV
in (b) is comparable to the behavior determined for background peak1 at -
15 kV detector HV. Both detector channels detect this peak, ch.5 with a lower
intensity. Peak2 can not be detected for any APV.
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Figure 6.37: Scheme for the discussion of data set �090508_Mirror_O��. Top: The elec-
trode system of aSPECT. Bottom: Schematic shape of the electric potential
in the regions of interest. The main trap for protons between AP and ME is
not e�ective when the ME is grounded. Only a small trap remains between
AP and the magnetic mirror below the center of the DV.

Without electric mirror potential, the particle trap for positive charged particles be-
tween the ME and the AP is not e�ective anymore. Only a small trap of minor depth
between AP and the magnetic mirror below the center of the DV remains (see: magnetic
�eld shape in �g. 3.20a). A scheme of the electromagnetic setup without ME is drawn in
�g. 6.37 as a reminder. Fig. 6.38 shows the count rates with neutron beam �o�� in the
integration window ADC channel 160 to 440 (peak1). They were extracted in the same
integration limits as for �060508_night� before. The slope of the linear �t is equivalent
to the one in �g. 6.36b for detector ch.6. Obviously, not the proton trap is dominant for
the production of background peak1 but the electron trap between lower and upper ExB
drift electrode. This explains also the linear dependence of the background count rates on
the APV: The depth of the trap increases with the AP potential. Thus, more electrons
can be trapped which can ionize residual gas.

The measurements for shutter status 5 were recorded over a longer time, 30 s instead
of 10 s. The count rate distributions in �g. 6.39a and (b) con�rm the assumption that
the production mechanism of background peak1 is e�ective all the time and �uctuates
randomly (e.g., even 22 s after the neutron beam was closed in (b)).
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Figure 6.38: Measurements at -10 kV detector HV with neutron shutter closed (data
set �090508_MirrorO��). The electrostatic mirror electrodes e1/ e2 were
grounded. Thus, the trap for positive charged particles between AP poten-
tial and ME was switched o�. Only a small amount of particles could be
trapped between DV and AP due to the magnetic mirror e�ect. Nevertheless,
a background peak around ADC ch. 220 could still be observed. Its depen-
dence on the APV is comparable to the data set �060508_night� in �g. 6.36b
(blue line for channel 6).
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Figure 6.39: Count rate distribution in the pulse height region of background peak1 (ADC
ch. 160 to 440) for shutter status 5 of the data set �090508_MirrorO��. The
measurements were 30 s instead of 10 s long. Obviously, the count rate �uctu-
ates and the source for that background peak is e�ective all the time.
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6.10.5 Background study with reduced main magnetic �eld
(peak1)

In the last days of the beam time, we reduced the main �eld current from 70A to 30A
in order to test the in�uence of non-adiabatic proton motion on the coe�cient a. This
corresponds to a magnetic �eld strength of B0 ≈ 0.933 [T] in the DV and BA ≈ 0.189 [T]
in the AP. Apart from the fact, that the adiabatic approximation does not hold, the
reduced �eld strength increases the gyration radii of protons. Therefore, the imaging of
the DV area on the detector is less focused and might include some new information on
the background. Fig. 6.40 shows the dependence of background peak1 for shutter status
1 and 5. It looks di�erent to previous results: For both shutter states, the count rates
increase clearly linearly and are maximal for 780V APV. The slope is by a factor of 2
higher than for measurements at 70A main current. Calculations of proton trajectories
in [30] might help to draw a more quantitative conclusion from this observations.
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Figure 6.40: Data set: �200508_night�. The main �eld current was reduced from 70A to
30A. Count rates for background peak1 with neutron shutter closed (status 1
and 5) are drawn. Obviously, the count rates depend linearly on the APV, the
slope is increased by a factor of about 2 compared to measurements at 70A. It
can not be answered by this measurement, why the e�ect that produces peak1
is strengthened. Generally, the proton trajectories are in�uenced by the lower
magnetic �eld and the impact of non-adiabatic motion. Also the focusing onto
the detector is di�erent to standard parameter settings, a wider neutron beam
is �seen� by the detector.
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6.11 Appendix 11: Additional TOF-studies

6.11.1 TOF-spectra I: Impact of ExB drift electrodes

The upper ExB-drift electrode (see �g. 3.9) was kept on 3 di�erent voltage settings: (1)
-2/ -2 kV, (2) -4.2/ -0.2 kV and (3) -3.7/-4.3 kV. Setting (1) introduces no drift and (2) a
strong drift whereas the average acceleration potential on the �ux-tube axis is close to -
2 keV as well. The in�uence of these two settings can be seen in �g. 6.41. All measurements
with setting (1) show higher count rates for short time di�erences. The average count rates

(1) upper ExB: (2) upper ExB:

APV -2/ -2 kV -4.2/ -0.2 kV Ratio Di�erence

[V] Count rate [1/s] Count rate [1/s] (1)/(2) (1)-(2)

50 45.9(9) 35.3(7) 1.30(4) 10.6(11)

400 18.8(7) 14.4(6) 1.31(7) 4.4(9)

600 3.26(29) 2.50(23) 1.30(17) 0.76(37)

Table 6.8: Average count rates measured at the upper ExB settings (a) and (b) by inte-
grating from 0 to 100µs coincidence time di�erence. The ratio stays constant.

extracted from the coincidence time interval 0-100µs are listed in tab. 6.8. The rates are
a factor of 1.3 higher for measurements with settings (1) -2/-2 kV in the upper ExB
electrode. The ratio stays constant for all APV-settings. The total proton count rates
extracted from pulse height spectra in the PIW (i.e., correlated and uncorrelated proton
events) do not show such high deviations as shown by �g. 6.42 (e.g., 2.06(43) [1/s] instead
of 10.6(11) [1/s] at 50V APV). This count rate di�erence might be due to the changed
alignment of the �ux-tube onto the detector for both upper ExB-settings. Thus, one can
conclude that some coincidences get lost (at the edges of the detector) due to the spatial
separation of electrons and protons by the ExB-drift. The amount of detected electrons
in the EIW is comparable for all measurements and therefore not responsible for the
reduction of coincidences. The lower ExB electrode in�uences as well the TOF-spectra.
Two standard settings were used: (a) -1000/ -50V and (b) -200/ 0V. Fig. 6.43 shows the
comparison of spectra for both ExB settings at -10 and -15 kV detector HV. In both cases,
the weaker drift corresponds to higher count rates. But the higher average potential with
setting (a) shows a minimal shift of the shortest �ight times (5-7.5µs). Although the
shortest time di�erence was calculated to be about 6µs, all spectra start earlier at about
5µs. This fact can be explained by the occurrence of uncorrelated events. G. Konrad
discusses simulations on the in�uence of the ExB-drifts on the TOF-Spectra in [30].
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(b) 50V APV, zoom.
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(d) 400V APV, zoom.
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(e) 600V APV.
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(f) 600V APV, zoom.

Figure 6.41: TOF-spectra for di�erent upper ExB voltage settings: (1) -2/-2 kV and (2)
-4.2/-0.2 kV. The count rates for the setting (2) are lower than for (1). At
the edges of the detector, some of the coincidences might get lost due to the
drift in (2) that spatially separates coincident events. In addition, the TOF-
spectra are distorted minimally for short time di�erences (5-8µs). This can be
explained by the di�erent acceleration potentials: For setting (1), all protons
see a mean potential of -2 keV. For setting (2), protons at the borders of the
�ux-tube might see potentials of >-3 keV and <-1 keV. The position of the
maximum shifts as shown in the zoomed plots (b, d, f). The blue and red
lines are Gaussian �ts at the peak positions.
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Figure 6.42: Count rate di�erences (1-2) between measurements at di�erent settings of the
upper ExB voltages: (1) -2/ -2 kV and (2) -4.2/ -0.2 kV. The count rates were
extracted from proton pulse height spectra (correlated and uncorrelated pro-
ton events) measured at -15 kV detector HV in the PIW. They are much lower
compared to the count rate di�erences in tab. 6.8, which were extracted from
TOF-spectra (only correlated proton events) in a coincidence time interval
from 0 to 100µs.
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(a) -10 kV detector HV.
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(b) -15 kV detector HV.

Figure 6.43: In�uence of lower ExB drift on the TOF-spectra. The red curves always cor-
respond to -200/ 0V and the blue curves to -1000/ -50V. In (b) a second
spectrum (green) for -1000/ -50V lower ExB potential but -4.2/ 0.2 kV in the
upper ExB is included. It points out the dominant in�uence of the upper
ExB on the shape of the TOF-spectrum at very short time di�erences (about
5-7.5µs)
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6.11.2 TOF-spectra II: Backscattered electrons

For the major fraction of detected coincidences the electrons were emitted in the upper
and the protons in the lower hemisphere (type (1) in �g. 4.45). By grounding the mirror
electrode, mainly events of type (2) can occur in which backscattered electrons play a
crucial role. Fig. 6.44 illustrates the results of these measurements.
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(a) Mirror on/ o�, 50V APV, -10 kV det. HV.
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(b) Mirror on/ o�, 50V APV, -15 kV det. HV.
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(c) Mirror o�, 50V APV, -15 kV det. HV. Zoom.

Figure 6.44: Measurements with and without ME. (a) Taken from the data sets
�060508_night� and �090508_MirrorO�� at -10 kV. (b) Data set �140508_Mir-
ror_rate� at -15 kV measured with reduced beam width of 20mm (see pro�le
in �g. 3.19, but the detected proton count rate with reduced neutron beam
width is only by a factor of 1.1 lower. Therefore, the results are comparable
to (a). In the zoom (c), two peaks are observed: The �rst one corresponds
to coincidences by backscattered electrons (type 2 in �g. 4.45) and the second
one to direct electrons with protons emitted in steep angles in the upper hemi-
sphere (type 1c in �g. 4.45) as calculations by G. Konrad showed. From these
spectra and further calculations a count rate of 20-30 s−1 would be possible
for backscattered electrons.
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6.12 Appendix 12: A �rst implementation of a

calibration source

As discussed in sect. 3.6.1 an accurate knowledge of the transmission function is recom-
mended. One possibility is to scan the transmission function by a mono-energetic calibra-
tion source. The best way would be to place it inside the DV moveable in x-y-direction
(z=0). Since the time between the FRM-II and ILL beam time was too short, we de-
cided to implement �rst of all an ion source to be able to perform detector tests inside
of aSPECT in Mainz. It is an electron impact gaseous source usable with helium or hy-
drogen. It was mounted below the bottom �ange of aSPECT using the magnetic �eld for
guidance of the ions. The vacuum system can be separated from the main vacuum with
a CF35 gate valve and is pumped separately with a roughing and turbo mulecular pump.

The principle is the following: Gas �ows through an U-shaped tube to the center of
the spectrometer which can be aligned by a belows (�g. 6.45a, left side). The tube has
a small opening with a funnel-like electrode in z-direction. Below the hole an electron
source is placed. This can be a simple tungsten wire �lament or a BaO-cathode (ES-015
from KIMBALL PHYSICS INC.) for better energy resolution. The gas-tube as well as
the electron source can be set on di�erent potentials and the potential di�erence is used
to accelerate the electrons onto the gas ions in the hole of the tube. Above the hole a set
of extraction electrodes attracts the positive ions and retracts the electrons. Also these
electrodes are hold on potentials which can be ramped relatively to each other. A disc
with a hole of 0.5mm diameter in the middle of the extraction electrodes separates the
source vacuum from the main vacuum (when the gate valve is open). This was necessary
since the gas inlet control system had to be tested �rst and I could not risk to vent or in-
�ate the spectrometer. I calculated that the gas �ow from the source vacuum through this
hole would not critically a�ect the main vacuum, requiring a given pumping power. Gas
which is not ionized is pumped away from the outlet tube (�g. 6.45b). The electron source
can be aligned via a viewing port (�g. 6.45c), when using a tungsten �lament the glowing
can be checked. First tests with the source were done in July 2007 in Mainz. At that
time the electrode system of aSPECT was partly in preparation for the ILL beam time,
therefore only the additional electrodes of the source, the upper ExB drift electrodes and
the detector electrode were powered. The silicon drift detector was not implemented yet
and thus, all test were done with the PIN-diodes used at FRM-II at -30 kV detector HV.
Helium gas was used for ionization. I had only a view days for the tests since several other
components had to be tested for the ILL beam time, therefore a real characterization was
not possible. The �g. 6.46 only gives �rst impressions of spectra for di�erent electron en-
ergies (a) and various extraction voltages (b). In 2008 (between the mounting of aSPECT
and the beam time) I built up the source at the ILL. Again only a small time gap was
open since magnetic �eld measurements and the repair of a part of the electrode system
forced us to turn the spectrometer several times which meant dismounting of the source.
But the vacuum performance of the source was improved by insertion of another leak



202 Appendix

(a) Gas inlet (right). (b) Gas is pumped from the outlet via CF35-
tubes to the pump (left).

(c) Vacuum chamber with viewing port on elec-
tron source.

(d) Vacuum chamber, backside.

Figure 6.45: Impressions from the source built up in 2008 at the ILL.
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(a) Variation of the acceleration voltage of elec-
trons (heating current 1.5V).
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(b) Variation of the extraction voltage for ions.

Figure 6.46: Impressions from the �rst source tests in 07/ 2007. Due to the high count rates
in (b) the thermal noise peak on the right tail is suppressed.

valve at the gas inlet. The pressures in the gas inlet tube was psourceinlet =1.3×10−5 mbar with
closed gas inlet and psourceinlet =5.8×10−3 mbar when it was open. The pressure in the source
chamber was psourcechamber=3.3×10−8 mbar with closed gas inlet and psourceinlet =8.8×10−7 mbar
else. The increased but stable pressure in the source chamber also in�uenced the main
vacuum. It dropped from pmain=7.4×10−9 mbar to pmain=4×10−8 mbar but stabilized at
pmain=1.4×10−8 mbar after 5min.

Source tests with the electrode system inserted and the SDD resulted in the induction
of voltage breakdowns and strong discharges which destroyed one of the detectors: The
source was driven as in the tests before in Mainz. When applying an additional extraction
voltage to the grid electrode e1 suddenly an avalanche of particles was registered by the
detector and the HV crashed down. This e�ect was tested to be reproducible (without
detector) and therefore we stopped the source tests to protect the detectors. It is not
clear, what went wrong. One assumption is, that the grid electrode might have as well
ionized helium gas which was �owing from the source into the spectrometer and the ions
induced a sudden potential drop in the detector region.
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(a) Required material for clean-
ing: 2 beakers (1 for crushed LiF,
1 for powder), mortar, 1-2 sieves
(raw/ �ne), scalpel, gloves, pa-
per.

(b) A mill (type �Retsch S1000�)
is needed to make powder out of
the pieces. Duration: 45min at
�Speed=70�.

Figure 6.47

6.13 Appendix 13: Production of LiF-plates

(a) Separation of old, used LiF
parts with and w/o glue and re-
moval of glue with scalpel.

(b) Crushing in small pieces in a
mortar.

Figure 6.48



6.13 Appendix 13: Production of LiF-plates 205

(a) Container with 5 ceramic
balls.

(b) Filled container.

(c) After the mill the powder is
sieved to �lter out unseen pieces
of glue.

(d) Required material: steel
plate (5mm thick, 18×18 cm2),
funnel, container for LiF powder
left over, thin plate, brush,
Al-plate, AL-frame (11mm
thick, 11×11 cm2) + AL-plate
that �ts in, breathing protec-
tion, AlO-foil (3 pieces, each
12×12 cm2).

(e) Clean the table and place
steel plate on paper.

(f) Cover it with two pieces of
AlO-foil which prevents the LiF
to react with the steel surface
while baking.

Figure 6.49



206 Appendix

(a) Place Al-frame in the middle. (b) Place sieve in the center and
�ll it with LiF-powder .

(c) Distribute the powder in the
complete frame with powder.

(d) Use a long thin Al-plate to
wipe o� the excessive powder.

(e) After wiping o�: Sometimes
powder is missing in the edges of
the frame. Then redo the last 2
steps.

(f) Use brush to remove the LiF
from top the frame and around
the frame and recollect the pow-
der.

Figure 6.50
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(a) The hydraulic press is used to
solidify the powder into a ≈5 cm
thick plate.

(b) The �tting AL-plate has to
be placed on the powder inside
the frame (w/o picture). A steel
brick with the same dimensions
comes on top and can be hold be
a screw.

(c) Pressing of the plate by ap-
plying a second brick to bridge
the distance to the piston. A
pressure of 20 tons is applied for
30 s.

(d) After pressing.

(e) Remove the Al-frame. (f) Remove the steel brick care-
fully with the screw.

Figure 6.51
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(a) The Al-plate has to be re-
moved by hand touching two
edges.

(b) LiF-plate after pressing. If
there are visible �ssures in the
plate, continue with next step,
else with step (b) in �g. 6.50.

(c) Cover plate with one AlO-
foil.

(d) Place it in the oven. 4 plates
can be baked at the same time.
The oven is heated linearly in
360min to 740◦C. It stays on this
temperature for 360min and it
takes nearly 1 day to cool down
to 50◦C.

(e) After backing. Sometimes the
edges may brake.

(f) Sometimes more brakes.

Figure 6.52
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