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Abstract

Quantum sensing is a research �eld evolving recently in which accumulates both
a deeper theoretical understanding of the underlying principles of using quantum
systems for the detection of physical quantities and their application in concrete
scienti�c issues.

The present thesis examines the topic of quantum sensing under various aspects
that are predominantly chemically motivated.

First, the term quantum sensing is de�ned and its underlying physical princi-
ples are described with special reference to the magnetic resonance methods which
were predominantly used to obtain the results presented.
Next, the sensors investigated and applied in this thesis are presented: 1. the
endohedral 14N@C60 fullerene as a molecular implementation and 2. the diamond-
hosted negatively charged nitrogen-vacancy (NV−) center. Depending on the na-
ture of the diamond matrix, the latter type can be further subdivided according
to its e�ective size which results in either 2.1 nanodiamond-based or 2.2 bulk
diamond embedded NV− center sensors. The size di�erentiation is accompanied
by di�erent sensing applications which are discussed accordingly.

Future applications have been discussed for N@C60, each of which is based on
the preserved S = 3/2 electron spin of the intercalated nitrogen atom shielded by
the fullerene molecule. These include primarily the use as quantum bit in a car-
bon nanotube-based quantum computer and as sensor of spin-dependent currents
in fullerene-based semiconductor and organic solar cell devices. Optically detected
magnetic resonance (ODMR) measurements of collaborators on material provided
by us have shown that the detection of a single 14N@C60 molecule spin is possible.
Yet, the electron spin resonance spectrum obtained by ODMR is corrupted by ad-
ditional signals. A plausible assignment can be given with positively or negatively
charged fullerene species. Their spectroscopic characterization is incomplete espe-
cially for fullerene cations due to their chemical instability. In this thesis a revision
of a literature-known protocol - the oxidation of fullerenes using zeolite-supported
iron(III) - is conducted. Its characterization by di�erent methods (X-ray di�rac-
tion and nitrogen sorption measurements as well as EPR spectroscopy) and the
use of 14N@C60 as a high-accurate standard make it possible to precisely determine
the g factor of C +

60 , C +
70 and C120O 2•

2 .
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The advancement of the protocol using Ce(IV) leads to a signi�cant reduction of
the thermal demand of the oxidation reaction and it is applied to the extent that
a �rst attempt is made to measure a bulk C+

60-N@C60 coupling spectrum.

Nanodiamond is a material which sizes on the scale of few nanometers. In current
research endeavors it aroused interest due to its speci�c properties. Examples of
its application are provided by the detection of magnetic �elds within biological
cells, the utilization as non-bleaching �uorescence label, and the implementation
as a cell compartment penetrating drug delivery agent. The nanodiamond surface
is of decisive importance in each of this contexts. Either it serves as a function-
alization platform, which must be adapted to the molecules to be tethered by
chemical processes, in order to name the latter application example, or it acts as
a source of interference since it comprises carbon-inherent radicals. This a�ects
the �rst two applications and in particular NV− center-based quantum sensing.
Therefore, in this thesis the objective is pursued to functionalize the surface us-
ing novel chemical methods and thereby reduce the surface spin density. This is
achieved with a �uorination and a hydrazonation approach. Also, the treatment
with strong bases can provide a slight improvement. The analytical methods used
to characterize the results of the chemical functionalization processes include X-ray
photoelectron, infrared absorption and bulk EPR spectroscopy. Furthermore, the
e�ect of decreased surface radical density due to base treatment is con�rmed by
ODMR measurements on clusters containing about 30 single-digit nanodiamonds.

The detection of physical and chemical processes at the level of individual molecules
is of decisive importance. On this scale classical methods can only provide average
values of physical quantities. But both the understanding of how original nano-
materials function and the knowledge about the emergence of ensemble properties
on the basis of their individual subsystems are of academic and application-related
interest.
We present results which demonstrate the detection of an electron transfer reac-
tion between the diamond surface and few nickel bis(diphenyldithiolene) complex
molecules. The corresponding sensor is provided by the NV− center. Supported
by quantum chemical calculations we can assume statements about the concrete
mechanism of the reaction and �rst statements about the adsorption geometry of
the transition metal complex are possible.

Thus, this work can be regarded as a contribution to have improved a relatively
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recent physical measuring technique on the material level and to have led to a
concrete and novel implementation.
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Abstract in German

Die Quantensensorik (engl. quantum sensing) ist ein sich neuerdings entwickelndes
Forschungsgebiet, in dem sich theoretische und anwendungsbezogene Ansätze ver-
einen. Dabei werden die zugrundeliegenden physikalischen Prinzipien untersucht,
die notwendig sind, um die Wechselwirkung zwischen Quantensystemen und ihrer
Umgebung unter dem Gesichtspunkt eines Messprozesses zu verstehen. Prägnant
ist hier etwa, dass die im Zusammenhang mit der Verwendung von Quantensys-
temen als Quantenbits für störend erachtete Dekohärenz nun als Signaltransduk-
tionsmechanismus aufgefasst werden kann.
Auÿerdem wird die Entwicklung neuer meist im Gröÿenregime weniger Atom-
abmessungen angesiedelter Sensoren forciert und zuletzt die Anwendung in kon-
kreten Fragestellungen betrieben.
Die vorliegende Arbeit betrachtet quantum sensing unter verschiedenen Fragestel-
lungen, die vorwiegend chemisch motiviert sind.

Zunächst wird der Begri� quantum sensing de�niert und es werden dessen physi-
kalische Grundlagen mit besonderer Berücksichtigung der hier verwendeten Mag-
netresonanz-Methoden erläutert.

Weiterhin werden die verwendeten Sensoren vorgestellt: 1. Als molekulare Real-
isierung das endohedrale 14N@C60-Fulleren (

14N@C60) und 2. das Diamant-inhärente,
negativ geladene Sticksto�fehlstellen-Zentrum (NV−-Zentrum). Dieser Typ kann
in Abhängigkeit von der Bescha�enheit der Diamantmatrix hinsichtlich seiner ef-
fektiven Gröÿe weiter unterteilt werden gemäÿ 2.1 Nanodiamant-basierte und 2.2
in bulk -Diamant, d.h. Diamanten einer makroskopischen Ausdehnung, eingebet-
tete NV−-Zentrum-Sensoren. Mit der vorgenommen Gröÿendi�erenzierung gehen
verschiedene Einsatzmöglichkeiten einher, die entsprechend beleuchtet werden.

Für 14N@C60 sind zukünftige Anwendungen diskutiert worden, die jeweils auf
den durch das Fulleren-Molekül konservierten S = 3

2
-Elektronspin des inkalierten

atomaren Sticksto�s abstellen. Vorrangig gehören dazu die Verwendung als Quan-
tenbit in einem Kohlensto�nanoröhren-basierten Quantencomputer und als Sen-
sor spinabhängiger Ströme in Fulleren-basierten Halbleiter- und organischen So-
larzellensystemen. Optisch detektierte Magnetresonanz (ODMR)-Messungen von
Kollaborationspartnern an von uns zur Verfügung gestelltem Material haben zum
ersten Mal gezeigt, dass die Detektion des Spins eines einzelnen 14N@C60-Moleküls
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möglich ist. Das mittels ODMR erhaltene Elektronenspinresonanz (EPR)-Spek-
trum ist allerdings durch zusätzliche Signale korrumpiert. Eine naheliegende Zu-
schreibung �ndet sich in positiv oder negativ geladenen Fullerenspezies. Deren
spektroskopische Charakterisierung ist insbesondere für Fulleren-Kationen unvoll-
ständig, was auf ihre chemische Instabilität zurückzuführen ist. Hier wird eine
Revision eines Literatur-bekannten Verfahrens - der Eisen(III)-vermittelten Oxida-
tion an Zeolithen - vorgenommen. Dessen Charakterisierung mittels verschiedener
Methoden (Röntgendi�raktometrie, Sticksto�-Physiosorptionsmessungen und EPR-
Spektroskopie) und die Verwendung von 14N@C60 als hochgenauem Standard er-
möglichen es, den g-Faktor von C +

60 , C +
70 und C120O 2•

2 präzise zu bestimmen.
Die Weiterentwicklung des Protokolls unter Verwendung von Ce(IV) führt zu einer
deutlichen Absenkung des thermischen Bedarfs der Oxidationsreaktion und sie
wird dahingehend angewendet, dass ein erster Versuch zur Messung eines C60-
Kation-N@C60-Kopplungsspektrums unternommen wurde.

Nanodiamant ist ein Material im Gröÿenbereich bis zu wenigen Nanometern, das
durch seine spezi�schen Eigenschaften in der aktuellen Forschung vielseitige An-
wendung �ndet - etwa zur Detektion von magnetischen Feldern innerhalb von
biologischen Zellen, als photostabiler Fluoreszenz-Marker oder als Zellkomparti-
mente penetrierender Wirksto�-Transporter. Hierbei kommt der Nanodiamant-
ber�äche eine entscheidende Bedeutung zu, insofern sie entweder als Funktional-
isierungsplattform dient, die den jeweilig anzubindenen Molekülen gemäÿ durch
chemische Verfahren angepasst werden muss, um das letztgenannte Anwendungs-
beispiel zu benennen, oder als Träger von Radikalen als Störquelle auftritt. Dies
betri�t die beiden erstgenannten Verwendungsmöglichkeiten und insbesondere die
NV−-Zentrums-unterstützten Quantensensorik. In dieser Arbeit wird deshalb das
Ziel verfolgt, durch neuartige chemische Methoden, die Ober�äche so zu funk-
tionalisieren, dass zugleich deren Radikaldichte vermindert wird. Dies gelingt mit
einem Fluorierungs- und einem Hydrazonierungsansatz, wobei auch die Behand-
lung mit starken Basen eine wenn auch nur leichte Verbesserung erbringt. Die zuge-
hörigen analytischen Methoden, um das Ergebnis der verschiedenen chemischen
Verfahren zu charakterisieren, umfasst die Röntgenphotoelektronen-, die Infrarot-
absorptions- und die klassische EPR-Spektroskopie. Weiterhin wird der Radikal-
dichte-senkende Ein�uss der Basenbehandlung auf die Ober�äche mit Hilfe von
ODMR-Messungen an Agglomeraten von etwa 30 Nanodiamanten bestätigt.

Die Detetektion von physikalischen und chemischen Vorgängen auf der Ebene
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einzelner Moleküle ist von entscheidender Bedeutung. Klassische Methoden kön-
nen auf dieser Skala lediglich Mittelwerte von physikalischen Gröÿen liefern. Aber
sowohl das Verständnis der Funktionsweise von originären Nanomaterialien als
auch die Gewinnung von Erkenntnissen über das Zustandekommen von Ensem-
bleeigenschaften auf Grundlage ihre einzelnen Teilsysteme sind von akademischen
und anwendungsbezogenem Interesse.
Wir stellen Ergebnisse vor, in denen der Nachweis einer Elektronentransfer-Re-
aktion zwischen der Diamantober�äche und einiger weniger Nickel-bis(diphenyldi-
thiolen)-Komplexmoleküle erbracht wird. Der entsprechende Sensor wird durch
das NV−-Zentrum gestellt. Unterstützt durch quantenchemische Rechnungen kön-
nen Aussagen über den konkreten Mechanismus der Reaktion vermutet werden.

Insofern kann diese Arbeit als Beitrag angesehen werden, ein relativ neues physikalis-
ches Messverfahren auf materieller Ebene verbessert und einer konkreten Anwen-
dung zugeführt zu haben.
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0 Introduction

According to Karl Popper's epistemology it is but one experimental result con-
tradicting the implications of a certain scienti�c statement that allows for its
rejection.[1] Alternatively, a new model must be developed then, that is consis-
tent with empirically data obtained previously. Basically, this interplay between
theoretical predictions and experimental testing constitutes the method of empir-
ical science. So, it is plausible to state that the process of measuring physical
quantities in the course of experiments is one of the decisive aspects in the devel-
opment of our scienti�c understanding of nature.
While these explanations seem to be almost trivial, they become concise when
assumptions at the scale of individual molecules are to be tested. How can models
of such objects be falsi�ed if measuring apparata are available that only allow us
to fathom large ensembles of them? And even more, how are we supposed to gen-
erate models at all when system's parameters are not fully in our hand? A simple
example may introduce the underlying problem.
Let us assume that on an ideally �at surface alkenes may be present whose substi-
tution pattern is given by RHC CHR where R is sterically more demanding
than H (see Fig. 1). In the gas phase it is generally expected that the energy of the
trans alkene is lower than that of the cis conformation because of steric conditions
(denoted as Esteric in Fig. 1AI) and the existence of an activation barrier for the
transition between both conformers. On the surface, however, agostic interactions
Eagostic between surface atoms and protons, which we suppose to be stronger for
cis alkenes due to speci�c surface reconstruction, may now ensure that the energy
di�erence between the systems cis isomer-substrate and trans isomer-substrate is
annihilated, i.e., the destabilizing contribution Esteric is compensated by Eagostic

for the cis isomer, and for the trans isomer, conversely, the energy of the substrate
is risen due to unfavorable Eagostic. Further substrate-molecule interactions may
also weaken the π bond so that the barrier to rotation is strongly reduced. The
corresponding energy levels (lower scheme) and the total potential including all
interactions (upper trace) are demonstrated in Fig. 1AIIa, where the potential
consists of two minima of equal energy and transitions between them are barely
hindered.
Now, if we were to investigate this system in terms of its temporal evolution, what
would be the result of a "Which conformer?" measurement, that we consider as
being designed to be sensitive to the cis isomer, while the trans isomer should be
silent? For the time-resolved ensemble measurement on many molecules, which
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0 Introduction

takes place so to speak from a distance and is therefore indicated by a naked eye
in Fig. 1, it can be expected that fast transitions between the two conformers
which, in addition, are uncorrelated regarding di�erent molecules will give us a
constant signal since on average an equal number of alkenes is in the cis and the
trans conformation (see Fig. 1AIIb). However, inspecting a speci�c molecule over
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Figure 1: Single molecules (SM) on sur-
faces and their investigation. (AI) Two
alkenes which tend to isomerize equally
likely in cis/ trans conformation due to con-
certed, molecule-inherent (Esteric) and spe-
ci�c surface atom (yellow bordered circle)-
molecule interactions symbolized by Eagostic

and weakened π bond, which are stabiliz-
ing (green tick) or destabilizing (red cross).
(AII) a The energy of the cis conformer (or-
ange bar), the trans conformer (gray bar)
and the subtrate (black bar), respectively.
The aforementioned interactions cause a
symmetric potential (upper trace). b and
c depict temporal signal outcome and auto-
correlation ϕ (τ) for ensemble (eye) and SM
observation (magni�er).

time and provided that we have
su�cient time resolution compared
to the conformers' lifetimes, we
may obtain energy "blinking" of the
molecules while they inter-pass be-
tween the two energy levels (see Fig.
1AIIb, where the single molecule
(SM) measurement is indicated by
a magni�er). The autocorrela-
tion of �rst measurement's signal
trace is ϕ (τ) = S (t)S (t+ τ) =

limT0→∞
1
T 0

∫ T 0

0
S (t)S (t+ τ) dt =

const.; thus the process seems to be
totally deterministic as we already
inferred from the signal trace (see
Fig. 1AIIc). However, the results
obtained on a SM lead to ϕ (τ) =

limT0→∞
1
T 0

∫ T 0

0
S (t)S (t+ τ) dt =

e
− τ
τδ , with conformer transition time

constant τδ and su�cient normaliza-
tion (see Fig. 1AIIc).[2] From this
it can be deduced that the presence
of a conformer at time τ can only
be attributed to the fact that it al-
ready existed at time t for τ � τδ.
This �nding, although not partic-
ularly surprising, can only be ob-

tained by measurement on a SM, the ensemble method completely masks this
behavior. If we dare to draw a conclusion from this simple example in regard to
a practical application, such as the catalysis of cis/trans isomerization, we can
deduce that the reaction on this particular surface takes place under full kinetic
control since otherwise we would have seen an equilibrium-related contribution in

2



0 Introduction

ϕ (τ). The ensemble measurement, however, does not allow us to make any state-
ment about possible process dynamics due to averaging.
There are already examples of experiments that have demonstrated the conclu-
sions obtained on our simple surface model in real-world systems. The reduction
of resoru�n to amplex red on nano-con�ned catalyst consisting of Pt nanoparticles
sandwiched between a SiO2 core and a mesoporous SiO2 layer have shown that the
frequency of the actual catalysis reaction in this system is increased compared to
bulk Pt by a factor of nearly 10.[3] However, the overall reaction includes di�usion
of the precursor to and of the product molecule away from the Pt catalyst inside
the mesoporous SiO2 layer; measurement data allowed to infer that this process
limits the total turn over frequency (TOF) to approximately the ensemble value.
To put it clear, the bulk measurement would have revealed that nanoparticles do
not achieve enhanced reactivity, while on the SM level this conclusion was proved
to be not valid. Moreover, the rate limiting mechanism could be elucidated as well,
which is a prerequisite for further system improvement. Additionally, Au@mSiO2

2D nanoplate-mediated reduction of resazurin to yield resoru�n has been inves-
tigated on SMs.[4] It has been observed that the TOF decisively depends on the
very location where the reaction takes place. The sequence of decreasing reactivity
according to corners > edges > �at facets was certainly to be expected, but the re-
sult that a gradient along the relatively extended nanoparticle surface areas is also
present must be attributed as original insight caused by the SM character of the
measurement. That even one atom can in�uence the reactivity of surface-attached
molecules has been reported for the cis-cis and trans-trans isomerization of por-
phycene on a Cu(100) surface, in whose vicinity deliberately copper adatoms were
placed.[5] Depending on the distance of the adatom, the degree of isomerization
could be tuned. Furthermore, cooperative e�ects within porphycene rows were ob-
served. Since no chemical reaction between the copper adatom and the molecules
took place, the observations were interpreted as tautomerization was only be gov-
erned by relatively weak, long-range forces. Thus, these last two results show that
the heterogeneity of bulk materials represents a realization of various nanosystems
that cannot be detected and discriminated at the level of ensemble measurements.
Yet, in order to optimize these materials they need to be grasped at the SM level.
However, if experimental data exist on this scale, the corresponding analysis meth-
ods must already be available. And indeed, to date various measurement tools are
capable of detecting physical quantities in the SM range. Their emergence can be
traced back to the development of the scanning tunneling and later the scanning
force microscope, whereas the �rst was used in Ref. [5].[6,7] Because of the Abbe

3



0 Introduction

di�raction limit, those imaging techniques, that used electron beams as media-
tors, in this �eld pioneered, e.g., with the �rst images of DNA molecules using
transmission electron microscopy in 1956.[8] The development of various super-
resolution optical methods, such as stimulated emission depletion,[9,10] total in-
ternal re�ection �uorescence,[11] and photoactivated or stochastic optical recon-
struction microscopy,[12,13] have now extended the SM imaging capability into the
UV/VIS range; Ref.s [3, 4] listed above took advantage of these methods. Fur-
thermore, access to the chemical structure of SMs is provided by surface-enhanced
and tip-enhanced Raman spectroscopy.[14�16]

Magnetic resonance, be it nuclear magnetic (NMR) or electron paramagnetic res-
onance (EPR), as ubiquitous measurement methods in many areas of natural sci-
ence, entered the group of analytical methods that achieve SM sensitivity only at
the beginning of this decade. The corresponding sensor is a lattice impurity of di-
amond, the negatively charged nitrogen-vacancy (NV−) center.[17�21] Its electronic
triplet ground state and speci�c level transition dynamics including the electronic
singlet state allow the spin state of the system to be read out by optically de-
tected magnetic resonance (ODMR), where commonly non-resonant green laser
radiation is utilized for excitation and the �uorescence response in the red area
of the visible spectrum is detected.[20,21] The sensitivity, for example, to magnetic
�elds is provided by the magnetic moment of the mS = ±1 spin sub-states. Since
the NV− center can also be polarized by laser irradiation to a degree above the
thermal Boltzmann limit, it constitutes, at least in weak static magnetic �elds,
where the mS = ±1 spin sub-state degeneracy is lifted, a two-level system (TLS)
which can be coherently controlled by microwave (mw) radiation.[20�22] By doing
so, a large catalogue of sensing schemes is amenable to detect static and alter-
nating magnetic �elds originating either of random (noise) processes or coherent
evolution of neighboring spins. It has been developed in several branches of clas-
sical magnetic resonance and quantum sciences, and what nowadays is denoted as
quantum sensing.[23]

0.1 Quantum sensing - de�nition

Besides a few historically preceding implementations quantum sensing is a re-
search �eld that has noticeably burgeoned only recently.[20,23�25] The particularity
of this scienti�c approach consists in elaborating the common principles of pre-
viously as distinct regarded physical apparatuses like atomic vapor cells, trapped
ions, superconducting quantum interference devices, quantum dots, and solid state
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spins. The perception of their diversity seemed justi�ed all the more since they
are respectively responsive to various physical quantities ranging from electric and
magnetic �elds, to temperature and mechanical stress. Nevertheless, being, each
in its own right, quantum systems and demonstrating unparalleled pairing of sen-
sitivity and spatial resolution compared to their classical counterparts, revealing
the quantum aspect of measurement protocols seems to o�er new opportunities
for many branches of science. The Copernican revolution of quantum sensing is,
at any rate, that the brittle nature of quantum systems which, e.g., in quantum
computing has been experienced as a notorious drawback, is used as a source to
gain knowledge about the in�uencing environment. In order to rationalize this new
approach, quantum sensing resorts to adopt concepts such as quantum coherence,
quantum entanglement, and the DiVincenzo criteria from parent areas of quan-
tum science,[22] and it even capitalizes on results of well-established spectroscopic
methods, e.g., NMR and EPR. However, a pivotal purpose of quantum sensing
research currently exists in the development of application-con�ned measurement
protocols and novel atomic-size quantum sensor systems.
To pursue the latter objective systematically, it is helpful to have a de�nition of
a quantum sensor at hand, besides the concrete examples given in the preceding.
In Ref. [23] a hierarchy of criteria has been developed which states the following
prerequisites for a physical object to be a quantum sensor.

1. It consists of a quantum object which enables physical quantities to be mea-
sured by means of its quantized energy states.

2. The basis or the eigenstates of the quantum object can be prepared in su-
perposition states, so that the temporal change of the phase relationship
between them can be employed to infer the in�uencing signal source from it.

3. Real quantum superiority may be achieved when two or more quantum ob-
jects can be entangled, whereby sensitivity and precision surpassing classical
limits are feasible.

The �rst de�nition is rather minimal and includes long-established techniques.
For example, optical molecular spectroscopy can be included. Dye-molecules that
show an altered absorption in di�erent solvents (solvatochromism) would then be
detectors for the latter. The second is more demanding since coherent control of
the energy states is required. Still, widely used techniques, like NMR and EPR, are
known that capitalize on this principle. The systems we investigate in this thesis
operate at this quantum sensor level. Superposition states are non-equilibrium
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states and their longitudinal and transversal relaxation can be phenomenologically
described by time constants Tψ. The sensitivity of a quantum sensor relies on Tψ
by 1

γ
√
Tψ
, where γ is a signal-dependent transduction parameter.[23] Thus, it can

be seen that prolonging Tψ is a crucial step for sensor optimization.

0.2 Quantum sensing - results of previously conducted

experiments

In order to provide a �rst overview of the detection capabilities of the NV− center,
we list experimental results of recent years focusing on the detection of spin species.
Regarding stability, sensitivity, and scope of applications, the NV− center repre-
sents an already mature quantum sensor operating at ambient conditions.[20,21,26,27]

Results to probe in-bath,[28,29] few,[30] and single[31] electron as well as bath[32] and
single[33�35] nuclear spins residing within the diamond matrix has been extensively
reported. Sensing of paramagnetic species exterior to the diamond host has been
conducted by various protocols. Because the longitudinal spin relaxation time T1

of the NV− center is sensitive to the presence of high spin cations (Mn2+, Gd3+)
in the few-spin regime,[36�38] they were used as lipid bilayer embedded spin labels
with a sensitivity of four Gd3+ spins and sub cellular resolution.[39] By designing
appropriate linker molecules tethered on both, the diamond surface and the Gd3+

complexation agent, which are deterministically cleavable with respect to changes
of pH or redox potential these quantities are measurable on the zmol range.[40]

NMR experiments probing surface-related nuclear spins started with sample sizes
of 104.[41,42] Limited through meager spectral resolution, more advanced schemes
have been developed, thereby, achieving resolvable frequency values of a few kHz[43]

or even arbitrarily[44,45] small. Eventually, single-spin sensitivity has been reported
for protons and 29Si nuclei.[46,47]

0.3 Quantum sensing - the search for new sensor

implementations

In pursuit of the goal of developing new quantum sensors, the NV− center can be
seen as a benchmark. Therefore, e�orts have been taken to maintain the diamond
environment and to replace the impurity-atom nitrogen, for example, with silicon.
This approach led to silicon-vacancy centers, which, however, possessed inferior
spin properties.[48] A further solid state candidate is given by an exchange of the
diamond matrix against silicon, where electron spins are generated by phosphor
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doping; the electrical readout of which showed superior longitudinal relaxation
times in the regime of seconds at low temperatures compared to the NV− center
(≈ 10−1 s).[49,50]

A realization by a molecular system is conceivable with the group-V endohedral
fullerenes N@C60 and P@C60.[51] These were originally proposed in particular as
quantum bits in a possible realization of a quantum computer due to their rela-
tively high relaxation times and potential scalability in linear arrangements.[52�54]

Conversely, as shown above, the former feature is advantageous for sensing ap-
plications, too. Meanwhile, preliminary results have been reported presenting
the N@C60-mediated detection of solvent molecules and Cu2+ ions using ensemble
EPR spectroscopy as well as the electrically detected magnetic resonance (EDMR)
spectrum of a N@C60-coupled C60 cation.

[55�57] In contrast to the NV− center, N/
P@C60 possess no inherent mechanism that allows for single molecule addressing.
While readout using the EDMR protocol can be expected to result in a sensitivity
of < 103 molecules,[58] it has very recently been demonstrated that dipolar cou-
pling of N@C60 to the NV− center electron spin enables coherent addressing of a
single N@C60 molecule.[59]

0.4 Outline

The topics covered in the preceding overview serve as a guideline to this thesis
insofar as we aim to investigate certain aspects of quantum sensing. The �rst
two chapters are intended to provide an introduction. In Chapter 1 a theoretical
foundation to EPR spectroscopy and concepts of quantum sensing is presented.
Material and technical aspects of quantum sensor implementations, given by the
N@C60 fullerene and the NV− center, are dealt with in Chapter 2. Chapter 3 sets
out results which we obtained on bulk C60 cation generation - a species whose
occurrence under currently proposed readout protocols for N@C60 need to pon-
dered as a spectroscopic contribution. Wet-chemical approaches pursued to opti-
mize the spin properties of nanodiamond-hosted NV− centers are demonstrated in
Chapter 4. By demonstrating the feasibility of this method, particularly regard-
ing the DAST-mediated �uorination and hydrazonation, chemical functionaliza-
tion protocols may accompany to standard termination techniques in future. The
topic of Chapter 5 is the detection of an electron transfer reaction between nickel
bis(diphenyldithiolene) and the diamond surface on the SM level which widens the
horizon of applications amenable to the NV− quantum sensor. The conclusion of
this thesis and an outlook is issued in Chapter 6.
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1 Theoretical foundations of quantum sensing

Quantum mechanics is the theoretical framework of quantum sensing. Therefore,
the present chapter provides the physical concepts which are necessary to get
along the experimental results presented in the remainder of this work. Hereby,
the leading thought will be: How can we prepare and control a quantum state
to garner information on its environment that, likewise, constitutes the system
to be investigated? (see Chap. 1.4) Furthermore, since predominantly electron
paramagnetic resonance methods were used, their basics are brie�y introduced in
Chap. 1.1-1.3.

1.1 Basics of magnetic resonance

In its magnetic resonance related branches, quantum sensing relies on the funda-
mental property of an electron and some nuclei1 to possess a spin which is totally
determined by a quantum number J .2 From its value an operator3 Ĵ = (Ĵ1, Ĵ2, Ĵ3)T

can be deduced whose eigenvalue spectrum for a projection on to one of the axes is
given by mJ |i=1,2,3 = J, J −1, ... ,−J , J ∈ Z∪

{
−1

2
, 1

2

}
. Symmetry characteristics,

especially the commutation relationships,4[
Ĵi, Ĵj

]
∀i,j,i6=j

= i~
∑

εijkĴk and
[
Ĵ

2
, Ĵi

]
i=1,2,3

= 0; Ĵ
2

= Ĵ2
1 + Ĵ2

2 + Ĵ2
3 , (1.1)

classify Ĵ as an angular momentum operator - a circumstance, that deeply governs
the underlying physics, as manifested, e.g., in spin-orbit coupling e�ects and spin
state rotations.[60,61] Associated with the spin angular momentum operator Ĵ is
the magnetic (dipole) moment of a particle of charge q and mass m

µ
J

= g
q

2m
Ĵ = γĴ. (1.2)

where g is a factor which is particle-dependent and ~ = h
2π

is the reduced Planck
constant, with h = 6.626 07× 10−34 Js. For nuclei its value depends on the inner
structure of the particular isotope, however, calculations from �rst principles are

1A necessary and su�cient condition that for a nucleus holds true J 6= 0, is that neutron and
proton number are not even at the same time.

2Usually, the spin quantum number J is denoted as S for an electron and I for nuclear spins.
3AT indicates the transpose of a vector, i.e AT

ij = Aji
4εijk represents the antisymmetric symbol which is 1 for cyclic permutations of (1, 2, 3), -1 for
those being anti-cyclic, and 0 if indexes mutually equal.
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1 Theoretical foundations of quantum sensing

scarce. Conveniently, the gyromagnetic ratio γ is referred to as a characteristic
property and experimentally determined. For an electron, to which we predomi-
nantly devote in the proceeding, its value is ge = 2.002 32 re�ecting the behavior
of the electron under certain interaction symmetries.

1.1.1 Heuristic derivation of electron magnetic resonance in a static

magnetic �eld

The electron as spin-possessing particle enters the experimentalists' domain when
residing in a magnetic �eld which, �rstly, may be given as time-independent B =

(0, 0, B3)T = (0, 0, Bz)
T. In order to achieve the main results swiftly, we proceed

heuristically.[60,61] From classical electromagnetism we employ the relation µ =

−∇BE ⇒ E = −µB, with the magnetic moment µ and the energy E. Regarding
an electron with mass me and charge −e, Eq. (1.2) transforms to

µ
e

= ge
−e
2me

Ŝ =
−geµb
~

Ŝ = −γeŜ. (1.3)

where µb = 9.274× 10−24 J T−1 is the Bohr magneton. Since for an electron S =
1
2
⇒ mS = ±1

2
, eventually, we end up on

E = −µ
e
·B

Ŝz| 12 ,± 1
2〉=± 1

2
~| 12 ,± 1

2〉−−−−−−−−−−−−−−→ E = γeŜ ·B = γeŜzBz = ±1

2
geµbBz, (1.4)

thus, the magnetic �eld lifts the degeneracy of the spin sub levels
∣∣S = 1

2
,ms = ±1

2

〉
and transition energies ∆E = geµbBz are in the range of meV under standard EPR
conditions where B = 0.3 T (see Fig. 2A).5

Besides this scalar coupling another classical relation permits a glimpse into spin
dynamics. Therein, the torque D, which is given as the time derivative of the
angular momentum L̇, exerted on a magnetic moment inside a magnetic �eld
reads as D = L̇ = µ×B. Casting Ŝ into this equation leaves us receiving

− geµb
~

˙̂
S = µ̇

e
=
geµb
~

(
B × µ

e

)
, (1.5)

where µ
e

= (µe,xlab , µe,ylab , µe,zlab)T is given in lab coordinates which may corre-
spond to the canonical basis. To solve Eq. (1.5), one conveniently changes to a

5For this reason, thermal polarization is meager in EPR spectroscopy. The population ratio
NR = N|S= 1

2 ,ms=
1
2 〉/N|S= 1

2 ,ms=− 1
2 〉 scales as the Boltzmann factor ≈ 1 −∆E/kT ⇒ NR ≈

1− 0.001 for Bz = 0.3 T and T = 300 K. Thus N|S= 1
2 ,ms=+ 1

2 〉 ≈ N|S= 1
2 ,ms=− 1

2 〉.
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m  = +1/2S

m  = -1/2S

magnetic field Bz

e
n

e
rg

y 
E

DE = g m Be B z

Bz
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ylab

zlab

wL
me

A B

Figure 2: Interaction between the magnetic moment of an electron µ
e
and a static

magnetic �eld B = (0, 0, Bz)
(T). (A) Lifting of the degeneracy of spin levels, where

energy splitting ∆E is proportional to the magnetic �eld strength, cf. Eq. (1.4).
(B) Precession of the magnetic moment µ

e
with Larmor frequency ωL in the lab

frame, cf. Eq. (1.5).

coordinate system whose unit vectors ex,r and ey,r rotate at a precession frequency
ωL, i.e. ωL = (0, 0, ωL)T, about the zlab-axis of the lab frame. By considering the
corresponding basis transformation ex,r

ey,r
ez,r

 =

 cos (ωLt) sin (ωLt) 0

− sin (ωLt) cos (ωLt) 0

0 0 1

 ex,lab
ey,lab
ez,lab

 , (1.6)

we obtain for the time derivatives of the unit vectors in the rotating frame ėl =

ωL×el, l ∈ {x, y, z}. Then we can calculate the evolution of the magnetic moment
in the rotating frame µ

e,r
=
(
ex,r, ey,r, ez,r

)
· (µe,x, µe,y, µe,z)T recalling Eq. (1.5)

µ̇
e,r

=
d
dt

 µe,xr
µe,yr
µe,zr

+ ωL × µe,r, (1.7)

while d
dt

may represent the time dependency of the components of the magnetic
moment within the rotating frame. Thus, we get together with Eq. (1.5)

d
dt
µ
e,r

= µ̇
e,r
− ωL × µe,r = geµb

~

(
B × µ

e,r

)
− ωL × µe,r = µ

e,r
×
(
geµb
~ B − ωL

)
. (1.8)

If we choose our coordinate system such that the precession frequency ωL =
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1 Theoretical foundations of quantum sensing

geµb~−1B, then the velocity of the magnetic moment equals zero and µ
e,r

rests
for any instance of time. By comparison of coordinates in Eq. (1.8) we end up
with ωL = geµb~−1Bz and back transformation into the lab frame analogous to Eq.
(1.6) reveals, that the x and y components of the magnetic moment µ

e
rotate with

ωL, while its z component aligned with the static magnetic �eld is constant (see.
Fig. 2B).
These simple derivatives have thus provided us with two intuitions, spin states
split up in static magnetic �elds of strength B0 := Bz by

E = geµbB0 = ω0~, (1.9)

while ω0 := ωL, and the system possess a B0-dependent eigenfrequency ω0, the
Lamor frequency. Hence, we met the precondition for a resonance phenomenon.

1.1.2 Driving level transitions using alternating magnetic �elds

Magnetic moment dynamics, i.e., the controlled and coherent transition between
its eigenstates, is achieved by an alternating magnetic �eld. May this be given as

B1 = B1

(
cos (ω1t) · ex + sin (ω1t) · ey

)
(1.10)

with B1 the amplitude, ω1 the angular velocity, and el, l ∈ {x, y, z} the basis
vectors of the lab frame.6 The equation of motion of µ

e
in the lab frame, in which

the static magnetic �eld B is aligned along the z-axis and B1 rotates around it,
is[60]

µ̇
e

= µ
e
×
[geµb

~
(
B0 · ez +B1 cos (ω1t) · ex +B1 sin (ω1t) · ey

)]
, (1.11)

which reads as[60]

µ̇
e,r

= µ
e,r
×
[(geµb

~
B0 − ω1

)
· ez,r +

geµb
~
B1 · ex,r

]
= µ

e,r
×
[
∆ω · ez,r +

geµb
~
B1 · ex,r

]
,

(1.12)

6This �eld can hardly be realized technically. Nevertheless, if the complex conjugated of the
above given �eld is taken into account as well, which would correspond to a linear polarized
�eld, in what follows a high frequency contribution of 2ω1 would come up, which do not
add to magnetic moment (spin) dynamics under our experimental conditions since it is far
o�-resonant to ω0. It is therefore neglected in the computation, what is called rotating wave
approximation.
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1 Theoretical foundations of quantum sensing

by transforming the lab frame into a coordinate system that rotates with B1.
When ~

geµb
∆ω = ~

geµb
(ω0 − ω1) � B1, which is the resonance case, the magnetic

moment precess around Be�B1ex,r in analogy to Eq. (1.5), i.e. transitions between
eigenstates

∣∣1
2
,±1

2

〉
occur. Additionally, in this framework precise selection of

magnetic moment energy levels can be described.[61] Therefore, a phase Φ is added
to B1, which is linear polarized here, yielding B1 = 2B1 cos (ω1t+ Φ). Changing
into the rotating frame, the components of B1 are represented by Bx,r = B1 cos Φ,
By,r = B1 sin Φ and Bz,r = 0. Solving Eq. (1.12) for the resonance case, results in
µe,x = 0, µe,y ∝ sin(ω1tp) and µe,z ∝ cos(ω1tp), after a mw pulse of length tp was
applied. If tp is chosen so that ω1tp = π, the lateral components of the magnetic
moment are zero and µe,z = −1. Thus, spin state inversion was reached.[61] By
applying alternating �elds, phase coherence is imposed, which is discussed more
detailed in Chap. 1.4.[62]

1.1.3 Incidental remarks

Up to now, the deductions made are preliminary in two ways. First, electrons are
quantum objects. This means that their temporal evolution is not deterministic,
as we implicitly assumed in the above derivations. Instead, the equation of motion
of an electron state |Ψ〉 is given by the time-dependent Schrödinger equation

d
dt
|Ψ〉 = −iĤ (t) |Ψ〉 , (1.13)

where the Hamiltonian Ĥ (t) encodes the energy of the system. If it is possible to
average over the spatial coordinates, as it is the case for the free electron residing
in a static magnetic �eld given alike to the previous chapter, the solution of Eq.
(1.13) results for the spin eigenstates

∣∣1
2
,±1

2

〉
as follows (cf. Eq. (1.9))∣∣∣∣12 ,±1

2

〉
(t) = ±1

2
exp

(
−i · geµb

~
B0 ±

1

2
t

)
= ±1

2
exp

(
−i · ω0 ±

1

2
t

)
. (1.14)

The correlation of this equation of motion of a single spin with measurable quan-
tities or observables such as the magnetic moment µ

e
is established by the com-

putation of its expectation value
〈
µ
e

〉
according to 7

〈
µ
e
(t)
〉

=
〈

Ψ (t)
∣∣∣µ

e

∣∣∣Ψ (t)
〉

=

∫
Ψ∗ (t)µ

e
Ψ (t) dτ. (1.15)

7∗ indicates complex conjugation.
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Solving Eq. (1.15) by using Eq. (1.13) then returns the results of Eq. (1.8) and
Eq. (1.12).
The second simpli�cation in Chap.s 1.1.1 and 1.1.2 was the assumption of a free,
non-interacting electron. However, in condensed matter we very seldom observe
but one magnetic moment respectively spin. Generally, a particular sample con-
tains nuclear spins and electron spins to a certain degree. The interaction between
those paramagnetic species alters the local magnetic �eld at the location of the
spin under investigation. To take this into account, the theoretical framework of
the spin Hamiltonian is used (see Chap. 1.2).
In order to unravel the probability distribution given by Eq. (1.15) in such a solid
state system, many measurements have to be performed. If the system is ergodic,
this can be done in two ways. Either a bulk sample is measured for which ideally is
assumed that it contains many identical realizations of the species under investiga-
tion or a single representative of the system to be probed is prepared in a de�ned
state and the probability distribution is interrogated by successive measurements.
The �rst approach is pursued in cw-EPR spectroscopy (see Chap. 1.3), the second
in NV− center-mediated quantum sensing (see Chap. 1.4).

1.2 The spin Hamiltonian

The static spin Hamiltonian Ĥ0 allows to compute the energies of states of a
paramagnetic species with e�ective electron spin S in its electronic ground state
additional residing in the magnetic �eld of m nuclear spins Ik according to[61]

Ĥ0 = ĤeZ + Ĥzfs + Ĥhf + ĤnZ + Ĥnq + Ĥnn (1.16)

wherein the respective terms describe the electron Zeeman interaction (ĤeZ), the
zero-�eld splitting (Ĥzfs), the electron-nuclear spin hyper�ne coupling (Ĥhf), the
nuclear Zeeman interaction (ĤnZ), the nuclear quadrupole interaction for nuclear
spins with I > 1

2
(Ĥnq), and the nuclear spin-spin interactions (Ĥnn). The term

spin Hamiltonian is justi�ed by the fact that only spin coordinates are included;
the spatial degrees of freedom of the wave function are taken into account by means
of interaction matrices. Then Eq. (1.16) becomes

Ĥ0 =
µb
~
BTgŜ + Ŝ

T
D Ŝ +

m∑
k

Ŝ
T
A
k
Îk +

m∑
k

γkB
TÎk +

∑
Îk>

1
2

Î
T

kP k
Îk +

∑
j 6=k

Î
T

i d
(j,k)Îk. (1.17)
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In this thesis we will mainly encounter the �rst four terms. The nuclear quadrupole
interaction may be relevant for 14N@C60, however, under our measurement con-
ditions its contribution is not resolvable. We will come across nuclear spin-spin
couplings when it is a matter of relaxation paths of the NV− center. Yet, in this
context a spin bath model is used which is described by ensemble parameters and
not discrete interactions as they are formulated in Eq. (1.17). The nuclear Zeeman
interaction will not be relevant for us, but its physical structure does not di�er
from that of the electron Zeeman interaction. Only the energies vary signi�cantly
due to γe

γk
& 103.

The electron Zeeman interaction, in the general case, can be expanded ac-
cording to[63]

ĤeZ =
µb
~
B0 (nx, ny, nz)

(
gx 0 0
0 gy 0
0 0 gz

)(
Ŝx
Ŝy

Ŝz

)
=
µb
~
B0

∑
i=x,y,z

nigiŜi, (1.18)

where the g-matrix is in its eigenframe (g frame), n = (nx, ny, nz) are the unit
vectors of the eigenframe of B (lab frame). We presume a S = 1

2
spin, for which

the spin operator components read as Ŝi = 1
2
σ̂i, given the Pauli matrices

σ̂x = ( 0 1
1 0 ) , σ̂y = ( 0 −i

i 0 ) , σ̂z = ( 1 0
0 −1 ) . (1.19)

Thus, inserting Eq. (1.19) into (1.18) let us garner

ĤeZ =
1

2

µb
~
B0

( nzgz 0 nxgx−inygy
0 0 0

nxgx+inygy 0 −nzgz

)
. (1.20)

Diagonalization of this equation reveals the eigenvalue spectrum for mS = ±1
2

E (ms) = mS
µb
~
B0

(∑
i

n2
i g

2
i

) 1
2

= mS
µb
~
[
B0

(
nTg

) (
gTn

)
B0

]
. (1.21)

Consequently, the energy di�erence between both spin states can be calculated
through

E

(
+

1

2

)
− E

(
−1

2

)
= ν0 =

(∣∣gTn∣∣) µb
2π~

B0
!

= g
µb

2π~
B0 (1.22)

and |·| is the p = 2-norm. Both, Eq. (1.20) and Eq. (1.21), reveal that a rhombic
system, where gx 6= gy 6= gz, residing in a static magnetic �eld of direction n and
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1 Theoretical foundations of quantum sensing

strength B0 possesses six degrees of freedom. We draw some conclusions that are
relevant for investigations presented in this thesis.
1. The link to Eq. (1.9) is given for 1

3
(gx + gy + gz) = ge and nx = ny = 0;nz = 1.

2. In liquids of low viscosity or for molecules whose barrier to rotation is en-
ergetically low, g-anisotropic contributions are averaged. This can be shown by
transforming n into a spherical coordinate system and averaging over all angular
coordinates. Correspondingly, an EPR spectrum yields giso = 1

3
(gx + gy + gz).

3. For a spin species with g-anisotropy the magnetic �eld splitting becomes

∆Bij =
hν0

µb

(
1

gi
− 1

gj

)
, i 6= j ∈ {x, y, z} . (1.23)

This means that higher frequencies ν0 allow for enhanced spectral resolution.
4. If the magnetic �eld direction is spatially �xed, as it is the case in our NV−

center-mediated sensing experiments, and its absolute orientation is known the
e�ective g-factor computed from an EPR spectrum allows for elucidation of the
mutual alignment of g-frame and lab frame. For this it is necessary to know the
main axis entries of the g-matrix either from (single crystal) EPR measurements
or by quantum chemical calculations. The most general transformation is de-
scribed by three Euler angels and a set of three axises around which the rotation
is accomplished.[62]

5. Deviations from the g-factor of the free electron are mediated by the spin-orbit
coupling.[61] Taking this interaction into account (ĤLS), equation (1.18) reads as
follows

ĤZ + ĤLS =
µb
~
BT
(
L̂+ geŜ

)
+ λL̂

T
Ŝ. (1.24)

ĤL is the dilated electron Zeeman term including the orbital angular momentum
L̂ and ĤLS accounts for spin-orbit interaction, which is quanti�ed by the coupling
constant λ. A Second-order perturbation theory solution of Eq. (1.24) results in[61]

g = ge1 + 2λΛ⇔ Λij =
∑
n6=0

〈
Ψ0

∣∣∣L̂i∣∣∣Ψn

〉〈
Ψn

∣∣∣L̂j∣∣∣Ψ0

〉
ε0 − εn

, (1.25)

with ground and nth excited state wave function Ψ0 and Ψ1, respectively, whose
energy eigenvalues are given by ε0 and ε1. From this we can conclude that the
closer the energies of the orbitals involved are and the larger λ is, which is pro-
portional to the atomic number, the larger ∆g = g− ge becomes. For this reason,
heavy elements (e.g. transition metals) often exhibit ∆g ≥ 0.1− 1× 101 , whereas
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1 Theoretical foundations of quantum sensing

for organic samples often holds true ∆g ≈ 0.[61,64]

The electron-nuclear spin hyper�ne interaction between an electron spin
S and one nuclear spin I reads according to Eq. (1.17) as Ĥzfs = Ŝ

T
A Î. This can

be further divided into an isotropic part (Fermi Contact interaction: Ĥfc) and the
anisotropic electron-nuclear dipole coupling (Ĥdd).[61,65,66] They can be speci�ed as
follows

Ĥfc = −2

3

µ0

~
geµbγn |Ψ0 (0)|2 = aisoŜ

T
Î (1.26)

(µ0 is the vacuum permeability and |Ψ0 (0)| the electron density of the s-orbital
electron8 at the location of the nucleus) and

Ĥdd =
µ0

4π~
geµbγn


(

3Ŝ
T
r
)(

rTÎ
)

r5
− Ŝ

T
Î

r3

 , (1.27)

where r is the vector connecting the two spins. The interaction in equation (1.26)
is dominant for electron-nitrogen nuclear spin interaction in N@C60, while the
electron-nuclear spin interaction of the NV− center in the electronic ground state
is determined by both parts since its electron density distribution at the location
of the nitrogen atom nearly vanishes.[67]

The physical structure of equation (1.27) also applies to the coupling between two
electron spins Ŝ1 and Ŝ2 (electron-electron dipolar coupling) and we take a
more detailed look at it since it is not included in Eq. (1.17). We start with

Ĥedd = ωedd


(

3Ŝ
T

1 r
)(

rTŜ2

)
r5

− Ŝ
T

1 Ŝ2

r3

 , (1.28)

where ωedd = µ0

4π~ge,1ge,2µ
2
b. Introducing raising and lowering operators Ŝ+ = Ŝx +

iŜy and Ŝ− = Ŝx − iŜy, Eq. (1.28) can be reformulated[65]

Ĥedd = νedd

{
Ŝ1Ŝ2 − 3

[
Ŝ1,z cosϑ+

1

2
sinϑ

(
Ŝ1,+e−iφ + Ŝ1,−eiφ

)]
·
[
Ŝ2,z cosϑ+

1

2
sinϑ

(
Ŝ2,+e−iφ + Ŝ2,−eiφ

)]}
(1.29)

8Electrons in orbitals of non-vanishing orbital angluar momentum can contribute via spin po-
larization mechanisms.[61]
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1 Theoretical foundations of quantum sensing

The expansion of these terms results in the so-called dipolar alphabet from which
for our experimental conditions, however, solely the �rst term

A = Ŝ1,zŜ2,z(1− 3 cos2 ϑ)⇒ Ĥedd =
µ0

4π~
ge,1ge,2µ

2
bŜ1,zŜ2,z(1− 3 cos2 ϑ) (1.30)

is relevant.9

The zfs term in Eq.s (1.16), (1.17), which comes into e�ect for S > 1
2
, is discussed

in Chap. 2.2.2.

1.3 Continuous wave EPR

Commonly, bulk EPR experiments are conducted on samples containing about
1012 electron spins. The summation of their single magnetic moments µi sitting
in a magnetic �eld |B| = B0 only at T = 0 yields

∑N
i µi = µ = Nµi, which

states that all spins are aligned along B. Since the energy di�erence between
spin states is in the meV range (cf. footnote 5), for �nite temperatures thermal
induced transitions between them occur and the temperature-dependent thermal
polarization for S = 1

2
spins is given by[62]

∆Ntherm = N|S= 1
2
,ms=− 1

2〉 −N|S= 1
2
,ms=+ 1

2〉 ≈
N

2

geµbB0

kT
. (1.31)

Therefore, in thermal equilibrium the spin ensemble possesses a net magnetization

M0 =
1

V
∆Ntherm. (1.32)

1.3.1 The Bloch equations

In this ensemble limit a magnetization vector M = (Mx,My,Mz)
T can be de�ned,

which is characterized analogous to the magnetic moment regarding its dynamics
in magnetic �elds, i.e., it obeys the equation of motion given in Eq. (1.12). It has
already been noted in Chapter 1.1.3 that its derivation was not theoretically sound
since a quantum mechanical object can only be described by classical equations if
the statistics of the operator spectrum are available which, however, holds true as
long asM represents a pure state.[62] And indeed, for this macroscopically measur-
able quantity the so-called Bloch equations analogous to Eq. (1.12) were derived

9Further terms either induce state mixing and cause higher harmonics of small amplitude or
allow for energy transfer between both spins.[65]

17



1 Theoretical foundations of quantum sensing

by F. Bloch in 1946 without resorting to quantum mechanical considerations.[68]

They are given according to

d
dt
Mz = γ (−MxB1 sin(ωt) +MyB1 cos(ωt)) +

M0 −Mz

T1

d
dt
Mx = γ (−MyB0 +MzB1 sin(ωt)) +

Mx

T2

d
dt
My = γ (−MzB1 cos(ωt) +MxB1 cos(ωt)) +

My

T2

(1.33)

when the sample experiences the magnetic �eld B = (B1 cos(ωt), B1 sin(ωt), B0)T,
and is thus prepared in a non-equilibrium state, and γ is the gyromagnetic ra-
tion of the spin species investigated.[62] The mw �eld is characterized by its power
Pmw = B2

1 and frequency ω = 2πν. The decay constants are phenomenologically
introduced: T1 is called longitudinal or spin-lattice relaxation time. It describes
the temporal behavior of the restitution of the Mz component to the equilibrium
state given by equation (1.32). The underlying mechanisms are dissipative. The
coherence imposed by the oscillating �eld, i.e., the presence of a phase relationship
between the energy basis states, also decays into equilibrium, which is determined
by equation (1.6). The corresponding decay constant T2 is called decoherence time.
Under cw-EPR conditions, where ω varies slowly compared to the electron spins'
Lamor precession, a steady state ansatz is valid to solve Eq.s (1.33) in the ro-
tating frame. The solution yields for the transverse magnetization, which is the
measurable quantity in a cw-EPR experiment[62]

M̄ =
γB1M0

γ2B2
1

(
T1

T2

)
+
(

1
T2

)2

+ (ω0 − ω)2
. (1.34)

This renders a Lorentzian shaped function of linewidth

lwLorentzian =

√
1 + γPmwT1T2

γT2

, (1.35)

from which equation we can deduce that the linewidth of an EPR transition is
determined by both, the relaxation times, mainly T2 which is in most condensed
matter experiments the rate limiting step, and the applied mw power. Further-
more, the resonance phenomenon can be deduced from Eq. (1.34) mathematically
considering that the function takes it maximum at ω = ω0 and limω→∞ = 0.
We give some comments on the technical aspects of cw-EPR measurements and
refer to the literature for a detailed description.[66,69] In general, in an X- or W-
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1 Theoretical foundations of quantum sensing

band cw-EPR spectrometer, the static magnetic �eld is varied and the microwave
frequency is kept constant to record the spectrum. The sample is located in a
cavity which serves to tune the resonant circuit represented by the spectrometer
so that in the non-resonant case the mw power is dissipated. In the resonant case,
however, the sample absorbs mw energy, which leads to a power output in the form
of mw radiation, which is registered by the phase sensitive detector. Spectra are
recorded according to the lock-in principle. The static magnetic �eld is modulated
with a frequency (typically 100 kHz). Consequently, the cw-EPR signal SEPR is
recorded as d

dB0
SEPR, which corresponds to the �rst derivative of the absorption

curve.

1.4 Quantum sensing - A brief introduction

The description of a quantum sensing protocol requires a model of the sensor,
which we suppose to be a Two-level system (TLS), and of the measuring process.
Both is dealt with in Chap. 1.4.1 and 1.4.2, respectively.10

1.4.1 Two-level system

The essential concepts of quantum sensing can be exempli�ed with the help of an
appropriate TLS whose de�ning characteristics are:

(1) The TLS has two eigenstates |0TLS〉 = |0〉 = ( 1
0 ) and |1TLS〉 = |1〉 = ( 0

1 ) with
well-separated energy levels E|0〉 and E|1〉, where E|0〉 < E|1〉, a transition
energy given by E1 − E0 = E|0〉↔|1〉 = hν0 = ~ω0 and a transition rate
d
dt
n|0〉 = d

dt
n|1〉 = Γ (n|·〉: state population). See Fig. 3A.

(2) The TLS can repeatedly be prepared, w.l.o.g., in the ground state |0〉 and it
exists a physical measurement scheme to obtain its current state.

(3) Transitions between the energy levels can be induced coherently by applying
time-dependent �elds.

(4) The transition frequency ω0 or the transition rate Γ changes in present of an
external signal V (t) which interaction is quanti�ed by a coupling parameter
γS = ∂qE

∂V q
, where q = 1, 2 depends on the sensing scheme.

10Note that this chapter is mainly adapted from Ref. [23].
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TLS: Two-level
quantum system

|0 >TLS

|1 >TLS

Γ E =ħω  0

A

φ
ϑ

B |0 >TLS

|1 >TLS

|x> |y>

|Ψ>

Figure 3: Representation of a Two-level system (TLS). (A) Two discrete energy
levels are separated by energy E = ~ω0 and a transition rate Γ is imposed due
to state mixing or alternating �elds, which can couple to the TLS. (B) Bloch
sphere representation of a TLS state |Ψ〉 (magenta arrow) in its eigenstate basis
(|0TLS〉, |1TLS〉. The degrees of freedom of the TLS are given by the polar (ϑ) and
azimuthal angle (ϕ).

An arbitrary state of the TLS is represented through |Ψ〉 = a |0〉 + b |1〉 with
complex coe�cients a, b and |a|2 + |b|2 = 1. If, for example, a = 1 the TLS is in
one of its eigenstates. Otherwise, values of 0 < |a|2 < 1 indicate superpositions
states. Transformation into polar coordinates under the normalization condition
allows for writing the state representation up to a global phase as

|Ψ〉 = cos

(
ϑ

2

)
|0〉+ eiϕ sin

(
ϑ

2

)
|1〉 =

(
cos(ϑ2 )

eiϕ sin(ϑ2 )

)
, 0 ≤ ϑ ≤ π, 0 ≤ ϕ < 2π. (1.36)

The degrees of freedom of the TLS are given by the polar (ϕ) and azimuthal angle
(ϑ). Capitalizing on the Bloch sphere visualization (see Fig. 3B), any state is
represented by a vector |Ψ〉 of unity length and a unique set of ϑ,ϕ-values. Special
states are given by ϑ = 0 and 2π for the eigenstates and the equatorial plane is
addressed by ϑ = π.

1.4.2 Model of the measuring process

In addition to the model for the sensor, we also need one for the measurement
process. This is given by the quantum sensor Hamiltonian[23]
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1 Theoretical foundations of quantum sensing

Ĥ (t) = Ĥ0 + ĤV (t) + Ĥctrl (t) . (1.37)

Ĥ0 constitutes the internal static Hamiltonian, ĤV (t) represents the Hamiltonian
of the signal to be measured, and Ĥctrl allow appropriate control of the sensor-
signal system. If Ĥ0 is known and Ĥctrl can be adapted freely, the in�uence of
the signal Hamiltonian on the sensor states can be inferred from Eq. (1.37). The
individual terms result as follows.

The internal Hamiltonian is the representation of the sensor in the absence
of signals. Since it should be static, it is given in the energy eigenstate basis
according to

Ĥ0 = E0 |0〉 〈0|+ E1 |1〉 〈1| =
(
E0 0
0 E1

)
. (1.38)

Coupling between the sensor and the signal V (t) is encoded in the signal Hamil-
tonian which reads as

ĤV (t) =
1

2
γS

(
−V‖(t) V⊥(t)

V⊥(t) V‖(t)

)
. (1.39)

where γS is the coupling strength. From Eq. (1.39) can be deduced that V‖ and
V⊥ exert a di�erent in�uence on the quantum sensor. V‖ causes shifts of the en-
ergy eigenstates, thereby ω0 is changed. O�-diagonal contributions V⊥, however,
do not commute with the internal Hamiltonian and may induce level transitions.
This increases the transition rate Γ. Furthermore, a distinction need to be made
between coherent and noise signal sources. The former can generally be detected
by a lock-in principle, while the latter is only accessible by its spectral power den-
sity.
The control Hamiltonian consists of a set of manipulation operations that al-
low the states of the TLS to be tuned to the signal to be measured. Following the
naming of quantum computing, these are called quantum gates. In addition to the
Pauli matrices (see Eq. (1.19)), the Hadamard gate 1√

2
( 1 1

1 −1 ) and the projection
operators (〈0/1| ·〉) on the eigenvalues are important in basic approaches.

To explain the principle of a quantum measurement using the TLS we choose
the example of a Ramsey measurement of a signal V‖, such that ω = ω0 + γSV‖
(see Fig. 4A).

1. The TLS is prepared in its initial state.
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2. By means of a π
2
pulse, which corresponds to a Hadamard gate, a superpo-

sition state is accomplished

|Ψ0〉 =
1√
2

( 1 1
1 −1 ) ( 1

0 ) =
1√
2

( 1
1 ) =

1√
2

(|0〉+ |1〉) . (1.40)

3. In the free precession period the state |Ψ0〉 evolves according to Eq. (1.13),
where the Hamiltonian is given as Ĥ = Ĥ0 + ĤV = ( ω 0

0 ω ), for a period of

time τ . The propagator of this evolution is given by Û (τ) = exp
(
−iĤτ

)
.

Accordingly, the transformation Û |Ψ0〉 results in the state

|Ψ (τ)〉 =
1√
2

(
|0〉+ e−iωτ |1〉

)
, (1.41)

where the two eigenfunctions acquire a relative phase ϕ = ωτ and we omit
a global phase factor.

4. The second π
2
pulse in Fig. 4A creates the observable state |α〉

|α〉 =
1√
2

(
1 + e−iωτ

)
|0〉+

(
1− e−iωτ

)
|1〉 , (1.42)

5. The resulting state is read out by a Bernoulli process, which yields the tran-
sition probability p according to

p = 1− |〈0| α〉|2 =
1

2
[1− cos (ωτ)] . (1.43)

6. Since we obtain in 5. a response of either 0 or 1, this speci�c τ step needs
to be repeated until su�cient statistics are obtained.

7. If we had performed the same protocol with the same τ value without the
signal and thus knew p (ω0, τ), we could obtain the signal V‖ from the dif-
ference in p. However, it is commonly inferred from a protocol in which τ
is incremented and the characteristic oscillation expressed in Eq. (1.43) is
evaluated.11

The Ramsey protocol can only detect constant or signals with a frequency of
≈ 1

τ
. We can clarify this when we look at the phase pickup in the third pro-

tocol step. This is given by ϕ =
∫ τ

0
γSV‖ (t) dt. If V‖ (t) oscillates fast on the

11In this case, p (ω0) must be known, which is generally the case, unlike p (ω0, τ).
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τ -timescale, it averages to zero and accordingly no phase is acquired (see Fig.
4A). Theoretically, we could adapt τ to any signal, but two limitations exist.
For high frequencies it is given by the minimal gate length, i.e. signals oscil-
lating at the timescale of the duration of a π

2
pulse manipulation are not acces-

sible. For low-frequency signals the measurement restriction is present through
the coherence decay of the superposition state, for example, by non-coherent
interaction with a spin bath, which is characterized by the time constant T ∗2 .

π
2

π
2

π

A

B

init readout
τ

τ
2

Figure 4: Example sensing schemes dis-
cussed in in the text. (A) Ramsey and (B)
Hahn echo scheme. τ is a time to be incre-
mented, π

2
and π are spin state operations.

The blue curve corresponds to a signal to
be measured and the green line indicates the
corresponding phase pickup. It can be seen,
that for the Ramsey scheme the phase pickup
equals to zero over the investigation time τ ,
while the Hahn echo protocol acquires a �-
nite value according to the area under the
green curves.

For the NV− center this is consti-
tuted by 13C nuclear spin impuri-
ties in the diamond host or surface
contributions.[70] Typical values we
obtained range at T ∗2 = 1.5 µs (see
Chap. 2.2.3). This corresponds
to roughly 7× 102 kHz. Yet, if we
were to detect electron-electron or
even electron-nuclear coupling in-
teractions, whose energy could un-
dercut the 1× 102 kHz regime, this
may not be su�cient. A varia-
tion of the 1/τ �lter is given by in-
serting a π pulse between the two
π
2

pulses. The phase pickup is

then given by ϕ =
∫ τ

2

0
γSV‖ (t) dt −∫ τ

τ
2
γSV‖ (t) dt = 2

π
γSV‖τ cosα, with

the signal V‖ cos (2πνact+ α) (see
Fig. 4B). The subdivision of the
free evolution period of the TLS

and thus of the frequency �lter also makes it possible to deliberately induce a
disturbance in one of the two windows. Phase pickup in the two partial intervals
then provides di�erent values from which information about the interference can
be obtained. This is the principle of NV− center-related double electron-electron
resonance (NV-DEER) spectroscopy, as it is presented in Chap. 6.5.2.2.

It should be pointed out that the selected example of the Ramsey scheme rep-
resents the general principles of a quantum sensing protocol, which we therefore
summarize again: initialization of the quantum sensor, manipulation of the spin
system according to the signal source to be recorded, projection into an observable
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eigenstate, probabilistic readout, repetition of the measurement to determine the
underlying statistics and incrementing of a time or frequency control variable to
reveal the temporal or energetic behavior of the signal.

Various measurement schemes have been developed to determine the amplitude,
frequency or phase of coherent signals. Noise signals occurring from di�erent
underlying statistics can be characterized by methods that can be seen as an ex-
tension of the Hahn Echo protocol. High frequency signals can be determined by
their in�uence on the longitudinal T1 relaxation time. An extensive description of
these methods, however, is beyond the scope of this thesis and we therefore refer
to the literature.[20,23�25]
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2 The material and technical aspect of quantum sensing

2 The material and technical aspect of quantum

sensing

First, in this chapter we turn to the material aspects of quantum sensing. We
introduce the endohedral fullerene N@C60 as a molecular system. The parent
molecule, the C60 fullerene, has its own intriguing story that began with its dis-
covery, published by H. W. Kroto et al. in 1985,[71] that intermediately climaxed
again in the report on the �rst macroscopic production technique,[72] which made
subsequent research endeavors possible at all, and that has merged into the cur-
rent role of C60 fullerene as one of the classical nanomaterials. (see Chapt. 2.1.2).
The group-V endohedral fullerene N@C60 as a molecular system is characterized
in Chap. 2.1.3 regarding its physical and spectroscopic properties. While the NV−

center is embedded in a diamond host, its local structure justi�es considering it as
a quasi-molecule. With this model the most important properties, which are also
exploited in this work in connection with its detection properties, can be explained;
this is done in Chap. 2.2. Some of the material characteristics of the diamond
host are discussed in Chapter 2.3. The supplementary (Chap. 2.4) elucidate the
details of the ODMR setup used.

2.1 Atomic nitrogen encapsulating C60 fullerene - a

molecular system

2.1.1 De�nitions and nomenclature

Fullerenes are allotropes of carbon. They feature a closed spheroid cage struc-
ture which can be constructed through a cover of the spherical surface by regular
polygons. The vertices of the polygons are occupied by carbon atoms, whereas
the edges correspond to C−C σ bonds. Stability considerations and deductions
from graph theory imply as a necessary condition, for classical fullerenes to be
Archimedean solids built from twelve pentagons and N = νg/2 − 10 hexagons,
where νg ≥ 20 is the number of C atoms.[73�75] Experimental results exist for
νg = 20, 36, 60, 70, 76, 78, 82, 84, 90, 94, 96.[71,76�80]

Current recommendations of the International Union of Pure and Applied Chem-
istry (IUPAC)12 of naming the chemical compounds represented by νg = 60 and
νg = 70 is (C60 − Ih) [5, 6]fullerene and

(
C70 −D5h(6)

)
[5, 6]fullerene, respectively.[81]

12The nomenclature (Cνg − pg) [X,Y ] fullerene states the number of C atoms νg, the point group
pg and the ring size X and Y of the rings constituting the chemical compound. The name
buckminister fullerene is chosen to esteem the architect R. Buckminster Fuller.[73]
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145 pm
138 pm
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Figure 5: Schematic drawings of (A) corannulene, (B) C60 fullerene, and C70

fullerene (C) alongside the C5 symmetry axis and (D) perpendicular to it. Latin
numbers indicate bonds, greek letters classes of equivalent carbon atoms regarding
their chemical shift.

In this work, C60 fullerene and C70 fullerene synonymously is used.

Fullerenes, enclosing a atom, ion, molecule or cluster are named endohedral ful-
lerenes.[82] Regarding the intercalated species it can be distinguished between en-
dohedral mono, di, and trimetallo fullerenes as well as main-group metal cluster,
noble gas, and non-metal fullerenes.[51]

Herein, we are not pursuing the recommendation of IUPAC to name a fullerene
(Cνg − PG) [X, Y ] intercalating a species S according to (Cνg − PG) [X, Y ] fullerene
incar species, and to denote it iS[C60 − Ih].[81] Instead, the S@Cνg nomenclature
commonly found in literature is used.

2.1.2 Material properties and production of C60 and C70 fullerenes

The C60 fullerene comprises a molecule that in ideal approximation is represented
by a truncated icosahedron. This Archimedean solid consists of νg = 60 vertices,
f = 32 surfaces and e = 90 edges.13 Its point group Ih is of order 120, therefore,
it is commonly referred to as a highly symmetrical molecule (cf. Fig. 5B).14

Besides the forecast of the C60 fullerene by E. Osawa, which was in�uenced by the
curved spherical cap-like structure of corannulene (Fig. 5A), various experimental
results corroborate this appellation.[80,83] For example, X-ray crystallographic in-
vestigations on an osmylated C60 derivative and on C60 crystallized from benzene
as well as gas-phase electron di�raction studies have been shown little deviation
from the Ih symmetry.[84�86] Further agreement has been obtained by 13C NMR

13In general applies Euler's polyhedron formula: νg + f − 2 = e.[75]
14Note, that the octahedron point group Oh is of order 48.
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spectroscopy. The data provide but one signal in the �eld area of non-protonated
aromatic carbon, therefore, demonstrating the equivalence of the carbon atoms.
Furthermore, the results allow to draw predictions with respect to bond distances,
van der Waals (vdW) radii, and the binding topology.

1. 5-membered rings are mutually separated by 6-membered rings.

2. Single (145 pm) and double bonds (138 pm) alternate. Additionally, 5-mem-
bered rings are solely built from single bonds.

3. The vdW diameter, the vdW surface, and the vdW volume are, respec-
tively:15 dvdW,C60 = 0.95 nm, SvdW,C60 = 3.5 nm2, VvdW,C60 = 0.45 nm3.[87,88]

Additional characteristics of the C60 fullerene are its comparatively high electron
a�nity and polarizability which were measured to be WA = 2.65 eV (gaseous
phase) und αC60 = 82.7× 10−30 m3, respectively.[89,90]

The chemical structure of the C70 fullerene as it is available from quantum chemi-
cal calculations and X-ray crystallography experiences a symmetry breaking com-
pared to the C60 fullerene.[91,92] The corresponding point group is D5h where the C5

symmetry axis centrally intersects the polar 5-membered rings (cf. Fig. 5C und
D). 13C NMR measurements reveal �ve signals which are assigned to equivalence
classes α - ε shown in Fig. 5D.[93,94] Thereby annihilating the bonding alternation
of the C60 fullerene crystal structure analysis, unveils eight distinct bond distances.
However, it is still possible to allocate them into a single (142 − 146 pm) and a
douple bond regime (137 − 138 pm).[92] Fig. 5A&C draws an analogy between
the binding topology of corannulene and the C70 fullerene. Hence, the latter one
can be interpret as a fusion of two corannulene units which are linked via a sliver
of 5- and 6-membered rings. Due to lowered curvature, this intermediate part of
the C70 molecule represents an area of increased vdW interaction.[95] The molec-
ular size of the C70 fullerene can be estimated by the following vdW values:16

SvdW,C70 = 3.8 nm2 and VvdW,C70 = 0.54 nm3.[87,88] The polarizability is given as
αC70 = 102× 10−30 m3, therefore, the ratio of the corresponding quantities for C70

and C60 is calculated to αC70/αC60 = 1.23.[96]

The electrochemistry of fullerene anions has been widely studied, which was sup-
ported by the easy preparative accessibility of the reduction protocols, such as
the use of alkali and alkaline earth metals, organometallic and BH3compounds,

15The given values assume a vdW radius of carbon of 0.147 nm.[87]
16Cf. footnote 15.
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and electrosynthesis, as well as their relative stability, at least of low-oxidized
fullerenes.[97] All intermediates of the single electron reduction cascade up to the
hexaanion could be characterized with respect to their reduction potential.[98]

Of practical signi�cance are the solid state properties of C60 anion salts, which
can form ferromagnetic and superconducting phases, the latter being observed for
Cs2RbC60 up to a temperature of 33 K.[99] Eventually, technical demonstration of a
single C60 molecule transistor possessing superconductivity has been reported.[100]

The use of [6, 6]-phenyl-C−61-butyric acid methyl ester in organic solar cells is
based on the low reduction potential of the corresponding C60 derivative insofar
as it acts as an electron acceptor.[101]

In contrast to the C60 anion, the corresponding cations are less in focus both, in
terms of research results and possible applications, which is mainly related to their
chemical instability. This thesis deals with their generation and spectroscopic in-
vestigation in Chapter 3.
In addition to the charged species, neutral C60 fullerenes are also the subject of
current research, due to their unparalleled chemical composition of spherical ge-
ometry, full sp2 carbon coverage and high molecular volume. One feature resulting
from this is its low solubility leading to so called solvophobic solvation.[88] With
relatively weak C60 solvent molecule interactions occurring, which corresponds to
a low solvation enthalpy, the negative solvation entropy becomes determining and
the Gibbs solvation energy ∆solvG

◦ = ∆solvH
◦ − T∆solvS

◦ becomes positive.17 As
a consequence, cluster, aggregate, and nanocrystal formation can be observed in
a large number of particular solvents. This circumstance was used to produce a
variety of one-, two, and three-dimensional con�ned nanostructures using crystal-
lization methods; a technical application given by a �eld-e�ect transistor was also
presented.[102,103] In life sciences the chemical orthogonality as well as the electro-
chemical properties have lead to investigations in terms of C60 as, e.g., radical
scavenger, drug delivery agent, antibiotic for Gram-positive bacteria, and compo-
nent of a glucose biosensor.[104]

Krätmscher et al. reported the �rst production protocol to obtain macroscopic
amounts of C60 and C70.[72] This process bases on resistive heating of graphite
electrodes under a helium atmosphere. Currently, two production techniques are
employed: the evaporation of graphite in the arc and combustion of toluene or
tetralin.[105,106] While in the former case yields of 5− 12 % related to C60 and C70

are accessible the combustion method earns 1 %. Yet, the latter one capitalizes

17For Tetralin, for example, there is: ∆solvH
◦ = 197 kJ mol−1, ∆solvS

◦ = −208 kJ mol−1 at
298 K and 1013 mbar.[88]
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on lower an energy consumption and its scalability.[106] Common to all those pro-
duction techniques a crude mixture of C60, C70, higher fullerenes and amorphous
carbon is garnered. Accordingly, puri�cation and component-wise separation is
crucial, especially, since total synthesis protocols aiming to produce fullerenes still
remains elusive due to low yields.[107,108]

2.1.3 Material properties and production of N@C60 fullerene

The 14N@C60 molecule18 consists of a C60 fullerene and a nitrogen atom which is

Figure 6: Molecular structure of N@C60

showing the nitrogen atom (blue) with vdW
diameter DvdW = 3.1Å, the fullerene cav-
ity (DvdW = 4.4Å), and the C60 fuller-
ene (DvdW = 9.5Å), when transparent
spheres indicate DvdW = 2.9Å of carbon
(grey).[87,109]

preserved in its 4S3/2 electronic
ground state and resides in the very
center of the fullerene cavity (see Fig.
6).19 Such a molecular system is par-
ticularly remarkable because other-
wise atomic nitrogen can only be ob-
served as short-living species under
very harsh conditions, for example in
discharge experiments.[110]

The paramagnetic S = 3/2 spin
ground state of the endohedral ni-
trogen atom has been substantiated
by EPR spectroscopy.[111,112] Espe-
cially, the observed narrow linewidth
in the µT range or, conterminously,
the long relaxation times which for
T2 = 120(10) µs suggest a natu-
ral linewidth even lower, was traced
back to a purely isotropic system (see
Chap. 2.1.4 for more details). Quan-
tum chemical calculations resulted in
a global energy minimum when the
nitrogen atom is located in the cen-

ter of the C60 fullerene cavity.[113] The activation energy for the process of nitrogen
extrusion was calculated to be ≈ 2 eV.[114]

18In the remainder of this work, we suppress the speci�cation of the nitrogen isotope since all
experiments were carried out with 14N implanted material.

19Accordingly, neither bond formation nor charge transfer occurs between the C60 fullerene and
the nitrogen atom.
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A comparison of the UV/VIS spectra of C60 and N@C60 shows no signi�cant de-
viation in the extinction values over the spectral range of λ = 200 − 700 nm (λ:
wavelength).[115] The thermal stability of N@C60 was discussed over a longer pe-
riod of time.[116,117] Recent studies show that N@C60 decomposes under ambient
conditions in solid state with a time constant of about 38 weeks.[57] Thermal stress
increases the decay rate.[118] However, stabilization is possible under protective
atmosphere.[57]

A. Weidinger et al. developed two processes for producing N@C60: the ion im-
plantation and the glow discharge method.[119] The former was used in the context
of this work and is described below. An extended description is given in [57].

Figure 7: Schematic drawing of the implantation setup denoting standard process
parameters. See text for details.

The capacitive-coupled high frequency (13.56 MHz) ion source is fed with a con-
stant volume �ow V̇N2 of nitrogen (see Fig. 7). In the ignited plasma, N+ ions
are generated by collisional ionization with electrons accelerated in an alternat-
ing electric �eld. These ions are extracted by ion optics into the chamber with
the energy e (Uplasm + Uscr + Uacc), whereby the latter two contributions are ad-
justable. A certain proportion of the ions integrate into the fullerenes which are
present before and on the target. These are synchronously sublimated in the
process from a resistively heated e�usor. The target is a liquid nitrogen-cooled,
rotatable, double-sided copper plate construction located in a 45°-geometry in the
idealized trajectories of both N@C60 precursors. To increase the mean free path

30



2 The material and technical aspect of quantum sensing

of the nitrogen ions, the plant is operated under reduced pressure. After the im-
plantation process is completed, the target is ejected. The raw material forms a
layer few micrometers thick on the copper plates, which is collected by scraping.
In addition to fullerenes and endohedral fullerenes, it contains insoluble material
(fullerene fragments and polymers). The ratio of N@C60 to C60 is about 1× 10−4.
Since a 80 : 20 mixture of C60 and C70 is used in the current process control,
an appropriate processing is necessary. To separate C60 / N@C60 from C70 /
N@C70, higher fullerenes, and non-fullerene by-products, puri�cation by �ltering
and plug-�ltration[120] is conducted. Eventually, enrichment of N@C60 towards C60

is accomplished by high pressure liquid chromatography (HPLC). This method
capitalizes on the small di�erence in polarizability of the two species to separate
them via molecular interactions with a pyrene-functionalized column bed (COS-
MOSIL Buckyprep, Nacalai Inc.).
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Figure 8: Example results of N@C60 analysis. HPLC Chromatogram, recorded
with calibrated UV/ VIS detector, shows mainly C60 which is identi�ed due to
characteristic retention time of 485 s. Inset (A): Contamination by unknown
species and C120 amounts to 0.5 %. Inset (B) Overview EPR spectrum reveals
characteristic hyper�ne splitting (see Chap. 2.1.4). Quanti�cation is accompli-
shed by double-integrating one hyper�ne line and determining N@C60 according
to Eq.(4.1) using TEMPO as spin standard.

The C60 / N@C60 content is characterized by an analytical HPLC protocol utiliz-
ing an UV detector which was calibrated against a C60 standard. The amount of
N@C60 is determined using X band cw-EPR spectroscopy (with standard param-
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eter mw power Pmw = 10 µW, modulation amplitude Bmod = 0.01 mT , binning
0.01 mT/bin, sweep rate 0.13 mT/s. Spin counting is enabled by TEMPO cali-
bration. An example analysis outcome for the material used in the experiments
for single N@C60 molecule readout yields a purity of 99.5 % with C120 as main
impurity, a �lling factor of 1.0× 10−4, i.e., the ration of N@C60 particles per total
fullerene particle content, and a hyper�ne coupling strength of 15.8(1) MHz (see
Fig. 8).[59]

2.1.4 N@C60 fullerene as quantum sensor

The e�ective electron ground state S = 3
2
spin Hamiltonian of N@C60 taking solely

isotropic coupling to the 14N nuclear spin (I = 1) into account reads as

Ĥ0 =
µb
~
gisoBzŜz + aisoŜz Îz, (2.1)

where giso = 2.002 04(4) has recently be determined with high precession and
aiso = 0.56(1) mT.[118,121] Thus, the state energies can be computed according to

〈S,ms| ⊗ 〈I,mI | Ĥ0 |S,ms〉 ⊗ |I,mI〉 =
µb
~
gisoBzmS + aisomSmI (2.2)

and the corresponding term diagram is given in Fig. 9. An example spectrum
emphasizing the hyper�ne splitting by aiso is exhibited in Fig. 8 - inset B.
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Figure 9: N@C60 spin level
diagram, see Eq. (2.2).

Most of the results obtained in this thesis are cov-
ered by this simple model. Corrections such as the
full development of the hyper�ne matrix leading
to second order energy terms as large as 930 µT,
zero-�eld splitting contributions, and nuclear Zee-
man interaction cannot be resolved with our EPR
spectrometer.[122] Following the remarks in Chap-
ter 1.2 on electron-spin-spin coupling, secular terms
of this dipolar interaction should lead to additional
terms µ0g1g2µb,1µb,2

4π~
1
r3
12
mS1mS2(1 − 3 cos2 θ) for spins

S1 and S2. Whether these can be observed for the
C60 cation-N@C60 system in bulk EPR measure-
ments is discussed in Chap. 3.
Next, we brie�y comment on the potential utiliza-
tion of endohedral group-V fullerenes as quantum
sensors. While the requirements for temperature
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and pressure sensing protocols have been reported as well,[123,124] we are con-
centrating here on the detection of magnetic �elds. From early studies on the
line broadening of N@C60 in dependence of its concentration in powder samples
it could be concluded that it is sensitive to environmental spins due to dipolar
interactions.[125] An extension of this approach has been demonstrated on C60/
N@C60 nanostructures, whereby a change of the N@C60 linewidth was concluded by
the degree of solvent and thus simultaneously proton intercalation into the fullerene
host crystal.[55] By functionalizing N@C60 with permethylated β-cyclodextrin, its
water-solubility could be achieved. Subsequently, experiments were conducted in
polar solvents of increasing Cu2+ concentration which found its manifestation in
a linearly increasing linewidth of N@C60.[56] These two approaches rely on the co-
herent manipulation of ensemble spins using bulk EPR. The underlying physical
mechanism is the in�uence of the spin bath onto the decoherence time T2. To give
a rough estimation for requirements of observing dipol-dipol interaction between
N@C60 and a S = 1

2
species as resolvable spectroscopic feature with our EPR spec-

trometer, we assume a splitting two times the linewidth, which results in nearly
50 µT = 1.4 MHz for N@C60. Since Edip

N@C60−S=1/2 ≈
52 MHz
r3 1

nm3

the distance between

both spins need to be r . 3 nm.
Regarding their sensitivity, EDMR- and ODMR-assisted protocols range in the
small ensemble and single molecule regime, respectively.[57�59] For the latter, NV−

center-mediated addressing of a N@C60 molecule at cryogenic temperatures re-
cently has been reported. Its T2 decoherence time was measured as longer as
1 µs, where the T2 time of the speci�c NV− imposed restrictions on the full deter-
mination. However, even with this estimated value, there is an improvement in
frequency resolution to below 1 MHz. If we take a bulk value of T2 from the liter-
ature, which was obtained at diluted 15N@C60 and resulted in 190 µs, the sensing
radius would be extended to ≈ 20 nm.[126]

A full discussion of the possibilities of N@C60 to act as a quantum sensor on the
single molecule level leads beyond the scope of this thesis. However, the use of the
full Hilbert space, especially including the 14N nuclear spin, which naturally has
relaxation times in the ms − s range, seems to be auspicious, in particular, since
dynamic decoupling sequences acting on the electron spin as well as the coherent
state transfer between electron and nuclear spin has already been demonstrated
on bulk samples.[122,126]

Finally, it should be noted that group-V endohedral fullerenes are also promis-
ing from a chemical point of view, since they possess a de�ned surface compared
to nanodiamonds, for example. This is accessible by a variety of synthetic ap-
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proaches, such as thermal and photochemical cycloadditions as well as nucleophilic
additions.[127]

2.2 The diamond hosted NV− center - a quasi-molecular

system

The NV− center is a diamond lattice impurity whose electronic states can be de-
rived by considering it as a quasi-molecule energetically embedded within the dia-
mond band structure. Speci�c electronic interactions cause the spin levels |mS = 0〉
and |mS = ±1〉 to exhibit di�erent transition dynamics, which concurrently lead
to di�erent �uorescence behavior (see Chap. 2.2.1). Since the axial-symmetrical
NV− center has a spin triplet ground state a characteristic response to static
(Chap. 2.2.2) and alternating magnetic �elds (Chap. 2.2.3) can be observed.

2.2.1 Optical properties of the NV− center

Hosted in an all-carbon diamond crystal, the NV− center comprises a substitutional
nitrogen atom and a neighboring vacancy.[128,129] The defective lattice decoration
breaks down the translational symmetry of the diamond Fd3̄m space group and
leaves the C3v point group as an adequate description of the local impurity struc-
ture, that is constituted by one nitrogen and three covalently unsaturated carbon
atoms in a tetrahedral arrangement (see Fig. 10A).
In general, the C3 symmetry axis of the NV− center is aligned along the four
diagonals (〈111〉, 〈11̄1̄〉, 〈1̄11̄〉, 〈1̄1̄1〉) of the diamond structure in either direction
which results in four di�erent orientation classes regarding vectorial interactions
(see the four orange sticks in Fig. 10B which represent one orientation of the NV−

axis, respectively).[130]

In terms of its global energy the NV− center lies within the diamond band gap
between the valence band (VB) and the conduction band (CB).[129] Therefore,
it can be interpret as a quasi-molecule and the nitrogen (σN) as well as three
carbon (σ1, σ2, σ3) dangling bonds may linearly combined according to20 a′1 =

σN − Λ′(σ1 + σ2 + σ3), a1 = Λ(σ1 + σ2 + σ3) + σN, ex = 2σ1−σ2−σ3√
6

, and ey = σ2−σ3√
2

to result in four symmetry-adapted molecular orbitals (MOs).[19,128] In its negative
charge state six electrons occupy these MOs. Due to Coulomb interactions

∣∣3A2

〉
= |exey − eyex〉 ⊗

{
|+1〉
|0〉
|−1〉

= |E0〉 ⊗
{
|+1〉
|0〉
|−1〉

(2.3)

20Λ and Λ′ are factors that take mixing between the dangling bond orbitals into account.

34



2 The material and technical aspect of quantum sensing
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Figure 10: (A) Diamond lattice structure (gray spheres) hosting a NV− center
which consists of a carbon-substituting nitrogen atom (blue) and three carbon
atoms surrounding a lattice vacancy. (B) NV− center aligned along the [111]
axis. ai (red) represents the primitive basis vectors of the face centered cubic
lattice, while the basis is constituted by the nitrogen atom (blue) and the vacancy.
Furthermore, two characteristic crystals planes (100) and (111) are depicted as
well as potential NV− center symmetry axis orientations [111], [1̄1̄1], [11̄1̄], and
[1̄11̄], where the last two are not assigned.

the electronic ground state, whose spin degrees of freedom constitute a triplet
spin state: |S = 1,mS = +1〉 =: |+1〉, |S = 1,mS = 0〉 =: |0〉 and |S = 1,mS =

−1〉 =: |−1〉, is lowest in energy, and thus constitutes the highest occupied molec-
ular orbital (HOMO) (Fig. 11A).[19,128,129] Because of the axial symmetry of the
NV− center the degeneracy of the spin triplet states is lifted by dipolar spin-
spin interaction, where the electronic ground state zero �eld splitting parameter
is D = 2π · 2.87 GHz in the absence of crystal strain (Fig. 11B).[129] The �rst
excited electronic state |3E〉 (lifetime τ|3E〉 ≈ 25 ns) is attainable by non-resonant
laser excitation at λexc = 520 nm into phonon sidebands (green arrows in Fig.
11B) under preservation of the spin angular momentum number mS. Concerning
relaxation, however, there is a strong dependency on ms due to spin dependent
intersystem crossing (ISC) into the singlet state |1A1〉 whose lifetime is given by
τ|1A1〉 ≈ 250 ns, and is thus comparatively longer than τ|3E〉. While for the |0〉 spin
state the ISC coupling strength is two orders of magnitude lower as for the |±1〉
spin states (upper black dash-dotted arrows in Fig. 11B) it preferentially decays
via photon emission in the visible area at λem ≈ 637− 850 nm (red arrows in Fig.
11B). Contradictorily, in the limit of many excitation cycles the |±1〉 spin states
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Figure 11: (A) Energy level scheme of C3v symmetry-adapted MOs of electronic
ground and excited state. States denoted with small letter are given in spatial
coordinates, those with capital letter additionally include spin degrees of free-
dom. (B) Jablonski diagram of NV− center electronic level transitions. Dotted
lines depict degeneracy lifting interactions, single-headed arrows represent optical,
three-headed mw induced transitions. Intersystem crossing relaxation is indicated
by dash-dotted arrows.

more often pass to the singlet manifold to eventually decay predominantly in the
electronic ground state |E0〉 ⊗ |0〉. Since the IR emission of the singlet state re-
laxation λ|1E〉→|1A1〉 = 1042 nm commonly is not detected, and therefore does not
contribute to the overall photon count, per unit time less photons are emitted on
this relaxation pathway because of τ|3E〉/τ|1A1〉 < 1. Thus, counting photons in a
period of time, which is comparable to the singlet state lifetime, allows for spin
state discrimination and spin state readout (see Fig. 21B).
Additionally, the fact that independent of the initial state the �nal state of one ex-
citation cycle predominantly is given by the |E0〉⊗|0〉 state leads to a non-thermal
polarization, which can reliably be prepared by driving the electronic transitions
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for a time longer than any state lifetime. The NV center is in an equilibrium state
then whose lifetime is mainly determined by the τ|3E〉 state (see Chap. 2.4.2).

2.2.2 The response of the NV− center to static magnetic �elds

The sensitivity of the NV− center to a magnetic �eldB = B0 (sinϑ cosϕ, sinϑ sinϕ,

cosϑ)T can be deduced from its ground state spin Hamiltonian given in the Zeeman
basis

Ĥ0 = DxŜ
2
x +DyŜ

2
y +DzŜ

2
z + γe,NVB · Ŝ (2.4)

where we neglect hyper�ne and far-reaching dipolar coupling terms.21 Herein,

Ŝ =
(
Ŝx, Ŝy, Ŝz

)T
is the vector spin operator, whose components are given by Ŝx =

√
2
−1
(

0 1 0
1 0 1
0 1 0

)
, Ŝy =

(√
2i
)−1
(

0 1 0
−1 0 1
0 −1 0

)
, and Ŝz =

(
1 0 0
0 0 0
0 0 −1

)
. The gyromagnetic

ratio of the NV− center γNVe is determined by the g-factor gNVe = 2.0028.[129]

Note that the zero �eld splitting (zfs) matrix is formulated in its eigenframe D =(Dx 0 0
0 Dy 0
0 0 Dz

)
and that the orientation of the magnetic �eld B in respect to the NV−

center symmetry axis is formulated in spherical coordinates, where ϑ and ϕ are
the canonical angles. The expansion of Eq. (2.4) results in

Ĥ0 =

(
Dz+

Dx+Dy
2

0
(Dx−Dy)

2
0 Dx+Dy 0

(Dx−Dy)
2

0 Dz+
Dx+Dy

2

)
+ γNVe

 B0 cosϑ
B0 sinϑe−iϕ√

2
0

B0 sinϑeiϕ√
2

0
B0 sinϑe−iϕ√

2

0
B0 sinϑeiϕ√

2
−B0 cosϑ

 . (2.5)

Let us consider the zfs term �rst. Since D merely stems from dipol-dipol electron
interaction, it is traceless (Dz = − [Dx +Dy]), and new parameters D, E can be
introduced. For them applies: D = Dzz − 1

2
(Dx +Dy) and E = 1

2
(Dx −Dy). In

the absence of lattice distortion or electric �elds (for bulk diamond NV− centers
E ≈ 0 holds true on the D = 2π · 2.870 GHz scale) we come upon the NV− center
as an ideal uni-axial system. Therefore Dx = Dy, and E vanishes. Because we are
solely interested in transitions between di�erent spin states we can set the zero
point of energy to 0

!
= −2D

3
. Eventually, we have

Ĥ0 =

D 0 0

0 0 0

0 0 D

+ γNVe

B0 cosϑ B0 sinϑe−iϕ√
2

0
B0 sinϑeiϕ√

2
0 B0 sinϑe−iϕ√

2

0 B0 sinϑeiϕ√
2

−B0 cosϑ

 . (2.6)

21In our cw-ODMR experiments this is justi�ed due to power broadening. In pulse experiments
mw excitation frequencies can be applied which are centered in a way that the hyper�ne
interaction-related manifolds are e�ectively degenerated.
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This can be further simpli�ed to22

Ĥ0 =

D + γNVe B0 0 0

0 0 0

0 0 D − γNVe B0

 (2.7)

if we presuppose that the magnetic �eld and the NV− axis coincide (ϑ, ϕ !
= 0).

In this way, we can reproduce the level scheme in Fig. 12A. For example, when
taking the Zeeman basis in vector representation 〈1,+1| = (1, 0, 0), |1,+1〉 =

(
1
0
0

)
,

〈1, 0| = (0, 1, 0), |1, 0〉 =
(

0
1
0

)
, we may get

∆E|1,+1〉←|1,0〉 =
∣∣∣〈1,+1| Ĥ0 |1,+1〉 − 〈1, 0| Ĥ0 |1, 0〉

∣∣∣ =
(
2π ·D + γNVe B0

)
. (2.8)

We now return to the general case, where ϑ, ϕ 6= 0 and E 6= 0 (Eq. (2.5)). The
�rst inequality points out that B and the symmetry axis of the NV− center are no
longer aligned. Yet, since in our experiments we apply only slight static magnetic
�elds of ≈ 10 mT, the inequality γNVe B0 � 2π · D is still valid and the the NV−

axis remains the quantization axis of the lab frame. Consequently, the Zeeman
basis still provides good eigenfunctions, yet, the eigenvalues change (see Fig. 12C).
Additionally, due to the o�-diagonal parameter E in the zfs term, the degeneracy
of the |1,±1〉 states is lifted even in zero �eld (see Fig. 12B, where Bx, By = 0).
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Figure 12: NV− center response to static magnetic �elds when (A) NV− center
and Bz axis are co-aligned, (B) crystal strain or electric �elds are present (E 6= 0),
and (C) slight misalignment between B0 and NV− center axis. Adapted from Ref.
[70].

22Note that in the nomenclature of Chap. 1.4.2 this constitutes the internal Hamiltonian.
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In this case, the tilting of B against the NV− center axis (∆NVB) and the e�ective
magnetic �eld strength projected onto the the NV− center axis (B0‖NV) can be
calculated according to[131]

∆NVB =
7D3 + 2 (ω1 + ω2) [2 (ω2

1 + ω2
1)− 5ω1ω2 − 9E2]− 3D (ω2

1 + ω2
2 − ω1ω2 + 9E2)

9 (ω2
1 + ω2

2 − ω1ω2 −D2 − 3E2)
(2.9)

B0‖NV =
~

µbgNVe

√
1

3
(ω2

1 + ω2
2 − ω1ω2 −D2)− E2. (2.10)

Fig. 13 depicts example cw-ODMR measurements on a single NV− center. The
measurement protocol is designed that the laser continuously excites electronic

Figure 13: cw-OMDR spectra at zero mag-
netic �eld (red) and with applying a magnetic
�eld of 9.23(1) mT (magenta). The �t func-
tions are given.

transitions, and according to
Chap. 2.2.1 an equilibrium state
is constituted, which results in an
average photon count rate. Addi-
tionally, mw radiation is applied
whose frequency is swept. If the
resonance condition in Eq. (2.8)
is met, where B0 = 0 for the
moment, mw induced spin tran-
sitions into the |±1〉 spin state
take place. Thus, enhanced ISC
relaxation occurs, which causes a
dip in the photon count rate sig-
nal. Its frequency is given by
ν = 2.8717(5) GHz. In a magnetic
�eld of 9.23(1) mT the degeneracy
of the |±1〉 spin state is split (see

Eq. (2.7)) and two signals become visible. The frequency di�erence results in
2gNVµb

h
B0‖NV = 503.7(3) MHz.

The full Hamiltonian of a NV− center with 15N nuclear spin contains additional
terms of the electron-nuclear hyper�ne interaction, which, however, can not be seen
in the spectra in Fig. 13. This is due to line broadening caused by the laser and mw
irradiation. A classical description refers to the Bloch equations (see Eq. (1.35)),
which need to be adopted for both excitation processes. Semi-classical approaches
utilize speci�c evolution equations and take relaxation parameters into account via
decoherence contributions.[132] It is possible to resolve, e.g., the hyper�ne coupling
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to 15N and diamond-inherent 13C nuclear spins by lowering the laser and mw power,
but this also reduces the signal intensity. A second approach consists of pulsed
ODMR measurement schemes, which project the interaction between the electron
spin and magnetic �elds on the phase relationship of its basis states. These will
be discussed next.

2.2.3 Basic NV− center pulse experiments

In the previous chapter we provided the static or internal Hamiltonian of the NV−

center in line with our experiments. According to Chap. 1.4.2 we additional require
a control Hamiltonian. To induce transitions between spin sublevels and thereby
manipulate state populations, mw radiation, whose B1 �eld vector is orientated
perpendicular with respect to the NV− center symmetry axis, is therefore applied.
If B1 ‖ x and linearly polarized, the corresponding Hamiltonian reads as[61,70]

Ĥ1 = 2Ωx cos (ωmwt) Ŝx =
1√
2

Ω+

 0 e−iωmwt 0

eiωmwt 0 e−iωmwt

0 eiωmwt 0

+ Ω−

 0 eiωmwt 0

e−iωmwt 0 eiωmwt

0 e−iωmwt 0

, (2.11)

wherein the two right terms correspond to the decomposition of a linearly polarized
�eld into a clockwise and counterclockwise rotating component. We transform Eq.
(2.11) into the rotating frame and apply the rotating wave approximation which
yields

Ĥ I
1 =

∆+
Ω+√

2
0

Ω+√
2

0 Ω+√
2

0 Ω+√
2

∆+

 , (2.12)

with the Rabi frequency 2Ωx = Ω+ =: Ω = γNVe B1, where B1 is the mw amplitude,
and ∆± = 2πD ∓ γeB0 − ωmw accounts for detuning of the mw frequency. The
o�-diagonal elements in Eq. (2.12) cause spin state transitions, whose rate is de-
termined by the mw �eld strength B1. The following experiment shows this very
obvious.

Rabi oscillation measurement From now on all experiments are conducted
in an external static magnetic �eld of B0 ≈ 10 mT. Therefore, the mS = ±1

states are well separated (see Fig. 13) and we can address a speci�c transi-
tion, in the following we take the one at 2.6216(3) GHz, which corresponds to
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Figure 14: Rabi oscillation measure-
ment. (A) Pulse scheme including ini-
tialization, mw pulse incrementation,
and read out. (B) Evolution of the
spin state on the Bloch sphere in the
resonant case. B1 (blue) is aligned
along |x〉. Note, that for the pseudo-
TLS in the text |1〉 = |−1〉. The color
code of the state vector indicates spe-
ci�c time values, given in: (C) Char-
acteristic example measurement. Ma-
genta line represents length of the π

2
,

orange line of the π pulse. Green
line indicates rotating frame relaxation
Tρ.[23]

the |−1〉 ↔ |0〉 transition. By doing
so, we can neglect the |+1〉 state and
consider the approached submanifold as
pseudo-TLS, which is given by Ĥsb

0 =(
0 0
0 ∆+

)
. We assume zero detuning, i.e.,

2πD − γNVe B0 = ωmw.[23] Accordingly, the
state vector rests in the rotating frame
and the Bloch sphere representation is
adoptable. Furthermore, transverse mw
radiation of strength B1 is applied, which
provides the control Hamiltonian accord-

ing to Ĥ Isb
ctrl =

(
0

Ω+√
2

Ω+√
2

0

)
. Consequently,

the sensor Hamiltonian Ĥ reads the same

as the control part Ĥ Isb =

(
0

Ω+√
2

Ω+√
2

0

)
.

The time evolution of this system accord-
ing to Eq. (1.13) is governed by the prop-
agator Û(t) = exp(−iĤt) which reveals
|α〉 = 1

2

(
1 + e−iΩt

)
|0〉+ 1

2

(
1− e−iΩt

)
|1〉,

where |0〉, |1〉 are the pseudo-TLS eigen-
states (see Fig. 14B). This describes an
oscillating behavior of the basis states in
presence of a transvere mw �eld; e.g., if t
is chosen that 1

2
th

γNVe µbB1
= π, the pseudo-

TLS is in its eigenstate |−1〉. After read-
out we obtain for the transition probabil-
ity p = 1 − |〈0 |α〉|2 = sin2

(
Ωt
2

)
(see Fig.

14C). In the general case the Rabi equa-
tion becomes

p =

(
Ω

2Ω∆

)
sin2

(
Ω∆

2
t

)
(2.13)

with a slight detuning Ω∆ =
√

Ω2 + ∆2
+. Since the B1 amplitude can be assumed

to follow a ∝ Ia.c.
d

dependency (Biot-Savart law), with Ia.c. is the alternating cur-
rent applied to the mw antenna (for technical details see Chap. 2.4) and d is
the distance between the NV− center and the mw antenna, its value need to be
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Figure 15: Rabi oscillation measurement on a single bulk NV− center. (A) Data
(red) and single-tone sinusoidal �t with mono-exponential decay function (blue).
Values of the �t parameters are given in the text (B) Corresponding FFT analysis
reveals a single-tone Rabi frequency of Ω = 2π · 9.4 MHz.

determined anew for each center. In Fig. 15 a Rabi measurement on the NV−

center used as sensor in Chap. 5 is demonstrated.23 The data show single-tone
oscillation with frequency Ω = 2π · 9.4 MHz. This corresponds to a π pulse length
of 54 ns and π

2
pulse length of 27 ns. The rotating frame decay constant is given by

Tρ = 3.3(1) µs. The Rabi contrast amounts to ≈ 10 %. With the time values in our
hands, which are necessary to generate maximum state superposition (π

2
pulse) or

spin state inversion (π pulse), we come to further pulse measurement protocols.

Pulsed ODMR spectroscopy refers to rotating frame detuning. The mea-
surement protocol includes a π pulse which is applied after laser polarization (for
technical details see Chap. 2.4). The carrier frequency ωmw of this pulse is swept
and state inversion occurs in analogy to Eq. (2.13) if the detuning is minimal, i.e.,
the resonance condition is met.
Fig. 16 shows an example measurement. In contrast to the cw-ODMR experiment
(cf. Fig. 13), a distinct splitting of the signal can be observed which is due to
electron-15N nuclear hyper�ne interaction. To ease the derivations in Chap. 2.2.2,
we neglected this contribution to the internal NV− center Hamiltonian. However,
it can be taken into account by a isotropic factor aiso,NV, which can be deduced

23Note that all measurements presented in this chapter were recorded on the same NV− center,
i.e., the sensor utilized in Chap. 5.
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Figure 16: Pulsed OMDR measurement of the |0〉 ↔ |−1〉 transition (red).
Hyper�ne splitting due to 15N nuclear spin is clearly visible and amounts to
3.13(9) MHz. The blue line is a double-Lorentzian �t whose minima are indicated
by gray lines.

from the hyper�ne matrix A in its eigenframe, and for 15N (I = 1
2
) is given by

aiso,NV = 3.03 MHz.[70] In analogy to Eq. (1.30) the eigenvalues have to be ex-
panded by a term aiso,NVmImS (secular approximation). From our measurement
we obtained aiso,NV,exp = 3.13(9) MHz, which is in good accordance.

Ramsey measurement, which has already been introduced in Chap. 1.4, was
conducted since pulsed ODMR spectroscopy still exhibit line broadening e�ects
caused by the mw radiation. In contrast, the Ramsey protocols is solely limited
by T ∗2 .
The pulse pattern is designed as π

2
− τ − π

2
, sandwiched between spin state polar-

ization and readout (cf. Fig. 4A). The carrier frequency of the π
2
pulse was set to

ωmw = 2π · 2.558 GHz hence we excited the spectrum in Fig. 16 o�-resonant. This
allowed us to unravel the full hyper�ne spectrum of the |−1〉 ↔ |0〉 spin transition
by incrementing τ .[21] Thereby, we could con�rm the observation of the pulsed
ODMR spectrum, namely the expected coupling to the 15N nucleus. However,
due to reduced linewidth an additional interaction presumably with a far-located
13C nucleus could revealed. The corresponding interaction frequencies are noted
in Fig. 17.
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A B

Figure 17: Ramsey measurement on single bulk NV− center. (A) Data (red) are
�tted by a four-tone sinusoidal with mono-exponential decay factor (blue line). T ∗2
is given by 1.48(9) µs. (B) Corresponding FFT analysis reveals coupling to 15N
with aiso,NV,exp = 3.1(2) MHz ( solid gray lines) and presumably to a far-located
13C nucleus quanti�ed by a coupling strength of 0.6(2) MHz (dashed gray lines).

We mentioned in Chap. 2.2.2, footnote 21, that by exiting the |−1〉 ↔ |0〉 spectrum
in its very center, we e�ectively drive one transition despite its distinct hyper�ne
pattern. That this is indeed the case, we can con�rm by inspection of the Rabi
oscillation in Fig. 15, which was recorded after the elucidation of the hyper�ne
spectrum presented here. Therein, only one spin state transition frequency occurs.
Otherwise, if several resonances are present, beating of the Rabi oscillation can
be observed due to di�erent detuning contributions in Eq. (2.13) of the particular
hyper�ne levels.

Hahn echo measurement relies on the π
2
− τ

2
− π − τ

2
− π

2
pulse sequence

depicted in Fig. 4B, whereby the control variable τ is incremented. Since we
already discussed its frequency locking capability, we restrict us here to the report
of the experimental �nding, which is exhibited in Fig. 18. To mitigate the in�u-
ence of competing, spin non-dependent relaxation processes on our experimental
outcome, we conducted the measurements using a di�erential protocol, whereby
we addressed both spin state populations by either applying a π

2
or 3π

2
pulse as

projection operation (see Fig. 18A) as it is discussed in more detail in Chap. 4.6.6.
The FFT analysis of both traces reveals qualitatively comparable frequencies,
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namely ν1 = 0.1(1) MHz, ν2 = 0.04(1) MHz, ν3 = 1.50(2) MHz. The �rst two
contributions probably stem from frequency uptake of the Lamor precession of nu-
clear spins, which under our experimental conditions are given in the kHz range.
The high frequency FFT signal is caused by electron spin echo envelope mod-
ulation due to magnetic �eld misalignment and coupling to a nuclear spin.[133]
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Figure 18: Hahn Echo measurement on a single bulk NV− center. (A) |0〉 (gray)
and |−1〉 (orange) projection measurement. (B) Corresponding FFT analysis.
(C) Contrast data set, obtained by subtraction of both time traces in (A). The
blue line is a four-tone sinusoidal with mono-exponential decay factor whose con-
tribution is indicated by the green line. The T2 decoherence time amounts to
43.3(8) µs (D) FFT analysis of (C).
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This mechanism depends non-trivial on the nuclear Lamor frequency, the degree
of misalignment in terms of o�-diagonal B-�eld contributions and the hyper�ne
coupling matrix. Probably, the cause is to be seen in the 15N nuclear spin, since we
could not observe a strongly coupled 13C nucleus. Note that this frequency com-
ponent can be seen in all measurements on this speci�c NV− center. Note that the
signals symmetrically located around ν3 = 1.50(2) MHz at ν = 1.45(2) MHz and
ν = 1.55(2) MHz are sidebands. They originate from non-synchronous sampling of
the ν3 = 1.50(2) MHz ESEEM frequency. The decay constant of the echo envelope
is given as the T2 decoherence time whose value is 43.3(8) µs.

2.3 Remarks on diamond - the matrix of the

nitrogen-vacancy center

Diamond is an allotrope of carbon, which forms a regular space structure, com-
monly referred to as diamond lattice, of tetrahedrally coordinated atoms, that has
F41/d 3̄ 2/m symmetry. Besides the translational elements, the rotation-re�ection
axis 3̄ gives rise to the C3v subgroup, which describes the local symmetry of the
NV center. The spacial pattern of carbon atoms can be described either by non-
primitive base vectors (a1, a2, a3) and a corresponding two atom base located at
(0, 0, 0) and a0

4
(1, 1, 1), respectively, or two inter-penetrating face-centered cubic

(fcc) lattices which are mutually shifted by (1, 1, 1) and a0

4
(1, 1, 1) along the body

diagonal. The latter description reveals a conventional cubic unit cell that contains
(4 + 6 · 1

2
+ 8 · 1

8
= 8) atoms where the lattice constant is given to be a0 = 3.57Å

(see Fig. 19).[109]

This speci�c arrangement of relatively strong C−C bonds (bond length: 154 pm,
binding energy: 348 kJ/mol)[109] formed by sp3 hybridized carbon atoms results
in material properties that are often unparalleled by competing substances in
the particular �elds. Diamond surpasses due to its hardness (Knoop hardness:
57 − 104 GPa; cf. cubic boron nitride 45 GPa, silicon carbide 32 GPa)[134] and
thermal conductivity (2000 W/m/K) all other materials.[135�137] The optical trans-
parency of pure diamond ranges from 0.250 − 2.5 µm caused by two- and three
phonon absorption processes on the upper and an allowed indirect electronic
transition on the lower limit, additionally leading to its characterization as wide
bandgap semiconductor at room temperature.[135,137] Possessing a refractive index
of n405 nm = 2.46, the critical angle of total internal re�ection for the diamond-
air-interface is lowered to 23° compared to 43° in the crown glass-air system.[135]

Diamond shows strong resilience against oxidation processes, attack of hydro�uoric
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acid and fouling caused by organic chemicals.[135,138�140]

The production of arti�cial diamonds essentially involves two processes: High
pressure-high temperature (HTHP) synthesis and chemical vapor deposition (CVD).
The HPHT method reproduces the conditions of the thermodynamic stability of
the diamond phase by using pressures of ≈ 15 GPa and temperatures of > 3000 K

on graphite precursors.[137] In addition, catalysts, e.g., FeN or Fe-Ni alloy may be
used, which lower the aforementioned parameters.[141,142] The nitrogen content is
relatively high due to the production process (≈ 50 ppm), however, it can be re-
duced by using getter materials as group III elements or titanium.[142] CVD growth
relies on a seed layer since it is a epitaxial technique.[137] In the past, diamond was
the necessary choice which imposed size restrictions. Meanwhile hetero-epitaxially
grown Ir/metal-oxide/Si substrates could also be used as seed layers, where size
limitation is overcome[143] The growth process consists of the plasma-mediated gen-
eration of hydrogen radicals which react with methane in a radical reaction.[144] The
latter absorb on the seed layer. This method allows control of diamond contam-
ination. Therefore, diamond with low impurities are available, e.g., for nitrogen
values below 1 ppb can be achieved. Conversely, desired hetero-layers can be in-
tentionally introduced into the diamond crystal (δ-doping).[145]

A B

(100)
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a2

a3

(111)

(100)

a0

H-  motifHal

C C- -  epoxide motifO

Figure 19: (A) Diamond structure of tetrahedrally coordinated carbon atoms
where two conventional unit cells with lattice constant a0 = 3.57Å containing
eight atoms, respectively, are shown. The crystallographic unit vectors a1, a2, a3

and the two-atom base are displayed in red. Colored faces correspond to either the
(100) (green) or the (111) (yellow) surface. Potential surface atoms and dangling
bonds are demonstrated in the corresponding color. (B) Schematic drawing of a
possible reconstruction of the (100) surface showing a (2x1)-superstructure. Two
motifs of saturate surface dangling bonds are shown. Color code: oxygen (red),
hydrogen (white), halogen (orange).
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The properties of di�erent diamond facets varies signi�cantly from each other.
For example, the oxidation rate of the (111) surface is 7.5 times higher than of the
(100) surface. The increased stability of the latter is also re�ected in the cleavage
energy.[137] In addition, the number of unsaturated bonds per carbon atom di�ers.
Figure 19A shows the (100) surface in green and the (111) in yellow. It can be seen
that for the former each carbon atom has two dangling bonds, for the latter only
one. This has an in�uence on possible surface reconstructions and the subsequent
chemical termination. Fig. 19B depicts an example reconstruction of the (100)

diamond surface. The presented epoxide motif, for example is hardly achievable
for the (111) facet. This will be of relevance in Chap. 4. In Chap. 5 we obtain
from experimental data strong evidence that the diamond surface can act as a
reducing agent. One indicator for this is its electron a�nity, which also depends
on the surface termination and the particular facet. In the literature we �nd the
following values: 100-(1 × 1), keto-terminated gives 3.91 eV; 100-(1 × 1), ether-
terminated 1.7 eV; 100-(1× 1), H-terminated −1.96 eV; 110-(1× 1), H-terminated
−2.41 eV.[146] Finally, atomic force microscopy measurements have shown that on
the scale of few nanometers the diamond surface possesses terraces and step edges
in the range of several Å. This illustrates that averaged parameters, as they are
mentioned in the beginning of this section, in this size domain can only be used
to a limited extent.[147]

In this section we have largely referred to the properties of bulk diamond. The
characteristics of nanodiamond are discussed in connection with the experiments
in Chapter 4.

48



2 The material and technical aspect of quantum sensing

2.4 Supplementary

Here, we describe in detail the home-built ODMR setup and data processing of
pulsed experiments used in this thesis (see Chap. 2.4.1). The normalization pro-
cedure of single photon emitter measurements is explained in Chap. 2.4.2.

2.4.1 ODMR setup

Optically detected magnetic resonance experiments were conducted at room tem-
perature and ambient conditions using 1. a home-built confocal microscopy setup
provided with 2. a pulsed microwave generating and applying unit and 3. a per-
manent magnet. Elucidation of the particular elements of the setup are explained
in the following with reference to Fig. 20.
1. Optical path: A 520 nm pulsed laser (1Laser, Swabian Intstruments) beam
is widened via a telescope arrangement (2T) and an adjustable pinhole (3P),
passed along to a wavelength-discriminating dichroitic mirror (5DM) using mirror
4M, re�ected there and, eventually, guided into either an oil immersion objective
(NA = 1.42, Olympus) or air objective (NA = 0.9, Olympus), both denoted as
7Obj, to give a focus volume at the sample site of approximately 0.25 µm3. Corre-
spondingly, under stable conditions laser power densities of 0.003− 33 W/µm3 are
obtainable. The objective can be scanned by virtue of a piezo stage (6, piezosystem
jena) with a step size below its resolution limit. The emissive radiation is collected
via the very same objective, transmitted through the aforementioned dichroic mir-
ror, optically λ ≥ 650 nm-longpass-�ltered (8OF), focused via �sh-eye lens 9L on

1Laser 2T 3P 4M

x
z

y

x
z

y 19magnet
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9L11L
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23
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Figure 20: Schematic drawing of the ODMR setup. The particular elements are
explained in the text.
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a 50 µm pinhole (10PH) to suppress background photons, widened using �sh-eye
lens 11L, and detected in a Hanbury Brown and Twiss arrangement, consisting of a
50 : 50 beamsplitter (12BS) and two avalanche photodiodes (13aAPD & 13bAPD,
Excelitas; dark count rate below 25 counts/s).
2. Microwave path: Application of microwaves is achieved by a 20 µm copper wire
antenna which is soldered on a PCB-based waveguide structure and positioned onto
the substrate using a manually adjustable stage (14mw). As a microwave source
serves for continuous wave cw-ODMR experiments a GHz signal generator (15,
APSIN 6010, Anapico) and for pulsed experiments an arbitrary waveform gener-
ator (16, AWG70002A, 8 GS/s, Tektronix). GHz signals are ampli�ed to 42 dBm

(17GHz, AS0104-30/17, Milmega), MHz signals to 40 dBm (18MHz, ZHL-42W,
Minicircuits). The microwave circuit is impedance matched by a 50Ω terminating
resistor.
3. Static magnetic �eld: To lift the mS = ±1 degeneracy of the NV− center and
the mS = ±1

2
degeneracy of dark spin species a permanent magnet (19magnet,

material: NdFeB, magnetic remanence 1.29 − 1.32 T) is used. The alignment of
the magnetic �eld vector and the NV center axis as well as magnetic �eld strength
adjustment is achieved through moving the magnet with a xyz-micrometer stage
(20). Magnetic �eld calibration is conducted by cw-ODMR experiments.
For recording �uorescence scans and cw-ODMR spectra, timing of the particular
components, i.e. piezo scanner position, laser, mw generator, was realized with by
a I/O data acquisition modul (21a, NI 6323, National Instruments).
Pulsed experiments were timed by the AWG, photon counting was achieved by
a �eld programmable gate array (FPGA) counter (21b, TimeTagger20, Swabian
Instruments) which was also used for coincidence measurements. For heterodyne
detection of alternating magnetic �elds an additional external oscillator is required.
For this reason, a second timing device (22, Pulse Streamer, Swabian Instruments)
can be implemented.
Experimental control of the setup and data acquisition is accomplished by a mod-
i�ed version of the Python based software suite Qudi (23).[148]

Next, we want to address pulsed measurement data acquisition and processing,
whereas we take a Rabi oscillation measurement as guideline (see Fig. 21).
Spin state oscillation is induced by mw pulses of increasing duration. Therefore,
the centerpiece of this protocol is an incrementation sequence of the mw pulse
length (control variable τ), where τstart = 2.5 ns and ∆tmw (τ) =: τ = 2.5 ns (Fig.
21A). After 40 · τ the length of the mw pulse amounts to ∆tmw (τ) = 102.5 ns.
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Figure 21: (A) Representation of the pulse scheme of a Rabi oscillation measure-
ment. Laser pulses are given in green, counting intervals in red, and mw pulses in
yellow. (B) Outcome of counting for two selected incrementing traces indicated by
gray and orange line. The red graph is the di�erence of gray and orange counting
trace.(C) Data set after normalization. See text for details.

One iteration sequence run ends after niter = 180 incrementation steps which cor-
responds to a mw pulse length of duration ∆tmw (τ) = 452.5 ns. This spin control
part is sandwiched between a waiting time ∆t1 = 1.5 µs, which serves to provide
a complete singlet state relaxation, and the readout sequence. The latter consists
of pulse ring down time ∆t2 (20 ns for GHz and 40 ns for MHz pulses), paral-
lel laser illumination and photon counting for ∆tproj.+pol. = 3 µs and subsequent
dark counting for ∆t3 = 500 ns. Pulse experiments are designed in such a way
that spin state polarization of a particular iteration is made available by the laser
pulse of the preceding iteration. The triplet electron excited state lifetime is in
the range 10 − 20 ns. Thus, in the information encoding time interval of roughly
400 ns (see Fig. 21B) on average approximately 20 − 40 photons are emitted.
However, due to the radiation characteristics of the NV−center, loss of photons
at the diamond-air interface and technical reasons the e�ective value is by factor
100 lower. To enhance the signal-to-background ratio N = 104 − 107 repetitions
of one iteration sequence are recorded. Fig. 21B shows two example counting
traces after ≈ 1.5× 105 repetitions. From these counting traces, the measurement
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2 The material and technical aspect of quantum sensing

results are generated as a plot of the transition probability in dependency of τ , by
calculating the mean value over the range marked as I in Fig. 21B. The standard
deviation thereby obtained is the 1σ uncertainty interval for the respective data
point. In order to take account of any changes in the optical path, the mean values
are normalized to the photon count rate of region II of the respective count trace,
which corresponds to the equilibrium emission of the NV center. Accordingly, the
outcome in Fig. 21C is gained.
The control variable of a pulse experiment can be of very di�erent nature. For spec-
tra recording it means to sweep the carrier frequency, in spin-locking experiments
it de�nes the bandwidth. Accordingly, the data are presented with the neutral
term control variable, usually extended by the name of the actual experiment.

2.4.2 Identifying a NV− center as single-photon emitter - Data

processing

In contrast to classical, non-coherent light sources, a small ensemble of single
photon emitters is characterized by the fact that its Second-order autocorrelation
function (see Fig. 22)[149]

g(2)
corr (τ) =

P2 (t0 + t1|t0)

P1 (t0)
, (2.14)

Δ / ns

Figure 22: Second-order autocorrela-
tion function g

(2)
corr of a single photon

emitter

which states the conditional probability
of measuring a photon at time t1 when
the previous count event took place at
time t0, for ∆t01 = t1 − t0 → 0 has a
minimum (see Chap. 4.6.6 for further
details in the context of the NV− cen-
ter hosting NDs). P1 (t0) normalizes this
distribution by the average photon count
rate at t0.
The basis of the technical realization to
test the probability distribution given in
Eq. (2.14) is the Hanbury Brown and
Twiss arrangement of two APDs and the
FPGA fast counting modul (time resolu-
tion: 3 ps). The latter provides a correla-
tion class, where photon counting signal
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2 The material and technical aspect of quantum sensing

of both APDs can serve either as start or stop event. By dividing a given interro-
gation time into equally spaced time bins, the FPGA detects the duration between
each start and stop event and accumulates it into a histogram, whereby inversion
in time corresponds to APD inversion regarding their start/ stop character. An
example histogram is given in Fig. 23D in which events are counted that obey
∆t01 = t0 − t1 and time resolution is 1 ns.
However, this histogram is corrupted by background and dark photon counts, and
an appropriate correction procedure is required.[150,151] Therefore, a �uorescence
map of the NV− center under investigation is recorded (see Fig. 23A). From this
the background �uorescence level B and the NV− center signal strength Sg are
inferred, which here results in B = 7411 ms−1 and Sg = 10 637 ms−1.

Δ

A

C

B

D

/ ns

e
ve

n
t 

ct
s

Figure 23: Data processing of single photon emitter identi�cation. (A) High-
resolved �uorescence map of NV− center. (B) Fluorescence pro�le along the green
line given in (A) Data points (green) are �tted with a Gaussian function wich full
width at half maximum results in 5.1(4)× 102 nm. (C) Time trace of the average
count rate of both APDs. (D) Histogram of events which obey ∆t01 = t0− t1 (bin
size: 1 ns).

Additionally, the average photon emission of the NV− center has to be taken into
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2 The material and technical aspect of quantum sensing

account, which is determined from APD-dependent time traces (see Fig. 23C)
recorded prior to Second-order autocorrelation measurement (denoted as CAPD1

and CAPD2), as well as the measurement conditions, i.e. the duration of event
counting Dt and the bin width bw. For the data set to obtain g

(2)
corr in Fig. 22

these are given by CAPD1 = 17 300 ms−1, CAPD2 = 34 100 ms−1, Dt = 1925 s, and
bw = 1× 10−9 s.
Eventually, we carried out the following computation, when ctse means event
counts (see Fig. 23D):

ctse,norm(∆t01) =
ctse(∆t01)

CAPD1CAPD2Dtbw

and

g(2)
corr(∆t01) =

ctse,norm(∆t01)− (1− ζ2)

ζ2
,

while ζ = Sg
Sg+B

. Accordingly, we end up with the data set in Fig. 22.
The analysis of this particular measurement using a mono-exponential model re-
veals a decay constant of 19.4(5) ns which is consistent with previous measure-
ments.[149] The underlying model of the �t function is a three-level system in which
one excited state lifetime is signi�cantly shorter than that of the other (see Chap.
2.2.1).[149]
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3 Bulk investigation of the cationic spin

environment of N@C60 ions

Since experimental results have recently been obtained, demonstrating the readout
of the spin state of N@C60 at the few and single molecule level, the spin charac-
teristics of the charged species of the fullerene host, which concurrently possess
a radical character, are also becoming the focus of attention. For example, they
may constitute a potential source of interference in future quantum sensing ex-
periments. An undoubted clari�cation of their spectroscopic signature is therefore
highly desired.
In the following chapter we thoroughly re-investigated the C60 cation generation on
a Fe3+-loaded zeolite support, which represents a literature-known approach using
bulk EPR spectroscopy as well as nitrogen sorption and X-ray di�raction (XRD)
measurements. An adapted protocol of this method allowed us to accurately de-
termine the g-factor of C+

60 using an internal N@C60 standard. Furthermore, the
g-factor of C+

70 and (C60)2O 2•
2 , which can occur as permanent or transient impu-

rities of C60 fullerenes, was determined. By adopting Ce4+ as an oxidizing agent,
we succeeded in signi�cantly reducing the temperature required for thermal ac-
tivation of the oxidation reaction; thus shifting C60 cation generation into the
stability regime of N@C60. With this result we aimed to detect bulk coupling
spectra between C+

60 and N@C60 by means of EPR spectroscopy.

3.1 Introduction

Unlike their negatively charged counterparts fullerene cations (e.g. C +
60) are less

prominent in research and application.24 Mainly due to relatively high reactiv-
ity in condensed matter, synthesis and stabilization of those species are chal-
lenging, whereby nucleophilic addition reactions are at the front of quenching
mechanisms.[152] Consequently spectroscopic data are scarce. Especially EPR pa-
rameters (g-factor, linewidth) seem to depend greatly on the chosen method of
cation preparation.[97] Nevertheless, there is a growing interest in charged fullerene
species within several research �elds. For organic solar cells the role of fullerene ions
as intermediates in charge carrier transport has been discussed.[153] Similarly, the
potential application of endohedral group-V fullerenes, as qubits or as molecular

24C60 has a 5-fold degenerated HOMO.[152] The removal of an electron simultaneously causes
the generation of a radical species. However, we suppress this in the designation and write
C+

60 instead of C•+60 .
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3 Bulk investigation of the cationic spin environment of N@C60 ions

Table 1: Reports on C60 cation generation and corresponding g-factor and line-
width parameter lw (adapted from [152]). DCM: dichloromethane, [CB11H6Cl6]−:
hexachlorocarborane, TPP: triphenylpyrylium tetra�uoroborate, ODCB: o-
dichlorobenzene, C∗60: photoexcited C60 fullerene.

# protocol g-factor lw / mT Ref.

1 conc./ fuming H2SO4 2.0030 2.5/ 0.2 [155]
2 disproportination of C∗60 2.0024 0.05 [160]
3 SbCl5 in DCM 2.0023− 2.0029 0.15− 0.20 [156]
4 HY zeolite 2.0033− 2.0047 0.3− 1.1 [158]
5 Fe3+-exchanged NaY 2.0025 1.2 [159]
6 [C60]+[CB11H6Cl6]− 2.0022 0.3 [152]
7 C∗60 using TPP in ODCB 2.0021 0.08 [161]
8 conc. H2SO4 1.9034− 2.0863 0.47− 0.87 [157]

quantum sensors,[52,57,59,154] requires identi�cation of competing radical derivatives,
namely C60 cations and C60 anions. Because we will concentrate on C60 cations
in the following, Table 1 lists literature protocols that report on their generation.
These can be roughly divided into three classes: the utilization of a chemically
active oxidizing agent such as sulfuric acid and antimony pentachloride,[155�157]

methods applying chemical inactive oxidizing agent realized, for example, by steri-
cally demanding anions, such as the [CB11H6Cl6]− anion, or zeolites,[152,158,159] and
the generation of transient species by photo-excitation and subsequent dispropor-
tionation, whereby the stability of the C60 cation may also depend on the solvent
used.[160,161]

Because of the simple synthetic accessibility and the assumed inertness of the
zeolite matrix, we decided to re-examine the literature protocol in Ref. [159].

3.2 Revision and utilization of C60 cation-generating

literature protocol

First of all, the preparative procedure in Ref. [159] is brie�y reported: zeolite
NaY (see Chap. 3.5.2) was activated by heating in an oven at 500 ◦C for 6 hours
in air. To prepare the Fe3+-exchanged sample, 1.0 g of dried NaY was suspended
in 20 mL of acetonitrile (MeCN) to which 46.2 − 139 mg of Fe(ClO4)3 ·6H2O was
added. This mixture was stirred for 0.5 hours. The Fe3+-exchanged zeolite (FeY)
was then �ltered and evacuated at r.t.; 180 mg of dried FeY sample and 3.0 mg
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3 Bulk investigation of the cationic spin environment of N@C60 ions

of C60 powder were homogenized and transferred into an EPR tube, which was
evacuated for 12 hours at r.t. and sealed o�. Thereafter, the EPR tube was
placed in an oven at 420 ◦C for 3 hours. The spectroscopic parameters of the cor-
responding EPR measurement is given in Tab. 1. Further observations, that are
presented in Ref. [159], were the increase of the C+

60 signal with increasing mass
used of oxidizing agent precursor Fe(ClO4)3 ·6H2O and EPR signal quenching us-
ing perylene.25 At temperatures below 420 ◦C no C+

60 generation could be observed.
Finally, the assumption was made that during the oxidation process the di�usion
of C60 molecules into the supercage structures of zeolite takes place (see Chapt.
3.5.2), which would lead to squeezing of the the fullerene cage. Accordingly, the Ih
symmetry may be reduced, which would have e�ects on the EPR spectrum (e.g.,
anisotropic g-factor, g-factor shift due to modi�ed spin-orbit coupling).
To test the last-mentioned presumption we �rstly investigated the Fe3+-exchanged
zeolite material regarding its thermal behavior. Therefore, we prepared samples
according to literature using 139.4 mg Fe(ClO4)3 ·6H2O, but without adding C60

powder. The results of the study are presented in detail in Chap. 3.5.3. They
suggest that at a reaction temperature of 420 ◦C the crystalline structure of the
zeolite material partially collapses and the oxidation reaction e�ectively may take
place on an amorphous support. However, hints are present that alternative meso-
porous structures emerge which may impose restrictions regarding the availability
of oxidation sites.
Next, we evaluated the capability of the protocol to produce C60 cations. We added
12.6 mg C60 powder to 180 mg of a Fe3+-zeolite sample26 and proceeded according
to the literature. We recorded a full range and a high-resolved EPR spectrum,
which are shown in Fig. 24A&B. Both measurements clearly exhibit a signal that
is not present in the absence of C60. In addition, compared to the EPR spectrum
of pure FeY, the iron-indicating signal at g = 4.3 is suppressed (see Fig. 34). This
means that the reaction Fe3+ + C60 → Fe2+ + C +

60 was completed successfully.
From the high-resolution EPR spectrum (24B) we obtained: g = 2.0029(2) and a
Voigtion linewidth lwVoigtian = 0.51(1) mT.
If the linewidths in Table 1 are inspected, it becomes apparent that, apart from
the approach using concentrated sulphuric acid, the zeolite method exhibits the
highest values. We assumed that this was due to dipolar coupling between cations.
In order to verify this assumption, it may be suitable to carry out a series of ex-

25It should be noted that the authors did not present a numerical value of the linewidth of C+
60

in their publication, but it can be estimated from the measurement data, which was done in
Ref. [152], from which we adopted the corresponding value in Tab. 1.

26All FeY samples used in this work were prepared using 139(1) mg Fe(ClO4)3 · 6 H2O.
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Figure 24: EPR spectra of C+
60 obtained according to the protocol presented

in Ref. [159]. (A) Full range and (B) high-resolved measurement revealing
g = 2.0029(2), lwLorentzian = 0.57 mT, and lwGaussian = 0.13 mT. Measurement pa-
rameters in (A): mw power Pmw = 100 µW, modulation amplitude Bmod = 0.1 mT,
resolution R = 0.1 mT/bin, sweep rate Ḃ = 1.3 mT/s; in (B): Pmw = 10 µW,
Bmod = 0.01 mT, R = 0.01 mT/bin, Ḃ = 0.13 mT/s.

periments in which the C60 mass is increased. Provided that there is an in�nite
oxidation agent-loaded zeolite reservoir and a homogeneous C60 distribution of
constant thickness, this would lead to an enhanced radical density and hence to an
increasing electron spin-spin coupling due to its 1

r3 dependence. In order be able to
make reliable statements about this, the in�uence of the measurement conditions
on the linewidth, namely power broadening e�ects, need to be tested �rst.
For this reason, we prepared a sample containing 180 mg FeY and 40 mg C60 pow-
der and conducted EPR measurements at varying mw excitation power. The EPR
signals obtained were best �tted using a Voigtian pro�le, as it is the case for the
measurement depicted in Figure 24B. However, the homogeneous linewidth is the-
oretically determined by a Lorentzian shaping function. Thus, we solely evaluated
this contribution for the determination of the intrinsic linewidth lwLorentzian,intr..
The corresponding data are presented in Fig. 25A. They reveal the typical func-
tion of a power broadened EPR signal, whereby a global minimum is reached for
low power values. The quantitative relationship is given by[69]

lwLorentzian =
1

γC+
60
T2,C+

60

√
1 + γC+

60
PmwT1,C+

60
T2,C+

60
(3.1)

with lwLorentzian is the observed Lorentzian linewidth at mw power Pmw and T1,C+
60
,

T2,C+
60

are de�ned in analogy to Eq. (1.35) in Chap. 1.3. Refering to Eq.
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Figure 25: (A) Power broadening measurement on C+
60. The EPR signal is given

by a Voigtian line shape over the full mw power range (see text). Data (red) show
the deconvoluted Lorentzian-shaped homogeneous linewidth at half maximum as
a function of the square root of the mw excitation power

√
Pmw. Blue line is

a �t according to Eq. (3.1). (B) Kinetic measurements of the generation of
C+

60 (red) and C+
70 (green) at 420 ◦C. Blue and magenta line indicate First-order

saturation kinetic, respectively, with generation constants τC+
60

= 114(1) min and
τC+

70
= 57(7) min.

(3.1), we �tted the data set and obtained as intrinsic linewidth lwLorentzian,intr. =

limPmw→0 lwLorentzian,app. = 0.868(5) mT (see Fig. 25A). Accordingly, we obtain
T2,C+

60
= 6.54(4) ns from Eq. (3.1), which is noticeably shorter than reported in

literature (T2 ≈ 300 ns).[162] Despite this deviation, it remains an important result
that a non-power-broadened determination of the linewidth is possible using a mw
power of 0.01 mW. Therefore, we prepared samples which contained a varying

Table 2: Dependency of the C+
60 linewidth on the loading ratio Rl. η is a linear

factor, when the EPR lineshape is given by a pseudo-Voigtian pro�le V (B) ac-
cording to V (B) = η · L(B) + (1 − η) · G(B), where L(B) and G(B) denote the
corresponding Lorentzian and Gaussian function, respectively.

R g-factor lwLorentzian / T2 / η
mT ns

0.22 2.0030(2) 0.86 6.5 0.57
0.07 2.0030(2) 0.51 11 0.85
0.04 2.0030(2) 0.47 12 1
0.02 2.0031(2) 0.34 17 1
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3 Bulk investigation of the cationic spin environment of N@C60 ions

mass of C60 powder (mC60
) at constant mass of FeY (mFeY). Consequently, the

ratio Rl =
mC60

mFeY
is given in Tab 2, where concurrently the results of the investi-

gation are presented. As previously assumed, a clear reduction in linewidth with
decreasing mC60

can be stated. At the same time, the Lorentzian character η of
the EPR signal increases. This indicates that the interaction between adjacent
C60 radical cations is the determining factor for the linewidth and thus the T2

time. If the values in Table 2 are extrapolated to in�nite spin dilution (Rl → 0),
a linewidth of 0.33 mT results. With the exception of the protocols in Tab. 1,
which generate cations by photoexcitation, this value is in good agreement with
the remaining methods.
Since one of our objectives aimed to measure N@C60-C+

60 dipolar coupling spectra,
it seemed recommended to investigate the generation kinetics of the C60 cations.
For this purpose we produced a C60 and for comparison a C70 sample withRl = 0.04

and measured the EPR signal as a function of the annealing time. The results are
shown in Fig. 25B. Both time curves can be modeled with a First-order saturation
kinetic, i.e. a mono-exponential function with time constants τC+

60
= 114(1) min

and τC+
70

= 57(7) min. It is remarkable that the reaction rate of the oxidation of
C60 is twice as high as that of C70. The reduction potentials of both substances
determined in solution by cyclic voltammetry are almost identical.[152] Further in-
vestigations have to reveal which e�ects are involved.

Having largely characterized the literature protocol through the preliminary in-
vestigations, we were able to generate reproducible fullerene cation signals. Next,
we aimed to determined the g-factor of C+

60, C
+
70 and C120O 2•

2 with high accuracy.
Hence, we decided to apply N@C60 as internal standard whose g-factor currently
was determined with high precession to g = 2.002 04(4).[121] Note that we assume
the uncertainty of our measurement to be determined by the B-�eld sweep accu-
racy of our spectrometer, which we determined to be 0.01 mT.
The addition of the biradical oxygen species to this study is due to the fact that it
occurs ubiquitously in C60 powder under ambient conditions. Already in previous
studies on the stability of N@C60 we could observe its occurrence.[118] The corre-
sponding reaction pathway is 2 C60 + O2 → C120O 2•

2 → 2 C60O. The identi�cation
of the reaction product can be carried out by qualitative HPLC analysis via the
detection of its absorption in the UV range.
We prepared a C60 and a C70 FeY sample with Rl = 0.04. The reference spectrum
of the C120O 2•

2 radical we obtained on C60 powder which was stored under air
for a longer period of time (> 4 weeks). The superposition spectrum of C+

60 and
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3 Bulk investigation of the cationic spin environment of N@C60 ions

Table 3: High-accurate g-factor determination of fullerene-related radical species
using N@C60 as spin standard. The obtained linewidth parameters of N@C60 are in
the range of lwLorentzian = 8.6− 9.7 µT and lwGaussian = 9.4− 11.8 µT, respectively.

species g-factor lwLorentzian / mT lwGaussian spectrum in Fig. 26

C+
60 2.00302(4) 0.549 0.171 CI&CII

C+
60 2.00298(4) 0.206 0.189 B

C+
70 2.00258(4) 0.341 0.149 D

C120O 2•
2 2.00233(4) 0.0690 0.0566 A

C120O 2•
2 2.00239(4) 0.0684 0.0552 B

C120O 2•
2 was recorded after an annealing time of 2 hours, the spectra of pure C60

and C70 after an annealing time of 6 hours, respectively. Note that in contrast to
the coupling experiments presented below N@C60 is �xed outside the EPR tube
and is not admixed with the sample inside (see Chap. 3.5.1).
The experimental �ndings are depicted in Fig. 26, whereby the C120O 2•

2 reference
spectrum can be found in Fig. 26A, the C+

60 and C120O 2•
2 superposition spectrum

in Fig. 26B, the C+
60 spectrum in Fig. 26CI&CII, and the C+

70 spectrum in Fig.
26D. All data sets were modeled using the MATLAB based EasySpin software
suite, which provides a least-squares �tting algorithm.[163] Thereby, the g-factor of
N@C60 was set to g = 2.002 04, its hyper�ne splitting constant to aiso = 15.6 MHz

and the linewidth was left unrestricted in both, its Lorentzian and Gaussian contri-
bution. The particular radical species was included with its g-factor, Lorentzian,
and Gaussian linewidth. The corresponding �ts can be seen in Fig. 26; the re-
sulting parameters are listed in Tab. 3. From this it can be concluded that
the three species are spectroscopically well separated provided su�cient spectral
resolution. A comparison of the spectroscopic data of the C60 cation generation
methods 1,2,6 and 7 in Tab. 1 with those for C120O 2•

2 in Tab. 3 suggests that
the above-mentioned methods detected the biradical oxygen species rather than
C+

60. Therefore, it seems advisable to revise these methods with regard to the data
obtained here. Additionally, this implies that the aforesaid value of T2 = 300 ns is
doubtful since it was obtained on C60 powder.[162]

All g-factor values gathered with X band EPR spectroscopy are isotropic. To un-
ravel a possible anisotropy, higher spectral resolution is required. This is achieved
when the EPR spectra are recorded under W band spectrometer conditions, which
operates at a frequency of 95 GHz. Due to ν = gµbh

−1B this allows to split the
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Figure 26: High-accuracy g-factor determination of fullerene-related radical
species using N@C60 as spin standard. EPR spectrum of (A) C120O 2•

2 obtained
on C60 powder, (B) C+

60 and C120O 2•
2 generated by FeY-mediated oxidation, and

(CI) C+
60 generated by FeY-mediated oxidation. (CII) Same as (CI); the scaling

is appropriately adjusted to emphasize the C+
60 signal. (D) EPR spectrum of C+

70

generated by FeY-mediated oxidation. Blue lines are �ts according to the model
described in the text. All EPR spectra were recorded at X band frequency with
parameters: Pmw = 10 µW, Bmod = 0.01 mT, R = 0.01 mT/bin, Ḃ = 0.13 mT/s.
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Figure 27: W band EPR spectra of (A) C+
60 (red) and (B) C

+
70 (green). The blue

and magneta line are �t models explained in the text.

Zeeman energy terms more strongly (see Eq. (1.23)).
We prepared a C60 and a C70 sample with Rl = 0.2 since we aimed to yield a
high signal-to-noise ratio (Due to technical reasons, compared to X band EPR
spectroscopy, the total amount probed in a W band spectrometer is signi�cantly
smaller). The annealing time amounted to 6 hours. The data sets obtained are
presented in Fig. 27. Especially the C+

70 signal shows a deviation form the ideal
Lorentzian shape indicating anisotropic contributions. To evaluate this quan-
titatively we �tted the data with a model that includes full potential g-factor
anisotropy (gx 6= gy 6= gz) and the presence of C120O 2•

2 . Thus, we obtained for C+
60

gx = 2.0028(2); gy = 2.0029(2); gz = 2.0046(2); giso = 2.0034(2)

and for C+
70

gx = 2.0022(2); gy = 2.0027(2); gz = 2.0034(2); giso = 2.0028(2).

Note that the values are shifted upwards compared to the X band data. However,
the W band spectrometer was not frequency-calibrated, which may cause this sys-
tematic error. Nevertheless, the values for ∆giso,C+

60C
+
70,X band = ∆giso,C+

60C
+
70,W band

are the same for both measurement methods within the given error limits and
accuracies. Regardless of this, both spectra have a g-factor anisotropy, with C+

60

having an axial symmetry and C+
70 a rhombic symmetry. Since we can mainly

exclude structural restrictions imposed by the zeolite host due to our preliminary
investigations, we trace this observation back to a Jahn-Teller distortion of the
cationic fullerene cage, which has already been reported for C60 anions.[164]
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3.3 Advancement of the literature protocol

Although the method presented in the previous chapter is well suited to gener-
ate fullerene cations, it does not allow for measuring coupling spectra between
N@C60 and C+

60. The generation time constant for C+
60 was evaluated to be

τC+
60

= 114(1) min at 420 ◦C, yet, the thermal stability of N@C60 under this condi-
tions is less than 5 minutes. Thus, this protocol does not enable us to generate a
su�cient amount of both spin species at the same time. Without going too deeply
into electrochemical thermodynamics, the reason for the high temperature that
must be present when using Fe3+ as oxidizing agent is the low reduction poten-
tial of the reaction Fe3+ + e− → Fe2+ (E0 = 0.771 V).[109] With the corresponding
value for the C60 fullerene oxidation of E0

C60
= 1.3 V,[165] the result of the Gibbs free

energy of the reaction is ∆G = 0.53F > 0 (F : Faraday constant), which charac-
terizes it as thermodynamically unfavorable. The increase in temperature changes
the e�ective reduction potential Ee� of both species according to the Nernst equa-
tion Ee� = E0 + R

F
T ln aox

ared
(R: ideal gas constant, aox/red: thermodynamic activity

of the corresponding species), which scales only with 9× 10−5 K−1. Therefore,
further parameters have to be considered, such as the temperature dependence of
the thermodynamic activity of the redox species (cf. the temperature-dependent
position dynamics of Fe3+ in Chap. 3.5.3) or kinetic e�ects, such as radical di�u-
sion within the fullerene layer.
A facile way to circumvent elevated temperatures in comparison to the N@C60

stability is to implement an oxidizing agent with a higher reduction potential.
We relied on Ce4+ for two reasons. First, it is reported E0

Ce4+/Ce3+ = 1.72 V,
which is noticeably higher than the corresponding value for C60. Second Ce4+

is EPR silent, while the reduced species Ce3+ possesses a reported g-factor of
g = 0.7963 − 1.266 ;[166] thus, no interference within our detection area is to be
expected.
We carried out the experiments with two di�erent Ce4+ compounds, namely ceric
ammonium nitrate (CAN) and ceric sulfate. The �rst substance, a mature oxidiz-
ing agent widely used in organic chemistry,[167] has already been applied in the con-
text of zeolite systems and its capability to catalyze the synthesis of 1H -tetrazoles
and 1,8-dioxo-octahydroxanthenes has been reported.[168,169] The preparation of
CAN- (CANY) and Ce(SO4)2 (CeY)-loaded zeolite Y is described in Chap. 3.5.1.
In contrast to previous experiments on FeY we chose N@C60 powder as fullerene
material with a �lling factor of 5× 10−4 to monitor the N@C60 stability. However,
technically the sample preparation was as before, where Rl = 0.04.
We start with the discussion of the CAN-loaded zeolite Y (CANY) experiment. It
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Figure 28: X band EPR monitoring of C+
60 generation in the presence of N@C60

using CAN-loaded zeolite Y. The corresponding annealing time is given. aN@C60

is the isotropic hyper�ne coupling constant of the N@C60 spectrum (solid black
lines) and aunknown the assumed hyper�ne coupling constant of the spectrum of an
unknown species (dashed black lines). The broad signal is due to C+

60. The coral
line indicates C120O 2•

2 . Measurement parameters: Pmw = 10 µW, Bmod = 0.01 mT,
R = 0.01 mT/bin, Ḃ = 0.13 mT/s.

was designed to heat the sample at a certain temperature for 6 hours and record an
EPR spectrum. The temperature was then increased by 50 ◦C and this process was
repeated until 300 ◦C was reached. The data set is shown in Fig. 28. As expected,
the N@C60 signal decreases with continuous annealing time. The signal, which
indicates C120O 2•

2 , increases up to a temperature of 150 ◦C and is abstinent at
higher temperatures. The formation of the C60 cation commences even at 100 ◦C,
in contrast to 480 ◦C using the Fe3+ catalyst; the signal dominates the spectrum
for temperatures equal or above 200 ◦C.
Remarkably, after a heating the sample up to 300 ◦C, the emergence of a new signal
with a pronounced structure can be observed. Its g-factor is g = 2.0017 and the
coupling constant is a = 0.36(2) mT. We believe that this spectrum is a fullerene
adduct,[170] which is formed at elevated temperatures either by the addition of am-
monia or nitrate. An inspection of the literature shows that nitrogen-centered and
particular aniline-type radicals exhibit g-factors which are in the area of the C60

cation and additionally possess higher hyper�ne coupling constants in the range of
1 mT.[171,172] However, EPR experiments conducted on irradiated KCN-doped KCl
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Figure 29: X band EPR monitoring of C+
60 generation using Ce(SO4)2-loaded

zeolite Y (CeY). The corresponding annealing time is given. The broad signal is
due to C+

60. The coral line indicates C120O 2•
2 . Measurement parameters: Pmw =

10 µW, Bmod = 0.01 mT, R = 0.01 mT/bin, Ḃ = 0.13 mT/s.

single crystals revealed for CNO2−/− radicals values which �t to our observation,
namely g = 2.0015 and aiso,CNO2�/- = 0.47 mT.[173] The corresponding reaction
mechanism would mimic a thermally induced aromatic nitration. Although this
observation seems interesting and requires further investigation, it constituted a
drawback for us because the adduct EPR spectrum should make the deconvolution
of a C+

60-N@C60 coupling spectrum more di�cult.
Therefore, we continued the investigation on Ce(SO4)2-loaded NaY (CeY) whose
preparation is described in Chap. 3.5.1. The sample was prepared with Rl = 0.04.
The outcome of the temperature-dependent measurements are demonstrated in
Fig. 29, whereby the control of the experiment was the same as for CANY. The
qualitative behavior of the sample is comparable to the CANY results: C120O 2•

2

is thermally unstable, but persits up to a temperature of 200 ◦C. Remarkably,
even at r.t. its signal is clearly pronounced. N@C60 decomposes and is absent
at temperatures above 250 ◦C. However, the generation of the C60 cation slightly
commences at ≈ 100 ◦C and its occurrence can be deemed secured for temperatures
of 150 ◦C.
Encouraged by these results, we tried to prepare a sample from which we expected
to measure the bulk coupling spectrum of C60 cations and N@C60. We proceeded as
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Figure 30: Double-integrated X band EPR spectrum of C+
60/ N@C60 sample (red,

middle graph). The lower graph depicts signals used to deconvolve the experi-
mental data. The blue line is the corresponding sum �t function. Measurement
parameters: Pmw = 10 µW, Bmod = 0.01 mT, R = 0.01 mT/bin, Ḃ = 0.13 mT/s.

follows. First we prepared a CeY-C60 powder sample with Rl = 0.04 and annealed
it for 6 hours at 250 ◦C to produce C+

60. Subsequently, we opened the EPR tube,
removed the solid and added 2.7 mg N@C60 powder with a �lling factor of 2× 103.
Then, we transferred this mixture in an EPR tube, evacuated for 12 hours and
sealed it. Eventually, we heated the sample at 250 ◦C for 2 hours. The resulting
X band EPR spectrum is depicted in the middle graph in Fig. 30.
The expected signals from C+

60 and N@C60 are clearly visible. A comparison be-
tween this spectrum and those measured on CANY and CeY, respectively, ap-
parently shows that the C60 cation signal is higher with factor 3 regarding the
signal maximum and the N@C60 signal is is higher with factor 30 probably due to
consecutive experiment control. No additional structure because of dipolar cou-
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pling can be identi�ed. However, when �tting the data by a Voigtian function for
C+

60 and three Lorentzian functions to take the N@C60 signal into account, we ob-
served noticeable malapproximation. Contrarily, the allowance of two Lorentzian
functions per hyper�ne line resulted in the best �t, whose particular contribu-
tions are shown in Fig. 30 (lower graph). The splitting amounts to 0.02 mT

or 6× 102 kHz. Considering Eq. (1.30) this results in a C+
60-N@C60 distance of

≈ 5 nm. Additionally, we computed the surface area under the EPR signals and
evaluated it according to the TEMPO calibration. The result gives a number of
1× 1015 for both spin species. The total amount of molecules in the sample is
0.0047 gmol

720 g
· 6.0× 1023 mol−1 = 1× 1018. This means that on about every 500th

molecule sits a spin species. We make a very simple estimation. First, we sup-
pose full homogenization, i.e. C+

60 and N@C60 spin species alternate. Further, we
assume that a C60 cation sits in the middle of a cube with an edge occupation of
(500)

1
3 = 8 C60 molecules. The next-neighboring N@C60 spin species is located

on one of the edges. With the vdW diameter of C60 of 1 nm the edge length of
the cube is calculated to 8 nm. Thus, the distance between the center C+

60 and
an N@C60 molecule is given by 4− 14 nm depending on the exact location on the
edge. Thus, the result of the distance from the coupling measurement and the spin
count evaluation are in the same range. Nevertheless, the measurement result and
the corresponding analysis must be described as preliminary. Due to the lack of a
clear coupling pattern, the evaluation is not very reliable. The adding of signals
generally leads to better data approximation (see Chap. 4.6.3). Furthermore, the
evaluation implies that each N@C60 molecule couples to a C60 cation. In general
it can be expected that there is a superposition of uncoupled and coupled spin
species for both, C+

60 and N@C60. This is not considered here.
However, it should be noted that an improvement was achieved by modifying the
literature protocol using Ce(SO4)2. Because it is now possible to generate C+

60 in
the stability range of N@C60. In addition, there is potential for improvement of the
method. N@C60 material with a higher �lling factor can be used, which increases
the initial spin density of this material. Beyond, pulsed EPR measurements can
be performed on this system. With this method the width of the EPR signal is
not limited by Eq. (1.35), but by the T2 decoherence time.

3.4 Conclusion

To conclude this chapter we recall its most crucial results. We have revised a
literature-known protocol - the oxidation of C60 on Fe3+ exchanged zeolites - which
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determined a g-factor of 2.0025 for C+
60. First, we investigated the thermal behav-

ior of the zeolite matrix and found that it is not structurally stable under the
presence of thermal load and Fe3+ ions. Therefore, the crystallinity and the spe-
ci�c structure probably do not play a role in the oxidization mechanism.
After successfully reproducing the generation of the C60 cation, linewidth studies
showed that its value is narrower than reported in the literature and is presumably
caused by dipolar interaction at high C60 mass load. The newly determined value
is in agreement with other methods.
Using N@C60 as spin standard, we were able to determine the g-factor of C+

60,
C+

70, and C120O 2•
2 with high precision. We obtained ḡC+

60
= 2.003 00(3), gC+

70
=

2.002 58(4), and ḡC120O 2•
2

= 2.002 36(3). Thus, the three spin species are spectro-
scopically well resolvable. Additionally, using W band EPR spectroscopy we could
demonstrate g-factor anisotropy for both, C+

60 and C+
70, whereby the �rst turns out

to be an axial system, the latter a rhombic system. We attribute this reduction in
symmetry to a Jahn-Teller distortion, which is also reported for C−60.
By using Ce4+ instead of Fe3+ as oxidizing agent, we were able to reduce the ther-
mal demand of the oxidation reaction by about 200 ◦C for the Ce(SO4)2 protocol.
Thus we reach the range of relative stability of N@C60. We applied a consecutive
experiment approach of �rst generating C+

60 separately and adding N@C60 subse-
quently to obtain a system which exhibits a C+

60-N@C60 coupling spectrum. The
outcome is ambiguous. However, the comparison of the results of the signal de-
convolution and the simple calculations based on spin counting revealed to be in
the same range.
In summary, we expect that especially the Ce(SO4)2 zeolite system is asking for
further investigation. Besides the already obtained spectroscopic data regarding
the g-factor characteristics of the fullerene cations, optimizations of the Ce4+ sys-
tem can lead to bulk EPR data for dipolar coupling between C60 cations and other
spin species, especially N@C60. These can be used to interpret measurement re-
sults obtained on more complex measurement systems, such as single molecule
detection using ODMR.
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3.5 Supplementary

3.5.1 Methods

EPR spectroscopy

X band EPR spectra were obtained using a Magnettech Miniscope MS 400 spec-
trometer. The measurement parameters are speci�ed together with the presenta-
tion of the respective measurement data.
Calibration g-factor calibration was realized by 1. measuring the spectrum of a
manganese(II) standard embedded in a zinc sul�de crystal for whose third hyper-
�ne line is known gstd, 3. HF = 2.0267(2) or 2. using N@C60 as internal standard
(g = 2.002 04(4)).[121] In the second case, N@C60 powder of �lling factor 4× 10−4

was glued on the sealed side of the EPR tube. Measurements were carried out
beforehand on samples containing N@C60 inside and outside the EPR tube, where
no spectroscopic di�erence between the respective EPR spectra could be observed.
Spin counting was enabled by TEMPO calibration. See Chap. 4.6.1.
W band EPR spectra were recorded in the group of Prof. Steinho� at the Uni-
versität Osnabrück on a home-built EPR spectrometer which operates at 95 GHz.
The measurements were conducted by Elena Bondarenko.
Fitting of EPR signals were carried out using MATLAB based EasySpin software
which provides a least-squares �tting algorithm.[163]

Nitrogen sorption measurements were performed with a Porotec Surfer device
at 77 K on dried samples. Before any measurement, the samples were outgassed
at 250 ◦C for 10 hours. The nitrogen sorption measurements were carried out
by Maximilian Münzner and Alexander Grimm at the Universität Leipzig. To ob-
tain the pore size distribution the adsorption branch of the BET isotherm was used
with the method of Barrett, Joyner and Halenda (BJH)[174] or a DFT approach.[175]

For the analysis, the program ASiQwin from Quantachrome Instruments was used.

XRD measurements on zeolite, Fe3+/ C60 loaded zeolite, and calcinated zeolite
powder samples were conducted on a Panalytical X'pert di�ractometer (Cu Kα ra-
diation, 2θ step size: 0.033°) by Christian Hohmann at the Universität Osnabrück.

C60 and N@C60 powder was obtained with 99.5 % purity from N@C60 enrichment
process conducted in our group (see Chap. 2.1.3). All other chemicals used were
purchased from commercial suppliers and used without further puri�cation steps.
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Sample preparation CAN: (NH4)2[Ce(NO3)6]-loaded zeolite Y (CANY) was pre-
pared under slight modi�cations according to literature.[168] 0.740 g of CAN was
dissolved in 30 mL of acetone, and 500 mg dried NaY was added. This suspension
was stirred until complete dryness. Subsequently, heating in a furnace over night at
80 ◦C was carried out (yield: 98 %). Ce(SO4)2: 0.299 g of Ce(SO4)2 was dissolved
in 10 mL of H2SO4 (10 vol%), 1.003 g dried NaY was added and the suspension
was stirred over night at 70 ◦C until complete dryness. The solid was washed three
times with ultrapure water and dried over night in a furnace at 80 ◦C (yield: 95 %).

3.5.2 Brief remarks about zeolites

Silicates are intermolecular condensation products of monosilicic acid Si(OH)4,
the monomeric unit of which is given by [SiO 4−

4 ] tetrahedra. They form a rich

supercage

sodalite cage

hexagonal prismI

II

III

IV

different oxygen sites

I - IV: different adsorption sites

different  sitesT , T = Si, Al

Figure 31: Schematic drawing of
NaY zeolite. Nodes represents ei-
ther Si or Al, edges −Si−O−Al/Si
bonding motifs.[176].

system of compounds, which is caused by
the multitude of linking possibilities of the
[SiO 4−

4 ] units and is realized in zero- (neosil-
icates), one- (inosilicates), two-dimensional
(phyllosilicates) and three-dimensional silicate
structures (tectosilicates).[177] An additional
source of variability is provided in that dur-
ing the condensation reaction oxygen bonded
M-units (M O; M = Be, B, Al) can replace
the silicon ions, which leads to beryllosilicates,
borosilicates, and aluminosilicates.
Zeolites are tectosilicates composed of corner-
sharing [SiO 4−

4 ] and [AlO 5−
4 ] tetrahedra.

Their composition is governed by the Löwen-
stein's rule, which states that the lowest Si/Al
ratio is equal to one. Accordingly, there are
no Al O Al structural motifs. The pres-
ence of aluminum induces negative adsorp-
tion sites, which are saturated by cations.
The general unit cell formula is given by

Mn+
i
n

[(AlO−2 )i(SiO2)j]k · mH2O, with M be the charge-balancing cation and i, j,
k, m are stoichiometric coe�cients. The variety of structural richness can be de-
duced from that currently 225 framework structures are known. Zeolites have a
wide range of industrial applications: as acidic or redox catalysts, especially in
petrochemistry, as gas separators due to the sieve e�ect of their porous structure
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and as ion exchangers because of their negative adsorption sites.[178]

We used zeolite NaY or Faujasite (Na2Ca[Al2Si4O12]2·12H2O) as precursor in this
work. Its crystal structure is, like diamond, in the cubic space group F41/d 3̄ 2/m,
which can be seen in Fig. 31 with the sodalite cages playing the role of the carbon
atoms. The pore structure is mainly characterized by supercages with a diameter
of 1.2 nm which are connected by windows with a diameter of 0.8 nm.[176]

3.5.3 Characterization of thermal behavior of Fe3+ loaded faujasite

In order to separate the impact on the zeolite crystallinity of the di�erent pro-
cesses that take place before and during the thermally induced oxidation reaction
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Figure 32: XRD measurements on di�erent intermediates of FeY-mediated C60

oxidation. (A) Di�raction pattern of dried NaY (orange), FeY (gray) and C60-
loaded FeY (green). The assignments were achieved according to literature.[179]

O�sets are chosen for clarity of representation. (B) Di�raction pattern of FeY
(gray) prior to annealing (same as in (A) and given for comparison), of FeY after
annealing for 3 hours at 637 K, and of C60-loaded FeY after annealing.
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of C60 on zeolite-supported Fe3+, we performed XRD measurements of particular
intermediate steps of the literature protocol in Ref. [159]. Fig. 32 summarizes
the results obtained. A quantitative analysis of the data would include the use
of Rietveld re�nement, however, this is beyond the scope of this discussion. We
proceed qualitatively.
Fig. 32A depicts the di�raction patterns of dried NaY, FeY, and C60-loaded FeY.
The peak positions for the former are compared with selected literature values,
whereby good agreement could be found. Both, the wet-chemical ion exchange
of sodium against iron and the addition of C60 powder, have no in�uence on the
crystallinity. The slight o�set between the respective powder di�raction data is
global and cannot be reliable attributed to a modi�cation of the zeolite structure,
for example, a shrank lattice constant, without further analysis; a changed inci-
dence angle of the Cu Kα radiation would lead to the same result.
The annealing of FeY at temperatures > 420 ◦C either as a calcination step with-
out C60 powder or in its presence, i.e. according to the conditions existing during
the oxidation reaction, cause a collapse of the crystal structure. This is indicated
in the XRD data by broad, unstructured features which only have isolated Bragg
peaks.
It is noteworthy that the zeolite structure of NaY is thermally stable (see Fig.
32)A, while the exchange with Fe3+ ions results in a mostly amorphous material
at elevated temperatures.

An important method to characterize porous materials is the physiosorption of
gases.[180,181] The basic idea is to characterize the surface of a solid by the amount
of adsorbed gas molecules. A technical realization to determine this quantity con-
sists in measuring the change of pressure associated with this process in an exactly
known volume below the saturation pressure (p/p0 < 1) of the gas used. The char-
acteristic pressure response of a sample to a discrete change of the added gas
volume is mapped in the adsorption isotherm. If the desorption of the adsorbable
gas is monitored as well, the full hysteresis of a physiosorption isotherm is ob-
tained. Its particular shape is mainly determined by the pore size distribution of
the material investigated and the corresponding physical mechanisms (micropore
�lling, capillary condensation, multilayer adsorption). A commonly accepted hier-
archy of pore types is given according to: macropores (pore diameter Dp > 50 nm),
mesopores (Dp = 2− 50 nm), and micropores (Dp < 2 nm).[181]

The investigations of a large number of systems have led to certain classes of
isotherms representing the di�erent pore sizes, whereby eight types are currently
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Figure 33: Nitrogen sorption measurements on FeY (red, upper row) and calci-
nated FeY (gray, lower row). (A) Nitrogen sorption type-I isotherm of FeY, which
represents a microporos material. (B) Corresponding pore diameter distribution.
(C) Nitrogen sorption isotherm (superposition of type III and V) of calcinated
FeY, which represents a meso- or macroporos material. (D) Corresponding pore
diameter distribution. The classi�cation of isotherms was taken from literature.[181]

distinguished in the literature.[181] The calculation of the pore diameter distribu-
tion and the e�ective surface area of a material depends on these classes. For
macro- and mesoporous systems the BET method is widely used,[174] microporous
systems are evaluated by DFT methods.[175]

We now turn to the measurement �ndings, which are presented in Fig. 33. Two
samples were investigated, namely FeY (Fig. 33A&B) and calcinated FeY (Fig.
33C&D). The �rst sample shows the typical type-I isotherm of a microporos ma-
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terial. The calculated pore diameter distribution reveals two maxima at 0.98 nm

and 1.2 nm, which con�rms the structural information in Chap. 3.5.2 well. The
speci�c surface area is given by 637 m2g−1, which value is in good accordance to
literature.[182] After the calcination process, i.e. annealing the sample at 420 ◦C

for 3 hours, the shape of the isotherm signi�cantly changed. It is best described
by a superposition of a type-III and type-V isotherm. The �rst is appropriate
to describe macro- or nonporous systems, the latter holds for mesoporous materi-
als. Accordingly, the computed pore diameter distribution is altered. The global
maximum is reached for Dp → 0, whereas a second broad contribution of pore di-
ameters in the range of 6−44 nm is present. Furthermore, the speci�c surface area
is reduced to 11.9 m2g−1. This strongly indicates a mainly nonporous material.

Fe 3 d5 high spin cations (6S 5
2
) are EPR active. The ground state spin Hamiltonian

Ĥ0 = gµbB Ŝ + D
[
Ŝ2
z − 1

3
S(S + 1)

]
+ E

[
Ŝ2
x − Ŝ2

y

]
gives rise to di�erent signals.

In zeolite systems the following has been observed: 1. in a total-symmetric envi-
ronment, i.e. in octahedral complexes, D = 0, E = 0 and hence isotropic signals
appear at g ≈ 2.0; 2. D 6= 0, D � 0, and E = 0 (axial symmetry) anisotropic
signals are present at g‖ = 2.0 and g⊥ = 6.0; 3. If D = 0, E 6= 0, which is
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Figure 34: EPR monitoring of FeY calcination process. EPR spectra were
recorded at the annealing conditions mentioned. O�set of the EPR spectrum
prior to heating is chosen for clarity of representation.
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3 Bulk investigation of the cationic spin environment of N@C60 ions

the case for tetrahedral (C3v) and distorted octahedral (D2h) coordination envi-
ronment, g = 4.3.[183] The last case was attributed to zeolite skeleton-coordinated
Fe3+ preceded by an Al3+ exchange.[184] An additional signal source is constituted
by iron oxides, which are detectable at g = 2.3.[185]

We performed temperature-dependent EPR measurements on FeY to test the tran-
sitions between the di�erently coordinated Fe3+ species. The outcome is shown in
Fig. 34. Prior to the calcination step a slightly pronounced signal at g = 6.0 and
a broad one at g = 2.0 can be noticed. Upon heating the sample, a prominent
signal at g = 4.3 comes to the fore, which seems to saturated for long annealing
times. While the signal at g = 6.0 vanishes, the one at g = 2.0 remains apparently
unchanged.
The observations are largely in accordance with the literature.[184,185] While Fe3+

is located in axial symmetry at the negatively charged adsorption sites before an-
nealing (case 2), the input of thermal energy leads to an Fe3+ → Al3+ exchange
and thus to the inclusion of the Fe3+ ions in the zeolite structure.

In summary, we conclude that the annealing process leads to a strong reduction of
the crystallinity of the zeolite material regardless of the presence of C60 fullerenes.
Thus, thermally induced di�usion of fullerenes into supercage structures of the
zeolite can be excluded almost completely. It is also questionable whether the
mesoporous structures created by the annealing process cause restrictions, such as
the blocking of oxidation sites, since their size is on average signi�cantly greater
than the vdW diameter of C60 and C70 (see Chap. 2.1.3).
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From the perspective of re-
cent proof-of-principle demon-
strations nanodiamond augurs
fruitful applications, for exam-
ple as drug delivery agent, con-
�ned electrode material, and,
if it hosts negatively charged
nitrogen-vacancy (NV−) centers,
as bio-compatible �uorescence
label or nanoscale detector of
magnetic, electric, temperature,

and concentration �elds. For any of such utilization comprehensive chemical con-
trol over the diamond surface properties is highly desired. In particular for NV−

center-based sensing schemes, the charge state stability and intrinsic spin noise
level are decisively in�uenced by di�erent surface parameters (e.g., defects, func-
tionalization). However, the very nature of interdependencies remains opaque and
is, now more than ever, under debate, recently sparked through both, experimental
and theoretical work.
Especially against the background of the latest research results we hypothesize that
the established post-synthesis treatment protocols need to be reconsidered and
therefore present novel wet-chemical approaches which aim to partially saturate
surface-related dangling bonds by �uorination, nitrogenation, and base-mediated
surface homogenization. Electron paramagnetic resonance (EPR), infrared, and X-
ray photoelectron spectroscopy enables us extensive ensemble characterization of
the nanodiamond material produced. Our best result obtained for the �uorination
protocol, for which spectroscopic data indicates an unexpected weakened covalent
carbon-�uorine binding state, amounts to a 19% reduction in surface spin density
compared to pristine laser-ablated starting material. Additionally, conducting op-
tically detected magnetic resonance measurements on few-nanodiamond clusters
before and after base-treatment, enables us to correlate EPR average values and T1

relaxation times of ensembles containing approximately 30 NV− centers. There-
fore, we propose the presented methods as relatively modest approaches as opposed
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4 Optimizing the spin properties of NV− centers in nanodiamond

to previously reported surface termination protocols. In general, we assume tai-
lored chemical functionalization schemes might help to target the nanodiamond
surface issue successfully.

The following part of this thesis is currently in preparation for publication in
a peer-reviewed journal: R. Wieczorek, J. M. Kurzhals, K. Küpper, W. Harneit,
Reducing the spin noise of nitrogen-vacancy centers by partial saturation of nan-
odiamond surface dangling bonds using wet-chemical approaches, in preparation.

4.1 Introduction

Addressing the relevance of chemical control over the surface properties of nanodi-
amond (ND), we should carefully discern two di�erent objectives. One of them is
currently pursued mainly in life sciences and can be characterized in such a way
that the diamond surface serves as a platform that can be expediently modi�ed
to perform di�erent tasks,[186�189] e.g., cell membrane targeting by non-covalent
biotinylation,[190] non-viral gene delivery by poly-cationic polyethylendiimine-ND
assembles,[191] and enhanced bactericidal activity due to oxygen termination of
the ND surface.[192] The second approach is based on the ability of the diamond
lattice to host defects, most prominently the negatively charged nitrogen-vacancy
(NV−) center, whose properties can be exploited to use ND as optical markers or
sensors, e.g., for magnetic, electric, temperature and concentration �elds.[193�195]

The �uorescence stability and sensitivity of the latter is delicately in�uenced by
the diamond surface, so that it can rather be regarded as a source of interference.
The full development of the potential of ND will, however, be the combination
of both research branches resulting in a bio-relevant tool whose activity can be
simultaneously monitored at the sub-cellular level.[189] Despite the progress that
has been made in recent years, both accesses to the diamond surface and the asso-
ciated methods are faced with their own di�culties. Additionally, an integration
of them does not simplify the situation, at any rate, because the solutions of one
are not necessarily bene�cial to the other. To illustrate this in more detail we may
regard two examples.
In an early study, which has impressively demonstrated the possibilities of ap-
plying NV− center hosting ND in biological research, non-detonation ND clusters
with average size of 140 nm were incubated into living human HeLa cells.[196] Sub-
sequently, in-cell tracking of the ND position and its rotational orientation over a
period of hours could be accomplished as well as magnetic noise sensing based on
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4 Optimizing the spin properties of NV− centers in nanodiamond

T2 decoherence time measurements, which is a prerequisite for advanced detecting
of biological processes.[23] However, when aiming to utilize ND as sensor for such
events, which are located inside the cell nucleus, their size need to be quite smaller
than that of the ND in the aforementioned experiment, namely in the range of a
few nanometer, in order to be internalized in this particular compartment.[197,198]

Yet, such diminution in ND diameter elicit severe drawbacks regarding its detection
performance, e.g., due to NV� NV0 + e� charge dynamics. Since harvesting of
the information encoded in the NV− center spin level populations occurs via opti-
cal addressing with wavelengths exciting both charge species, NV0 center emission
causes more copious background noise, thereby extending required measurement
time.[199] Furthermore, laser illumination may spur the reduction process by photo-
excitation.[200,201] Frequently, surface termination has been attributed as a crucial
factor because of electron acceptor states, which lead to an upwards bending of
the NV− center band above the Fermi level in case of a negative electron a�n-
ity of the surface, e.g., for H-functionalization.[202,203] However, for shallow NV−

centers charge state conversion in the dark has been reported as well.[204,205] This
has an even more critical in�uence on quantum sensing schemes compared to in-
creased background noise, as the acquisition of the signal �elds to be measured is
realized through detection of population di�erences owing to changes in the phase
relationship of the NV− center eigenstates in the (non-illuminated) free evolution
periods of the total spin Hamiltonian.[23] Additional kinetics altering level popula-
tions may thus corrupt measurement outcomes, which was indeed demonstrated;
mitigating protocols have been developed, however, they will also extend measure-
ment time.[205]

If we now move to the domain of biological application of ND, covalent and
non-covalent binding of drug molecules often takes place via activated carbon
moieties.[206�208] Although the functionalization of ND on non-activated C H bonds,
e.g., by means of the Suzuki cross-coupling reaction, has been presented, contam-
ination by transition metal traces can not be excluded in such processes, which
can in�uence the toxicity and the magnetic properties of the spin bath.[209] Thus,
surface terminations such as alcohols, ketones, carboxylic acids, carboxylic acid
esters, and ethers are often the means of choice in current research. In fact, con-
siderable e�orts have been taken to homogenize the ND surface with respect to
these carbon bonding patterns, whereby, e.g., air-oxidization proved to be most
e�cient in generating a highly carboxylic acid-functionalized ND surface.[210�212] It
constitutes a versatile precursor for further functionalizations, e.g. due to reduc-
tion, amidation, esteri�cation and (subsequent) polymer-coating, the latter both,
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in non-covalent approaches via electrostatic interaction and preparative "grafting
to" designs, e.g. for PEGylation.[186,206,213�215] With the help of these methods,
for example, the increased delivery of nucleus-targeting peptides could be demon-
strated, provided that the ND carriers were prepared by coating with a cationic
peptide shell.[216] Furthermore, the carboxylated ND surface has been attributed
a role of its own right in a study that investigated its possible use as a nanocar-
rier drug delivery system using antibiotics and demonstrated their controllable
release.[217] Especially in the last report, the predominantly COOH-terminated
surface showed superior characteristics. If the release kinetic of drugs is to be
monitored in future experiments assisted by NV− centers, the implementation of
which has already been successfully demonstrated by means of T1 relaxometry
experiments using Gd3+ spin labels,[36,39,40] this surface termination may, how-
ever, prove to be disadvantageous. Thus, a theoretical investigation demonstrates
that a homogeneous coverage with only one C O functionality results either in
sub-bandgap image states or energetically deep in the bandgap localized acceptor
states.[218] While commonly a positive electron a�nity (PEA) of the surface, which
leads to a downward bending of valence and conduction band, is generally consid-
ered to be NV− center stabilizing, it has been shown that for the termination with
the highest PEA, namely with �uorine, bleaching can nevertheless be observed.[219]

This could also be explained in the aforementioned study by acceptor levels near
the conduction band.[218] Furthermore, it has been suggested that oxygen and even
�uorine surface decoration may not be the best choice in terms of bandgap trap
state intrusion but substitutional nitrogen, a termination hardly to achieve by
chemical approaches.[220,221] Very recently, the ubiquitous C C bond motif on the
diamond surface has been identi�ed as an electron trap.[222] Moreover, using ab

initio calculations and an electrostatic model, it could be revealed that hydrogen
passivated ND possess atom-like so called surface bound states unparalleled by
its bulk counterpart,[223] which emphasizes that solid state models are often not
strictly valid on the range of ND. So, it is recognizable that surface functionaliza-
tion reactions have to be designed carefully to contribute both, the demands of
application and of sensor stability.
We used the above-mentioned considerations as a starting point for our investi-
gations. From these we �rst derived two possible approaches to reduce the spin
density on the ND surface, and thus to increase the sensitivity of the NV− center
either by changing the relative energy state of sp2 carbon bonds or by separating
their presumably conjugated bonding pattern. We assumed that we could realize
the �rst access by treating ND with a strong base. Furthermore, we hypothesized
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to get a handle on the second approach employing DAST-mediated �uorination.
Eventually, the Bamford-Stevens ole�nation appeared to us as a promising proto-
col due to a hydrazone intermediate, which renders a C N-motif. We suspected
that this would result in a reduction of the surface spin density either because
the imine or aziridine binding structure is somewhat analogous to substitutional
nitrogen termination or because surface stabilization occurs through N O ex-
change. For subsequent thermal decomposition of the hydrazone intermediate we
expected surface homogenization that might also have a lower radical species den-
sity compared to previous hydrogenation reports.

4.2 Results of the functionalization protocols

4.2.1 Treatment with strong bases

The treatment of ND with strong bases is a simple wet-chemical method, which we
conducted by re�uxing a suspension of 2 M NaOH and laser-ablated ND (RayND)
material for six hours followed by a puri�cation and drying procedure (see Chap.
4.6.2). We chose this ND material for all functionalization protocols due to its
ready availability and its properties comparable to those of detonation ND (DND),
except for the ODMR experiments where we used milled ND (mND) due to their
higher content of NV− centers (see the SI.S6 and below). As the �rst investigation
method, we relied on infrared (IR) spectroscopy, which is particularly suitable for
distinguishing between di�erent carbon bonding motifs. The results can be seen in
Figure 35, where additionally the IR spectrum of the pristine RayND material is
shown for comparison. (IR spectra presented in the main text are given moreover
in Chap. 4.6.2 with full assignment of all observable absorption bands and the
literature used for interpretation).
First, we address the common features of both spectra as they will prove to
be only slightly changing for the outcome of each of the functionalization pro-
tocols. The adsorption of water is indicated by a broad stretching mode ab-
sorption band at ν̃ ≈ 3400 cm−1 and the corresponding deformation mode peak
at ν̃ ≈ 1630 cm−1. At ν̃ = 1559 cm−1 and ν̃ = 1540 cm−1 there are speci�c
weak and narrow IR bands referring to the diamond core and nitrogen impu-
rities. The range from ν̃ ≈ 1700 − 1800 cm−1 indicates carbonyl functionali-
ties. The exact position within this range allows to make more accurate state-
ments about the chemical environment of the C O group. Here, the rule applies
that the more pronounced its double bond character, the higher the wavenum-
ber. Thus, carboxylic anhydrides, esters, and lactones are at the upper limit
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of the range, ketones at the lower.[224] In general, a superposition of signals of
these di�erent functionalities can be expected.[225] Hydrogen surface termination
is detectable either as usually weak signal at ν̃ ≈ 1457 cm−1 (C(sp2) H) or as
a broad absorption band at ν̃ ≈ 1100 cm−1 (C(sp3) H), where both are caused
by deformation vibrations.[226] However, further studies have claimed for the lat-
ter signal additional assignments, namely N-defect centers in the diamond core,
NO2 and SO2OH binding motifs and δ−CCC vibrations.[227�229] We follow

Ref. [226], yet, other sources may contribute to the signal as well. However,
their very chemical nature left them una�ected by our functionalization protocols.

Figure 35: IR spectra of pristine (red) and
base-treated (green) RayND.

With these remarks we now
turn to the di�erences of the
IR spectra of pristine and base-
treated RayND. Three observa-
tions are concise. First, after
base treatment the broad signal
at ν̃ = 1550 cm−1 diminishes,
yet, the aforementioned narrow
and characteristic signals in this
area remain. The former has
been ascribed to the carboxam-
ide functionality, so that it is
plausible that harsh basic con-
ditions led to cleavage of the
C NH2 bond.[230] Second, more

relevant to us a shift of the C O peak to higher wavenumbers can be seen
(ν̃prist = 1718 cm−1, 1733 cm−1 → ν̃base = 1771 cm−1), which is coincident with
its decrease. The position of the IR absorption band of the carbonyl group on the
C(100) (1× 1) reconstructed surface was measured to be ν̃ = 1731 cm−1, in good
agreement with the value we obtained for the pristine RayND, while the signal
at ν̃ = 1718 cm−1 may be due to C O contributions from other diamond surface
facets.[231] The increase in the wavenumber under the in�uence of NaOH indi-
cates the formation of conjugated binding structures or the presence of electron-
releasing substituents on the carbonyl carbon, in short, the formation of (α, β-
unsaturated) carboxylic anhydrides or strained ring structures such as lactones.[230]

Third, a signal at ν̃ = 1255 cm−1 comes to the fore which may be assigned to
ether or alcohol moieties containing α, β-unsaturated carbon (C(sp2)−OC(sp3) /
HOC(sp2)−H

)
).[224] This consists a pivotal outcome which, e.g., is not present for
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Table 4: Results of the deconvolution procedure of high-resolved C 1s XPS spectra
of listed protocols. The attributed functionalities are given with their areas A(·) in
%. Explanations for ascertaining the Akaike weight wAkaike can be found in Chap.
4.6.3.

protocol AC(sp2) AC(sp3) AC−O AC−−O AC−F wAkaike

pristine 0.6(4) 93(3) 1(1) 5(1) - 0.73
base-treated 6(2) 85(2) 5(1) 4(1) - 1
hydroxylated 13(3) 82(3) 3(1) 1.3(4) - 1
�uorinated 2.7(5) 90(3) 4.5(8) 2(1) 0.03(3) 0.84

de-hydrazonated 1.6(3) 96(1) 1.2(5) 1.5(3) - 0.99

the prominently employed acid-assisted wet-oxidizing protocol (see Fig. 37). It
may be helpful to corroborate this �nding by inspecting the X-ray photoelectron
spectroscopy (XPS) results with respect to the high-resolved C 1s spectra. Ini-
tially, we faltered in terms of obtaining reliable �ts, since the signals of C(sp2) and
C O motifs are weak in our measurements. Therefore, we applied a �t procedure
which capitalizes on insights gained in information theory, especially in model se-
lection theory. An elucidation of this procedure is given in the Chap. 4.6.3 where
the high-resolved C 1s spectra are presented with their respective deconvolution.
In Tab. 4 we list the corresponding results. As can be seen in comparison be-
tween pristine and base-treated RayND material, for the latter the proportion of
sp2 and oxygen-bonded sp3 carbon is signi�cantly increased which qualitatively �ts
well with the IR analysis. In short, IR and XPS characterization of base-treated
RayND reveals a surface decoration where strained lactones and enol motifs play
a crucial role. A continuative discussion of this will be given along with the results
of the EPR measurements (see Chap. 4.3).

4.2.2 DAST-mediated �uorination

The next functionalization approach we want to focus on is the diethylaminosul-
fur tri�uoride (DAST)-mediated �uorination.[232,233] Being a mature protocol in
organic chemistry, it is capable to react with oxygen containing groups like alco-
hols, aldehydes, ketones, carboxylic acides, and lactones.[234] We are concentrating
here on the substitution of hydroxyl and carbonyl groups. Fig. 36A illustrates
the mechanism for the SN2-type nucleophilic substitution on DAST AI forming
an alkoxy-(N,N )-diethylaminosulfur di�uoride intermediate AII, whose existence
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Figure 36: DAST-mediated �uorination; see text for details.

is deduced from 19F NMR spectroscopy.[234] However, as can be inferred from
elimination and rearrangement reactions observed, the latter, e.g., for borneol,
carbenium ions might appear as intermediates and a more SN1-like reaction pro-
cess may occur.[233] The carbonyl replacement under DAST conditions has been
proposed to start with hydro�uoric acid-catalyzed generation of the α-�uoro al-
cohol intermediate BI. The subsequent transfer of a further �uoride ion can take
place as SN2-controlled or - as shown in Scheme 36 - as SN1 process, eventually
a�ording the di�uoro compound BIII. Again, the presence of carbenium ions can
lead to rearrangement and elimination reactions, resulting in vinyl �uorides BIV,
however, solvent e�ects are also decisive here.[234]

We designed the DAST-mediated �uorination of RayND to utilize acid-treated
RayND as a precursor for borane-tetrahydrofuran (BH3 ·THF)-assisted reductive
hydroxylation in anticipation of obtaining a predominant C OH surface coverage
that would then be used in the �uorination reaction. Employing BH3 ·THF as
reduction agent for oxygen-containing functional groups, is a widely used method
in organic chemistry.[235] Furthermore, this protocol has also been successfully ap-
plied to ND - both studies reported a decrease of the intensity of the carbonyl
IR band in wake of the reaction.[225,236] Yet, our observations are somewhat dif-
ferent (see Chap. 4.6.2). Fig. 37 depicts the corresponding IR spectra. The
acid-treated ND precursor material shows, as expected, a C O vibration band
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at ν̃ = 1764 cm−1. After the reduction was carried out, a feature-rich spectrum
is visible which, however, is dominated by an IR band at ν̃ = 1730 cm−1, but
also shows signals in the area of the alkyl-C H (ν̃ ≈ 2857 − 2960 cm−1 ) and
C OC/H (ν̃ = 1018 − 1261 cm−1) stretching vibrations. We interpret these
�ndings as follows. At �rst it can be held that a partial reduction has taken
place. The alkyl-proton as well as the ether-/ alcohol-related IR bands are to
be understood very well according to the transformation: C=O H-C-OH.

Figure 37: IR spectra of acid-treated (blue),
hydroxylated (orange), and �uorinated (black)
RayND. Black lines indicate C F-speci�c IR
absorption bands.[237�239]

The unexpected carbonyl band
of nominally reductively hydrox-
ylated RayND shows a down-
ward shift in energy compared
to the starting material. Pos-
sible assignments are in par-
ticular carboxylic acid esters,
unstrained cyclic lactones, and
ketones.[224] The justi�cation for
their appearance is somewhat
puzzeling against the background
of the smooth transformation in
Ref. [225, 236]. However, it
is known that there are deci-
sive di�erences between di�erent
carbonyl functionalities regard-
ing the reactivity against BH3 ·

THF according to the following order: carboxylic acid > aldehyde > ketone
> alkene > ester ≈ lactone.[235,240,241] Hence, the reduction would rather have
taken place at the �rst representatives of this hierarchy, while at the same time
carbonyl group homogenization had taken place to the advantage of carboxylic
acid esters and lactones. Additionally, it should be emphasized, that BH3 ·THF
can serve not solely as an O- but also as a C-reducing agent in the mean-
ing of the reaction HC CH + BH3 H2C C(BH2)H, the so-called Brown
hydroboration.[242] Without discussing the full scope of this preparative technique,
prominent in particular for obtaining alcohols from alkenes under basic oxidative
conditions, it should be mentioned here as a competitive reaction, lowering the
e�ective O-reduction agent concentration, especially since we were able to �nd a
signal indicative to boron in the overview XPS spectrum of hydroxylated RayND
(see the Chap. 4.6.2). The acid cleavage of the C-B bond, which we conducted by
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the subsequent quenching of the reaction mixture, leads to C-H bonds and therefore
does not represent an explanatory argument for the C O signal.[235] It should also
be noted that studies on the ring opening of epoxides, which are commonly known
as a widespread motif on the diamond surface, with BH3 ·THF have shown that
sterically hindered derivatives react only slightly and with pronounced rearrange-
ment of the molecular structure.[243] This richness of possible surface termination
functionalities makes it di�cult to give a rigorous reasoning for the incomplete
reduction without further experimental investigations.
Despite only partially hydroxylated, there were two motivations why we still con-
sidered the obtained RayND material as appropriate for further use in the DAST
protocol. First, the high-resolution C 1s XPS spectrum (see Tab. 4) con�rms
the necessary prerequisites, namely the presence of C O and C O functionali-
ties. The also clear amount of sp2 carbon, the largest value of all investigated
samples, we attribute to surface reconstruction following the hydroxylation, which
is accompanied by the variety of aforementioned reaction pathways. Especially
rearrangement reactions, a phenomenon well known in organic chemistry but less
investigated for ND, may be a plausible mechanism for this. Second, DAST �uo-
rination accepts hydroxyl as well as carbonyl groups and both reaction pathways
lead to the desired C-F termination.
The concrete implementation of DAST-mediated �uorination was conceived by
us on the basis of a report on �uorination of diamondoid �uorides (see Chap.
4.6.2).[238] The inspection of the IR spectrum of the gained RayND material re-

A B

Figure 38: (A) High-resolved F 1s XPS spectrum (black) of �uorinated RayND
in comparison to expected blank spectrum (green) of base-treated RayND. (B)
Deconvolution of high-resolved F 1s XPS spectrum revealing binding energies
(BE) of BEC−Fweakened coval.

= 685.3(3) eV and BEC−Fcoval.
= 686.3(3) eV, while

BEC(sp3) = 285.0(3) eV was determined.
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veals in addition to the signals coined by the hydroxylation reaction in the areas
of the C(sp3) H (ν̃ = 2860− 2956 cm−1) and C O group (ν̃ = 1710 cm−1) vibra-
tions, a reduced pronunciation in the area of the ether/ alcohol excitation modes.
However, this is precisely where the signals of a possible C-F functionalization are
expected, of whose we have found in accordance with the literature: ν̃ = 1387 cm−1

((m, ν−C(sp3)−F
)
), ν̃ = 1320 cm−1 ((sh, ν−C(sp3)−F

)
), and ν̃ = 1045 cm−1

((sh, ν−C(sp2)−F)).[237�239] In addition, we investigated the �uorinated RayND
material using XPS. The corresponding F 1s spectrum is shown in Fig. 38. First,
it should be pointed out that it provides a distinct �uorine signal, while the blank
sample (base-treated RayND) is silent in this area (Fig. 38A). A quantitative eval-
uation of the associated binding energy (BE) gives 685.3(3) eV and 686.3(3) eV

(Fig. 38B), when a deconvolution of the signal is performed taking the sp3 carbon
signal at 285.0(3) eV as a reference point (see Chap. 4.6.3). We want to take a
closer look at these values by comparing them with available literature data. The
report most comparable to our approach also deals with the �uorination of ND by
a wet-chemical method. However, it is designed for carboxylic surface functionali-
ties whose Ag2+ salts are decarboxylated in a catalytic cycle under the formation
of a carbon radical and in which F TEDA+BF �

4 acts both as a �uorine transfer
agent and as a redox catalyst.[244] According to this procedure a successful �uori-
nation of ND could be accomplished and the corresponding F 1s XPS spectrum
led to a binding energy of 687.3 eV, thus, a signi�cant o�set has to be stated in
comparison with our �ndings. Values from other reports referring to the �uorina-
tion of diamond can be divided into two categories. The values for ND were found
at higher binding energies, viz. 686.6 eV and 689.2 eV in Ref. [245] and 687.5 eV

in Ref. [246]. With reference to the literature on graphite �uorides, in particular,
these values are regarded as proof of a covalent C F bond.[247�250] However, if we
consult the literature on the �uorination of bulk diamonds, we �nd lower values
for the binding energy in comparison, namely 685 eV, 685.5 eV, 685.1(1) eV and
685.8 eV,[251�254] which correspond to our values. An exception is given in Ref.
[255] with 687 eV. Yet, the very nature of the C F bond is only little discussed
in most of the previous reports. Merely Ref. [251], wherein a SF6 plasma was
used, deduced �uorine doping of the uppermost 15 to 20 atomic layers forming
C F chains, which interpretation could be substantiated because of subsequent
acid treatment. Thereby, the F 1s signal was reduced as well as shifted upwards
in energy (287.2 eV), a clear indication of a change of the chemical environment.
However, if we relate again to the literature on graphitic �uorides, we �nd values
in this binding energy regime for �uorine-de�cient phases (e.g., C4F).[248�250] In-
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terestingly, the exact type of the carbon-�uorine binding was long under debate
in this �eld.[256] Recently, models have been established which, in accordance with
experimental studies, assume a weakened covalence due to hyperconjugation.[257]

This leads to a delocalization of the electrons constituting the C-F bond across
the neighboring carbon pz orbitals. This concept enables to embed tetrahedral
(C(sp3) F) bonds into the sp2 bonding pattern of the surrounding graphite layer.
If we follow this approach, it means that employing DAST-mediated �uorination,
we decorate the sp2-carbon areas previously created by hydroxylation locally with
�uorine. The outcome of the C 1s XPS spectrum, which shows a signi�cant de-
crease of the corresponding signal, is in agreement with this (Tab. 4).

Figure 39: High-resolved O 1s XPS spectra
of selected functionalization protocols applied
on RayND. Normalization was performed by
means of the corresponding C 1s signal sur-
face area.

According to the mechanism in
Fig. 36, DAST-mediated �uori-
nation is also expected to reduce
surface bonded oxygen. Whether
this actually took place can not be
decided on the basis of the C 1s
XPS data due to the large uncer-
tainties of the values. However, in
Fig. 39 for the O 1s signals normal-
ized to the surface area of the cor-
responding C 1s signals a decrease
in transition from the hydroxylated
to the �uorinated RayND is ob-
servable. Nevertheless, we leave it
at this qualitative evaluation, since
a quantitative statement is hardly

possible due to surface-adsorbed water (cf. the IR spectra). The �nding of the
reduced O 1s signal can also be explained by the fact that the �uorinated surface
is more hydrophobic and therefore binds less water. In summary, however, we can
state that we were able to achieve successful wet-chemical �uorination using the
DAST protocol.

4.2.3 Bamford-Stevens reaction

The last functionalization approach we want to present is the Bamford-Stevens
ole�nation, for which the mechanism of the reaction under protic conditions is
illustrated in Fig. 40 depicting as special case the chemical substances used
by us.[258,259] The �rst reaction step includes the nucleophilic attack of the p-
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Figure 40: Bamford-Stevens ole�nation under protic conditions.

toluenesulfonyl hydrazide-NH2 group at the carbonyl carbon which after de-hydra-
tion leads to the stable hydrazone 40I. The hydrazone intermediate is N−H-depro-
tonated through base catalysis (NaOMe) and transformed into a diazoalkane 40II
by elimination of the p-toluenesul�nate anion (Tosyl−). The H-donor capability
of protic solvents (S-H: HOCH2CH2OH) allows the decomposition of nitrogen at
elevated temperature, leading to a carbocation 40III which stabilizes to an alkene
by deprotonation 40IV. Variations of the reaction design include the utilization
of aprotic solvents or alkyllithium reagents (Shapiro reaction), thereby changing
the regioselectivity of the chemical transformation and allowing for a wide range
of ketone and aldehyde substrates to be reduced.[260] We contrived a three-step
reaction protocol: oxidation using K2Cr2O7, hydrazonation with p-toluenesulfonyl
hydrazide, which we were especially interested in due to the formed C N moi-
ety, and de-hydrazonation using ethylene glycol as protic solvent and applying
elevated temperature (see the SI.S2 for experimental details).
The K2Cr2O7-mediated oxidation proceeded as expected as can be infered from
the IR spectrum (Fig. 41). A broad C O IR signal centered at ν̃ = 1785 cm−1

indicates carboxylic anhydrides, carboxylic acids and strained lactones, where the
condensed or dehydrated systems may have been caused by the presence of sulfuric
acid.
The subsequent hydrazonation could also be successfully con�rmed by IR spec-
troscopy, insofar as narrow bands not otherwise observable occurred (Fig. 41). We
identi�ed them as molecular-like vibration modes since they are not broadened as
it is typically the case for the surface-related signals, however, a detailed discussion
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on this topic is presented in the SI.S2. Eventually, the thermal decomposition of
the hydrazone, i.e. the de-hydrazonation, is cleary visible in the IR spectrum which
mimics the one of pristine RayND, somehow (Fig. 41). To put this in concrete
terms: Both spectra show a signal for alkyl groups ν̃HC(sp3)−H,pristine = 2932 cm−1

vs. ν̃HC(sp3)−H,de-hydrazon. = 2941 cm−1, the C O vibration is comparable and lo-
cated at the lower limit of the carbonyl range ν̃C−−O,pristine = 1718 cm−1, 1733 cm−1

vs. ν̃C−−O,de-hydrazon. = 1740 cm−1, and the ether/ alcohol area reveals little pro-
nunciation. Inspection of the C 1s XPS data can con�rm this conclusion. Tab. 4

Figure 41: IR spectra of oxidized (yel-
low), hydrazonated (magenta), and de-
hydrazonated (gray) RayND.

clari�es that except for carbonyl
group termination both RayND
materials surpass the other samples
with respect to the C(sp3) signal
and possess the lowest contribution
of sp2 carbon and sp3 oxygen. Re-
garding the C O surface load, the
Bamford-Stevens protocol can ad-
ditionally suppress it, so that it is
reasonable to refer to it as wet-
chemical H-termination approach.
Since in the course of the Bamford-
Stevens protocol nitrogen is delib-
erately supplied to and detached
from the RayND material, the high-
resolved N 1s XPS spectrum should
epitomize a good indicator of the

chemical transformations done. Fig. 42 depicts a comparison of the spectra ob-
tained for the RayND products after each reaction step. It can be seen that at least
two signals at BE ≈ 399 eV and BE ≈ 402 eV are present and that their intensity
qualitatively renders the nitrogen surface load expected for the particular reac-
tion. We tried to receive a more quantitative result by normalizing the signals by
using the surface area of the corresponding C 1s signals as weight. Yet, because of
varying linewidths the di�erences between the signal amplitudes at BE ≈ 399 eV

were too meager to get clear �ndings.
Therefore, we decided to deconvolve the signals in order to obtain reliable quanti-
ties for the binding energy and surface area values. The outcome of this procedure
is shown in Fig. 43A-C, where the main components at 398.9 eV and 402.2 eV

are depicted; hydrazonated RayND reveals an additional signal at 400.4 eV. First,
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we discuss the obtained binding energies and corresponding assignments. The at-
tribution of the main components was discussed controversially and we brie�y
present the possible interpretations. On carbon nitride compounds, the peak
at BE = 398.9 eV was associated with C N bond motifs of low coordination
number.[261,262] This means that nitrogen is either sp or sp2 hybridized as well
as at least one of the neighboring atoms, which can be carbon or nitrogen. The
value was also found on nitrogen-terminated diamond surfaces, and was associated
with C N, C N binding patterns and amine functionalities.[263] Additionally, on

Figure 42: High-resolved N 1s XPS spectra of
RayND products of the Bamford-Stevens pro-
tocol.

aziridine-functionalized multiwal-
led carbon nanotubes the sig-
nal was clearly attributed to the
aziridine environment.[264] The
chemical correspondence to the
402.2 eV signal was seen on car-
bon nitride systems in quaternary
nitrogen, i.e. ammonium and
tetraalkyl-ammonium groups.[262]

On the other hand, N-O units
have also been argued by authors
who investigated nitrogen doped
diamond-like carbon �lms.[265] In
Ref. [263], the peak is identi-
�ed with inelastic scattering pro-
cesses, which are associated with

an interband transition loss of the N 1s main signal at 400.0 eV constituting a
minor contribution to our �ndings. At least, the signal we obtained for hydra-
zonated RayND at 400.4 eV can be identi�ed as sp2 hybridized nitrogen with
three neighbors,[261] sp2 carbon layer substituting nitrogen,[262] and carbamate moi-
eties ( N COO ).[264] The summary of these various assignments prompted us
to make the following assumptions: 1. The signal at 402.2 eV is not a�ected
by our functionalization protocols, since under their conditions quaternary or O-
bound nitrogen is chemically relatively stable. 2. The signals at 398.9 eV and
400.4 eV indicate changes in the chemical surface binding motifs, as they rep-
resent hydrazone, imine, nitrile, and possibly amine groups. This implies for a
quantitative evaluation that the area of the total N 1s XPS signal is composed
of a constant (BE = 402.2 eV) and a variable part (BE = 398.9 eV for oxidized
and de-hydrazonated and BE = 398.9 eV + 400.4 eV for hydrazonated RayND).
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Figure 43: Deconvolution of the N 1s XPS spectra of (A) K2Cr2O7-oxidized, (B)
hydrazonated, and (C) de-hydrazonated RayND. (D) Ratio of the 398.9 eV ((A)
& (C)) or 398.9 eV + 400.4 eV signal surface area (B) compared to the total N 1s
signal surface area.

Accordingly, we evaluated the data and the result is shown in Fig. 43D. It can
be seen that the relative amount of the functionalization-relevant signal is signi�-
cantly higher for hydrazonated RayND according to the expectations. Taking the
high-resolution O 1s XPS signals normalized to the area of the C 1s signal as a
soft indicator, we can state with Fig. 39 that the signal is largest for oxidized
RayND, decreases for hydrazonated and reaches the lowest intensity for hydrogen
termination. These �ndings are plausible when considering the in�uence of both
the amount of oxygen decoration of the surface and its hydrophilicity together.
The former is highest for the oxidized RayND, the hydrazonation protocol reduces
C-O binding motifs, but is still hydrophilic. On the other hand, RayND of the
last step of the Bamford-Stevens ole�nation protocol has the lowest proportion of
oxygen termination and is also hydrophobic.
In sum, we can say that by IR and X-ray photoelectron spectroscopy we were
able to characterize the �rst implementation of Bamford-Stevens ole�nation on
ND su�ciently with regard to its individual intermediate stages. The results are
consistent and o�er promising nanodiamond surface termination, especially with
the hydrazone intermediate.
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4.3 Results of EPR spectroscopy

After presenting the three functionalization approaches, we now focus on the radi-
cal species content each of the corresponding intermediates possess. Thereby, elec-
tron paramagnetic resonance (EPR) spectroscopy is the natural means of choice
for bulk investigations. For this purpose, we prepared samples with mass mRayND

given in Tab. 5. Fig. 44 shows the obtained double-integrated EPR spectra
which are normalized to unity mass in mg. All of them are centered around
g = 2.0028(2), which is in good agreement with literature.[266�269] Based on the
signal of pristine RayND, it can be seen that three methods, namely oxidation
using K2Cr2O7, oxidizing acid treatment, and reductive hydroxylation lead to an
increase in the signal surface area, while H-termination by de-hydrazonation, base
treatment, hydrazonation and �uorination reduce it. However, it is known from
thorough studies on DND material that the EPR signal at g ≈ 2.0028(2) is caused
by two species di�ering in their physical environment.[245,268,270�272] One is con-
stituted by lattice impurities residing in the diamond core which were identi�ed
as P1 center due to its hyper�ne coupling pattern.[269] The second is related to
carbon-inherent radicals which stem from dangling bonds. Their exact location is
somewhat under debate, with particular arguments being put forward for their em-
bedding in the uppermost (graphitic) surface layers or a location between C

(
sp3
)

diamond core and partially C
(
sp2
)
reconstructed surface layers.[272] Nevertheless,

only the second spin species is accessible to our functionalization protocols, while
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Figure 44: Double-integrated EPR signals (normalized per unit weight) of given
functionalization protocols conducted on RayND.
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Table 5: Parameters, viz., lorentzian linewidth lwlor,db, strain HamiltonianHstr.,db,
and weight wdb, obtained from the two-spin model �t (see Chap. 4.6.4) to EPR
signals of the listed RayND protocols and calculation of the dangling bond spin
density ρsp,db by means of the surface area below the integrated total spin EPR
signal AEPR (see Fig. 45) and the probed RayND mass mRayND whose error is
±0.3 mg.

protocol AEPR mND lwlor,db Hstr.,db wdb ρsp,db
a.u. mg mT MHz % mg−1

RayND 2.13(6)× 1017 11.0 1.01 0.01 96.6 1.86(2)× 1016

RayND SAS 2.29(7)× 1017 12.1 0.99 0.09 96.6 1.77(2)× 1016

acid-treated 2.20(7)× 1017 11.2 0.95 7.73 96.1 1.89(2)× 1016

base-treated 1.91(6)× 1017 11.1 1.03 0.17 97.7 1.69(2)× 1016

hydroxyl. 2.09(6)× 1017 11.3 0.94 7.78 96.0 1.78(2)× 1016

�uorinated 1.06(3)× 1017 5.9 0.97 5.03 97.1 1.51(3)× 1016

oxidized 1.70(5)× 1017 6.3 1.10 0.05 97.2 2.68(5)× 1016

hydrazon. 1.06(4)× 1017 8.4 1.07 0.17 97.2 1.62(2)× 1016

de-hydrazon. 9.14(27)× 1016 4.9 1.03 0.01 97.5 1.82(4)× 1016

the diamond core-dependent P1 centers should be stable across chemical processes.
Finally, in order to be able to link the results presented here with the extensive
research catalogue compiled at DND, we compared our starting material of laser-
ablated RayND with common detonation DND (see Chap. 4.6.2) and found that
the mass spin density for both materials is comparable and the slight deviation is
within the scope of the literature.[187]

To be able to separate the dangling bond contribution from the one of the P1 cen-
ters, we �tted our EPR data with a two-spin model using the EasySpin software
package (see Chap. 4.6.4).[163] For the P1 signal a g-factor of gP1 = 2.0028(2),
lorentzian linewidth of lwlor,P1 = 0.35(5) mT and strained Hamiltonian parameter
with value Hstr.,P1 = 0.095(30) MHz taking anisotropic hyper�ne interactions into
account was �xed, while the regression parameters of the dangling bond (db) sig-
nal were let unrestricted. Accordingly, we obtained the values for lwlor,db and
Hstr.,db given in Tab. 5 (Note that the g-factors of the P1 and db spectrum
deviated by a maximum of ±0.0001 for each sample. Therefore, they are not
listed here, but given in Chap. 4.6.4). Additionally, we received from the �t
the proportion that both spectra had of the total EPR signal; in Tab. 5 they
are noted as wdb. Multiplying these weights by the double-integrated EPR sig-
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nal AEPR, which was normalized to mRayND, we were able to calculate the surface
spin mass density, which is given as ρsp,db in Tab. 5. The results are depicted
in Figure 45 as bar chart. Before we examine the results of the wet-chemical
functionalization protocols presented above, we �rst want to determine a compar-
ative value resulting from the self-assisted ultrasonication deaggregation (SAUD)
procedure.[188,273] It is often evoked that ND undergoes severe aggregation, reasons
for which have been explained by condensation reactions, size-dependent e�ects
and surface potentials.[188,206,274] Various procedures to remedy this shortcoming
have been developed (see Ref. [188] for an overview), whereby the SAUD process
used here is appealing due to its simplicity and absence of residues. It is a common
strategy in several branches of chemistry to kinetically stabilize radical species by
steric hindrance;[275] ND agglomerates are a natural realization of this principle, so
breaking up the ND clusters and increasing the chemically accessible surface area
seems to be a primary method of reducing surface-related spin density. Our results
show that this is indeed the case (see SI.S2), because, as can be seen from Table 5
and Figure 45, the dangling bond spin density decreases by 5(1) %. Thus, we dis-
cuss in the following the di�erent protocols with respect to this SAUD-threshold.
The best result we achieved by DAST-mediated �uorination yielded a relative re-
duction of 15(2) %, followed by the hydrazonation step of the Bamford-Stevens
protocol with 9(1) %. The base treatment resulted in 5(1) % relative reduction.
Hydroxylation and the de-hydrazonation step reveal comparable results within 3σ
uncertainties, while oxidization either by acid-treatment or K2Cr2O7-assisted re-
veals an increase of 7(3) % and 51(4) %, respectively.
Remarkably, with exception of the base treatment, the oxygen-termination pro-
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Figure 45: Bar chart of dangling bond spin density (normalized per unit weight)
for the protocols listed. The coral-colored line represents deagglomeration (SAUD)
threshold.
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tocols all show increased surface radical load. Theoretical investigations in Ref.
[218] comparing di�erent surface terminations have revealed that main/ full cov-
erage with OH, COOH, dense C O C, and C O functionalities induce either
surface image states or deep-level acceptor states. While concentrating on ion-
ization processes and proposing di�erent mechanisms for their appearance, the
explanations given can heuristically also be adopted to radical species generation,
when corresponding surface-related traps near NV− excited states are assumed.
Taking the reductive hydroxylation, it is according to our experimental �ndings
additionally accompanied by signi�cant generation of sp2 carbon which may pro-
vide such surface defect states.[222]

The H-termination accomplished by the de-hydrazonation step of the Bamford-
Stevens protocol has not led to a reduction in surface spin density. Thus, it must be
concluded that the expectation the reaction may yield a low-radical but hydrogen
functionalized surface due to the beforehand correspondingly prepared hydrazone-
decoration has not ful�lled. Whether a less demanding reaction control, such as
thermally induced de-nitrogenation, for example by using the Shapiro protocol,
which takes place at low temperatures and without the formation of a carbenium
intermediate, produces a di�erent result, should be tested experimentally.[259]

In order to �nd explanations for the reduction of ρsp,db due to the DAST-mediated
�uorination approach, we �rst rely on Ref. [222] in which experimental and the-
oretical evidence has been provided that C C binding motifs cause Fermi level
pinning below the NV− states thus creating surface-related acceptor states even
at a coverage as low as 0.003 %. Our spectroscopic analysis of the corresponding
RayND products �ts well in this argumentation. While the hydroxylated precur-
sor possessed a high surface sp2 carbon load, the �uorination produced its decline,
the C F binding situation resulted as a weakened covalent interaction intersect-
ing C(sp2) segments. Carbon-inherent radical species stability on a localized level
is commonly discussed according to two prerequisites : sterical hindrance and
resonance due to enlarged π bond systems,[276] the latter of which is reduced by
our approach. Theoretical investigations usually emphasize that the high Paul-
ing electronegativity of the �uorine atom causes a PEA of the diamond surface
or, equivalently, a downward band bending of NV− center states below the Fermi
level, which leads to its charge stabilization.[146,277] Yet, another quantum me-
chanical computation approach has elucidated that (2× 1):F (001) reconstructed
surfaces also introduce localized surface states near the conduction band.[218] Fu-
ture experiments are necessary to scrutinize the di�erent proposed e�ects. Some
concluding remarks: 1. An EPR study on DND �uorinated in the F2/H2 gas
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stream at elevated temperatures (470 ◦C) reports a double increase in surface spin
density ρsp,db, presumably due to the harsh reaction conditions.[245] 2. Whereas for
acid-treated and hydroxylated RayND we trace back the large values of the strain
Hamiltonian Hstr.,db (Tab. 5) to either strain or enhanced spin-orbit coupling due
to sp2 hybridization,[222] in case of the �uorination product we assume dipolar in-
teractions caused by the introduced 19F nuclear spin. 3. By changing the surface
spin density according to the results presented, we modulate the NV− center spin-
bath as well. Accordingly, we expect a prolongation of the T2 spin decoherence
time due to altering the spectral noise density Si(ω) = 2B2

i (t)
τc

1+ω2τ2
c

= 1
T2
, with

Bi(t) as the variance of the i-spatial component of �uctuating spin-bath magnetic
�eld and τc as its correlation time, of the spin-bath in two ways: the suppression
of high-frequency noise caused by electron-electron coupling ≈ 52 MHz towards
lower frequency noise in the kHz range and the lowering of the quantity of Bi(t)

which depends on ρsp,db.[278] However, the proof of this assumption is left to future
experiments.
Turning to the second best result, the hydrazone-functionalized RayND, less liter-
ature is available for rationalization of the results. Although studies on substitu-
tional nitrogen termination are available, which also suggest advantageous prop-
erties with respect to minimal band gap intrusion, this does not fully re�ect our
functionalization conditions.[220,221] If we nevertheless refer to Ref. [220] the band
structure of (001) (2× 1):N/H diamond surface reconstruction is calculated there,
whereby the result were obtained that the surface states penetrate only 0.2 eV

into the bandgap - correspondingly, a high stabilization of NV− centers is given.
Conversely, potential electron traps which can form radical states are energetically
high and thus rarely populated. The surface reconstruction presented in Ref. [220]
is locally built from pyrrolidine units. We may have been capable of chemically
generating these through the hydrazonation protocol by the nucleophilic attack of
the p-toluenesulfonyl hydrazide-NH2 group at an ubiquitous C O C surface motif
leading to an O N exchange. At the molecular level, this would correspond
to a chemical reaction of tetrahydrofuran with hydrazine, which is very unlikely.
However, due to the increased strain within the cyclic structures of the diamond
surface reconstruction, this could be possible, nonetheless. A further explanation
for reduction of surface spin density is the formation of aziridine at the expense
of oxirane moieties, for which spectroscopic evidence in the high-resolved O 1s
XPS spectrum is qualitatively given (see Fig. 39). This process is known as an
intermediated in the proposed mechanism of the chemical reduction of graphite
oxide using hydrazine hydrate.[279] We assume the aziridine motif to be more stable
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Figure 46: (A) Diamond (100)-surface reconstruction showing hydrogen (white)
and carbonyl (red) functionality accompanied by an anionic carbon (yellow). (B)
Projection of the black-colored 5-membered carbon ring shown in (A), which un-
dergoes base catalyzed enolate formation (II) and enolization (III). (C) Qualitative
frontier molecular orbital (FMO) scheme of the ethylene oxide anion derived from
the MOs of its sub-moieties (left). Estimated FMO energies according to Ref.
[281] (right).

compared to the oxygen analogue due to decreased electronegativity of the nitro-
gen atom which, e.g., hampers nucleophilic attack and subsequent ring opening.
Since for oxiranes, for that kind of reactions radical-type mechanisms are known,
we therefore mask a potential route for electron spin generation.[280]

Concerning the base treatment, which gave only a slight reduction in the dangling
bond spin density, the spectroscopic results seem to impede a concise explanation
since otherwise as spin generating interpreted features appear in the C 1s XPS
spectrum, namely C(sp2) and C O motifs. We propose a mechanism that refers
to the enolate formation of a carbonyl compound. Fig 46(A) shows a section of
the (2x1):O/H surface reconstruction of the (100) diamond surface. (B) shows the
corresponding projection on a 5-membered ring chemical structure. The deproto-
nation of moiety I by the hydroxyl ion is described by the equilibrium constant
K = 10pKa,I-H−pKa,H−OH of the reaction I H + OH� I� + H OH and pKa is
the acid dissociation constant as a quantitative measure of the strength of an acid,
whereby holding true: the stronger the acid the lower its pKa. For cyclohexanone
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pKa = 17.8(1.5) is documented;[282] thus, due to enhanced ring strain and attached
methyl groups the value should be lower for cyclopentanone derivative I; we as-
sume it to equal the value of water. Than we have K = 1 and both states I and
II are equally likely. From basic MO theory we adopt the scheme in Fig. 46(C),
which represents intermediate II. On the left side a qualitative scheme is shown,
which elucidates the generation of the MOs of C C O� by linear combination
of the MOs of ethylene and of one non-bonding orbital of the σ bonded oxygen
anion. On the right side energy estimations according to Ref. [281] are given.
The crucial outcome of this simple model is that the energy of the HOMO and
LUMO level of the enolate are shifted upwards with respect to unfunctionalized
C C bonds. Since in Ref. [222], which was already mentioned in the discussion
of the DAST-protocol, C C acceptor levels are calculated to be roughly 1 eV be-
low the NV�/NV0 band, the estimated rise in the LUMO energy of 1.5 eV for the
oxygen-conjugated C C bond may be su�cient to lessen electron spin trapping
and NV− center oxidization. However, the proposed mechanism solely generates
new C C bonds and does not a�ect existing ones. To �nd an explanation here,
we hypothesize that base-catalyzed (Favorski rearrangement), thermally induced
(Claisen rearrangement) rearrangement reactions or,[260] e.g., thermally allowed
[2 + 2] two-step ionic or radical-type cycloadditions provoke C C binding homog-
enization towards conjugated systems like Fig. 46II,[283] which are stabilized with
respect to their total energy. In order to verify the model, which is only heuristi-
cally based here, experimental data can be gathered under reaction control using
stronger bases, which should lead to a more powerful e�ect if the equilibrium would
then have to lie more on the side of the enolate, and rigorous quantum-chemical
calculations can be called in.

4.4 Results of ODMR measurements

To corroborate the results of the bulk EPR measurements on the few-digit ND
level, we additionally performed NV− center-based ODMR experiments. For
this, we chose higher-quality milled ND (mND), which we obtained as ultrapure
water-based slurry (weight concentration 1 g/L). Due to its one-step design and
preparative straightforwardness we singled out the base protocol. EPR monitor-
ing (see Chap. 4.6.6) according to the procedure presented beforehand, revealed
ρsp.,db = 9.5(9)× 1014 mg−1 for as-received and ρsp.,db = 8.0(4)× 1014 mg−1 for
base-treated mND material. Thus, on the mg-scale both, RayND and mND, show
comparable results regarding dangling bond spin density reduction (see Chap.
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A B

Figure 47: (A) Example �uorescence scan of mND prepared sample. The bright
line in the middle epitomizes the mw antenna. (B) Example T1 measurement
outcome for both, pristine (red) and base-treated (green) mND. The blue and
magenta colored line is a mono-exponential �t, respectively. The control variable
is a progressing waiting time after polarization of the NV− center in the |0〉 state.

4.6.6 for calculation). Sample preparation prior to ODMR investigation included
the transfer of mND into iso-propanol phase (see Chap. 4.6.6), which allows for
a swifter evaporation of the suspension agent. To receive an appropriate mND
cluster separation, we additionally diluted the iso-propanol-based suspension by
a factor of 1 : 1000. Eventually, we drop-casted 3 µl on a NV-silent bulk-diamond
substrate for sample preparation.
An example �uorescence scan is depicted in Fig. 47A, where well-separated spots,
which correspond to mND clusters, in the vicinity of the mw antenna can be seen.
We randomly selected nine of those to perform the ODMR experiments. These
were designed in such a way that we �rst recorded Second-order autocorrelation
functions that gave us an average amount of NV− centers per cluster of about 30
(see Chap. 4.6.6) Then, we recorded cw-ODMR spectra and performed spin state
rabi oscillation measurements to obtain the microwave pulse lengths necessary for
relaxation time measurements (see Chap. 4.6.6). The determination of the longi-
tudinal spin T1 relaxation time indicating the time constant with which the spin
system polarized in an non-equilibrium state relaxes back into the equilibrium, was
conducted as a di�erential protocol (see Chap. 4.6.6). An example outcome of the
T1 measurements on as-received and base-treated mND is depicted in Fig. 47B,
where clearly can be seen that base-treatment prolongs the longitudinal relaxation
time. The statistical evaluation over the nine measurements performed is given
in Fig. 48A. From this we can deduce that the median of the distribution of T1

values for as-received mND is 32 µs (25th percentile: 16 µs, 75th percentile: 43 µs)
and for base treated 71 µs (25th percentile: 57 µs, 75th percentile: 98 µs).
The evaluation under the assumption of a normal distribution with 1σ uncertainty
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Figure 48: Box plot representation of (A) T1 and (B) T2 measurements on mND;
lower and upper whiskers represent 10th and 90th percentile, respectively.

limits yields for pristine mND 30(14) µs and for base-treated 76(28) µs. Within
these statistical uncertainties it can be stated that base treatment of mND en-
hances the T1 relaxation time approximately by a factor of 2. Although this result
is of practical importance, especially since we have selected the one with the low-
est surface spin density reduction from the functionalization protocols and the
�uorination or hydrazonation suggest an even more signi�cant prolongation of the
T1 relaxation time, we have to state that we can not safely identify the under-
lying mechanism. Concretely, whether it renders a pure spin-related process due
to changing the spin-bath properties, or whether underlying ionization kinetics
partially govern the measurement outcome. The discussion hereto is given in the
SI.S6.
The Hahn echo related T2 decoherence time was obtained also using an di�erential
pulse scheme. The corresponding data sets are presented in Chap. 4.6.6, while Fig.
48B depicts the evaluated distributions. It can be seen that the base treatment
has only a minor in�uence on this parameter, which is also statistically hardly re-
liable. However, a plausible explanation for this is that the T2 decoherence time is
limited more by the interaction with mND core-inherent spin sources (such as nu-
clear spins: 14N, 13C) than with the high-frequency surface electron spin-bath.[278]

The median of the T2 distribution for pristine mND is given by 500 ns and for
base-treated by 800 ns, values which are expected from the literature.[284]

4.5 Conclusion

We draw a twofold conclusion from our experimental observations. First, we
were able to present two novel functionalization protocols for ND, namely DAST-
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mediated �uorination and the Bamford-Stevens ole�nation. This may be relevant
for di�erent research �elds, especially since the surface decoration is only partial,
except for the de-hydrazonation step, and thus the O-termination preferred in life
sciences applications is still present. Our second focus was on whether it is possible
to reduce surface spin density using wet-chemical approaches. For this purpose, we
examined all protocols including their intermediate stages using EPR spectroscopy.
In fact, we were able to identify three reactions that led to a signi�cant reduction
even below the deagglomeration threshold given by the SAUD technique, namely
DAST-mediated �uorination, hydrazonation and base treatment. We presented
�rst explanations to rationalize the results. For the base treatment protocol, we
were able to con�rm the results of the bulk EPR studies at the few-digits ND level.
The corresponding ODMR measurements revealed a prolongation of the longitu-
dinal T1 relaxation time after performing this chemical process.
In summary we propose, that more in-depth investigations including the optimiza-
tion of the protocols presented may help to stabilize NV− centers in ND and lower
surface-related spin-bath contributions, thereby improving the sensing capabilities
of ND in future experiments.
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4.6 Supplementary

4.6.1 Spectroscopic methods

IR spectroscopy Infrared spectra were recorded on a Bruker Vertex 70 spectrom-
eter equipped with a diamond ATR unit. Internal CO2 background correction was
used. To enhance signal-to-noise ratio, every spectrum is a sum-up of eight mea-
surement runs.
For analysis, the region of ν̃ = 1800 − 2800 cm−1 was omitted due to incomplete
background correction therein.

XPS measurements were performed by Dr. K. Küpper at the Universitat Os-
nabruck employing a PHI Versaprobe III spectrometer equipped with a monochro-
matic Al Kα, micro-focused scanning X-ray source. For the current measurements
the X-ray beam size was set to 100 µm. To compensate for charging e�ects a dual
beam charge neutralization method was used. Calibration was performed accord-
ing to the position of the C1s line. General survey and high-resolution spectra of
elements were recorded.

EPR spectroscopy EPR spectra were obtained using a Magnettech Miniscope
MS 400 spectrometer, applying the following measurement parameters: mw power
Pmw = 10 µW, modulation amplitude Bmod = 0.01 mT, resolution 0.01 mT/bin,
sweep rate 0.13 mT/s.
g-factor calibration was realized by measuring the spectrum of a manganese(II)
standard embedded in a zinc sul�de crystal for whose third hyper�ne line is known
gstd, 3. HF = 2.0267(2). When additionally recording the microwave frequency of
the EPR signal both, for the standard νstd and the sample νpr, computation of the
apparent g-factor scale is accomplished through:

gpr = νpr · gstd, 3. HF/νstd, 3. HF.

Spin counting was enabled by TEMPO calibration. Measuring the EPR sig-
nal (measurement conditions: microwave power Pmw,std, modulation amplitude
Bmod,std, temperature Tstd) of an amount of the TEMPO standard for which the
number of spins Nstd is known and determining the surface area under its EPR
absorption curve Astd, in addition with its g-factor gstd, spin quantum number
Sstd, and multiplicity Mstd, we obtain the number of spins inside a bulk sample
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Npr according to[69]

Npr =
Apr

Astd
·

√
Pmw,std
Pmw,pr

· Bmod,std

Bmod,pr
· gstd
gpr
· Tpr
Tstd
· Spr (Spr + 1)

Sstd (Sstd + 1)
· Mpr

Mstd
·Nstd (4.1)

where the quantities referring to the sample (index "pr") have the same mean-
ing as for the standard. Since the EPR signal is in�uenced not only by apparent
factors but also by intrinsic properties, e.g., saturation e�ects, unresolved dipo-
lar coupling to nuclei and electrons, a quantitative evaluation must nevertheless
be carried out with caution. However, these contributions to the EPR signal are
taken into account by �tting the EPR spectra with a two-spin model (see Details
on EPR data measurements) which is supported by previous experimental results.
For more detailed investigations, in particular, to validate the absolute spin den-
sity values given in the main text, it would be advisable to use a ND sample as
a reference, whose spin number was determined by complementary methods (e.g.,
SQUID), yet, a method which was not available to us. The speci�cation of the
errors of the quantitative EPR measurements is based on repetitive measurements
on TEMPO samples which gave a 3σ standard deviation of 3 %.

ODMR measurements Optically detected magnetic resonance (ODMR) experi-
ments were conducted at room temperature and ambient conditions using a home-
built confocal microscopy setup provided with a pulsed microwave generating and
applying unit and a permanent magnet. For details see Chap. 2.4.1.

4.6.2 Synthesis protocols and material characterization

All chemicals were purchased from commercial suppliers and used without further
puri�cation steps. Solvents were of analytical grade quality and stored under pro-
tective atmosphere.

Laser-ablated nanodiamond material (RayND, average grain size: 4.0 −
5.0 nm) was received as powder from Ray Techniques Ltd.
The pre-characterization was performed by IR, XPS and EPR spectroscopy, which
yielded the following results.
ATR-FTIR27 (cf. Fig. 49):[226] ν̃ (cm−1) = 3412 (br, ν−O−H), 2932 (br, ν−
HC(sp3)−H

)
, 1733 (s, ν−C−−O), 1718 (s, ν−C−−O), 1647 (s, δ−O−H of H2Oads.),

27IR assignments include the following prominent nomenclature: (br) broad, (sh) shoulder, (s)
strong, (m) medium, (w) weak, (ν) stretching vibration, (δ) bending vibration.
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Figure 49: Infrared spectrum of laser-ablated RayND. Except apparatus-internal
CO2 background correction no data processing was carried out. Signals between
≈ 2300 − 1950 cm−1 are measurement artifacts because of incomplete CO2 com-
pensation.

1637 (s, δ−O−H of H2Oads.), 1559 (s, N defects), 1540 (s, lattice absorption),
1507 (m, lattice absorption), 1457 (sh, δ−HC(sp2)−H

)
, 1376 (sh, δ−O−H), 1320

(sh, δ−O−H), 1286 (sh, ν−C(sp2)−OC(sp3)
)
, 1217 (sh, ν−C(sp2)−OC(sp3) /

HOC(sp2)−H
)
, 1162 (w, ν−C(sp3)−OC(sp3) /HOC(sp2)−H

)
, 1137 (δ−C(sp3)

−H).

A B

Figure 50: (A) Overview XPS spectrum of pristine RayND. All relevant signals
are displayed and assigned. (B) EPR spectrum of pristine RayND (red). The
blue line corresponds to the two-spin model �t revealing the values: gP1 = 2.0028,
lwlor,P1 = 0.38 mT, Hstr.,P1 = 0.01 MHz, wP1 = 0.75; gdb = 2.0028, lwlor,db =
0.01 mT, Hstr.,db = 0.01 MHz, wdb = 18 (cf. Chap. 4.6.4 for details).
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Overview XPS data of pristine laser-ablated RayND shows signals of carbon, oxy-
gen, nitrogen and chlorine, the latter presumably being caused by the puri�cation
process of the provider. The parameters of the deconvoluted EPR signal are given
in Fig. 50.

Milled nanodiamond material (NDNV40nmLw10ml, average size: 35−40 nm)
was obtained as slurry (mass concentration: 1 mg mL−1) in DI water from Adámas
Nanotechnologies, Inc. Due to the low material availability, only EPR characteri-
zation was performed. The data are presented below (see Chap. 4.6.6).

General neutralization, puri�cation, and drying procedure (0)

Upon completion of the particular reaction, the reaction mixture was cooled to r.t.
Then, the suspension was centrifuged, the supernatant discarded, and Milli-Q wa-
ter added. Thereafter, the residuum was slurried by means of an ultrasonic bath.
This procedure was repeated until the supernatant exhibited a pH value of 7. Sub-
sequently, the neutralized suspension was evaporated to dryness by means of a ro-
tary evaporator and kept under vacuum for approximately 2 hours (p ≤ 13 mbar).
Eventually, the solid was dried in a drying oven at 150 ◦C for at least 12 hours.

Oxidizing acid treatment of RayND (1)

1.000 g RayND was poured into 30 mL of a 1 : 1 : 1 (volume ratio) mixture
of HClO4 (70%), HNO3 (64-66%), and H2SO4 (96%), re�uxed for 6 hours and,
puri�ed according to 4.6.2.(0). Yield: 93 %.

Figure 51: Infrared spectrum of acid-treated RayND. Except apparatus-internal
CO2 background correction no data processing was carried out. Signals between ≈
2300−1950 cm−1 are measurement artifacts due to incomplete CO2 compensation.
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ATR-FTIR (cf. Fig. 51):[226] ν̃ (cm−1) = 3405 (br, ν−O−H), 1764 (s, ν−C−−O),
1635 (s, δ−O−H of H2Oads.), 1559 (w, N defects), 1541 (w, lattice absorption),
1457 (sh, δ−HC(sp2)−H

)
, 1323 (sh, δ−O−H), 1245 (sh, ν−C(sp2)−OC(sp3) /

HOC(sp2)−H
)
, 1101 (br, δ−C(sp3)−H

)
, 1057 (sh, ν−C(sp2)−Cl

)
, 957 (w, δ−

H−C(sp2)−C(sp2)−H
)
.

No XPS data are available for acid-treated RayND. The EPR signal deconvolution
is presented in Chap. 4.6.4, Fig. 66.

Base treatment of RayND (2)

0.150 g of RayND was added to 20 mL of 2 M NaOH. The suspension was re�uxed
for 6 hours and puri�ed according to 4.6.2.(0). Yield: 92 %.
ATR-FTIR (cf. Fig. 52):[226] ν̃ (cm−1) = 3407 (br, ν−O−H), 1771 (s, ν−C−−O),
1638 (s, δ−O−H of H2Oads.), 1559 (w, N defects), 1540 (w, lattice absorption),
1457 (sh, δ−HC(sp2)−H

)
, 1388 (sh, δ−O−H), 1323 (sh, δ−O−H), 1255 (m, ν−

C(sp2)−OC(sp3) /HOC(sp2)−H
)
, 1222 (sh, ν−C(sp2)−OC(sp3) /HOC(sp2)−H

)
,

1119 (br, δ− C(sp3)−H
)
.

Figure 52: Infrared spectrum of base-treated RayND. Except apparatus-internal
CO2 background correction no data processing was carried out. Signals between
≈ 2300 − 1950 cm−1 are measurement artifacts because of incomplete CO2 com-
pensation.

The overview XPS data of the base-treated RayND shows an additional signal in-
dicative of silicon. This may be due to the harsh basic conditions during re�uxing,
which may cause silicon oxide to dissolve in the form of anions (e.g., [SiO(OH)3]−)
and, eventually, precipitate onto RayND. The parameters of the deconvoluted EPR
signal are given in Fig. 53.
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A B

Figure 53: (A) Overview XPS spectrum of base-treated RayND. All relevant
signals are displayed and assigned. (B) EPR spectrum of base-treated RayND
(green). The blue line corresponds to the two-spin model �t revealing the following
values: gP1 = 2.0026, lwlor,P1 = 0.32 mT, Hstr.,P1 = 1.7 MHz, wP1 = 0.17; gdb =
2.0026, lwlor,db = 1.03 mT, Hstr.,db = 0.17 MHz, wdb = 7.3 (cf. Chap. 4.6.4 for
details).

Reductive hydroxylation of RayND (3)

Reductive hydroxylation of acid-treated RayND was performed under modi�ed
conditions of literature procedure.[236] 0.500 g of (1) was taken up in 40 mL THF

Figure 54: Infrared spectrum of hydroxylated RayND. Except apparatus-internal
CO2 background correction no data processing was carried out. Signals between ≈
2300−1950 cm−1 are measurement artifacts due to incomplete CO2 compensation.
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and 5 mL of 1 M BH3·THF was added dropwise. The suspension was re�uxed for 12
hours, additional 15 mL THF and 2 mL of 1 M BH3 ·THF were supplemented and
re�uxing was completed within further 12 hours. After cooling to r.t., the reaction
mixture was hydrolysed with 50 mL HCl and puri�ed according to 4.6.2.(0). Yield:
80 %.
ATR-FTIR (cf. Fig. 54):[225,226] ν̃ (cm−1) = 3392 (br, ν−O−H), 2960 (s, ν−
HC(sp3)−H

)
, 2928 (s, ν− HC(sp3)−H

)
, 2857 (s, ν−HC(sp3)−H

)
, 1730 (s, ν−

C−−O), 1461 (sh, δ−C(sp2)−H
)
, 1418 (w, δ−O−H), 1366 (m, δ−O−H), 1300

(sh, δ−O−H), 1261 (m, ν−C(sp2)−OC(sp3)
)
, 1229 (sh, ν−C(sp2)−OC(sp3) /

HOC(sp2)−H
)
, 1218 (sh, ν−C(sp2)−OC(sp3) /HOC(sp2)−H

)
, 1128 (br, δ−

C(sp3)−H), 1099 (m, ν− C(sp3)−OH
)
, 1018 (sh, ν−C(sp3)−OH

)
, 806 (m, δ−

HCC(sp2)−C(sp2)CH / [Carom.−Carom.]n / Coxirane−Coxirane).

*

*

A B

Figure 55: (A) Overview XPS spectrum of hydroxylated RayND. All relevant
signals are displayed and assigned. (B) EPR spectrum of hydroxylated RayND
(orange). The blue line corresponds to the two-spin model �t revealing the fol-
lowing values: gP1 = 2.0027, lwlor,P1 = 0.35 mT, Hstr.,P1 = 0.01 MHz, wP1 = 0.21;
gdb = 2.0026, lwlor,db = 0.94 mT, Hstr.,db = 7.8 MHz, wdb = 4.9 (cf. Chap. 4.6.4
for details).

The reductive hydroxylation by means of BH3 · THF has its counterpart in the
overview XPS spectrum by the newly added signal that indicates boron. The
cause of the occurrence of silicon is unclear. Perhaps the starting material, i.e.
the acid-treated RayND, which, however, was not monitored by XPS, was already
contaminated. Otherwise, acid quenching is also a possible reason. The parame-
ters of the deconvoluted EPR signal are given in Fig. 55.
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Fluorination of RayND (4)

DAST-mediated �uorination of hydroxylated RayND nanodiamond was performed
under modi�ed conditions of literature procedure which reports the preparation
diamondoid �uorides.[238] 0.100 g of (3) in 20 mL DCM was cooled in an ice bath
(ϑ < 5 ◦C). 0.30 mL DAST was added dropwise and the reaction mixture was
stirred for 2 hours under continuous cooling. Subsequently, the suspension was
quenched with 150 mL saturated NaHCO3 and 20 mL DCM was added. The aque-
ous phase was extracted twice with 20 mL DCM. The combined organic phases
were washed with Milli-Q water three times and dried over anhydrous Na2SO4.
DCM was removed under reduced pressure. The resulting residue was taken up in
Milli-Q water and puri�ed according to 4.6.2.(0). Yield: 80 %.
ATR-FTIR (cf. Fig. 56):[226,238,239,285] ν̃ (cm−1) = 3400 (br, ν−O−H), 2956

(br, ν− HC(sp3)−H
)
, 2929 (br, ν− HC(sp3)−H

)
, 2860 (br, ν−HC(sp3)−H

)
,

1710 (s, ν− C−−O), 1638 (s, δ−O−H of H2Oads.), 1559 (s, N defects), 1540

(w, lattice absorp- tion), 1459 (w, δ−C(sp2)−H
)
, 1405 (w, δ−O−H), 1387

(m, ν−C(sp3)−F
)
, 1368 (w, δ−O−H), 1320 (sh, ν−C(sp3)−F

)
, 1245 (sh, ν−

C(sp2)−OC(sp3) / HOC(sp2)−H
)
, 1221 (sh, ν−C(sp2)−OC(sp3) /HOC(sp2) −H),

1218 (sh, ν− C(sp2)−OC(sp3) /HOC(sp2)−H
)
, 1100 (br, δ− C(sp3)−H), 1045

(sh, ν−C(sp2) −F).

Figure 56: Infrared spectrum of �uorinated RayND. Except apparatus-internal
CO2 background correction no data processing was carried out. Signals between
≈ 2300 − 1950 cm−1 are measurement artifacts because of incomplete CO2 com-
pensation.

With two exceptions, the XPS overview spectrum of �uorinated RayND mimics
that of the hydroxylated ones, while here, however, the origin of silicon can be
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traced back to the presence of hydro�uoric acid (see Fig 36). The sulfur indicating
signal may refer to the uncleaved intermediate Fig. 36AII or not thoroughly
washed out desiccant. The expected �uorine signal can also be seen in the overview
spectrum, but will be discussed in more detail in Chap. 4.2.2. The parameters of
the deconvoluted EPR signal are given in Fig. 57.

*
#

#

A B

Figure 57: (A) Overview XPS spectrum of �uorinated RayND. All relevant sig-
nals are displayed and assigned. (B) First derivative EPR spectrum of �uorinated
RayND (black). The blue line corresponds to the two-spin model approximation re-
vealing the following values: gP1 = 2.0026, lwlor,P1 = 0.35 mT, Hstr.,P1 = 0.09 MHz,
wP1 = 3.19; gdb = 2.0026, lwlor,db = 0.97 mT, Hstr.,db = 5.0 MHz, wdb = 105 (cf.
Chap. 4.6.4 for details).

Oxidization of RayND using K2Cr2O7 (5)

250 mg of (1) was suspended in 20 mL diethyl ether. A solution of 19 g K2Cr2O7

in 20 mL of Milli-Q water and 3 mL of H2SO4 was added dropwise while the tem-
perature was halted below 20 ◦C. Then, the reaction mixture was stirred for 12
hours and puri�ed according to 4.6.2.(0). Yield: 73 %.
ATR-FTIR (cf. Fig. 58):[226] ν̃ (cm−1) = 3405 (br, ν−O−H), 3214 (br, ν−OCO

−H), 1785 (s, ν−C−−O), 1635 (s, δ−O−H of H2Oads.), 1559 (w, N defects), 1395

(m, δ−O−H), 1310 (m, δ−O−H), 1253 (m, ν−C(sp2)−OC(sp3)
)
, 1221 (sh, ν−

C(sp2)−OC(sp3) / HOC(sp2)−H
)
, 1102 (br, δ− C(sp3)−H), 1057 (sh, ν−C(sp2)/

(sp3)−OC(sp3) / HOC(sp2)−H
)
, 944 (w, δ−HCC(sp2)−C(sp2)H2

)
.

The oxidizing agent K2Cr2O7 is represented by the signals of chromium and one
of its main impurities, molybdenum. The sulfur signal may indicate sulfuric acid
esters that are known to attach to C−−C bonds by the mechanism of electrophilic
addition. The parameters of the deconvoluted EPR signal are given in Fig. 59.
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Figure 58: Infrared spectrum of oxidized RayND. Except apparatus-internal CO2

background correction no data processing was carried out. Signals between ≈
2300−1950 cm−1 are measurement artifacts due to incomplete CO2 compensation.

A B

Figure 59: (A) Overview XPS spectrum of K2Cr2O7-oxidized RayND. All rele-
vant signals are displayed and assigned. (B) EPR spectrum of K2Cr2O7-oxidized
RayND (yellow). The blue line corresponds to the two-spin model approxima-
tion revealing the following values: gP1 = 2.0026, lwlor,P1 = 0.36 mT, Hstr.,P1 =
0.01 MHz, wP1 = 0.87; gdb = 2.0027, lwlor,db = 1.10 mT, Hstr.,db = 0.05 MHz,
wdb = 30.0 (cf. Chap. 4.6.4 for details).

Hydrazonation of RayND nanodiamond (6)

100 mg of (5) was suspended in 6 mL of concentrated acetic acid in the process
holding the temperature of the mixture above 60 ◦C. 186.3 mg of p-toluenesulfonyl
hydrazide was dissolved in 4 mL of ethanol (95%) at elevated temperature (ϑ >

70 ◦C) and added to the ND suspension. The mixture was stirred under re�ux for
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12 hours and puri�ed according to 4.6.2.(0). Yield: 70 %.
ATR-FTIR (cf. Fig. 60):[226] ν̃ (cm−1) = 3392 (br, ν−O−H), 2947 (br, ν−
HC(sp3)−H

)
, 1748 (s, ν−C−−O), 1636 (s, δ−O−H of H2Oads.), 1559 (w, N de-

fects), 1458 (sh, δ−HC(sp2)−H
)
, 1416 (sh, δ−O−H), 1327 (sh, δ−O−H), 1201

(w, ν−C(sp2)−OC(sp3)
)
, 1140 (br, δ−C(sp3) −H).

Figure 60: Infrared spectrum of hydrazonated RayND. Except apparatus-internal
CO2 background correction no data processing was conducted. Signals between
≈ 2300− 1950 cm−1 are artifacts because of incomplete CO2 compensation.

The remaining IR bands (cf. Fig. 60) are pronounced and narrow which was
not observed for any of the other spectra. We ascribe this particular feature
to p-toluenesulfonyl hydrazide-related molecular-like vibration modes, however,
an interpretation is not straightforward. When comparing the obtained values
(see Tab. 6) with those measured on free p-toluenesulfonyl hydrazide,[286] notice-
able shifts in the respective wavenumbers may be identi�ed which might stem
from diamond surface-hydrazone interactions. This may also cause the absorption
(Abs = 1 − transmission) to signi�cantly di�er between diamond-tethered and
free p-toluenesulfonyl hydrazide - the strongest absorption occurs for the former at
ν̃ = 1012 cm−1 (Absexp. = 3.4 %), for the latter at ν̃ = 816 cm−1 (Absfree = 77 %).
Yet, the signal at ν̃ = 1032 cm−1 can not be rationalized by means of the free-
molecule spectrum, whatsoever.
Therefore, we propose a second scenario, which is supported by Ref. [287] where
IR spectra of methyl aziridine-2-carboxylate are reported (see Tab. 6.ν̃aziridine).
In contrast to terminate as a hydrazone, the nucleophilic attack of the amine
functionality can also lead to an aziridine motif. When additionally nearest-
neighboring to an ester group which is ubiquitous on the diamond surface (cf.
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Table 6: Assignment of doubtful IR bands of hydrazonated RayND. ν̃exp. are ex-
perimental data, ν̃free data from Ref. [286] for p-toluenesulfonyl hydrazide, and
ν̃aziridine data of methyl aziridine-2-carboxylate from Ref. [287] with the corre-
sponding assignment. In parentheses the baseline-corrected transmission intensity
(Abs / %) of a particular IR band is noted. Note, that the di�erences of transmis-
sion intensities between our values and the molecular spectrum ("free") are caused
by di�erent measurement conditions. Wavenumbers ν̃ are given in cm−1.

ν̃exp. (Absexp.) ν̃free (Absfree) ν̃aziridine assignment

1171 (0.60) 1186 (70) 1176 δ − C(sp3)−H
1123 (2.0) 1157 (25) 1144 δ − HCaziridine−H
1032 (1.8) - 1031 ν − C(sp3)−O
1012 (3.4) 1018 (77) 1012 ν − C(sp3)−O
818 (1.0) 816 (16) 815 Caziridine−Caziridine

686 (2.8) 690 (55) 678 δ − CC(sp2)−−O

A B

Figure 61: (A) Overview XPS spectrum of hydrazonated RayND. All relevant
signals are displayed and assigned. (B) EPR spectrum of hydrazonated RayND
(magenta). The blue line corresponds to the two-spin model approximation reveal-
ing the following values: gP1 = 2.0026, lwlor,P1 = 0.36 mT, Hstr.,P1 = 0.09 MHz,
wP1 = 1.6× 104; gdb = 2.0025, lwlor,db = 1.07 mT, Hstr.,db = 0.17 MHz, wdb =
5.5× 103 (cf. Chap. 4.6.4 for details).

signal at ν̃ = 1201 cm−1), the situation investigated in [287] is met, in analogy.
Thus, all IR bands can be assigned in good agreement, since the di�erence between
ν̃exp. = 1123 cm−1 and the corresponding values of ν̃aziridine can be elucidated by
the fact, that the δ−HCaziridine−H vibration mode of ethyl aziridine-2-carboxylate
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probably corresponds to δ −CCaziridine−H for diamond-tethered p-toluenesulfonyl
hydrazide. This H→ C substitution notoriously causes a decrease in the value of
the particular wavenumber.[224]

The XPS overview spectrum only shows a change in the minor species to the ex-
tent that the chromium signal is no longer detectable, whereas in contrast the
molybdenum signal is still present, possibly a consequence of its higher hardness
according to the HSAB theory.[288] The nitrogen signal important for this protocol
is discussed in Chap. 4.2.3. The parameters of the deconvoluted EPR signal are
given in Fig. 61.

De-hydrazonation step of Bamford-Stevens ole�nation on RayND (7)

10 mL of ethylene glycol and 90 mg sodium methoxide were added to 40 mg of
(6). The suspension was stirred at a bath temperature of 170 ◦C for 12 hours and
puri�ed according to 4.6.2.(0). Yield: 60 %.
ATR-FTIR (cf. Fig. 62):[226] ν̃ (cm−1) = 3397 (br, ν−O−H), 2941 (br, ν−
HC(sp3)−H

)
, 1740 (s, ν−C−−O), 1636 (s, δ−O−H of H2Oads.), 1595 (sh, ν−C(sp2)

−C(sp2)
)
, 1558 (w, N defects), 1540 (w, lattice absorption), 1457 (sh, δ−HC(sp2)

−H), 1375 (sh, δ−O−H), 1321 (w, δ−O−H), 1251 (w, ν−C(sp2)−OC(sp3)
)
,

1221 (sh, ν−C(sp2)−OC(sp3) / HOC(sp2) −H), 1110 (br, δ− C(sp3)−H), 1007

(w, δ−HCC(sp2)−C(sp2)H2 / Caziridine −Caziridine).

Figure 62: Infrared spectrum of de-hydrazonated RayND. Except apparatus-
internal CO2 background correction no data processing was conducted. Signals
between≈ 2300−1950 cm−1 are artifacts because of incomplete CO2 compensation.

With the �nal step of the Bamford-Stevens protocol, the XPS overview spectrum
has been reduced to the four elements carbon, oxygen, nitrogen and chlorine, as
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A B

Figure 63: (A) Overview XPS spectrum of de-hydrazonated RayND. All relevant
signals are displayed and assigned. (B) EPR spectrum of de-hydrazonated RayND
(gray). The blue line corresponds to the two-spin model approximation revealing
the following values: gP1 = 2.0026, lwlor,P1 = 0.34 mT, Hstr.,P1 = 0.1 MHz, wP1 =
3.4; gdb = 2.0025, lwlor,db = 1.03 mT, Hstr.,db = 0.01 MHz, wdb = 1.3× 102 (cf.
Chap. 4.6.4 for details).

it is in the case of the pristine RayND. The parameters of the deconvoluted EPR
signal are given in Fig. 63.

Self-assisted ultrasonication deaggregation of RayND (8)

Self-assisted ultrasonication deaggregation (SAUD) of RayND was conducted ac-
cording to literature.[273] 100 mg of RayND in a mixture with 4 g NaCl was thor-
oughly ground by hand and added to 8 mL ultrapure water. The suspension was
sonicated for 2 hours. Subsequent puri�cation included three times alternating
centrifugation and washing of the residuum (50 mL ultrapure water) and �nal dry-
ing under reduced pressure (p ≤ 13 mbar) for 2 hours as well as in the oven at
150 ◦C for 12 hours. 12 mg of the dried SAUD-processed RayND was transferred
into an EPR tube for measurements. Evaluation of the obtained data is shown in
Fig. 64A,B and Tab. 2 in the main text.

EPR measurements on detonation ND

Liquid-assisted pulsed laser ablation is a relatively new method to synthesize
ND.[289�291] As noted in the main text many studies on radical states in ND have
been carried out on detonation ND (DND), which are available since the 1960's
([206] and references therein). Therefore, we have found it useful to compare the
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A B

DC

Figure 64: (A) Comparison of the double-integrated EPR signal (normalized per
unit weight) of pristine RayND (red) and SAUD-processed RayND (coral). (B)
Deconvolution of the EPR signal (coral) of SAUD-processed RayND by means of
the two-spin model (blue line) which reveals gP1 = 2.0029, lwlor,P1 = 0.35 mT,
Hstr.,P1 = 0.10 MHz, wP1 = 0.38; gdb = 2.0029, lwlor,db = 0.99 mT, Hstr.,db =
5.5 MHz, wdb = 10.8. (C) Comparison of the double-integrated EPR signal (nor-
malized per unit weight) of pristine RayND (red) and pristine DND (dark green).
(D) Deconvolution of the EPR signal (dark green) of pristine DND by means of
the two-spin model (blue line) which reveals gP1 = 2.0028, lwlor,P1 = 0.23 mT,
Hstr.,P1 = 0.19 MHz, wP1 = 0.29; gdb = 2.0028, lwlor,db = 1.04 mT, Hstr.,db =
0.01 MHz, wdb = 4.8.

RayND we used with DND on the basis of EPR measurement in order to determine
whether the results presented here can also be applied to this material.
4.6 mg of as-received, non-functionalized, graphite and metal-free DND (RT-DND,
average grain size: 3 − 6 nm, Ray Techniques Ltd.) was transferred into an EPR
tube without further puri�cation. The measurement outcome is depicted in Fig.
64C,D. The obtained signal, double-integrated and normalized per unit weight,
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reveals a total spin density of 1.9(1)× 1016 mg−1 and, after employing the two-spin
model to set apart the surface dangling bond contribution, 1.80(9)× 1016 mg−1.
Thus, according to the surface dangling bond density RayND, where we obtained
ρsp,db = 1.86(2)× 1016 mg−1, and DND show comparable results as well as their
spectral parameters.

4.6.3 Details on XPS data deconvolution

The evaluation of the C 1s XPS spectra turned out to be di�cult because the
signals of the C(sp2), C−O, C−−O, and potential C−F moieties showed signi�cantly
lower intensity compared to the diamond C(sp3) signal, for which reason, e.g., no
speci�c features could be observed. Because of that, the �t results initially proved
to be unstable against minor changes in the statistical degrees of freedom. We
therefore decided to evaluate the data using a process of consecutive signal adding
that employs the residual sum of squares (RSS, which in our case equals χ2 due to
weighting factor 1) as well as the Second-Order Akaike decision criterion (AICc)
as �gure of merit.
If we take the addition of signals for a certain carbon binding pattern C−Het, which
we do not know a priori to be actually present in our sample, as forming a new
model, we face the problem that, in general, model �tting goodness increases with
the number of degrees of freedom and we meet the model selection problem. In this
context, Akaike was able to show that the maximum of the empirical log-likelihood
function ln(L(θ|y)) of given data y and a parameter θ to be estimated is an upward
biased estimator for the expectation of the Kullback-Leibler information, which is
a measure of the directed distance between the (in�nitely) parametrized reality
and a arbitrary model, where the correction factor k depends on the number of
degrees of freedom of the chosen model.[292,293] With this result he derived the
so-called Akaike's information criterion (AIC)

AIC = −2 ln(L(θ|y)) + 2k. (4.2)

that makes it possible to quantify di�erent models which, when possessing the
same probability density, are totally determined by the number of their statistical
parameters k, while the best model excelling by a minimal AIC.

We now turn to the computation aspects of the AIC theory,[293] and we �rst note
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that we utilized the Second-Order AIC (AICc)

AICc = −2 ln(L(θ|y)) + 2k +
2k (k + 1)

n− k − 1
. (4.3)

which includes an additional correction term for small sample sizes n (n ≈ k).
Assuming that our data are normally distributed, equation (4.3) results in:

AICc = n ln

(
χ2

n

)
+ 2k +

2k (k + 1)

n− k − 1
. (4.4)

After determining the AICc value of each �t according to equation (4.4), we
calculated the distance between the best model min {AICc,i} and all i models
AICc,i ∈ {AICc,i}

∆i = AICc,i −min {AICc,i} . (4.5)

The advantage of AIC theory is that it o�ers, by means of the likelihood L (gi|y),
given the data y and the estimated model gi, which is characterized by its param-
eters ki,

L (gi|y) ∝ exp

(
−∆i

2

)
(4.6)

and the Akaike's weights

wi =
L (gi|y)∑|{AICc,i}|

l=1 L (gl|y)
, (4.7)

the possibility to obtain the probability or evidence that the best model is reliably
stated so.
With these preliminary remarks we now proceed to the explanation of our proce-
dure to �t the C 1s XPS data, whereas referring to the particular iterations given
in Tab. 7.

1. First, we pre-set a Gaussian function with the literature value of the bind-
ing energy (BE) of (sp3) carbon in diamond (285 eV) as its center.[294] The
following �tting was done under full relaxation of all regression parameters
(7.1).

2. Subsequently, all potential carbon binding motives were added separately
to this (sp3) carbon signal, whereby the value of the corresponding binding
energy was set to its literature value corrected, if necessary, by the deviation
of the carbon signal from 285 eV, and constrained to ±0.5 eV (7.2-4). Full
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relaxation was conceded to the remaining regression parameters. Note that
this step was only performed for �uorinated RayND (Table 8) also for C−F.

3. By selecting the best two results of the two-signal iteration regarding the
obtained χ2 and AICc values, respectively, a new �t with the same constraints
as in 2. was accomplished each time (7.5).

4. Then the remaining signals were successively added and a �t was performed
until all signals were taken into account. Only for binding energies, restric-
tions within the ±0.5 eV limit were given (7.6).

Table 7: Deconvolution procedure of the C 1s high-resolved XPS spectrum of
pristine RayND. For a particular �t iteration, the area A below a certain signal is
listed that indicates the given functionality, which is identi�ed by its binding energy
BE(·) in units of eV. Furthermore, the χ2 �t residuals, the number of parameters
j of the �t model and the AICc (Eq. (4.3)) can be found. The uncertainties in the
binding energies amount to 0.3 eV. The expression "no conv." means that the �t
did not converge within the constraints speci�ed for BE(·).

iter- BEC(sp2) BEC(sp3) BEC−O BEC−−O BEC−F χ2 / 106 j AICc

ation A / A / A / A / A /
102 104 102 103 102

1 285.4 4.46 5 2396
2.30(1)

2 285.4 288.1 0.835 8 1995
2.284(7) 1.03(7)

3 284.4 285.4 3.98 8 2374
2(5) 2.24(3)

4 no conv. no conv.

5 284.4 285.3 288.1 0.907 11 2022
3.3(9) 2.23(1) 1(1)

6 284.4 285.3 286.3 287.9 0.308 14 1766
2(1) 2.20(4) 4(2) 1.2(3)

7 284.6 285.3 286.1 287.8 289.2 0.302 17 1768
3(2) 2.18(1) 4(2) 1.0(7) 2(5)
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5. Finally, Akaike's weights wi were calculated from the corresponding AICc,i

values using the method described above where the number of regression
parameters k and the number of data points n = 241 were taken into account.

This �tting was performed for the C 1s XPS spectra of pristine, base-treated,
hydroxylated, �uorinated and de-hydrazonated RayND. The results can be found
in Tab. 4 in the main text and in Fig. 65, which also shows the �t residuals and

Table 8: Deconvolution procedure of the C 1s high-resolved XPS spectrum of
�uorinated RayND. For a particular �t iteration, the area A below a certain signal
is listed that indicates the given functionality, which is identi�ed by its binding
energy BE(·) in units of eV. Furthermore, the χ2 �t residuals, the number of
parameters j of the �t model and the Second-Order Akaike information criterion
AICc can be found. The uncertainties in the binding energies amount to 0.3 eV.
The expression "no conv." means that the �t did not converge within the con-
straints speci�ed for the binding energy.

iter- BEC(sp2) BEC(sp3) BEC−O BEC−−O BEC−F χ2 / 106 j AICc

ation A / A / A / A / A /
103 104 102 102 102

1 285.1 1.52 5 2117
2.481(6)

2 285.1 288.1 1.33 8 2092
1.483(6) 1.4(3)

3 284.0 285.2 1.09 8 2043
1.7(7) 1.28(7)

4 285.0 286.0 0.818 8 1974
1.448(6) 2.8(3)

5 no conv. no conv.

6 284.1 285.1 286.0 0.511 11 1867
4(1) 1.39(1) 2.7(3)

7 284.1 285.0 286.0 287.6 0.217 14 1667
2.1(7) 1.37(2) 3(2) 3(1)

8 284.2 285.0 285.9 287.6 289.2 0.208 17 1664
4.1(6) 1.34(3) 6(1) 4(1) 4(3)

121



4 Optimizing the spin properties of NV− centers in nanodiamond

Table 9: Deconvolution procedure of the C 1s high-resolved XPS spectrum of
de-hydrazonated RayND. For a particular �t iteration, the area A below a cer-
tain signal is listed that indicates the given functionality, which is identi�ed by
its binding energy BE(·) in units of eV. Furthermore, the χ2 �t residuals, the
number of parameters j of the �t model and the Second-Order Akaike information
criterion AICc can be found. The uncertainties in the binding energies amount to
0.3 eV. The expression "no conv." means that the �t did not converge within the
constraints speci�ed for the binding energy.

iter- BEC(sp2) BEC(sp3) BEC−O BEC−−O BEC−F χ2 / 106 j AICc

ation A / A / A / A / A /
102 104 102 102 102

1 285.6 0.778 5 1955
1.366(4)

2 285.6 288.4 0.584 8 1893
1.367(3) 1.7(3)

3 284.8 285.6 0.468 8 1839
2.4(4) 1.337(6)

4 no conv. no conv.

5 284.8 285.6 288.4 0.309 11 1746
2.3(3) 1.340(5) 1.4(2)

6 284.8 285.6 286.5 288.3 0.286 14 1734
2.2(4) 1.32(1) 1.6(7) 2.0(4)

assignment of the particular signals.
In addition, the results for the three samples in which two Akaike's weights wi
were not equal to zero, namely pristine, �uorinated, and de-hydrazonated RayND,
are presented below. Tab.s 7 - 9 show the results of the consecutive approximation
procedure. The corresponding computations according to the AIC theory can be
found in Tab.s 10 - 12.
Here we present a short discussion on these three cases, which was omitted in the
main text.
As can be seen in Table 7, iteration 7, we considered a C−F functionality in the
�t, which is, however, not to be expected for pristine RayND material. But we
decided to take this step in order to have a reference for the approximation of the
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Table 10: Second-Order AIC analysis of the �t models of the C 1s XPS spectrum
of pristine RayND. The entry iteration refers to Tab. 7 as well as AICc. The
remaining values are calculated according to Eq.s (4.5) - (4.7) given above.

iteration AICc ∆i Li wi / %

1 2396 630 0 0
2 1995 230 0 0
3 2374 609 0 0
4 2022 256 0 0
5 1766 0 1 73.98
6 1768 2 0.3516 26.02

Table 11: Second-Order AIC analysis of �t models of the C 1s XPS spectrum
of �uorinated RayND. The entry iteration refers to Tab. 8 as well as AICc. The
remaining values are calculated according to Eq.s (4.5) - (4.7) given above.

iteration AICc ∆i Li wi / %

1 2177 453 0 0
2 2092 428 0 0
3 2043 379 0 0
4 1974 310 0 0
5 1867 310 0 0
6 1867 203 0 0
7 1667 3 0.1955 16.35
8 1664 0 1 83.65

Table 12: Second-Order AIC analysis of �t models of the C 1s XPS spectrum
of de-hydrazonated RayND. The entry iteration refers to Tab. 9 as well as AICc.
The remaining values are calculated according to Eq.s (4.5) - (4.7) given above.

iteration AICc ∆i Li wi / %

1 1955 222 0 0
2 1893 159 0 0
3 1839 106 0 0
4 1746 12 0.002291 0.2286
5 1734 0 1 99.77
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Figure 65: Result of the deconvolution of high-resolved C 1s XPS spectra of
(A) pristine, (B) base-treated, (C) hydroxylated, (D) �uorinated, and (E) de-
hydrazonated RayND. The �t residuals are shown in units of the XPS signal.

C 1s signal of the �uorinated sample (see Tab. 8). The deliberately added signal
reduces the evidence of the approximation in iteration 6, which only includes the
expected C−Het motifs (see Tab. 10). This agrees with the remark made at the
beginning that the addition of - here concretely - Gaussian functions increases the
�gure of merit. However, the potency of the AIC method becomes obvious here,
since the �t residue decreases due to the inclusion of the C−F signal, but AICc

now has a larger value due to the increase in the �t parameters which, eventually,
lower its evidence. Therefore we decided to apply the model according to iteration
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6 to characterize the pristine RayND sample.
The AIC evaluation of the �uorinated RayND (see Tab. 8) shows 16.35% proba-
bility for the �t without C−F signal and correspondingly 83.65% for the �t when
the one is taken into account. With this uncertainty in view, we have discussed
the model from iteration 8 in the main text, especially since the F 1s XPS signal
also indicates a C-F bond.
The deconvolution procedure of the C 1s XPS spectrum of the de-hydrazonated
RayND sample indicates a low probability of less than 1 % for the model that
omits the C-O bonding motifs (see Tab. 9 and Tab. 12). This result led us to
deem the outcome of iteration 5 to be extremely unlikely and to discuss only the
model of iteration 6 in the main text.
Finally, it should be noted that the evaluation of AICc values does not make a
statement about the absolute probability of a model, but solely compares models
against one another. Our modeling was done entirely with Gaussian-shaped func-
tions. It is known, however, that in many cases line broadening mechanisms exist
in XPS spectroscopy, which make their description by more intricate functions
necessary, e.g. sums or products of Lorentzian and Gaussian functions of di�erent
weighting or even asymmetric line shapes.[295,296] In addition, we did not include
C−N bonds in the deconvolution of the C 1s spectra, which is due to the fact
that the intensity of the O 1s signal in the XPS overview spectra is always clearly
larger than that of the N 1s signal. Therefore, the results of our AICc analysis
must eventually be considered with respect to these model limitations.

4.6.4 Details on EPR measurements

Spectral simulation and deconvolution of EPR signals was conducted by the MAT-
LAB based EasySpin software suite, which provides a least-squares �tting algo-
rithm.[163] Thereby, we consistently employed matrix diagonalization for spectrum
simulation and the Nelder/Mead downhill simplex method for �t optimization.
The relaxation of an ensemble of spins in a pure state, i.e., all spins are exposed
to the same magnetic �eld and have an identical Hamiltonian, is described by
a Lorentzian function whose linewidth lwlor is determined by the applied mi-
crowave power B1 and the ensemble-bath coupling strength Γ: lwlor ∝ B1Γ.[66]

However, interactions in solid state between various kinds of spins additionally
residing in locally di�erent environments imposed by the host lift the magnetic
�eld homogeneity. Since the underlying coupling mechanisms are often weak,
they are spectroscopically not resolvable and contribute to the linewidth which
is of Gaussian shape due to the underlying distribution of coupling parameters.
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Phenomenological Lorentzian linewidth shaping is called homogeneous and Gaus-
sian inhomogeneous line broadening, and to allow for both, their convolution, the
Voigtian linewidth pro�le, can be used. So far, all interactions were assumed to
be isotropic. If this condition is no longer ful�lled, statistical assumptions about
the distribution of the Hamiltonian parameters are required to correctly describe
the linewidth, which is summarized under the term strain.[297,298] EasySpin o�ers
the possibility to include anisotropic hyper�ne splitting by using a regression pa-
rameter called Hstrain which we adopted here and which we refer to as Hstr..
We considered this procedure to be justi�ed on the one hand because the approxi-
mation by means of Voigtian functions turned out to be unsatisfactory. On the
other hand ND forms a highly anisotropic material regarding both its structure
and spin impurities. For the latter, reports are available on the P1 center as well
as dangling bond spins.[28,266,268]

Figure 66: EPR signal of acid treated RayND
(blue) and two-spin model �t (green) revealing
the following values: gP1 = 2.0026, lwlor,P1 =
0.35 mT, Hstr.,P1 = 0.10 MHz, wP1 = 0.70;
gdb = 2.0026, lwlor,db = 0.95 mT, Hstr.,db =
7.73 MHz, wdb = 17.5.

We now turn to our �tting pro-
cedure. As mentioned in the
main text, we assumed a two-
spin model to approximate EPR
signals in which one species is
identi�ed with diamond core-
inherent spin impurities, mainly
P1 centers, and the second corre-
sponds to surface-related radical
species denoted as dangling bond
spins. Additionally, we neglected
e�ects of the functionalization
protocols on the diamond core.
Thus, we �xed the parameters
of the modeled P1 center spec-
trum at g-factor gP1 = 2.0026(2),
Lorentzian linewidth lwlor,P1 =

0.35(5) mT and strain broaden-
ing Hstr,P1 = 0.095(30) MHz

(The numbers in parentheses de-
note the range in which variation of the parameter was allowed for least-squares
regression.), which values we inferred from the unconstrained �t of the EPR spec-
tra of pristine RayND (gP1 = 2.0028, lwlor,P1 = 0.37 mT,Hstr,P1 = 0.12 MHz) and
acid-treated RayND (see Fig. 66). The dangling bond contribution of the EPR
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Figure 67: Residuals of EPR �t model for EPR measurements on (A) laser-
ablated RayND material and (B) milled NDs. O�sets are chosen for clarity of
representation. Color code corresponds to the one used to display the EPR mea-
surements.

spectrum was �tted with regression parameters gdb, lwlor,db, and Hstr,db that all
were let unrestricted. Additionally, we obtained the weighting factors of the P1
(wP1) and the dangling bond (wdb) spectrum. Finally, we want to address the
accuracy of the chosen �t model. Fig. 67 shows the residuals of the �tting pro-
cess for both materials, i.e., laser-ablated RayND and milled mND. The particular
residuals reveal comparable patterns of deviation: outer in�ection points as well
as the inner one and both extrema give rise to minor approximation. However,
if the area under the absolute value of the residual amplitude is determined, the
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value for the sample with the largest deviation (RayND after de-hydrazonation)
is 9 a u ·mg−1. In relation to the total area of the integrated EPR signal (see Fig.
44), this leads to a fraction of 9× 10−4. Therefore, we consider the model used
suitable for relative spin density quanti�cation.

4.6.5 Estimation of dangling bond spin density per particle and square

nanometer

In the following we give an estimation of the average number of surface radicals/
spins per particle and per nm2, where we assumed that ND are separated into
single-digit particles, i.e., no agglomeration occurs. Furthermore, we supposed
spherical shape of the ND and a mass density of ρm = 3 gcm−3.[267] Thus we could
calculate the spin density per particle ρpart.sp,db according to ρpart.sp,db = ρVsp,db · VND,
where ρVsp,db = ρm · ρsp,db and VND = 4

3
πr3

ND. The values for the mass dangling
bond spin density ρsp,db of RayND are given in Tab. 2 in the main text and the
values for mND are presented in the next section as well as in the main text.
Additionally, they are noted in Tab. 13, in which the computation results are
also listed. Finally, we calculated the dangling bond surface area spin density
ρAsp,db = 4πr2

ND, which is also shown in Tab. 13. The estimation of the particular
dangling bond densities are in good accordance with Ref. [267], when especially

Table 13: Spin density per particle and per nm2 of RayND and mND, while
rRayND = 2.5 nm and rmND = 20 nm.

protocol ρsp,db ρVsp,db ρpart.sp,db ρAsp,db
g−1 cm−3 nm−2

RayND 1.86(2)× 1019 5.58(5)× 1019 3.62(4) 0.046
RayND SAUD 1.77(2)× 1019 5.32(5)× 1019 3.46(3) 0.044
acid-treat. RayND 1.89(2)× 1019 5.67(5)× 1019 3.68(3) 0.047
base-treat. RayND 1.69(2)× 1019 5.07(5)× 1019 3.29(3) 0.042
hydroxyl. RayND 1.78(2)× 1019 5.33(5)× 1019 3.46(3) 0.044
�uorinat. RayND 1.51(3)× 1019 4.52(9)× 1019 2.94(6) 0.037
oxidized RayND 2.68(5)× 1019 8.05(9)× 1019 5.23(9) 0.067
hydrazon. RayND 1.62(2)× 1019 4.86(6)× 1019 3.16(4) 0.040
de-hydrazon. RayND 1.82(4)× 1019 5.46(9)× 1019 3.55(8) 0.045
mND 9.5(9)× 1017 2.8(3)× 1018 96(9) 0.020
base-treat. mND 8.0(4)× 1017 2.4(1)× 1018 80(4) 0.016
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comparing the ρsp,db values. In this study spin counting was achieved using a
TEMPOL (4-Hydroxy-TEMPO) standard. It should be noted, however, that in
Ref. [284] dangling bond surface area density ρAsp,db is estimated by 1 nm−2 and
13 nm−2, respectively. The �rst value is obtained by applying the Fermi "golden
rule" and certain assumptions like lorentzian lineshape and sudden jump model.
The second value was determined by W band EPR spectroscopy using the area of
the P1 signal as spin standard. However, since this reference does not specify how
the P1 signal was recovered from the total EPR signal, it is di�cult to explain the
discrepancy with our values.

4.6.6 Details on ODMR measurements

In the following we provide further details about the ODMR measurements.
For these experiments we decided to use milled ND material (mND, see Chap.
4.6.2), which contains a higher content of NV centers, and which in preliminary
investigations both, showed stable �uorescence signals and allowed the perfor-
mance of pulse experiments in a reliable manner in contrast to RayND. In order
be able to correlate the ODMR results with those obtained previously in the bulk
EPR experiments, we also carried out an EPR study on this material beforehand.
For sample preparation in the case of pristine mND, 1 mL of the as-received slurry
was centrifuged, the supernatant removed and the sediment washed three times
with 1 mL iso-propanol. After the last of these steps, 1 mL of the suspension,
which nominally contained 1 mg mND, was transferred into an EPR tube and
dried overnight in the oven at 150 ◦C. The base treatment of the mND material
rendered the protocol described in Chap. 4.6.2(0)&(2). To conduct EPR mea-
surements, 1.5 mg of the dried base-treated mND was transferred into an EPR
tube.
The results are presented in Fig. 68. As in the case of the RayNDmaterial, the area
of the double-integrated signal is smaller for the base-treated sample than for the
pristine mNDs. The deconvolution according to the two-spin model described in
chapter 4.6.4 results in relative weights for the dangling bond signal of pristine and
base-treated mND, respectively, that are comparable with each other (wdb,pristine =

81 % vs. wdb,base-tr. = 84 %). Thus, the surface area of the double-integrated
EPR signals corresponds directly to the dangling bond spin density ρsp.,db. The
computation yields for the pristine material ρsp.,db = 5.4(5)× 1014 mg−1 and for
base-treated mND ρsp.,db = 4.6(2)× 1014 mg−1. So it can be stated that within
3σ error margins the surface spin density has decreased by 15(9) % because of
base treatment, whereby the high uncertainty of the result is mainly due to the
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A B C

Figure 68: Bulk EPR investigation of milled ND (mND). (A) Double-integrated
EPR signal of pristine (red) and base-treated (green) mND. The gray area indicates
the magnetic �eld interval over which numerical integration was performed. (B)
Deconvolution of the EPR signal (red) of pristine mND by means of the two-
spin model (blue line) which reveals gP1 = 2.0028, lwlor,P1 = 0.35 mT, Hstr.,P1 =
0.20 MHz, wP1 = 1.0× 10−3; gdb = 2.0027, lwlor,db = 1.17 mT, Hstr.,db = 23 MHz,
wdb = 4.4× 10−3. (C) Deconvolution of the EPR signal (green) of base-treated
mND by means of the two-spin model (blue line) which reveals gP1 = 2.0028,
lwlor,P1 = 0.23 mT, Hstr.,P1 = 0.85 MHz, wP1 = 0.24; gdb = 2.0028, lwlor,db =
1.03 mT, Hstr.,db = 0.01 MHz, wdb = 4.8.

weighing inaccuracy during sample preparation. The corresponding result for the
RayND material is 9(1) %, which gives a good agreement regarding the e�ect of
the base treatment on the averaged spin density of the two di�erent ND materials.
Furthermore, it can be seen that the absolute value of the spin density for mND is
decreased by a factor of about 34(6) compared to the laser-ablated ND. Without
treating this point in too much detail, a size-dependent e�ect can be used as a sim-
ple explanation for it has also been found in other reports.[269,271] If in the simplest
case a linear dependence of the dangling bond spin density on the size is assumed,
the values given in [271] for an increase in size by a factor of 8, which also applies
to our investigation, result in a decrease for ρsp.,db by a factor of approximately 17.
ODMR experiments for both, pristine and base-treated mNDs, were conducted as
follows. Fluorescence spots representing ND cluster were selected unbiased, i.e.
without any preference with respect to their absolute photon count rate or signal-
to-background ratio.
Subsequently, on selected ND clusters coincidence measurements, i.e. measuring
the probability that two photons are emitted at the very same time, were un-
dertaken by using Hanbury Brown and Twiss arrangement of two detectors with
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photon counting rates I1(t) and I2(t) at time t, respectively, which can be trans-
formed to a Second-order autocorrelation function

g(2)
corr(∆t01) =

〈I1,corr(t0)〉 〈I2,corr(t1 − t0)〉
〈I1,corr(t0)〉 〈I2,corr(t0)〉

=
〈I1,corr(t0)〉 〈I2,corr(∆t01)〉
〈I1,corr(t0)〉 〈I2,corr(t0)〉

by appropriate background correction (see Chap. 2.4.2),[149,151] where 〈·〉 means
time averaging. For a single photon emitter holds true g(2)

corr(∆t01 → 0) < 0.5,
which is because of its �nite excited state lifetime, and for a small number n of
emitters g(2)

corr(∆t01 → 0) = 1− 1
n
.[149] However, cf. Ref. [205] for recent results on

the limitation of this procedure. An example data set together with its evaluation
is given in Fig. 69A. Next, a cw-ODMR spectrum was recorded. In summary,
the spectra are characterized by a broad linewidth (10− 30 MHz) and often a �ne
structure can be observed. Nevertheless, no systematic patterns can be seen that
would allow a distinction between pristine and base-treated mND with regard to
speci�c spectroscopic parameters. Possible causes for the splitting of a particular

Δ

A B

/ ns

Figure 69: (A) Example second order autocorrelation function measurement on
mND cluster. Data (red) were approximated by an exponential function depending
on conditional delay time ∆01 = t1 − t0. (B) Inset: Example cw-ODMR data
(red) recorded on mND. The blue line is a two Lorentzian �t (ν1 = 2.61(1) GHz,
lw1,lor = 12(3) MHz, ν2 = 2.873(1) GHz, lw2,lor = 13(2) MHz), the light green bar
symbolizes the typical excitation bandwidth for relaxation time measurements.
Data (red) in the main graph shows spin state oscillation under a Rabi control
sequence for which the microwave pulse length (control variable) is incremented.
The �t model (green) is a sinusoidal function with exponentially decaying envelope,
where the Rabi frequency is given by Ω/2π = 2.191(2) MHz and the decay time
by TRabi = 4.0(2)× 102 ns.
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signal are hyper�ne interaction with nearby nuclear species, especially 13C, and
surface-induced crystal strain, which may rank in the few-MHz regime.[299,300] The
inset of Fig. 69B shows an example cw-ODMR spectrum.

The characteristic Rabi frequency Ω of the |0〉 ↔ |±1〉 spin state oscillation
depends according to Ω = γB1 (with gyromagnetic ratio γ) on the microwave
amplitude B1 which in turn is a function of the distance between ND cluster and
microwave antenna. Since ND clusters were randomly distributed with respect to
the latter, we next performed Rabi oscillation measurements by incrementing the
duration of the microwave pulse after polarizing the NV− center ensemble into
the ms = 0 spin sub-state (see Fig. 70A). Spin state readout was achieved by
optical laser addressing with λ = 520 nm excitation wavelength and counting of
red-shifted emission photons (see Chap. 2.4.1 for details).

init readoutwaiting time
incrementation

(control variable τ)

B π

init readoutwaiting time
incrementation

(control variable τ)

C ππ
2

τ
2

τ
2

init readoutMW pulse length
incrementation

(control variable τ)

A
*

*

§

§

§*deshelving time; spin state adressing

π
2

π

Figure 70: Pulse schemes used. (A) Rabi,
(B) T1, (C) Hahn echo measurement. See
text for details.

Due to internal level transition dy-
namics, spin state information is
encoded within the �rst ≈ 400 ns
of the responsive emission, while
later photon counts in the range
2 − 3 µs after starting the readout
represent equilibrium which is used
for normalization and initialization.
The later is completed by a 1.5 µs
dark time in which population from
the singlet shelving state decays to
the ms = 0 ground state.[20] Typ-
ical values of the Rabi frequency
were in the range of Ω/2π = 1.5 −
2.5 MHz which corresponds to a π

2

pulse length of 167 ns at the lower
and 100 ns at the upper frequency
limit, and gives rise to a microwave
excitation bandwidth of ≈ 1 MHz.
Determination of the longitudinal
T1 spin relaxation time was de-
signed as di�erential measurement
protocol, which includes spin state
addressing by either applying no

mw pulse (readout of ms = 0 state population) or a π pulse (readout of ms = ±1
state population) and subsequent di�erential normalization of both data sets (see
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Fig. 70B).[205,301] After initialization, an incremented waiting time (control variable
τ) allows for free evolution of the NV− center spin Hamiltonian, whose diagonal
elements in our case (zero magnetic �eld) are mainly governed by the zero �eld
splitting parameter D = 2.87 GHz and o�-diagonal magnetic �eld contributions
characterizing the spin bath which couple the spin states |0〉 and |±1〉.[40] The
evolution of the population ρ−0 (0) and ρ−±1(0) of the initial spin states ms = 0 and
ms = ±1 after polarization due to dipolar coupling is given by[205]

ρ−0 (τ) =

(
1

3
+

2

3
exp

(
− τ

T1,db

))
ρ− (0) (4.8)

and
ρ−±1(τ) =

(
1

3
− 1

3
exp

(
− τ

T1,db

))
ρ− (0) (4.9)

where ρ− (0) = ρ−0 (0) + ρ−−1(0) + ρ−+1(0) and 1
T1,db

= Γ1,db ∝ ωdb, with ωdb is
the coupling strength between NV− center and dangling bond spin-bath (Note
that we assume ideal spin polarization, which, in general, is not the case under
experimental conditions). However, when charge state transitions are present, i.e.
NV− ↔ NV0 + e−, ρ− (0) is no longer time-independent. Two scenarios have to
be considered di�erently, which we illustrate only for ρ−0 (τ) due to its spin state
invariance.[205] Charge state recombination, NV0 + e− → NV−,

ρ−0 (τ) =

(
1

3
− 1

3
exp

(
− τ

T1,db

))
ρ− (0) +

1

3

(
ρ− (τ)− ρ− (0)

)
(4.10)

and ionization, NV− → NV0 + e−,

ρ−0 (τ) =

(
1

3
− 1

3
exp

(
− τ

T1,db

))
ρ− (τ) (4.11)

when for both processes ρ− (τ) = ρ−0 (τ) + ρ−−1(τ) + ρ−+1(τ).
Conducting the di�erential protocol, the total photon emission emph in a measure-
ment, where the π pulse is absent, is given by the sum of the population-weighted
photon emission of the particular states

emph (τ) = em−ph,0ρ
−
0 (τ) + em−ph,+1ρ

−
+1(τ) + em−ph,-1ρ

−
−1(τ) + em0

phρ
0(τ) (4.12)

accounting for NV0 luminescence by em0
phρ

0(τ). After applying a π pulse resonant
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with the |0〉 ↔ |+1〉 transition, Eq. (4.12) reads

emph,π (τ) = em−ph,0ρ
−
+1(τ) + em−ph,+1ρ

−
0 (τ) + em−ph,-1ρ

−
−1(τ) + em0

phρ
0(τ). (4.13)

Subtraction of both data sets leads to

emph,∆ (τ) = emph (τ)− emph,π (τ) =
(
em−ph,0 − em

−
ph,+1

) (
ρ−0 (τ)− ρ−+1(τ)

)
. (4.14)

Casting Eq. (4.10) or Eq. (4.11) into (4.14), let us receive

emrecomb.
ph,∆ (τ) = K exp

(
− τ

T1,db

)
(4.15)

and
emion.

ph,∆ (τ) = K exp

(
− τ

T1,db

)(
ρ−(τ)

ρ− (0)

)
(4.16)

whereas K =
em−ph,0−em

−
ph,+1

ρ−(0)
. From Eq. (4.15) we can deduce that the di�erential

measurement protocol mask NV−/ NV0 recombination processes, therefore, reveal-
ing the pure T1 spin relaxation time. Ionization processes, however, still contribute
to the measurement outcome and may interfere with the T1 value. Assuming for
it a �rst-order kinetic with rate constant Γion. = 1

Tion.
Eq. (4.16) transforms to

emion.
ph,∆ (τ) ∝ K exp

(
− τ

T1,db

)
exp

(
− τ

T1,ion.

)
∝ K exp

(
−
T1,db + T1,ion.

T1,dbT1,ion.
τ

)
(4.17)

with a new apparent decay time Tapp. =
T1,dbT1,ion.

T1,db+T1,ion.
. Two notes on this: 1. Since

Ref. [205] propose also a mitigation protocol to suppress charge state ionization,
future T1 measurements should include this pulse scheme extension. 2. Our func-
tionalization protocols aimed to improve the sensing properties of ND hosted NV−

centers. Thus, if the average prolongation of the T1 relaxation time due to base
treatment is partly caused by the suppression of ionization processes, this still
represents an improvement, which would call for further investigations.

In Fig.s 71 - 74 we present complete contrast data sets obtained in course of
the experiments, while Fig.s 71, 72 represent the measurements on pristine and
Fig. 73, 74 on base-treated mND. For both mND materials a raw data set of
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both traces, i.e. without and with applying a π pulse (pristine mND: Fig. 72D,
base-treated mND: Fig. 73A) is given.

The characteristic decay time constant which is obtained by the Hahn echo pulse
sequence is the transversal T2 relaxation time (Fig. 70C). We take this quantity
as a �gure of merit which indicates whether a NV− center is an appropriate sensor
since it comprises a �rst estimate of its sensitivity; only dipolar coupling frequen-
cies in the range of ωcoupl

2π
≤ 1

T2
are detectable by this sequence. However, dynamic

decoupling approaches allow for prolongation of T2 (see Chap. 1.4).[23]

We turn to the characteristics of our measurements. The �nal mw pulse is al-
ternatively chosen as π

2
or 3

2
π pulse for the very same reason discussed above - to

mitigate spin-independent contributions by di�erential contrast. In Fig. 75F and
76G we present a data set which contains a corresponding measurement outcome
for pristine and base-treated mND, respectively. The remaining data sets in Fig.
75 and Fig. 76 are already shown in the contrast representation. When examining
the results, it is obvious that they do not show mono-exponential dependencies.
However, this behavior is known from literature and explained as e�ects due to
pulse errors and incomplete refocusing.[302] Therefore, to extract the T2 relaxation
time we adopted a two-exponential model discarding the contribution of the initial
increasing in spin state contrast. The T2 values correspondingly obtained are given
with the presentation of the corresponding data sets.
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A B
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Figure 71: (A) - (F) Normalized data sets (red) of T1 relaxation time measure-
ments on pristine mND were obtained by subtraction of the |0〉 and |±1〉 projection
measurement data (see example: Fig. 72D). Blue lines display mono-exponential
decay functions. The corresponding decay time T1 is noted for every data set.
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A B

C D

Figure 72: (A) - (C) Normalized data sets (red) of T1 relaxation time mea-
surements on pristine mND were obtained by subtraction of the |0〉 and |±1〉
projection measurement data; example: (D). Blue lines display mono-exponential
decay functions. The corresponding decay time T1 is noted for every data set.

B

C

A

D

Figure 73: (B) - (D) Normalized data sets (red) of T1 relaxation time mea-
surements on base-treated mND were obtained by subtraction of the |0〉 and |±1〉
projection measurement data; example: (A). Blue lines display mono-exponential
decay functions. The corresponding decay time T1 is noted for every data set.
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A B

C

E

D

F

Figure 74: (A) - (F) Normalized data sets (red) of T1 relaxation time measure-
ments on base-treated mND were obtained by subtraction of the |0〉 and |±1〉
projection measurement data (see example: Fig. 73A). Blue lines display mono-
exponential decay functions. The corresponding decay time T1 is noted for every
data set.
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A B

C
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Figure 75: (A) - (E) Normalized data sets (red) of T2 relaxation time Hahn echo
measurements on pristine mND were obtained by subtraction of the |0〉 and |±1〉
projection measurement data; example: (F). Blue lines display double-exponential
decay functions, the reason for which is explained in the text. The corresponding
mono-exponential decay time T2 is noted for every data set.
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A B
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Figure 76: (A) - (E) Normalized data sets (red) of T2 relaxation time Hahn
echo measurements on base-treated mND were obtained by subtraction of the |0〉
and |±1〉 projection measurement data; example: (G). Blue lines display double-
exponential decay functions, the reason for which is explained in the text. The
corresponding mono-exponential decay time T2 is noted for every data set.
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5 Detecting an electron transfer reaction in the

single-molecule regime using a diamond based

quantum sensor

A magnetic �eld sensor possess-
ing nanometer-resolution and
single spin sensitivity, sheltered
in a chemically resilient ma-
trix to boot, seems to sur-
pass a chemist's dreams. Yet,
the negatively charged nitrogen-
vacancy (NV−) center, a di-
amond lattice defect, already
meets the aforementioned re-
quirements and, hence, augurs

fruitful applications in a plenty of scienti�c issues, for instance in catalysis, sur-
face, and life science research. Despite scant examples hereto, in which organic
or biological species attached to the diamond surface have been investigated, NV
center-assisted optically detected magnetic resonance measurements are still in
their infancy and bides for the eligible recognition of the respective communities.
Here, we address the electrochemical behavior of few neutral and EPR-silent tran-
sition metal complex molecules, namely nickel bis(diphenyldithiolene), onto an
oxygen-terminated diamond surface. By employing a nearby located NV− cen-
ter quantum sensor we gain strong evidence of a reduction process occurring on
the nickel complex which we ascribe to an electron transfer from the diamond
substrate. The g-factor of the reduced nickel species signi�cantly di�ers from val-
ues previously obtained in NV− center-assisted electron paramagnetic resonance
spectroscopy on either bulk-inherent paramagnetic centers or surfaced-attached
biological and organic samples. Both, Hahn echo spin locking and double electron-
electron resonance quantum sensing protocols, certify that our experiments probe
the single-molecule regime where thermal polarization is overcome. Supported
by quantum chemical calculations, thus, we are capable of garnering additional
insights into the nature of the electron transfer reaction.The presented coherent
control of the nickel complex's spin levels should allow a complete elucidation of
its spin constituents and spin environment in future.
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5 Detecting an electron transfer reaction in the single-molecule regime

5.1 Introduction

With the emerging of methods such as scanning probe microscopy, high-resolution
�uorescence microscopy, and surface- as well as tip-enhanced Raman spectroscopy
impressive progress has been made in recent decades that now allows for observing

Ni
S S

SS

Figure 77:
Ni bis(diphe-
nyldithiolene)

processes on the scale of single molecules.[6,7,9,10,14�16] However,
magnetic resonance methods could only recently accomplish mea-
surements in this range with the development of the diamond-
hosted NV− center as a magnetic �eld sensor (see Chap. 0.2).
The results achieved so far in the �eld of sensing electron spins,
which are located outside the diamond matrix, have been achieved
on bioorganic samples.[303,304] Here we try to investigate for the �rst
time the electron spin of a transition metal complex, namely nickel
bis(diphenyldithiolene) (see Fig. 77). Initially, our experiment was
designed to �rst apply the neutral complex to the diamond surface
in order to conduct preliminary investigations. Only the chemical
reduction should lead to the spin-active [Ni(S2C2Ph2)2]− anion.
Remarkably, the results of this chapter will, however, show that

this step is unnecessary as the diamond surface may act as a reducing agent. We
have chosen nickel bis(diphenyldithiolene) as the subject of our investigations be-
cause this transition metal complex has an easily accessible redox chemistry.[305]

In current research, it is the focus of the research of arti�cial photosynthesis
systems,[306] is used in optoelectronics,[307] and recently has been proposed as pos-
sible qubit.[308]

The following part of this thesis is currently in preparation for publication in
a peer-reviewed journal: R. Wieczorek, J. M. Kurzhals, W. Harneit, Detecting
an electron transfer reaction in the single-molecule regime using a diamond based
quantum sensor, in preparation.
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5.2 Results

The sensing experiments which aimed to detect Ni(S2C2Ph2)2 deposited on the
diamond surface were preceded by preliminary investigations regarding both, the
nickel bis(diphenyldithiolene) precursor (see Chap. 5.2.1) and the NV− center
quantum sensor (see Chap. 5.2.4). Due to technical reasons a g-scale calibration
of the MHz frequency band had to be carried out (see Chap. 5.2.3). A brief
introduction to NV-DEER spectroscopy is presented in Chap. 5.2.2. The ODMR
results indicating an electron transfer reaction are given in Chap. 5.2.5.

5.2.1 Pre-characterization of nickel bis(diphenyldithiolene) in bulk

Before we conducted NV− center-assisted ODMR sensing experiments, which ba-
sically rendered a canonical before/after-type concept, we produced and character-
ized the nickel complex under investigation. The synthesis of nickel bis(diphenyl-

Figure 78: EPR spectra of Ni(S2C2Ph2)2 (orange), [Ni(S2C2Ph2)2]
� (red), and

[Ni(S2C2Ph2)2]
2� (yellow). Background modulation is due to power-dependent

cavity e�ects. Inset: (same units as main �gure) High-resolved EPR spectrum
of [Ni(S2C2Ph2)2]

�. The blue line indicates pseudo-Voigtian �t. In both data
sets the gray line marks the in�ection point of the pseudo-Voigtian model, where
g = 2.0561(8).
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dithiolene) was conducted according to the classical literature protocol using NiS
and diphenylacetylene (see Chap. 5.4.2)[309] without taking advantage of more so-
phisticated strategies, which may be given by the utilization of 1,3-dithiol-2-ones
or alkylated phosphorus intermediates.[310,311] Besides its simplicity the chosen pro-
tocol convinces by its phosphorus-free approach. Since electron-electron dipolar
coupling frequencies are expected to be around 1× 102 kHz under our experimen-
tal conditions, with a static magnetic �eld of ≈ 10 mT, the corresponding 31P
Lamor frequency (γ31P = 17.2 MHzT−1) would fall in the same range and could
lead to spurious signals.
We con�rmed the success of our reaction by IR spectroscopy, which reveals the
characteristic vibration signals of the [NiS2C2] core (see Chap. 5.4.3). Addition-
ally, we investigated the reduction cascade Ni(S2C2Ph2)2→ [Ni(S2C2Ph2)2]−→,
[Ni(S2C2Ph2)2]2− by using p-phenylenediamin to perform one-electron reduction
and BH3 ·THF to produce the di-anion either starting from the neutral complex or
the mono-anion. The energy E· of d orbitals of the nickel complex in a D4h sym-
metric square planar crystal �eld is given by Exz = Eyz < Ez2 < Exy < Ex2−y2 . We
assume nickel to be in the oxidation state 2+ (d6). Consequently, the xy orbital
constitutes its LUMO. Thus, the aforementioned electron transfer reactions are
supposed to cause a change in the spin quantum number S according to S = 0,
S = 1

2
, and S = 0, respectively. EPR measurements could con�rm this expecta-

tion, and we obtained for the mono-anion an isotropic g-factor of g = 2.0561(8)

which is in good accordance with the reported value (see Fig. 78 and Chap.
5.4.5).[312]

5.2.2 Basics of NV− center double electron-electron resonance

measurements

Before we present the spectroscopic results, we brie�y introduce NV-DEER spec-
troscopy, which facilitates the detection of spins in the vicinity of the NV− center
via dipolar electron-electron interaction. The Hamiltonian of this system according
to secular approximation is given by[31]

Ĥ = 2π ·DŜ2
z,NV + γNVe Ŝz,NV + γdbe Ŝz,db + γNVe γdbe ŜzωeeŜz,db, (5.1)

with dipolar coupling constant ωee and index db refers to a coupled electron spin
on the surface, which is denoted as dangling bond spin.28 Since ωee (kHz range) is
small againstD, γNVe , and γdbe , we can assume it as small disturbance. Then, we can

28In general, this spin is optical not addressable. Therefore, it is often referred to as dark spin.
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Figure 79: NV-DEER spectroscopy. On the NV− center electron spin a Hahn
echo �lter sequence is applied. (A) The spectrum of the dangling bond can be
measured by applying a pulsed ODMR measurement, i.e. the carrier frequency
of the π pulse is swept (upper trace). If the π pulse is resonant with the db spin
transition the external magnetic �eld exerted by the db spin alters; phase pickup
is then given by Eq. (5.1) (B) Rabi measurement on the db spin by incrementing
the mw pulse length. (C) Coupling strength measurement is accomplished by
sweeping the position of the π pulse, see Eq. (5.3).

assume that the dangling bond spin excerts an e�ective magnetic �eld on the NV−

center spin which is given by Bdb = 2Bdb,0Ŝz,db and Bdb,0 = −1
2
γdbe ωee. If S = 1

2
,

Bdb possesses two distinct values ±Bdb,0 which value depends on the distance
between the NV− center spin and the db spin and their mutual orientation. This
is encoded in ωee (see Chap. 1.2).
If we recall the �lter characteristics of the Hahn echo measurement from Chap.
1.4, which is given by

ϕ = γNVe

(∫ τ
2

0

B (t) dt−
∫ τ

τ
2

B (t) dt

)
Bdb⇒ γNVe

(∫ τ
2

0

Bdb (t) dt−
∫ τ

τ
2

−Bdb (t) dt

)
= 2γNVe Bdb, (5.2)

we may �nd that we can map the spectral information about the dark spin onto the
phase pickup of the NV− center, if we alter the Bdb value deliberately in one �lter
window. Thereby, the db spin spectrum can be measured if a π pulse is applied,
whose carrier frequency is swept (see Fig. 79A). The elucidation of spin state
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5 Detecting an electron transfer reaction in the single-molecule regime

transition oscillations is accessible via Rabi measurements (see Fig. 79B). These
pulse schemes mimics the corresponding experiments described for the NV− center
in Chap. 2.2.3. Since both, the surface-related dangling bond and the electron spin
of the nickel bis(diphenyldithiolene), have a spin quantum number of S = 1

2
, the

transition frequencies range in the MHz-range. The third pulse scheme, presented
in Fig. 79C, consists of sweeping the position of a resonant π pulse within the
detection window. The measurement signal results in[313]

V (τ) = V0

∏
k 6=i

[1− λk (1− cos (ωikτ))] (5.3)

with dangling bond �ipping probability λk and i = NV and k = db and ωik = ωee
for a particular NV− center-db pair. However, this measurement output can only
be observed if the coupling spins have no spin-bath properties, i.e. they interact
more strongly with the NV− sensor than with each other. The presence of a
spin bath is proven by a mono-exponential decay of the measuring signal V (t) =

V0 exp(− τ
Tbath

).[313]

5.2.3 g-scale calibration

Due to technical reasons we could not conduct measurements either in zero �eld
or under the application of a slight static magnetic for the NV− center quantum
sensor utilized in the Ni(S2C2Ph2)2 experiments to obtain the exact magnetic �eld

A B

Figure 80: Measurement data required for g-scale calibration of the MHz
frequency band. (A) cw-ODMR spectrum exhibiting in zero �eld νzf =
2.8717(4) GHz and in a slight magnetic �eld ν|−1〉 = 2.6217(3) GHz and ν|+1〉 =
2.6217(3) GHz. (B) NV-DEER pulsed ODMR spectrum revealing νdb =
256.6(5) MHz.
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5 Detecting an electron transfer reaction in the single-molecule regime

projection onto the NV− center symmetry axis. Therefore, we decided to accom-
plish a g-scale calibration of the MHz-frequency area in which we expected the
Ni(S2C2Ph2)2 signal since data was available for a neighboring NV− center. Note
that this procedure is only justi�ed if an isotropic g-factor can be assumed for the
db spin. However, this is generally accepted in the literature (cf. Chap. 4).
We proceeded as follows. From the cw ODMR data in Figure 80A we took
the frequency of νzf, ν|−1〉, and ν|+1〉. Using Eq. (2.9) and (2.10) we obtained
∆NVB = 13.3(1)° and B0‖NV = 9.23(5) mT. From the corresponding NV-DEER
spectrum of the dangling bond, which is depicted in Fig. 80B, its transition fre-
quency νdb was deduced. This results in a g-factor of the surface-related db spin
of gdb,calib. = 1.99(2), which constitutes the internal standard in the NV-DEER
measurements presented in Chap. 5.2.5.

5.2.4 Pre-characterization of the NV− center used as quantum sensor

The spectroscopic characterization of the NV− center before deposition of the
nickel bis(diphenyldithiolene) complex included the determination of the maximum
Rabi period, the elucidation of the intrinsic nuclear spin environment by pulsed
ODMR spectroscopy, Ramsey interferometry and Hahn echo measurement. The
data have already been presented in Chapter 2.2.3. We therefore only recall the
most important results here. The NV− center quantum sensor is coupled to the
NV− center-intrinsic 15N and a far-located 13C nuclear spin. The T2 decoherence
time is given by 43.3(8) µs which corresponds to an approximate sensing radius
of 13 nm. Since NV− centers in our sample are located 5 − 10 nm below the
diamond surface, this value is estimated to be su�cient to measure electron spins
deposited on the surface. Additionally, it provides a Hahn echo �lter window of
≈ 1

22µs
= 46 kHz for coupling strength measurements (see Eq. (5.3)). Additionally,

we recorded a NV-DEER spectrum. the experimental �nding is shown in Fig.
82A. The signal at 3.1(7)× 102 MHz is clearly visible. No further signals can be
observed over the given frequency range.

5.2.5 ODMR results indicating an electron transfer reaction

To conduct ODMR-based quantum sensing experiments on Ni(S2C2Ph2)2 we drop-
casted 10 µL of a 30 pM solution of this compound in toluene on the diamond
membrane. This amount mathematically corresponds to roughly �ve moleculs per
diamond pillar. (see Chap. 5.4.6). Two measurement schemes were applied: 1.
Hahn echo frequency locking and 2. NV-DEER spectroscopy.
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5 Detecting an electron transfer reaction in the single-molecule regime

Hahn echo measurements were conducted according to the descriptions in
Chap. 2.2.3. A corresponding example result is given in Chap. 5.4.7 together
with the analysis. Here we concentrate on the FFT analysis, which is depicted in
Fig. 81.

-
pristine NV  center

Figure 81: FFT analysis of Hahn echo measurements prior to Ni(S2C2Ph2)2 depo-
sition (red) and after preparing Ni(S2C2Ph2)2 onto the diamond membrane, where
two measurements of di�erent τ -spacing are shown (yellow and magenta). Vertical
lines indicate signals that came after the preparation of Ni(S2C2Ph2)2. Note that
the signals symmetric around νNV,ESEEM = 1.50(2) MHz are sidebands caused by
non-synchronous sampling of the signal.

All three data sets exhibit a FFT signal at νNV,ESEEM = 1.50(2) MHz, which we
ascribe to 15N-caused ESEEM.[133] Signals below 200 kHz we assign to uptake of
nuclear Lamor precession frequencies, which under our experimental conditions fall
in this range. These signals fully describe the FFT spectrum of the data set before
the preparation of Ni(S2C2Ph2)2. Remarkably, new signals are added after the
preparation of the nickel complex, namely at ν1 = 0.52(2) MHz, ν2 = 0.68(2) MHz,
and ν3 = 1.39(2) MHz. These signals can neither come from spin species within
the diamond matrix nor from stable surface spins, because otherwise they would
have had to be present before preparation. This means that they originate ei-
ther from the nickel complex, which must then have been reduced because we
have prepared the neutral compound, or from electron spins created due to the
nickel complex preparation. Yet, both explanations presuppose a reduction pro-
cess on the nickel complex.29 The distances resulting from the frequency values

29Thermodynamically this process is allowed. The ionization potential of the diamond surface is
1.7 eV (see Chap. 2.3). From DFT calculations we obtained in accordance with the literature
an activation energy for the reduction of nickel bis(diphenyldithiolene) of 2.55 eV.[307]

148



5 Detecting an electron transfer reaction in the single-molecule regime

are given by 3.3(2) nm, 4.2(2) nm, and 4.6(2) nm. Accordingly, the NV− center
would be located very close to the diamond surface. Although the expectation of
the distribution of the distance of the NV− center to the surface at our sample
is 10 nm, which results from the implantation energy used, simulations show that
lower distances are possible. Furthermore, in literature stable NV− centers are
reported with a distance range of 3 − 4 nm.[205] Another explanation is that we
have recorded electron-electron dipolar coupling between nickel and surface elec-
tron spins. For these two coupling partners no distance restriction exists. In order
be able to make a decision here, the distance of the NV− center to the diamond
surface can in future be determined using an independent method, such as proton
NMR.[42]

Finally, it should be noted that ESEEM caused by dipolar coupling is rarely ob-
served in pulsed EPR. This is for two reasons.[61] 1. Technical conditions make it
di�cult to completely excite the spectrum of dark spins, which in this context are
called spectator spins. 2. The thermal polarization of dark spins generally is weak.
The �rst limitation does not apply to our measurement method, since we excite on
two well-separated frequency bands. With regard to the second limitation, we note
that in the case of the statistical or strong coupling regime, the signal is no longer
determined by the Boltzmann factor. The signal is proportional to

√
N in the

�rst case and to N in the second, when N is the number of coupled spins.[314] The

statistical regime is reached when for the number of detected spins N <
(

2kT
~γeB

)2

applies. Under our measurement conditions, this results in N ≈ 2× 109 which
condition we regard as ful�lled (cf. Chap. 4.6.5). Conversely, we see the fact
that we have recorded additional signals in the Hahn echo that can plausible be
attributed to electron-electron dipolar coupling interactions as a clear indication
that we are detecting molecules below the ensemble level.

NV-DEER measurements Next, we performed NV-DEER spectroscopy at two
slightly di�erent B-�eld values. The outcome is presented in Fig. 82, whereby in
Fig. 82A the NV-DEER spectrum of the diamond sample before the preparation
of Ni(S2C2Ph2)2 is given for comparison. Both spectra show a broad signal that
we identify with the db spin. According to our calibration it has the g-factor
g = gdb,calib. = 1.99(2). However, a second signal can also be noticed. The respec-
tive g-factor obtained using the g-scale calibration results in g[Ni],1 = 2.15(2) and
g[Ni],2 = 2.14(2), which we ascribe to the nickel complex due to the signi�cant devi-
ation to ge. Note, however, that this value is greater than the isotropic g-factor we
obtained for the nickel bis(diphenyldithiolene) anion and also exceeds any entry of
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5 Detecting an electron transfer reaction in the single-molecule regime

its g-matrix, which values are given as gx = 1.999, gy = 2.041, and gz = 2.122 in the
literature.[315] We therefore assume that an additional chemical change has taken
place at the surface nickel complex, which we denote as [Ni] due to its unknown

A

B

Figure 82: (A) NV-DEER spectra be-
fore (magenta) and after deposition (red)
of Ni(S2C2Ph2)2. Blue (green) line shows
Gaussian �ts of the corresponding signals.
(B) NV-DEER spectrum after deposition of
Ni(S2C2Ph2)2. Blue line indicates Gaussian �ts
of the corresponding signals.

chemical composition in the fol-
lowing. To demonstrate coher-
ent control over its spin states, we
conducted NV-DEER Rabi exper-
iments varying the B1 amplitude.
An example experimental result is
presented in Fig. 83B. The FFT
analysis of all three data sets is
given in Fig. 83C. For techni-
cal reasons, we could not record
a Rabi measurement at full AWG
output amplitude, therefore such
a measurement on the db spin is
attached in Fig. 83A as reference
point. The Rabi frequencies, as
they can be taken from the FFT
analysis in Figure 83C, depend
linearly on the AWG output am-
plitude and thus on the B1 am-
plitude. This relationship is ex-
pected according to Ω = g

[Ni]
e µbB1

~ .
A more detailed evaluation can be
found in chapter 5.4.8. Thus, we
could show that we can coherently
control the spin transitions of the

[Ni] species. This is necessary to enable further investigations, like the determi-
nation of the relaxation times of the [Ni] spin or, for example, the performance
of triple electron-electron resonance experiments to measure the coupling between
single [Ni] complexes.[304]

In order to verify the assumption made during the analysis of the Hahn echo
measurements, that we detect the [Ni] complex molecules in the statistical or even
strong coupling regime, we performed NV-DEER coupling strength measurements.
We start with the investigation of the db signal. The measurement outcome is pre-
sented in Fig. 84. We followed a di�erential protocol, therefore 84A shows contrast
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A CB

Figure 83: NV-DEER Rabi measurements on (A) db dark spin at 250 mV and
(B) [Ni] spin at 125 mV AWG output amplitude. (C) FFT analysis of all con-
ducted NV-DEER Rabi measurements.

data, which was obtained by subtraction of the corresponding |−1〉 and |0〉 projec-
tion measurements. The signal curve shows an exponential decrease whose time
constant is given by 5.3(3) µs. If the surface dangling bonds have a short coher-
ence time, then their signal would be transient and for increasing delay times no
longer distinguishable from the background of the spin bath dynamics. Therefore,
we analyzed a time domain that covers the �rst 3 µs of the measurement �nding
in more detail and subjected the data to an FFT analysis. However, no signal

A B C

Figure 84: NV-DEER coupling strength (DEER delay) measurement on db spin.
(A) Contrast data set (red) obtained by subtraction of the corresponding |−1〉
and |0〉 projection measurements. The blue line indicates a mono-exponential �t.
(B) Di�erential trace of data and mono-exponential �t from (A). Note that the
time scale has been reduced. (C) FFT of the time trace in (B).
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B CA

Figure 85: NV-DEER coupling strength (DEER delay) measurement on [Ni]
spin. (A) Contrast data set (red) obtained by subtraction of the corresponding
|−1〉 and |0〉 projection measurements. The blue line indicates a mono-exponential
�t. (B) Di�erential trace of data and mono-exponential �t from (A) In contrast
to Fig. 84, an oscillation can be observed. A sinusoidal �t reveals a frequency
of ν = 1.38(4) MHz. Note that the time scale has been reduced in comparison to
(A). (C) FFT of the time trace in (B). A clear signal can be seen, which is absent
in the corresponding db measurement.

indicating an oscillation can be observed. This leads us to conclude that surface
spins have spin-bath characteristics. Notice, however, that they presumably still
fall into the statistical polarization regime.
We turn to coupling strength measurement on the [Ni] species. The measurement
results can be found in the contrast evaluation in Fig. 85. For short π pulse delay
times, an oscillation can be recognized on the background of an exponential decay,
whose time constant results in 5.7(3) µs (see Fig. 85A). This becomes more obvious
in Figure 85B, where only the �rst 3 µs are considered. The sinusoidal �t reveals
an oscillation frequency of 1.38(4) MHz. The same result is derived from the FFT
analysis. Thus, we have shown that the signal of the [Ni] complex is produced
by coherent coupling to a few [Ni] complex molecules. An exact determination
of the number is possible via a quantitative evaluation according to Eq. (5.3),
but our data does not allow for this. Remarkably, we also found the frequency of
1.38(4) MHz in the FFT evaluation of the Hahn echo measurements. This means
that both methods partially achieve similar results.
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A B C

-[Ni(S C Ph ) ]2 2 2 2

-[Ni(S(SH)C Ph ) ]2 2 2 [Ni(S(SH)C Ph ) ]2 2 2

Figure 86: Calculated structures of three selected nickel complexes.

5.2.6 Discussion

In order to gain a better insight into the potential nature of the chemical re-
action, we refer in more detail to the g-factor of the [Ni] species. Due to the
low spectroscopic resolution of our cw-ODMR data, the g-factor values obtained
from NV-DEER spectroscopy are only of minor statistical signi�cance. For fur-
ther discussion, we therefore calculate the mean value of both obtained values
in order be able to make at least a small statistical statement. This evaluation
leads to g[Ni] = 2.143(17), where σt = ±0.017 is the one-sided 90% con�dence
interval according to the t-distribution. With this result, we conclude again that
[Ni(S2C2Ph2)2]

� cannot be present on the diamond surface, since the g-factor at
the lower limit of the selected con�dence interval, g = 2.126, is still greater than
the largest main axis value of [Ni(S2C2Ph2)2]

�.

Table 14: Results of the DFT calculations. gx, gy, gz are the entries of the g-matrix
of the respective complex, in addition selected binding distances are indicated. exp.
or lit. refers to experimental data or calculations in the literature.

complex gx gy gz dNi-S / Å dC=C / Å

[Ni(S2C2Ph2)2]− 2.018 2.040 2.114 2.230 1.388
[Ni(S2C2Ph2)2]−exp.

[315] 1.999 2.041 2.122
[Ni(S(SH)C2Ph2)2]− 2.079 2.081 2.129 2.367 1.389
[Ni(S(SH)C2Ph2)2]−lit.

[316] 2.369 1.359
[Ni(H)(S2C2Ph2)2] 2.027 2.070 2.097 2.309 1.397

Since we saw a protonation of the complex as the simplest explanation for a chem-
ical change, we carried out DFT30 calculations on two complexes known from the

30All calculations were performed using ORCA, version 4.1.1.[317] We used the BP86 functional
with an unrestricted self-consistent �eld. The resolution of identy approximation was applied.
Valence double-zeta basis set was chosen accompanied with the Def2/J auxillary basis set.
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literature.[316,318] To verify the reliability of our chosen DFT method, we performed
a double comparison with known values. We compared the calculated anisotropic
g-factors of the nickel bis(diphenyldithiolene) anion with experimental values. In
addition, we validated the calculated binding distances of [Ni(S(SH)C2Ph2)2]−

with those computed in the literature (see Tab. 14). In both cases good agree-
ment is achieved. The best agreement with the g-factor determined by us is with
the double protonated complex [Ni(S(SH)C2Ph2)2]−, which was proposed as an
intermediate in the catalysis of the reduction of protons to hydrogen.

5.3 Conclusion

In this chapter we were able to present the �rst detection of the electron spin
of a transition metal complex on the diamond surface. Remarkably, this also in-
volves the proof of an electron transfer from the diamond surface to the neutral
precursor nickel bis(diphenyldithiolene). Thermodynamically this process is favor-
able. However, a closer look on the g-factor obtained exhibited that this process
is accompanied by a chemical transformation of the complex. Using DFT cal-
culations, we examined a possible protonation and found a good agreement for
[Ni(S(SH)C2Ph2)2]−. The quantum sensing protocols used also showed that we
probed the investigated complex in the single-molecule regime. The coherent con-
trol of the spin states of the nickel complex was demonstrated by NV-DEER Rabi
measurements. The results obtained here give rise to further research. On the
one hand, the system investigated here should be characterized in more detail,
for example, with regard to its relaxation times and the spin environment. But
also the extension to other transition metal complexes is conceivable. The role
of the "non-innocent" character of the ligands should especially be taken into ac-
count. Furthermore, it should be investigated whether the method of quantum
sensing is able to investigate dynamic processes of transition metal complexes,
which would be a natural extension to the investigation of catalysis cycles. This is
conceivable due to the possibility of using �lter functions to record processes in the
range of a few MHz. Reported turn over frequencies of nickel dithiolene analogues
are in the range of 1000 s−1, which is well accessible for measurement.[319] Con-
versely, transition metal complexes, whose redox-active properties can be adapted
via appropriate ligand decoration, can be used to determine the electrochemical
parameters of the diamond surface on the nanometer scale.
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5.4 Supplementary

5.4.1 Spectroscopic methods

IR spectroscopy The infrared spectrum was recorded on a Bruker Vertex 70
spectrometer equipped with a diamond ATR unit. Internal CO2 background cor-
rection was used. To enhance signal-to-noise ratio, the spectrum is a sum of eight
measurement runs.
For analysis, the region of ν̃ = 1800 − 2800 cm−1 was omitted due to incomplete
background correction therein.

EPR spectroscopy EPR data was obtained using a Magnettech Miniscope MS
400 spectrometer.
g-factor calibration was realized by measuring the spectrum of a manganese(II)
standard embedded in a zinc sul�de crystal for whose third hyper�ne line is known
gstd, 3. HF = 2.0267(2). When additionally recording the microwave frequency of
the EPR signal both, for the standard νstd and the sample νpr, computation of the
apparent g-factor scale is accomplished through:

gpr = νpr · gstd, 3. HF/νstd, 3. HF.

ODMR measurements were conducted at room temperature, ambient condi-
tions, and in in a small magnetic �eld using 1. a home-built confocal microscopy
setup provided with 2. a pulsed microwave generating and applying unit and 3.
a permanent magnet. For details see Chap. 2.4.1

5.4.2 Synthesis protocols and sample preparation

All chemicals were purchased from commercial suppliers and used without further
puri�cation steps.

5.4.3 Synthesis of nickel bis(diphenyldithiolene) (1)

Nickel bis(diphenyldithiolene) was prepared according to literature.[309] NiCl2 ·
6H2O (1.000 g, 4.207 mmol) was dissolved in 50 mL of aqueous hydrochloric acid
(pH ≈ 5). (NH4)2S (2.147 g, 3.150 mmol) was added dropwise. The precipitate
(NiS) was vacuumed, washed with 20 mL of 0.1 M sodium hydroxide, and dried at
air. Yield: 0.2759 g, 3.040 mmol, 97%.
Diphenylacetylene (1.120 g, 6.284 mmol) was taken up in 50 ml of toluene and NiS
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Figure 87: IR spectrum of Ni(S2C2Ph2)2. Distinctly structured grey bars repre-
sent values from literature indicating the [NiS2C2] core with a maximum deviation
of |ν̃lit. − ν̃exp.| = 4 cm−1.[320]

(0.2759 g, 3.040 mmol) was added. Then, the mixture was re�uxed for 28 hours
at 120 ◦C. The reaction suspension was �ltered and washed with 30 ml toluene.
The organic phase was concentrated under reduced pressure to give a volume of
approximately 20 mL and crystallization was done over night in the refrigerator.
Puri�cation was accomplished by recrystallization from n-hexane and subsequent
column chromatography on silica gel using toluene as solvent and eluent. Yield:
0.158 g, 0.0274 mmol, 9%.
ATR-FTIR (Figure 87):[320] ν̃ (cm−1) = 3060, 3052, 3032, 3019 (w, Aryl-H); 1943,

1889, 1875, 1780, 1750, 1663 (w, aromatic combination bands and overtones); 1367

(s, C C, lit. 1365); 1178 (m, C Ph + C S, lit. 1175); 964 (w, C S + C Ph,
lit. 960); 884 (s, C S, lit. 880); 745 (s, aromatic C H out-of-plane bending
corresponding to mono-substitution of benzene moiety).

5.4.4 One- and two-electron reduction of (1)

One-electron reduction to obtain [(C2H5)4N][Ni(S2C2Ph2)2] (2) was performed un-
der slightly modi�ed conditions of literature procedure.[312] (1) (0.150 g, 0.260 mmol)
and p-phenylenediamine (0.105 g, 0.971 mmol) was dissolved in 2.000 mL of DMSO
under a constant �ow of argon. Fait accompli of the reaction was instantaneously
indicated by a red-brownish color. Into this mixture a solution of tetraethylammo-
nium bromide (0.100 g, 0.476 mmol) in 5.000 mL of ethanol was poured to stabilize
the anionic nickel complex. Since solely the EPR signal was of interest (Fig. 78)
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no quanti�cation was done.
Overall two-electron reduction was conducted by starting either from (1) or (2).
According to Ref. [321] BH3 ·THF is a suitable reduction agent. A solution of (1)
in toluene (50 µl, 2 µmol) and 50 µl of the raw product mixture of (2), respectively,
was transferred in an EPR tube and 50 µl of 1 M BH3 ·THF solution was added.
In both cases an intense dark brown color developed immediately.

5.4.5 EPR measurements

The EPR spectrum of nickel bis(diphenyldithiolene) (1) was obtained from a 0.1 M

solution in toluene. The product of the one- and two-electron reduction was in-
vestigated in situ by transferring 50 µl of the corresponding reaction mixture in an
ESR tube.
Overview EPR spectra were recorded under the following conditions: mw power
Pmw = 1 mW, modulation amplitude Bmod = 0.3 mT, resolution 0.1 mT/bin, sweep
rate 1.3 mT/s (see Fig. 78).
The g-factor of [Ni(S2C2Ph2)2]

� was determined from a high-resolution EPR spec-
trum obtained by the following parameters: Pmw = 0.1 mW, Bmod = 0.2 mT,
resolution 0.0085 mT/bin, sweep rate 0.2 mT/s. sum over 99 spectra (Inset of
Fig. 78). The in�ection point of the data �tted pseudo-voigtian model yields:
g = 2.0561(8) (lit. g = 2.0568(3)).[312]

5.4.6 Diamond substrate and sample preparation

The diamond substrate (size ≈ 4 mm2, thickness ≈ 30 µm) was provided by Dr.
Rainer Stöhr (3rd Physics Institut, University of Stuttgart). The sample started as
a commercially available (100)-oriented ultrapure electronic grade CVD diamond
with natural 13C abundance from Element Six. Firstly, the sample was overgrown
with a nanometre-thin boron-doped diamond layer to suppress the formation of
paramagnetic vacancy centers[322] and was then implanted with 10 keV 15N ions of
dose 7× 109 cm−2. An enhancement of the photon �ux of a single NV center up
to ≈ 2× 106 s−1 can be achieved by fabricating tapered waveguide structures onto
the diamond substrate.[323] Therefore, our sample is fabricated with such pillar
patterns possessing diameters of 450− 500 nm at the apex.
In order to clean the diamond sample prior to experiments it was re�uxed in a
1 : 1 : 1 (volume ratio) mixture of sulfuric acid (96%), nitric acid (64-66%), and
perchloric acid (70%) for 6 hours. Subsequent washing procedure included neu-
tralization in ultrapure water, cleaning in iso-propanol, and storing in ultrapure
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Figure 88: Example �uorescence mapping of the diamond membrane. The NV−

centers are arranged in quadratic �elds, coarser structures are markers. The
blurred line in the middle of the image represents the mw antenna.

water for 30 minutes under stirring. The sample was mounted on a home-built
microwave feeding holder using NOA 86T and the copper wire was �xed on the
pillar-decorated side.
After pre-characterization of the NV center quantum sensor 2 · 5 µl of a 30 pM so-
lution of (1) in toluene was dropcasted on the diamond sample. This corresponds
mathematically to ≈ 5 molecules per pillar (3.14 µm2) assuming homogeneous cov-
ering of only half the substrate. This is justi�ed since adhesive �xation constrained
us to this accessible area.

5.4.7 Data set of Hahn echo measurement after Ni(S2C2Ph2)2
preparation

The results of an example Hahn Echo measurement after deposition of Ni(S2C2Ph2)2
onto the diamond surface are presented in Fig. 89. The experiment was de-
signed as di�erential protocol which includes the separate addressing of the time-
dependent population of the |0〉 and |−1〉 state, respectively, by either applying
a π

2
or 3π

2
pulse as projection operation (see Fig. 89A). An explanation for this

measurement method lies in the elimination of non-spin-dependent decay paths
(cf. discussion in Chap. 4.6.6). Both traces show qualitatively comparable
FFT analysis. Frequencies are given by ν1 = 0.10(2) MHz, ν2 = 0.16(2) MHz,
ν3 = 0.52(2) MHz and ν4 = 1.50(2) MHz. Note that the signals symmetrically
located around ν4 = 1.50(2) MHz at ν = 1.33(2) MHz and ν = 1.65(2) MHz are
sidebands. They originate from non-synchronous sampling of the ν4 = 1.50(2) MHz
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Figure 89: Hahn Echo measurement after Ni(S2C2Ph2)2 deposition onto the di-
amond membrane. (A) |0〉 (gray) and |−1〉 (orange) projection measurement.
(B) Corresponding FFT analysis. (C) Contrast data set, obtained by subtraction
of both time traces in (A). The blue line is a four-tone sinusoidal with mono-
exponential decay factor whose contribution is indicated by the green line. The T2

decoherence time amounts to 38.2(3) µs (D) FFT analysis of (C).

ESEEM frequency. The evaluational of the contrast data set is demonstrated in
Fig. 89C. We applied a four-tone sinusoidal with mono-exponential decay factor
to obtain the T2 decoherence time.
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5 Detecting an electron transfer reaction in the single-molecule regime

5.4.8 Analysis of NV-DEER Rabi measurements

mw amplitude
mw amplitude

A B

Figure 90: Analysis of NV-DEER Rabi measurements. (A) shows the linear de-
pendence of the NV-DEER Rabi frequency of the [Ni] signal (green line) on the mw
amplitude. The data point at 250 mV corresponds to the reference point of the db
signal. (B) Dependence of the B1 amplitude, evaluated according to Ω = γ

[Ni]
e B1,

on the mw amplitude as applied to the output of the AWG. Extrapolating this
data to 250 mV allows comparison with the reference point calculated accordingly.
Both values are in agreement within the error limits.
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6 Conclusion and outlook

The concept of quantum sensing is a framework in which the utilization of quantum
systems as sensors at the interplay of theory and application is studied. In this
work we concentrated in particular on the last aspect. However, basic theoretical
concepts of quantum sensing, which has been used in the experiments (see Chap.
1), were explained �rst. Two examples of quantum sensors were presented: the
molecular group-V endohedral fullerene 14N@C60 and the diamond-hosted nega-
tively charged nitrogen-vacancy (NV−) center (see Chap. 2).
For 14N@C60 only few investigations have been reported, but its spin relaxation
times, in principle, allow to use it as a quantum sensor. In particular, techniques
have been presented recently which enable the readout of its spin information on
the level of few to single molecules. Thereby, it has become apparent that the
obtained spectra indicate further presumably charged fullerene species. Here we
have carried out a closer investigation on the generation of C60 radical cations on
zeolites loaded with redox-active metal ions (see Chap. 3). Our studies initially
served to examine a literature-known protocol in more detail. We identi�ed the
thermal behavior of the zeolite matrix in the presence of Fe3+ and the material
factors determining the linewidth of the C60 cation EPR signal. This allowed us
to precisely determine the g-factors of C+

60, C
+
70, and C120O 2•

2 using N@C60 as the
high-accuracy spin standard. By replacing the Fe3+ oxidizing agent with Ce4+, in
the form of Ce(SO4)2, we were able to signi�cantly reduce the thermal demand of
the oxidation reaction. Thus, it was possible to obtain the both spin species C+

60

and N@C60 simultaneously to a su�cient amount and we tried to measure bulk
EPR dipolar coupling spectra on this system. The �rst results are ambiguous.
However, more detailed investigations of the thermodynamics and kinetics of this
system, the use of a higher N@C60 �lling factor, and measurements using pulsed
EPR could provide clearer results. A more detailed understanding of bulk coupling
spectra of C60 ions can help to interpret the results obtained in the more advanced
few to single molecule readout techniques.
We �rst examined the NV− center in its nanodiamond (ND) matrix (see Chap.
4). This is characterized by the fact that the surface of the ND exerts a strong
in�uence on the T1 and T2 relaxation time of the NV− center. We applied novel
wet-chemical surface functionalization approaches, namely DAST-mediated �uo-
rination and hydrazonation in course of a Bamford-Stevens-ole�nation. We also
carried out the treatment with strong bases. These protocols were investigated by
EPR spectroscopy for their ability to reduce the surface spin density. We were
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6 Conclusion and outlook

able to determine that each of the above methods achieved this objective, with
�uorination providing the best result. First explanatory approaches for the occur-
rence of surface spin density reduction were found. In addition, optically detected

2 µm

Figure 91: SEM image of stamped ND
using mesoporous silica stamps.[324]

magnetic resonance (ODMR) investi-
gations of the base treated ND were
carried out. At the level of few ND
these showed results that are in accor-
dance with the ensemble data. We hy-
pothesize that the results found here
are relevant for ND research. Stud-
ies on the targeted wet-chemical func-
tionalization of ND with the aim of
reducing and demonstrating its sur-
face radical density are not known to
us. They represent an extension of
the plasma processes otherwise used
in general.

Furthermore, preliminary results on the structured deposition of ND on surfaces
were found with cooperation partners. So far, this is technically demanding.[325,326]

Our approach, is to use micro-structured, mesoporous silicate stamps wetted with
ND-i -propanol ink. The deposition process consists of attaching the stamp to
the surface, thereby, the ink evaporates and ND aggregates are formed in a pat-
tern imposed by the stamp structure. An example result can be found in Fig.
91. However, the pattern shown could not be con�rmed by confocal �uorescence
microscopy. We suspect that the reason for this is that the ND material used con-
tains only a very small amount of �uorescent NV− centers, which means that only
a random selection of deposited NDs is detected. The results from Chap. 4 may
help to achieve an optimization by chemically improving the NDs to be stamped
before the stamping process.
The use of the NV− center as a quantum sensor for the detection of charged
transition metal complexes is investigated in Chapter 5. Using Hahn echo mea-
surements and NV-related double electron electron spectroscopy (NV-DEER) we
observed an unexpected electron transfer between the diamond surface and nickel
bis(diphenyldithiolene). The g-factor obtained for this complex also indicates that
an additional proton transfer took place. We used simple DFT calculations to
identify a possible product. The proof that only a few molecules were detected was
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sample.

also provided. We hypothesize that
this �rst successful detection of the
electron spin of few transition metal
complex molecules can have a rele-
vance in di�erent research �elds. The
orientation on the surface can be pre-
cisely determined by a spectroscopi-
cally more accurate determination of
the g-factor or the full g-matrix. Ad-
sorption geometries are thus accessi-
ble. Possibly, cyclic processes such as
catalytic processes associated with a
change in the spin quantum number

can be detected by frequency locking methods using various quantum sensor pro-
tocols.
Transition metal complexes on the diamond surface may lead to new and so far
unexplored phenomena as shown by preliminary investigations carried out by us.
Spectral decomposition techniques[327] that allow to study the spectral power den-
sity of the spin bath of a NV− center have shown that after the deposition of a sta-
ble, due to high zero �eld splitting presumably spin-silent Fe4+-TAML (tetraamide
macrocyclic ligands) complexes, the spin bath is signi�cantly altered (see Fig.
92).[328] While the proton signal is expected and unambiguously assigned, the oc-
currence of a signal at 10 MHz is remarkable. Whether it is a measurement artifact
or detects dipolar coupling should be examined in further investigations.

The overall aim of this work was to examine the material properties of quantum
sensors and to apply them to relevant questions.

163



Abbreviations

Abbreviations

∇x

(
∂
∂x1
, ∂
∂x2
, ∂
∂x3

)T
lw linewidth, de�ned as full width at half maximum
ATR-FTIR attenuated total re�ectance - Fourier-transform infrared spec-

troscopy
AWG arbitrary waveform generator
CAN ceric ammonium nitrate
CVD chemical vapour deposition
cw continuous wave
DAST diethylaminosulfur tri�uoride
DCM dichlormethane
DI deionized
EPR electron paramagnetic resonance
FFT Fast Fourier Transform
HOMO highest occupied molecular orbital
HPHT high pressure-high temperature
HPLC high pressure liquid chromatography
HSAB hard and soft (Lewis) acid and bases
IUPAC International Union of Pure and Applied Chemistry
LUMO lowest unoccupied molecular orbital
MeCN acetonitrile
mw microwave
ND nanodiamond, interchangeably used with NDs: nanodiamonds
NMR nuclear magnetic resonance
ODMR optically detected magnetic resonance
r.t. room temperature
SM single molecule
THF tetrahydrofuran
TLS two-level system
TOF turn over frequency
vdW van der Waals
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