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Chapter 1

Introduction

It is hard to overestimate the importance of extremum principles in mathematics and physics. The
idea that ’every effect in nature follows a maximum or minimum rule’, as formulated by Leonhard
Euler in 1744 [29], was a guiding light in the development of various theories in geometry and
physics, starting from the famous least action principle of Fermat and Maupertuis. Geodesics, mini-
mal surfaces, integral curves in Hamiltonian mechanics and stationary states in quantum mechanics,
all these share the property of being a critical point of some functional defined on a suitable man-
ifold M . However, while minimization problems have a history prior to the 18th century, the search
for unstable extrema is a more recent topic. Presumably, Birkhoff [14] was the first to introduce a
minimax principlefor a critical levellarger than the global minimum, proving the existence of one
closed geodesic on a surface of genus0. The main idea behind minimax principles for nonlinear
problems is the observation that critical levels often reveal a change in the topology of the corre-
sponding sublevel set. This idea was set on a strong foundation by Ljusternik and Schnirelman [54],
who where also the first to observe that a symmetry of under the action of a compact topological
group is reflected by a richer topology of sublevel sets. In the particular case where is an even
functional defined on the unit sphereS1 of some Hilbert spaceH, theLjusternik-Schnirelman levels

cn := inf
A2�(S1)


(A)�n

sup
u2A

 (u) (n 2 N) (1.1)

arise as natural candidates for critical values of (cf. [77]). Here�(S1) denotes the system of
closed and symmetric subsets ofS1, and
 denotes the Krasnosel’skii genus. The relation (1.1)
bears a resemblance to the Courant-Fischer principle, which states that under local compactness
conditions a selfadjoint semibounded operatorA onH has a sequence of eigenvalues given by

�n(A) := inf
V�D(A)

dimV�n

sup
v2V \S1

(Avjv); (1.2)

with (�j�) denoting the scalar product inH. Indeed, if we consider the energy functionalu 7!
 (u) := 1

2(Auju) associated with the eigenvalue problemAu = �u, then a comparison of (1.1)
and (1.2) yieldscn = 1

2�n. Therefore the valuescn generalize the notion of a minimax eigenvalue
for nonlinear problems, and this property has been stressed especially by Zeidler [77], [78]. Inspired
by this observation, one might ask if even a form of ’nonlinear spectral theory’ exists. For instance,
the following questions may arise in this context:
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(i) Can one characterize solutions to somenonlinearproblems using the spectral theory of related
linear problems ?

(ii) Is it possible to extend the notion of a spectral projection or a generalized eigenspace in a
meaningful way ?

Considerations like this have motivated the present thesis, which pursues a ’spectral theoretic’ ap-
proach to semilinear problems with variational structure. Such an approach has been proposed
recently by Heid and Heinz [33], and the thesis is strongly influenced by their work. Let us explain
the main idea in light of the following Dirichlet problem:�

��+ f(x; juj)
�
u = �u; u 2W 1;2

0 (
): (1.3)

HereW 1;2(
) denotes the usual Sobolev space on a domain
 � R
N , andf is a real-valued

continuous function. Moreover we assume that the nonlinearity in (1.3) is definite, precisely:

(M) f(x; �) : [0;1[! R is either nondecreasing for allx 2 
, or nonincreasing for allx 2 
.

In the first case, equation (1.3) is calledsublinear, and in the second case it is calledsuperlinear.
To describe the spectral aspects of this equation, we cast it in an abstract functional analytic frame-
work. For this replaceL2(
) by an arbitrary real Hilbert spaceH, W 1;2(
) by a dense subspace
X � H and�� by a semibounded selfadjoint operatorA0 havingX as its form domain. Suppose
that for eachu 2 X we are given a symmetricA0-form compact perturbationB(u) which depends
continuously onu in the sense of quadratic forms and such thatB(u) = B(�u). Then we may
build the form sumA(u) of A0 andB(u) and consider the equation

A(u)u = �u u 2 D(A(u)) � X: (1.4)

Actually one has to impose certain growth conditions onf to treat (1.3) as a special case of (1.4),
but we omit the details at this point. Moreover we just remark that, by generalizing condition
(M) in a suitable way, we adapt the notion of sub- and superlinearity to this abstract context (cf.
Sec. 6). Finally we assume that (1.4) is of variational type. By this we mean that the nonlinear
operatoru 7! A(u)u, extended as a map fromX to its dualX�, arises as derivative of a functional
 2 C1(X). As a consequence, (1.4) is precisely the Euler-Lagrange equation of the functional
 � 2 C1(X) defined by

 �(u) =  (u) � �

2
kuk2 (u 2 X)

(here and in the following,k � k denotes the norm inH). We now introduce, for givenn 2 N, the
following spectral characterizationproblem:

(SC)n Find a solutionu of (1.4) such that� = �n(A(u)), i.e.� equals then-th minimax eigenvalue
of the operatorA(u).

In the sequel, we abbreviate�n(A(u)) to �n(u). Of course, some justifications are needed to pose
this problem in a precise way, and the appropriate framework is developed in Chapter 5. The
fundamental interest of this characterization lies in the fact that solutionsu of (SC)n share any
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property enjoyed by ann-th eigenfunction of a relatedlinear problem. Depending on the precise
framework, this gives rise to certain geometric properties of the functionu. For instance, for elliptic
PDEs of the type (1.3), every solutionu of (SC)n, n � 2 changes sign. Furthernodal propertiesof
umay be deduced from famousCourant’s nodal domain theorem(cf. [22] and section 14.3), which
states that the number of nodal domains (i.e. of connected components of the setfx 2 
ju(x) 6= 0g)
of then-th eigenfunction is bounded above byn. Moreover, refined information on the number of
nodal domains is available in the one-dimensional or radially symmetric case.

Nodally characterized solutions to equations like (1.3) received much attention in recent years. This
interest is mainly due to the fact that in case
 = RN these solutions describe ’standing’ or ’travel-
ing’ waves arising in nonlinear equations of the Schr¨odinger or Klein-Gordon type, see for instance
[9],[11],[23],[41] and the references therein. In particular it is worth reviewing briefly the relation-
ships between nodal properties and minimax energy levels which are already known. Forsuper-
linear Sturm-Liouville problems, Nehari [57] introduced a minimax principle involving functions
with a fixed number of zeroes whose position is varied. His method was extended to problems on
unbounded intervals by Ryder [62], and versions suitable for higher dimensional radially symmetric
problems were developed in [69] and [9]. As a matter of fact, the characteristic energies defined
by Nehari coincide with Ljusternik-Schnirelman levels on an appropriate manifold, see Section 8.3.
Coffman [18] was the first to observe a relationship of this kind, but he identified Nehari’s numbers
with the Ljusternik-Schnirelman levels of adifferentauxiliary functional.
Forsublinearproblems on a compact interval, Hempel [37] proved the existence of nodal solutions
also using a variational principle which involves the position of zeroes, and his critical levels were
subsequently identified with Ljusternik-Schnirelman levels (cf. [19]). Sublinear problems on un-
bounded intervals and radially symmetric problems were treated by Heinz [35],[36] with the help
of refined versions of Ljusternik-Schnirelman theory.
For equations like (1.3) in higher dimensions without any symmetry assumptions, sign properties
of solutions are far from being well understood. In fact, even the nodal structure of the Dirichlet
eigenfunctions of the Laplacian on an arbitrary domain
 has not been clarified satisfactorily so far.
Moreover, all nodal constructions available on intervals run up against serious handicaps in higher
dimensions. Results establishing the existence ofsign changingsolutions have been obtained just
recently (cf. [7],[10],[11],[15],[23]). In particular we mention thecritical point theory on partially
ordered Hilbert spacesas developed by Bartsch [7], which yields promising general results on sign
changing solutions. This method strongly relies on the fact that for a large class of superlinear
equations the negative gradient flow of the associated energy functional leaves the cone of positive
functions inC1(
) invariant.

Equation (1.4) may also be considered together with thenormalizationcondition

kuk = R; (1.5)

for givenR > 0, which amounts to an isoperimetric side condition for equation (1.3). The case
R = 1 is especially interesting for problems arising in quantum mechanics, where such solutions
describe the density of stationary states. The standard variational procedure to obtain normalized
solutions is the investigation of the functional restrictedto the sphere

SR := fu 2 H j kuk = Rg
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Indeed, ifu is a critical point of jSR , thenu solves (1.4), but in this case the corresponding
’eigenvalue’� enters as an unknown Lagrangian multiplier. As a consequence, we maynotprescribe
�, which is the prize we pay by imposing condition (1.5). Nevertheless, we might still be able to
establish� = �n(u) for given n 2 N, so thatu is a solution of our spectral characterization
problem.
Heid and Heinz [33] already examined such a variant of problem(SC)n, however they could only
treat the sublinear case under considerably strong restrictions. In [34] we removed some of these
restrictions and presented new applications.
In this thesis, the arguments are worked out in an again more comprehensive and unified way.
Moreover, we consider the sublinear typeas well asthe superlinear type of (1.4), and we construct
solutions(u; �) of (SC)n eitherwith prescribed eigenvalue� or with prescribed normkuk. Besides,
we constructminimizing setscorresponding to minimax characterizations of the form (1.1) with
the help of spectral projections, and we derive useful inequalities relating the levelscn to ’frozen
Rayleigh quotients’ of the form(A(u)vjv)kvk2 for u; v 2 X.
In the second part of the thesis, we apply our results to elliptic PDEs of second order, moreover we
consider integro-differential equations with anonlocal nonlinearityof convolution type. Beyond
mere existence results for these problems, we derive a deeper understanding of the solution set in
view of nodal properties. Moreover, new connections between the existence of nodally characterized
solutions and the nondegeneracy of Ljusternik-Schnirelman levels are derived, generalizing results
from the linear theory.
Finally, the thesis provides affirmative and clarifying answers to the questions raised in [33, p.49].

We now briefly review our abstract results, considering first the sublinear problem together with
the normalization condition (1.5). The basic idea is to detect solutions of(SC)n as elements of a
spectral fixed point set. More precisely, define

P := fu 2 X j Pn(u)u = ug;
wherePn(u) denotes the generalized eigenprojection associated with the firstn eigenvalues of the
operatorA(u). HenceP may be regarded as some kind of ’generalized eigenspace’ for the nonlinear
problem. Indeed, ifA(u) = A does not depend onu, thenP is the usual generalized eigenspace
associated with the firstn eigenvalues ofA. However, in generalP is not a vector space, and there
even is no immediate evidence thatP contains some nonzero element at all. However, assuming
that

�n(u) < �n+1(u) (u 2 X) (1.6)

and consideringR = 1 for simplicity, we show the following property:

(CP )

8<
:
P \ S1 is compact,
(P \ S1) = n (In particular,P \ S1 is nonempty):
cn = max (P \ S1)
Everyu 2 P \ S1 satisfying	(u) = cn solves problem(SC)n:

(cf. Sec. 6.1). In particular, this property provides solutions to(SC)n, but the assertion is much
stronger. In fact,(CP ) naturally extends fundamental features of a generalized eigenspaceVn as-
sociated with the firstn eigenvalues of some semibounded selfadjoint operatorA. Moreover, (CP)
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asserts thatP \ S1 is aminimizing setin view of the minimax characterization (1.1).
In the superlinear case, we prove properties dual to those listed in (CP). Recall that, equi-
valently to (1.2), the values�n(A) are also given by

�n(A) = sup
V�D(A)

codimV�n�1

inf
v2V \S1

(Avjv) (1.7)

A similar complementary description exists for the valuescn, involving the dual genus
�(cf. Sec.
3.2). Setting

Q := fu 2 X j (I � Pn�1)(u)u = ug;
and assuming

�n�1(u) < �n(u) (u 2 X) (1.8)

as well as a certain boundedness condition (cf. p. 50), we establish the following:

(CP )�

8<
:
Q \ S1 is closed,
�(Q \ S1) � n� 1
cn = inf  (Q \ S1); and this infimum in attained
Everyu 2 Q \ S1 satisfying	(u) = cn solves problem(SC)n:

Again solutions to(SC)n are provided, and features of spectral subspaces are regained. We remark
that, in contrast to the sublinear case,Q\S1 is notcompact, hence local compactness of minimizing
sequences has to be ensured. We will prove this compactness with the help of elementary spectral
estimates. We also note that the assumption (1.8) may be weakened in applications, cf. Chapter 9.
The strategy to solve problem(SC)n for fixed� is similar, However, to explore minimax principles,
we now replace the functional by  �, and we relate the corresponding valuescn to a different
’manifold’ in place ofS1 in (1.1). The appropriate choice of this manifold depends on the position
of � with respect to the spectrum� of A(0). If � < inf �, then we consider theNehari manifold

N := fu 2 X n f0g j (A(u)uju) = �kuk2g;

which is a closed subset ofX containing all solutions of (1.4). If on the other hand� > inf �, then
we use the set

S := fu 2 X j �n(u) = �g;
which to our knowledge has not been considered before for constrained minimax principles. Note
that in generalS is not a differentiable manifold. Nevertheless, either referring toN or to S, we
show properties similar to (CP) and(CP )�.

We now give an outline of how the thesis is organized. In Chapter 2 we commence by proving an
analog of Courant’s nodal theorem for unconstrainedsuperlinearequations. By this we extend and
complement known results based on Morse-theoretic arguments. Moreover, the proof gives a first
view on how linear and nonlinear minimax principles may be compared with the help of condition
(M).
In the subsequent chapter we turn to the abstract part of our thesis, starting with the investigation
of even and continuous maps from a Banach space into the associated Grassmannian manifold. To
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these maps we assign special fixed point sets whose topological properties are explored. As a pre-
requisite, we recall basic properties of the Grassmannian manifold and relatively compact subsets.
In Chapter 4 we establish the continuous dependence of eigenvalues and spectral projections for
families of form compact perturbations. This is necessary to apply the results of Chapter 3 to our
spectral fixed point setsP andQ as given above.
The examination of semilinear eigenvalue problems starts in Chapter 5, where we give a precise def-
inition of problem(SC)n. The Chapters 6 and 7 contain our most important results in the abstract
’functional analytic’ framework. In particular we provide criteria for the solvability of problem
(SC)n, and we establish the above-mentioned properties(CP ); (CP )�.
The second part of the thesis, starting with Chapter 8, is devoted to applications to elliptic differ-
ential (and integro-differential) equations of second order. First we deal with a periodic boundary
value problem involving nonlinear Hill’s equation, which features the interesting phenomena of
persistent eigenvalue gaps. More precisely, ifn 2 N is odd, then

�n(u) < �n+1(u)

for everyu 2 X, and therefore all of our abstract results apply in full strength. On the other hand,
in view of the occurrence of double eigenvalues topological degree methods and, in particular, the
global bifurcation results of Rabinowitz [58] donot apply here. The chapter closes with a brief
note on nonlinear Sturm-Liouville problems, in particular including the announced identification of
Nehari’s characteristic numbers.
In Chapters 9-11 we consider three different types of superlinear problems defined onR

N . First we
are concerned withnormalizedsolutions to superlinear Schr¨odinger equations, and we derive new
results on nodal solutions for the radialandnonradial case. In particular we complement results de-
rived for unconstrainedequations (cf. [9] and [21] for the radial case, [11] for the nonradial case).
In Chapter 10 we then turn tononlocal superlinear equations of Choquard type, where the non-
linearity is given by a convolution integral. For this type of equation Lions [50] established the
existence of infinitely many radial solutions, but every nodal information on these solutions is new.
Note in particular that alllocal reasoning is doomed to fail, and therefore nodal properties cannot
be shown neither by ODE dynamics nor by local variational techniques. Our method does not rely
on locality, and therefore we derive existence and characterizations of nodal solutions.
Subsequently we treat a generalized Emden-Fowler equation, which might be seen as the limit case
of a superlinear Schroedinger equation approaching the infimum of the essential spectrum. A vari-
ational framework for this equation is naturally given on the spaceD1;2(RN ). This space doesnot
arise in classical selfadjoint eigenvalue problems, and at first glance this seems to be an obstacle for
our approach. We circumvent this problem by considering a family of relatedboundedoperators
D1;2(RN ). Actually this family shows even nicer uniform properties than semibounded operators
arising in anL2-theory. In the radial case, our work improves results of Chabrowski [17] and Naito
[56], whereas in the nonradial case our results seem to be basically new.
The final two chapters are concerned with sublinear equations onR

N , which are mainly considered
in approximations for quantum mechanical systems of many electrons (see [52] and the references
therein). Nodal solutions for these kind of equations have been found so far either by bifurcation
arguments (cf. [70] and [71]) or by a fixed point approach (see [76] and [52, Sec. III.3] for an
improved version). Compared to these techniques, our approach gives additional information on
minimax values and permits a relaxation of the growth conditions imposed on the nonlinearity.
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Finally the thesis contains a rather extensive appendix. In the first three parts we furnish prerequi-
sites from the theory oflinear elliptic PDEs. Most of these are known or at least not surprising, but
in standard references the assumptions on the coefficients are too restrictive for our purposes. In the
last part we collect recent results on compact embeddings of Sobolev spaces in weightedLp-spaces,
and we deduce compactness properties of nonlinear operator valued maps.

We remark that we mainly restricted our attention to problems posed on the whole space, but in
general our results carry over toboundeddomains
 � RN . However, in view of nodal properties
the case
 = R

n is more interesting, since many of the available methods encounter (at least
technical) obstacles in this case.

Closing this introduction with a short outlook, we like to suggest a further investigation of spec-
tral characterizations for nonlinear elliptic equations which goes beyond the scope of the present
thesis. In view of our method, it remains to clarify to which extend our evenness and nondegener-
acy assumptions (cf. (1.6) and (1.8)) can be relaxed. In addition, it is also interesting to examine
eigenvalues positioned ingapsof the essential spectrum. Indeed, minimax principles for this type
of eigenvalues have been developed very recently (see [32] and [26]), and maybe there exists an
analogous connection with certain minimax values of the associatedstrongly indefinitenonlinear
functional. For instance, one might think of the variational values defined by Benci [12].
Beside from such abstract extensions, many different applications of the present method are con-
ceivable. As an example we mention fourth order elliptic equations which on intervals also exhibit
nice nondegeneracy properties. Moreover one may consider second order systems of ordinary dif-
ferential equations, as done in [33] for the sublinear case.
We finally mention the open question whether an odd superlinear problem posed onR

n, either of
local or of nonlocal nature, has an infinite number ofsign changingsolutions. We guess that this
question can be answered by some form of spectral investigation.

1.1 Notation and conventions

General conventions

Supposing that the underlying space and the notion of distance is understood,BR(x) represents an
open ball of radiusR centered atx. The notions ’measurable’ and ’measure’ stand for ’Lebesgue-
measurable’ and ’Lebesgue-measure’, respectively. All considered functions arereal-valued.
Moreover we call a functionf : RN ! R analytic in case that it isreal analytic. Unless otherwise
stated, all occurring vector spaces are understood asreal vector spaces.

Abstract notions

If (X; k � k) is a Banach space, we denote byX� the topological dual of X and by
h�; �i : X� �X ! R the dual pairing.
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To a functional	 : X ! R we assign the sublevel sets

	c = fu 2 X j	(u) � cg � X

for eachc 2 R.
We write	 2 C1(X) in case that	 is Fréchet differentiable with continuous derivatived	 : X !
X�. Supposing that this is true, we call the equation

d	(u) = 0 u 2 X (1.9)

theEuler-Lagrange equationof 	. Conversely, being given an equation of the form (1.9), we say
that	 is the correspondingenergy functional.
Finally, 	 satisfies thePalais-Smale condition(PS conditionin short) at a levelc 2 R if any
sequence(un)n2N inX with 	(un)! c andd	(un)! 0 inX� admits a convergent subsequence.
If A is a densely defined (unbounded) linear Operator inX, we denote byD(A) the domain ofA.
Moreover we assign toA the set�(A) (resp.�p(A), �ess(A) and�c(A)) defined as thespectrum
(resp. thepoint spectrum, essential spectrumandcontinuous spectrum) of thecomplexificationof
A.
For Æ > 0, theÆ-neighborhood of a setA � X is writtenUÆ(A), i. e. we have

UÆ(A) := fx 2 Xjdist(x;A) < Æg;
and similarly for subsets of any other metric space. Moreover, for a subspaceV of X andR > 0
we writeBRV in place ofBR(0) \ V .
For a subsetD � X we denote byD resp.@D the closure resp. the boundary ofD.
We briefly writeD � X to express thatD is asubspaceof X.
We say thatD is weakly compactif every sequence(un)n � D contains a subsequence which
converges weakly to someu 2 D (Strictly speaking,D is weaklysequentiallycompact in this case,
but for simplicity we allow this slight abuse of notation ).
As usual, letL(X) be the space of bounded linear operators inX. More generally, for two normed
spacesE;F the normed space of bounded linear operatorsE ! F will be denoted byL(E;F ).
ForT 2 L(E;F ), we shall writeN (T ) resp.R(T ) for the kernel resp. the range of the linear map
T . Moreover, the letterT � 2 L(F �; E�) stands for the dual operator ofT .
Finally, a (nonlinear) mapN : E ! F is calledcompletely continuousif N is compact and contin-
uous.
Moreover,N is calledstrongly continuousif N(un)! N(u) in F wheneverun * u in E.
Although inconsistent, the latter notation is not common practice in the special caseF = R. In-
stead, it is customary to callN weakly (sequentially) continuous in this case, hence we will do so as
well. Furthermore we callN weakly lower semicontinuous provided thatF = R and thatun * u
impliesu � lim infN(un).
We remark that ifE is reflexive, then the strong continuity ofN implies that it is completely con-
tinuous. If in additionN is linear, then both properties are equivalent to the mere compactness of
N .

Elementary notions

The letterR+ (resp.R�) denotes the set of positive (resp. negative) real numbers. Moreover, we
denote byO(�) ando(�) the usual Landau symbols.
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Forx 2 RN we write jxj for the Euklidian norm ofx. An open and connected subset
 of RN is
called adomain. For domains
1;
2 we write
1 �� 
2 in case that
1 is compact and
1 � 
2.
If f : 
 ! R is continuous, anodal domainNf of f is defined as a connected component of the
set

fx 2 
 j f(x) 6= 0g:
HenceNf is open and connected, and there holdsf(x) = 0 for everyx 2 @Nf \ 
.

Functions and spaces of functions

Let
 � RN denote a measurable subset.
For an arbitrary subset
0 � 
 we denote by1
0 : 
! R thecharacteristic functionof 
0, that is

1
0(x) =

�
1 for x 2 
0

0 for x 2 
 n 
0:

A function f : 
�R! R is called aCaratheodory functionif f(x; �) : R! R is continuous for
a.e.x 2 
 andf(�; t) : 
! R is measurable for allt 2 R.
For 1 � p � 1 we denote byp0 2 [1;1] the conjugate exponent, i.e.p0 = p

p�1 . Moreover, let
Lp(
) be the usual Lebesgue space which norm is denoted byk � kp independently of
. Moreover
we use the symbol(�j�)2 for the scalar product inL2(
).
In the following let
 � R

N be a domain, and letC1
0 (
) stand for the vector space ofC1-

functions with compact support in
. We denote fork 2 N byW k;p(
) the usual Sobolev space of
functionu 2 Lp(
) possessing distributional derivativesD�u 2 Lp(
) for � 2 NN

0 , j�j � k. If
1 � p <1, thenW k;p(
) is a reflexive, separable Banach space with normk � kW k;p given by

k � kp
W k;p =

X
j�j�k

kD�ukp:

Moreover, iff : 
 ! R is a measurable function, we sayf 2 Lploc(
) resp.f 2 W k;p
loc (
) if for

every� 2 C1
0 (
) the function�f defines an element ofLp(
),W k;p(
), respectively.

Next we define for1 � p <1 andk 2 N the spaceW k;p
0 (
) as the closure ofC1

0 (
) inW k;p(
),
henceW k;p

0 (
) is a reflexive separable Banach space as well.
Finally we focus on the case
 = RN .

For N � 3 we defineD1;2(RN ) as the space of functionsu 2 L
2N
N�2 with first distributional

derivatives belonging toL2(RN ). By Sobolev’s inequality,D1;2(RN ) becomes a Hilbert space
with the scalar product

(ujv) =
Z
RN

rurv:

For a given measurable a.e. positive functionw : RN ! R and1 � p < 1 we will denote by
Lpw(RN ) the space of measurable functionsu satisfying

kukp
Lpw

:=

Z
RN

w(x)jujp = kw 1
p u kpp <1;

11



where a.e. coinciding functions are identified. InLpw Hölder’s inequality can be written as usual,
that is Z

RN

w(x)ju1(x) � ::: � un(x)j � ku1kLp1w � ::: � ku1kLpkw ;

whenever
kP
i=1

pi = 1 andui 2 Lpiw , i = 1; :::; k.

If a :]0;1[! R is an a.e. positive measurable function, we will also writeLpa in place ofLpa(j�j) for
simplicity.
Finally, calling a functionf : RN ! R rapidly decreasing, we mean that it is a Schwartz function.

Conventions on Sobolev embeddings, weak solutions and elliptic regularity

In the sequel let
 be a domain.
Let f 2 W k;p

loc (
) for somek 2 N; 1 � p < 1. Saying that some property off is a consequence
of Sobolev embeddings, we refer to the following well known facts (see e.g. [1, Theorem 5.4]):

(i) Suppose thatkp < n and1 � q � np
n�kp . Thenf 2 Lqloc(
). Moreover, the spaceW k;p

0 (
)

is continuously embedded inLq(
) (W k;p
0 (
) ,! Lq(
) in short).

(ii) Suppose that0 � m < k � n
p < m + 1. Thenf is represented by an element ofCm(
)

(which we denote by the same letterf ). MoreoverW k;p
0 (
) ,! Cm(
).

Being given a Caratheodory functionf : 
�R! R, we consider the equation

��u = f(x; u) x 2 
: (1.10)

A function u 2 W 1;2
loc (
) is called a weak solution of (1.10) iff(�; u(�)) 2 L1

loc(
) and for all
' 2 C1

0 (
) the following identity holds:Z


rur' =

Z


f(x; u)':

Unless otherwise stated, the term ’solution’ always means a ’weak solution’.
Finally, suppose thatf 2 Lploc(
) for some1 < p <1, and thatu 2W 1;2

loc (
) is a (weak) solution
of the equation

��u = f:

Thenu 2 L2;p
loc(
) (cf. [40, p. 214]), and we will refer to this property ofu as a consequence of

elliptic regularity.
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Chapter 2

A Courant type nodal theorem for
unconstrained superlinear problems

We consider the Dirichlet problem

��u = f(x; juj)u u 2 X := W 1;2
0 (
); (2.1)

where
 � RN is a (not necessarily bounded) domain,N � 2 andf : 
 � [0;1[! R is a real
valued Caratheodory function satisfying

(M) f(x; �) is nondecreasing on[0;1[ for a.e.x 2 
.

(G) There are constantsq 2]0; 4
N�2 ]; C > 0 such thatjf(x; t)j � C(1 + jtjq) (resp.q 2]0;1[ in

caseN = 2).

With F : 
� [0;1[ defined by

F (x; t) =

Z t

0
f(x; s)s ds;

the energy functional : X ! R corresponding to equation (2.1) is given by

 (u) =

Z


jru(x)j2 dx�

Z


F (x; ju(x)j) dx:

Indeed, standard arguments (cf. [68, Theorem C.1]) show that 2 C1(X) and that critical points
of  solve (2.1) weakly. Moreover, each one of these solutions is continuous and bounded in
 by
Lemma 2.3 below. As a consequence, the nodal domains ofu are defined in a meaningful way, see
Sec. 1.1. Consider the increasing sequence(�n)n of minimax values given by

�n = inf
V�X

dimV�n

sup (V ) 2 [0;1]:

The following theorem relates these values to the number of nodal domains of solutions to (2.1).
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Theorem 2.1. Suppose thatu is a weak solution of (2.1) such that0 <  (u) � �n for somen 2 N.
Thenu has at mostn nodal domains.

Remark 2.2. (a) Equation (2.1) has been considered by many authors in view of existence and
multiplicity of solutions. Early results are due to Ambrosetti and Rabinowitz [3], who have shown
that possesses infinitely many critical points provided that
 is bounded and in addition to (G)
there holds

(i) q < 4
N�2

(ii) There exists� > 2 andR > 0 such that0 < �F (x; t) � f(x; t)t2 for t � R and a.e.x 2 
.

More precisely, they introduced an increasing sequence(bn)n of critical values given by an appro-
priate minimax principle (see [3, p.357]), and they show that for everyn 2 N the sublevel set bn

contains at leastn critical points of . As a matter of fact, it is easy to check thatbn � �n for every
n. Hence a combination of the Ambrosetti-Rabinowitz result and Theorem 2.1 yields a sequence
(un)n of solutions to (2.1) such thatun has at mostn nodal domains.
(b) To the authors knowledge, nodal estimates for solutions to superlinear PDEs without symmetry
were first considered by Benci and Fortunato, cf. [13]. They used information on the Morse in-
dex of certain critical points which can be obtained by involved deformation type arguments. It is
worth discussing the necessary requirements for such an approach. Very often (cf. [13], [8], [7]) an
equation of the form

��u = g(x; u) (2.2)

is considered, whereas the following assumptions are made

(i) g 2 C1(
;RN )

(ii) g(x; 0) = 0, and@2g(x; t) >
g(x;t)
t for everyx 2 
, t 6= 0.

While (i) ensures that the corresponding energy functional is of classC2, (ii) implies that the Morse
index of a solution is an upper bound for the number of nodal domains (cf. [13]).
However, ifg is odd and satisfies (i) and (ii), then one can easily writeg(x; t) = f(x; jtj)t with a
functionf satisfying (M), hence Theorem 2.1 is applicable as well. Indeed, we claim that, for odd
superlinear equations, Theorem 2.1 is a simpler and more general tool to derive upper estimates on
nodal domains than Morse theory. Note in particular the following:

(i) While Morse type arguments show that, on a suitable minimax level for , there is at least
onesolution with the desired nodal information, Theorem 2.1 provides this information for
all solutions on this level and below.

(ii) In some cases (cf. [8], [7]), Morse theory requires that solutions areisolated(resp. it requires
that minimax values arenondegenerate), which is very difficult to check.

(iii) To apply Morse theory, one needs that is of classC2, whereas Theorem 2.1 applies for
C1-functionals.
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We finally mention that Theorem 2.1 immediately furnishes the nodal properties proven in [13].
Moreover, the assumptions concerning isolation in Theorem 1.1. and Theorem 7.3 of [7] seem to
be superfluous.

The proof of Theorem 2.1 requires the following two lemmas.

Lemma 2.3. Every weak solutionu 2 X of (2.1) is (globally) bounded and continuous in
.

Proof. Combining (G) with Sobolev embeddings, we infer thatjf(�; ju(�)j)j � ~C + a(�) with a

suitably chosen positive functiona 2 L
N
2 (
). Hence Lemma 14.2 yieldsu 2 Lq(
) for every

2 � q <1. In particular there is a numbers > N
2 such thatf(�; ju(�)j) 2 Ls(
\B2(x)) for every

x 2 
, and theLs(
 \ B2(x))-norm off(�; ju(�)j) does not depend onx. An application of [49,
Theorem 13.1] now yields thatu 2 L1(
 \ B1(x)), and that sup

x2
\B1(x)
ju(x)j does not depend

onx (here the boundary condition ’u � 0 on @
’ enters in an essential way). Henceu is globally
bounded in
, and the continuity ofu now easily follows by virtue of Lemma 14.1.

Lemma 2.4. For x 2 
 ands; t 2 [0;1[ there holds

(F (x; s) � F (x; t)) � f(x; t)(s2 � t2): (2.3)

Proof. Put ~f(x; t) := f(x;
p
t) for x 2 
; t 2 [0;1[ as well as

~F (x; t) :=

Z t

0

~f(x; �) d� (x 2 
; t 2 [0;1[)

Then differentiation shows

~F (x; t2) = 2F (x; t) (x 2 
; t 2 [0;1[):

Moreover, since~f(x; �) is increasing on[0;1[, the function ~F (x; �) is convex on[0;1[. In partic-
ular there holds

2(F (x; s) � F (x; t)) = ~F (x; s2)� ~F (x; t2) � @2F (x; t
2)(s2 � t2)

= ~f(x; t2)(s2 � t2)

= f(x; t)(s2 � t2) (2.4)

for s; t 2 [0;1[ and a.e.x 2 
.

In fact an inequality of the form (2.3) is crucial for all applications to be considered in this thesis.
We now may complete the

Proof of Theorem 2.1. PutV (x) := f(x; ju(x)j) for x 2 
. Then Lemma 2.3 yieldsV 2 L1(
),
in particularV is aW -admissible potential, see Section 14.3.1. Hence���V is uniquely given as
a selfadjoint semibounded operator onL2(
) with form domainX (cf. Remark 14.6). Moreover,
every eigenfunction of��� V is continuous by standard elliptic regularity (cf. Lemma 14.1).
Now consider

�n := inf
V�X

dimV = n

sup
v2V

krvk22 +
R

 V v

2

kvk22
;
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and assume that, contrary to our claim,u has more thann nodal domains. Then Theorem 14.7
forces

�n < 0: (2.5)

Choose ann-dimensional subspaceW � X such that

sup
v2V

krvk22 +
R

 V v

2

kvk22
� �n

2
:

In particular,krwk22 � kV k1kwk22 for everyw in W , and therefore Lemma 2.4 yields

2( (u) �  (w)) �
Z


jru(x)j2 dx�

Z


V (x)u2(x) dx��Z



jrw(x)j2 dx�

Z


V (x)w2(x) dx

�

= �
�Z



jrw(x)j2 dx�

Z


V (x)w2(x) dx

�

� ��n
2
kwk22

� ckwk2
X
;

wherek �k
X

denotes the usualW 1;2(
)-norm andc := j�nj
4 minf1; 1

kV k1
g > 0. As a consequence,

 (u) �  (w) +
c

2
kwk2

X

for everyw 2 W . From this we conclude (u) > sup (W ), since is continuous inX and
sup (W ) � �n > 0 =  (0). In particular this forces (u) > �n, contrary to our assumption.
Henceu has at mostn nodal domains, as claimed. �
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Chapter 3

Topological properties of families of
subspaces

In this chapter, let(X; k �k) denote a real Banach space, and letk �k also stand for the induced norm
in L(X). We are concerned with continuous and even maps onX which take either projections or
subspaces ofX as values. To each of these maps we assign a special fixed point set inX, and we
aim to show that this set has a ’sufficiently rich’ topology. A precise formulation will be given with
the help of the Krasnosel’kii genus and a related dual genus. Dealing with systems of subsets ofX,
we in particular consider the Hausdorff distancedh. Recall that for two subsetsA;B � X we may
write dh(A;B) in the form

dh(A;B) = inffÆ > 0 j A � UÆ(B) andB � UÆ(A)g:

3.1 The Grassmannian manifold and relatively compact subsets

We first recall basic facts on projections. As usual, we denote a linear operatorP 2 L(X) a
(continuous) projection ifP 2 = P , which implies thatX splits in a topological direct sumX =
N (P )�R(P ). The following observation is standard.

Lemma 3.1. If P;Q 2 L(X) are projections withkP � Qk < 1, then there exists a topological
isomorphism (i.e. a linear homeomorphism)T 2 L(X) such thatT�1PT = Q.

Proof. SettingT := PQ � (I � P )(I � Q) 2 L(X), we immediately verifyPT = PQ = TQ.
Moreover there holdsT = P + Q � I and henceT 2 = I � (P � Q)2. SincekP � Qk < 1, the
operatorI � (P �Q)2 is a topological isomorphism, and thereforeT is one as well.

We restrict our attention to projections of finite rank. In particular we denote for arbitraryn 2 N by
�n(X) the set of all projectionsP 2 L(X) of rank n, and we infer:

Lemma 3.2. �n(X) is a closed subset ofL(X), hence it becomes a complete metric space with
the metric induced by the norm ofL(X).
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Proof. Consider a sequence(Pk) � �n(X) andP 2 L(X) such thatPk ! P in L(X). Since
(A;B) 7�! AB defines a continuous bilinear mapL(X) � L(X)�!L(X), there holdsP 2 = P ,
henceP is a projection. For sufficiently largek we havekPk � Pk < 1 which by Lemma 3.1
implies thatP has the same rank asPk, that isP 2 �n(X).

Next we introduce theGrassmannian manifoldGn(X), which is defined as the set of alln-
dimensional subspaces ofX. We endowGn(X) with thegapmetric

�(V;W ) := dh(B1V;B1W ) = max

�
max

v2V;kvk�1
dist(v;B1W ) ; max

w2W;kwk�1
dist(v;B1V )

�
:

It is well known that(Gn(X);�) is a complete metric space (see [42, pp. 197] as well as [27, p.
17]). Moreover we have

Lemma 3.3. (a) If V;W 2 Gn(X) andP;Q 2 L(X) are projections withR(P ) = V and
R(Q) =W , then�(V;W ) � 2kP �Qk.

(b) If X is a Hilbert space andV;W 2 Gn(X), then�(V;W ) = kPV � PW k, wherePV resp.
PW denote the orthogonal projections onV resp.W .

(c) If X is finite dimensional, thenGn(X) is compact.

Proof. (a): Forv 2 V , kvk � 1 there holds

dist(v;B1W ) = inf
w2B1W

kv � wk � 2 inf
w2W

kv � wk � 2kv �Qvk � 2kPv �Qvk � 2kP �Qk;

and in the same way dist(w;B1V ) � 2kQ � Pk for w 2 W , kwk � 1. Thus
�(V;W ) � 2kP �Qk.
(b): If X is a Hilbert space, then� can obviously be written as

�(V;W ) = max

�
max

v2V;kvk=1
kv � PW vk ; max

w2W;kwk=1
kw � PV wk

�
:

Combining this identity with the argument carried out in [2, pp.96], we deduce the assertion.
(c): By passing to an equivalent norm,X becomes a Hilbert space, and by (b) we may viewGn(X)
as a closed bounded subset ofL(X). Hence it is compact.

We also remark that obviously

dh(BRV;BRW ) = R�(V;W )

for R > 0, V;W 2 Gn(X). As a consequence of Lemma 3.3(a) we deduce

Lemma 3.4. The mapR : �n(X)! Gn(X) defined byP 7! R(P ) is continuous.

Dealing with the Grassmannian manifold, we also introduce theuniversal n-plane bundle
n over
Gn(X) which total space is

f(V; v) 2 Gn(X)�X j v 2 V g:
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Hence,
n is a continuousn-dimensional subbundle of the trivial vector bundleGn(X) � X (see
[46, p.97]), and its projection is induced by the canonical projectionGn(X)�X ! Gn(X). In the
next section we will use some basic properties of vector bundles for which we refer the reader to the
books by Atiyah [5] and Husemoller [38]. We close this preliminary section with a note on relative
compactness, but for this we have to impose an additional assumption on the Banach spaceX.

Definition 3.5. The Banach spaceX is said to have theP-property if for every compact setC � X
and arbitrary" > 0 there is a projectionQ 2 L(X) of finite rank such thatkv �Qvk � " for all
v 2 C.

It should be noted that every Hilbert space obviously has theP-property, moreover every separable
Banach space with a Schauder basis. Banach spaces with theP-property allow the following useful
characterization of relatively compact subsets ofGn(X).

Lemma 3.6. Suppose thatX has theP-property and letR > 0. Consider a subsetM� Gn(X)
and putMR :=

S
V 2M

BRV � X. Then the following statements are equivalent:

(i) M is relatively compact inGn(X).

(ii) MR is relatively compact inX.

(iii) For every " > 0 there is a projectionQ 2 L(X) of finite rank such that
QM := fQ(V ) j V 2Mg � Gn(R(Q)) and�(V;Q(V )) < " for everyV 2M.

Proof. (i) =) (ii): Let " > 0. By assumption, there areV1; :::; Vm 2M such thatM�
nS
i=1

B "
R
(Vi)

(hereB "
R
(Vi) denotes a ball in the opening metric). DefineW as the span of

nS
i=1

Vi, thenW is finite

dimensional. Consider arbitraryv 2 MR. Thenv 2 BRV for someV 2 M, and there isVi such
that

dist(v;BRVi) � dh(BRV;BRVi) = R �(V; Vi) < ":

ThereforeMR � U"(BRW ). Since" > 0 was arbitrary, we infer thatMR is relatively compact.
(ii) =) (iii): Without loss, let0 < " < 2. SinceX has theP-property, there is a projection
Q 2 L(X) of finite rank such thatkQv � vk < "R

4 for all v 2 MR. In particular, ifv 2 MR

andkvk = R, thenkQvk � R(1 � "
4) >

R
2 > 0. HenceQjV is injective for everyV 2 M, and

thereforeQM� Gn(R(Q)). Moreover, for everyV 2M there holds

�(V;Q(V )) =
2

R
dh(BR

2
V;BR

2
W )

� 4

R
maxf max

v2BR
2
V

dist(v;BR(W )); max
w2BR

2
W

dist(w;BR(V ))g

� 4

R
maxf max

v2BR
2
V
kv �Qvk; max

v2BRV
kQv � vkg

<
4

R

"R

4
= "
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(iii) =) (i): Let " > 0 and chooseQ as provided by (iii). SinceR(Q) is finite dimensional,
Gn(R(Q)) is compact by Lemma 3.3(c). MoreoverM � U"(Gn(R(Q))) by (iii), with both sets
being viewed as subsets ofGn(X). HenceM is relatively compact.

3.2 The Krasnosel’skii genus of fixed point sets

If a variational problem shows invariance under the free action of a compact Lie groupG, then
a detailed analysis of the arising level sets requires tools furnished by the associatedequivariant
topology (see [6] for a general framework). We will make use of this in the simplest caseG = Z2

acting onX by reflection at the origin, and we recall some corresponding notations. A subsetA of
X is calledsymmetricif it is invariant under this action, i. e. if

8 x : x 2 A =)�x 2 A:

A maph : A ! B, whereA;B � X are symmetric subsets, is calledodd if it is equivariant with
respect to this action, i. e. if

h(�x) = �h(x) 8 x 2 A:
We denote by� the family of all closed and symmetric subsets ofX n f0g, and for everyA 2 �
we define theKrasnosel’skii genus
(A) in the following way (cf. [68, p. 94]): IfA 6= ;, then


(A) =

�
inffn 2 N j There is a continuous and odd maph : A! R

n n f0gg
1; if f:::g = ;

moreover
(;) = 0. Equivalently, some authors define
 by


(A) =

�
inffn 2 N j There is a continuous and odd maph : A! Sn�1g
1; if f:::g = ;

for A 6= ;, whereSn�1 := fx 2 Rn j jxj = 1g. We remark that forA;B 2 �, h : X ! X odd and
continuous there holds (cf. [68, p.95]):

(1
) 
(A) � 0. Moreover
(A) = 0 () A = ;.
(2
) A � B =) 
(A) � 
(B)

(3
) 
(A [B) � 
(A) + 
(B)

(4
) 
(A) � 
(h(A))

(5
) If A is compact, then
(A) <1 and there is a neighborhoodN of A in X such thatN 2 �
and
(A) = 
(N).

That is,
 : �! N0[1 is adefinite, monotone, sub-additive, supervariant and “semicontinuous”
map. To put the definition of
 into perspective, we recall the following classical theorem (see e.g.
[66, p. 266]):

Lemma 3.7. There is no odd and continuous mapSm ! Sn for m > n.
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As a consequence, we infer
(Sn�1) = n for everyn 2 N. In the following Proposition we
calculate the Krasnosel’skii genus of a fixed point set involving the Grassmannian manifold.

Proposition 3.8. LetX have theP-property and considerS 2 � bounded and such that for every
finite-dimensional subspaceU ofX there is an odd homeomorphismh ofS\U onto the unit sphere
in U . Fix a numbern 2 N, and consider a continuous mapH : [0; 1] � S ! Gn(X) having the
following properties:

(i) H(t;�y) = H(t; y) for 0 � t � 1 and everyy 2 S,

(ii) H(0; �) is constant onS,

(iii) the rangeH([0; 1] � S) is a relatively compact subset ofGn(X).

PutV (y) := H(1; y) and
K := fy 2 Sjy 2 V (y)g:

ThenK 2 �;K is compact, and
(K) = n. In particular,K 6= ;.
Remark 3.9. Proposition 3.8 is an extension of [33, Proposition 2.1] which was restricted toHilbert
spacesX. We also remark that in [33] the homotopyH was supposed to factorize continuously via
orthogonalprojections. Even though we will still apply Proposition 3.8 only to Hilbert spacesX in
this thesis, we nevertheless consider families ofnonorthogonalprojections which arise naturally in
Chapter 5. In combination with Lemma 3.4, Proposition 3.8 will prove useful for the treatment of
these families.

Proof of Prop. 3.8. Fix R > 0 such thatS � BRX. Because of (i) the setK is symmetric.
Moreover,K is closed. Indeed, if(yj) � K converges toy 2 X, theny 2 S and

dist(y;BRV (y)) = lim
j!1

dist(yj ; BRV (y))

� lim
j!1

dh(BRV (yj); BRV (y))

= R lim
j!1

�(V (yj); V (y))

= 0;

since the mapV : S ! Gn(X) is continuous. Hencey 2 V (y), andK is closed. Moreover,
K is compact. To see this, note thatV (S) � H([0; 1] � S) is relatively compact inGn(X) by
assumption (iii), hence Lemma 3.6 implies that

S
y2S

BRV (y) is relatively compact inX. This set

containsK, and thereforeK is compact.
Next we show


(K) � n: (3.1)

The compactness ofK implies that, identifying antipodal points inK, we get a compact (and
Hausdorff) topological spaceK 0. Because of (i), the restrictionH of H to [0; 1] �K factors in the
form

H : [0; 1] �K
��! [0; 1] �K 0 Ĥ�! Gn(X);
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where�(t; y) := (t; [y]), and whereĤ is a continuous function (here and in the following we put
[y] := fy;�yg). Hence

V̂ := Ĥ(1; �) : K 0 ! Gn(X)

is anullhomotopicmap by (ii), which implies that the pull-back� := V̂ �
n is a trivializable vector
bundle (see [38, p. 29], actually only the paracompactness ofK 0 is required !). Observe that the
total spaceE of � can be written as

f([y]; v) 2 K 0 �X j y 2 K; v 2 V (y)g:

Let � : E ! K 0 �Rn be a trivialization of�, and define a map' : K ! R
n as the composition

' : K
��! E

��! K 0 �Rn �! R
n;

where� is given by
�(y) := ([y]; y);

and where the last arrow is canonical projection. Since� is linear on fibers, it clearly follows that'
is oddand continuous. Moreover,'(y) 6= 0 for all y 2 K. Thus
(K) � n, i.e. (3.1) holds.
It remains to show


(K) � n; (3.2)

which however is the most difficult part. We will prove this in two steps: First we assume thatX
is finite-dimensional, and afterwards we treat the general case by an approximation argument based
on assumption (iii).

First step: The casedimX <1.

Assume thatdimX = N+1 � n. Passing to an equivalent norm if necessary, we may suppose that
X is a Hilbert space. By assumption there is an odd homeomorphismh of S onto the unit sphere
SN in X. Forx 2 X n f0g, we denote byhxi the span ofx, considered as a point of real projective
N -spaceRPN . Because of assumption (i) the mapH now factors in the form

H : [0; 1] � S
��! [0; 1] �RPN ~H�! Gn(X);

where�(t; y) := (t; hh(y)i), and where~H is continuous. Now, let
?n be theorthogonalcom-
plement of
n in the trivial bundleGn(X) � X. Thus, the total space of
?n consists of the pairs
(V; v) 2 Gn(X) �X such thatv 2 V ?, and the projection is induced by the canonical projection
Gn(X)�X ! Gn(X). By assumption (ii), the map

~V (�) := ~H(1; �) : RPN ! Gn(X)

is nullhomotopic, hence the pull-back~� := ~V �
?n is trivializable. Note that the total space of~� can
be written as

~E = f(p; v) 2 RPN �X j v 2 ~V (p)?g
= f(hh(y)i; v) j y 2 S; v 2 V (y)?g:
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DenoteP (y) 2 L(X) the orthogonal projection onV (y) for y 2 S, and observe that by Lemma
3.3(b) the mapP : S ! �n(X) is continuous. Let~� : ~E ! RP

N �RN+1�n be a trivialization
of �, and define a map~' : S ! R

N+1�n as the composition

~' : S
~��! ~E

~��! RP
N �RN+1�n �! R

N+1�n;

where~� is given by
~�(y) := (hh(y)i; y � P (y)y)

and where the last arrow is canonical projection. Sinceh is odd andP (�y) = P (y) by assumption,
it clearly follows that ~' is odd and continuous. Now considerB 2 � such thatB � S and
B \ K = ;. Then, for everyy 2 B, we havey � P (y)y 6= 0 and hence~'(y) 6= 0. Thus the
restriction of ~' toB is an odd mapB ! R

N+1�n n f0g and hence we find


(B) � N + 1� n: (3.3)

By property(5
) it follows that there existsÆ > 0 such that


(UÆ(K)) = 
(K):

We choose such aÆ > 0 and takeB := S n UÆ(K) (in caseK = ; we takeB = S). ThenB 2 �
andB \ K = ;, so we have (3.3). Moreover,S � B [ UÆ(K) and
(S) = 
(SN ) = N + 1
because of the odd homeomorphismh. Thus by property(3
) we obtain

N + 1 = 
(S) � 
(B) + 
(UÆ(K)) = 
(B) + 
(K) � N + 1� n+ 
(K);

and hence
(K) � n. Thus we have proved (3.2) in the finite-dimensional case.

Second step: The general case.

Choose a strictly decreasing null sequence("j)j �]0;1[. SinceX has theP-property and
H([0; 1] � S) � Gn(X) is relative compact, we may choose projectionsQj 2 L(X) of finite
rank such that the condition (iii) of Lemma 3.6 is satisfied corresponding to"j > 0. More-
over defineHj : [0; 1] � S ! Gn(R(Qj)) by Hj(t; y) := Qj(H(t; y)). ThenHj is continu-
ous for everyj 2 N, as follows directly from the definition of the opening metric. Set finally
Vj(�) := Hj(1; �) : S ! Gn(R(Qj)) andKj := fy 2 S \ R(Qj) j y 2 Vj(y)g. According to the
finite-dimensional version of Prop. 3.8 which has already been established, we know thatKj 2 �
is compact and that


(Kj) = n (3.4)

for everyj. To complete the proof, we claim:

(�) M :=
S
j2N

Vj(S) is relatively compact inGn(X):

Indeed,V (S) is relatively compact, andVj(S) � Gn(R(Qj)) is relatively compact for everyj by
Lemma 3.3(c). Moreover,

M� U"j

�
V (S) [

j[
i=1

Vi(S)

�
;
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for everyj, which yields the relative compactness ofM.
By (�) and Lemma 3.6 we conclude thatMR :=

S
j2N;y2S

BRVj(y) is relatively compact inX,

henceZ := MR \ S � X is compact. Moreover,Kj 2 Z for everyj 2 N. Now letZ be the
metric space of all non-empty closed subsets of the compact spaceZ, equipped with the Hausdorff
distancedh. As is well known (see e.g. [53]), this space is again compact. Thus, after passing to a
suitable subsequence, we may assume that we have a limit

K1 = lim
j!1

Kj

with respect to the Hausdorff distance. Since reflection at the origin induces a homeomorphism
Z ! Z and� \ Z is the fixed point set of that homeomorphism,� \ Z is closed inZ, and, in
particular,K1 2 �. Moreover it follows from(5
) and the definition ofdh that


(K1) � n:

Thus the desired result follows from

K � K1: (3.5)

To see this, consider an arbitraryy 2 K1 and note that by definition of the Hausdorff distance
there existyj 2 Kj , j 2 N such thaty = lim

j!1
yj. Hence alsoV (y) = lim

j!1
V (yj) in Gn(X) and

therefore

dist(y;BRV (y)) = lim
j!1

dist(yj; BRV (y))

� lim
j!1

dh(BRVj(yj); BRV (y))

= R lim
j!1

�(Vj(yj); V (y))

� R lim
j!1

�
�(Vj(yj); V (yj)) + �(V (yj); V (y))

�

� R lim
j!1

�
"j +�(V (yj); V (y))

�
= 0:

Thusy 2 V (y), i.e. y 2 K. Sincey 2 K1 was arbitrary, we established (3.5) and therefore (3.2)
as well. This finally completes the proof. �

Corollary 3.10. LetS1 := fv 2 Xj kvk = 1g be the unit sphere, and let

� : X n f0g ! S1 v 7! v=kvk

be the radial projection. The assertions of Prop. 3.8 remain true whenS is replaced by a closed
subset~S ofX n f0g such that� restricts to a homeomorphism~S ! S1.
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Proof. Let h : ~S ! S1 be the odd homeomorphism obtained by restricting� to ~S. Given a
continuousH : [0; 1] � ~S ! Gn(X) satisfying conditions (i) – (iii) from Prop. 3.8, we define
~H : [0; 1] � S1 ! Gn(X) by

~H(t; z) := H(t; h�1(z)):

Then obviouslyS = S1 and ~H satisfy all the assumptions of Prop. 3.8, and hence the set

~K := fz 2 S1jz 2 ~H(1; z)g

has the desired properties. But the relations

y 2 H(1; y) \ ~S

and
z 2 ~H(1; z) \ S1

are evidently equivalent via the substitutionz = h(y). This means thatK = h�1( ~K), whence the
result.

The final part of this section is concerned with properties of anoncompactfixed point set involving
the kernels of finite-range projections. As an appropriate topological measure we consider adual
genus. For this, fixS 2 � and put�(S) := fA 2 � jA � Sg. ForA 2 �(S) we define


�(A) := supf
(B) jB 2 �(S); B \A = ;g 2 N [1:

Clearly the values of
� depend crucially on the special choice ofS. However, in our applications
the role ofS will be clear, hence we do not express this dependency in our notation. A basic
observation is the following:

Lemma 3.11. LetS 2 �.
If W � X is a closed subspace of codimensionn, thenW \ S 2 �(S) and
�(W \ S) � n.

Proof. By assumption, there exists a continuous projectionP 2 �n(X) such thatN (P ) =W .
For arbitraryB 2 �(S); B \ W = ; the restrictionP jB : B ! P (X) is odd and symmetric,
andP (y) 6= 0 for everyy 2 B. SincedimP (X) = n, this forces
(B) � n, and we conclude

�(W \ S) � n.

Proposition 3.12. LetS 2 �. Fix a numbern 2 N and consider a continuous mapH : [0; 1]�S !
�n(X) having the following properties:

(i) H(t;�y) = H(t; y) for 0 � t � 1 and everyy 2 S,

(ii) H(0; �) is constant onS.

PutP := H(1; �) and
K := fy 2 S j y 2 N (P (y))g:

ThenK 2 �(S) and
�(K) � n.

25



Proof. ClearlyK 2 �(S). To prove
�(K) � n, we proceed similar as in the proof of Proposition
3.8. Since dist(0; S) > 0, a topological Hausdorff spaceS0 is built by identifying antipodal points
in S. Moreover, sinceS is paracompact (as a metric subspace of X),S0 is paracompact as well.
NowH factors in the form

H : [0; 1] � S
��! [0; 1] � S0

Ĥ�! �n(X);

with �(t; y) := (t; [y]) and a continuous map̂H. Define�̂ : [0; 1] � S0 ! Gn(X) by

�̂(t; p) := R(Ĥ(t; p)):

Then�̂ is continuous by virtue of Lemma 3.4. Hence (ii) implies that

V̂ := �̂(1; �) : S0 ! Gn(X)

is nullhomotopic. Hence the paracompactness ofS0 implies that the pull-back� := V̂ �
n is trivial-
izable (see [38, p.29] again). The total space of� can be written as

E = f([y]; v)jy 2 S; v 2 R(P (y))g:

Using a trivialization� : E ! S0 �Rn of �, we define an odd and continuous map' : S ! R
n as

the composition
' : S

��! E
��! S0 �Rn �! R

n;

where�(y) := ([y]; P (y)y), and where the last arrow is canonical projection.
By construction,P (y)y 6= 0 whenevery 62 K. Hence
(K) � n� 1, as claimed.
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Chapter 4

Uniform perturbation theory for
selfadjoint operators

LetH denote a real infinite-dimensional Hilbert space with scalar product(�j�) and normk�k, and let
A0 : D(A0) � H ! H be a linear operator inH which is selfadjoint and bounded from below. Let
X be the form domain ofA0, and letX� be its topological dual. Since the range of the inclusion
i : X ! H is dense inH, the canonical identification ofH with its dual leads to the following
embeddings:

X
i
,!H i�

,! X�

We therefore regard all the vector spaces defined above as subspaces ofX�. In particular that means
that if v 2 H, we refer tov also as an element ofX� instead of writingi�v.
Putm := � inf �(A0) + 1, and denote byW the square root of the selfadjoint positive operator
A0 + mI : D(A0) � H ! H. ThenW is selfadjoint onH with domainD(W ) = X, and X
becomes a Hilbert space with the scalar product

(ujv)
X
:= (WujWv) (u; v 2 X):

Speaking of the Hilbert spaceX, we always refer to this inner product. With the notationW � :
H ! X� for the dual of W, the canonical isometric isomorphismJ : X ! X� can be written as
J =W �W . Indeed, foru; v 2 X we have

hW �Wu; vi = (Wu;Wv) = (u; v)
X
;

whereh�; �i : X� �X ! R stands for the dual pairing. Moreover, note that

kuk
X
� kuk 8 u 2 X

and
kuk � kuk

X�
8 u 2 H:

Finally we remark that the operator̂A := J �mI : X ! X� is precisely the unique continuous
extension of the continuous densely defined operatori�A0 : D(A0) � X ! X�.
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4.1 Families of form compact perturbations

In the sequel letKS(X;X�) denote the closed subspace ofcompactoperatorsB 2 L(X;X�) which
in addition satisfy

hBv;wi = hBw; vi for all v; w 2 X: (4.1)

We endowKS(X;X�) with the norm ofL(X;X�), in this way it becomes a real Banach space. To
eachB 2 KS(X;X�) we assign the quadratic form[�; �]

B
: X �X ! R defined by

[v; w]
B
:= h(Â+B)v; wi = (vjw)

X
�m(vjw) + hBv;wi:

The following Lemma provides uniform bounds for the forms[�; �]
B

related to a compact subset of
KS(X;X�).

Lemma 4.1. Consider a compact subsetM � KS(X;X�). Then there are positive constants
a; b; c 2 R such that

akvk2
X
� [v; v]

B
+ ckvk2 � bkvk2

X
(4.2)

for all B 2M; v 2 X.

Proof. First we claim that for every" > 0 there exists a numberK := K(M; ") such that

jhBv; vij � "kvk2
X
+Kkvk2 8B 2M; v 2 X: (4.3)

Assuming in contrary that this is false, we would find"0 > 0 and sequences(Bn)n �M as well as
(vn)n � X such thatkvnkX = 1 and

jhBnvn; vnij > "0 + nkvnk2 8n: (4.4)

for all n. Passing to suitable subsequences, we may assume thatBn ! T 2 KS(X;X�) and that
Tvn ! w 2 X�. Hence

lim sup
n2N

jhBnvn; vnij � lim sup
n2N

jhTvn; vnij � kwk
X�
; (4.5)

and thereforekvnk ! 0 by (4.4). Since the range ofi� : H ! X� is dense inX�, we infervn * 0
in X, and this forcesw = lim

n!1
Tvn = 0 by the compactness ofT . This however contradicts (4.4)

and (4.5) for sufficiently largen, and therefore (4.3) holds true.
Now, applying (4.3) with0 < " < 1, we infer

kvk2
X

= [v; v]
B
� hBv; vi +mkvk2

� [v; v]
B
+ jhBv; vij +mkvk2

� [v; v]
B
+ "kvk2

X
+ (K + jmj)kvk2:

and hence
akvk2

X
� [v; v]

B
+ ckvk2
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with a := 1� " andc := K + jmj. Moreover

[v; v]
B

� kvk2
X
+ jhBv; vij + jmjkvk2

� kvk2
X
+ "kvk

X
+ (K + jmj)kvk2

� (1 + "+K + jmj)kvk2
X
:

Therefore
[v; v]

B
+ ckvk2 � bkvk

X
;

with b := 1 + "+K + c+m, and this completes the proof.

In particular Lemma 4.1 asserts that for everyB 2 KS(X;X�) the quadratic form[�; �]
B

is closed,
symmetric and bounded from below inH with domainX. Hence there exists a unique selfadjoint
operatorA

B
in H with form domainX and such that

(A
B
vjw) = [v; w]

B
for all v; w 2 D(A

B
):

By slight abuse of notations, we will sometimes call this operator the form sum ofA andB (even
thoughB is not given as an operator inH !).
Next we define the nondecreasing sequence of values

�k(B) := inf
V�X

dimV = k

sup
v2V

[v; v]
B

(vjv) ;

for eachB 2 KS(X;X�) and set
�1 := inf �ess(AB

)

with the additional convention�1 = 1 if �ess(AB
) is void. Indeed,�ess(AB

) only depends on
A0, as asserted by the following Lemma.

Lemma 4.2. For everyB 2 KS(X;X�) there holds

�ess(AB
) = �ess(A0) = f� 2 R j Â� �I : X ! X� is not a Fredholm operatorg (4.6)

Proof. For everyB 2 KS(X;X�) the operatorÂ � �I : X ! X� is Fredholm if and only if
Â+B � �I : X ! X� is. Hence it suffices to show

�ess(AB
) = f� 2 R j Â+B � �I is not Fredholmg (4.7)

for everyB 2 KS(X;X�). Applying Lemma 4.1 to the singletonM := fBg, we may pick
c = c(B) > 0 such thatA

B
+ cI is a strictly positive operator inH. Now it is easy to verify that

�ess(AB
) = f� 2 R j � > �c and

1

�+ c
2 �ess((AB

+ cI)�1)g

= f� 2 R j � > �c and
1

�+ c
I � (A

B
+ cI)�1 is not Fredholmg; (4.8)

since(A
B
+ cI)�1 : H ! H is boundedand symmetric. Moreover the following identity holds:

1

�+ c
I � (A

B
+ cI)�1 =

1

�+ c
[(A

B
+ cI)�

1
2 ]�[Â+B � �I](A

B
+ cI)�

1
2 :

Here(A
B
+cI)�

1
2 : H ! X and its dual[(A

B
+cI)�

1
2 ]� : X� ! H are topological isomorphisms

because of (4.2), and hence (4.7) follows from (4.8).
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Next we observe:

Lemma 4.3. For everyn 2 N the function�n(�) : KS(X;X�)! R is continuous.

Proof. ConsiderBj; B 2 KS(X;X�); j 2 N such thatBj ! B. SinceM := fBj; B j j 2 Ng is
compact, we may choose positive constantsa; b; c such that (4.2) holds with respect toM . Now if
0 < Æ < a andj 2 N are such that

kB �Bjk < Æ; (4.9)

we have

[v; v]Bj = [v; v]
B
+ h(Bj �B)v; vi

� [v; v]
B
+ Ækvk2

X

� [v; v]
B
+
Æ

a

�
[v; v]

Bj
+ ckvk2

�
and hence

a� Æ

a
[v; v]

Bj
� [v; v]

B
+
cÆ

a
kvk2

for all v 2 X. It now follows from the definition of�n that

�n(Bj) � a

a� Æ
�n(B) +

cÆ

a� Æ
: (4.10)

Interchanging the roles ofB andBj we see that (4.9) implies

�n(B) � a

a� Æ
�n(Bj) +

cÆ

a� Æ
;

hence

�n(Bj) � a� Æ

a
�n(B)� cÆ

a
: (4.11)

Combining (4.10) and (4.11) we conclude

lim
j!1

�n(Bj) = �n(B):

Now fixB 2 KS(X;X�) and recall that if�n(B) < �1, then�n(B) is an eigenvalue ofA
B

. More
precisely, two different cases occur (see e.g. [24, p.90]):

(I) �k(B) < �1 for all k 2 N and lim
k!1

�k(B) = �1. Moreover, all the�k(B) are eigenvalues

of A
B

, each repeated a number of times equal to its multiplicity.

(II) Either �k(B) = �1 for all k, or there is a numberk0 2 N such that�k0(B) < �1 and
�k(B) = �1 for k > k0. Then�1(B); :::; �k0(B) are eigenvalues ofA

B
, each repeated a

number of times equal to its multiplicity.
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Now, for arbitraryB 2 KS(X;X�) andn 2 Nwe denote byPn(B) 2 L(X) resp.Qn(B) 2 L(X)
the spectral projections associated with the operatorA

B
and the interval] �1; �n(B)] resp. the

interval [�n(B);1[ (More precisely,Pn(B) andQn(B) are defined as therestrictionsof these
spectral projections to the form domainX � H of A

B
). Moreover we denote

Vn(B) := R(Pn(B)):

Note that, ifB andn are such that

�n(B) < �n+1(B); (4.12)

then the numbers�1(B); :::; �n(B) are eigenvalues ofA
B

, andVn(B) is the span of the correspond-
ing eigenvectors. In particular there holdsPn(B) 2 �n(X) andVn(B) 2 Gn(X). Moreover we
haveR(Qn+1(B)) = N (Pn(B)) = Vn(B)

? \ X in this case, where? denotes the orthogonal
complement inH (not inX).

Proposition 4.4. Considern 2 N andD � KS(X;X�) such that (4.12) holds for everyB 2 D.
Then we have:

(a) The mapPn : D ! �n(X) is continuous.

(b) If D is relatively compact inKS(X;X�) and

sup
B2D

�n(B) < �1; (4.13)

then the setVn(D) � Gn(X) is relatively compact.

We remark that, in case that (4.12) even holds for everyB in the closureD of D, then (b) is an
immediate consequence of (a) and Lemma 3.4. The general case is slightly more involved.

Proof of Proposition 4.4. (a) ConsiderBj ; B 2 D; j 2 N such thatBj ! B. HenceM :=
fBj ; B j j 2 Ng is compact inKS(X;X�), and we may choose positive constantsa; b; c such that
(4.2) holds with respect toM . Now fix a closed Jordan curve� in the complex plane surrounding
�1(B); :::; �n(B) but no other eigenvalue ofA

B
. Then (4.12) and Lemma 4.3 imply that forj large

enough we have

Pn(Bj) =
1

2�i

Z
�
(�I �A

Bj
)�1 d� (4.14)

(Actually this is true for the complexification ofPn(Bj), but for the sake of brevity we do not
express this in the notation). The convergencePn(Bj)! Pn(B) now follows provided that

(�I �A
Bj
)�1 ! (�I �A

B
)�1 (j !1)

uniformly in� 2 � with respect to the norm ofL(H;X). By [59, Theorem VIII.25(c)], this uniform
convergence holds with respect to the norm ofL(H). To establish the stronger convergence, note
that

(�I �A
Bj
)�1 = �(A

Bj
+ cI)�1(I � (c+ �)(�I �A

Bj
)�1);

31



and the same holds true forB in place ofBj. Thus it suffices to show

(A
Bj

+ cI)�1 ! (A
B
+ cI)�1 (j !1) (4.15)

in L(H;X). To prove this, recall that (4.2) implies that(A
B
+ cI)1=2 : X ! H is an isomorphism.

Hence, forj large enough we have

1 >



[(AB

+ cI)�1=2]�(Bj �B)(A
B
+ cI)�1=2





L(H)

�! 0:

As a consequence,�
I + [(A

B
+ cI)�1=2]�(Bj �B)(A

B
+ cI)�1=2

��1�! I

in L(H). Using now

(A
Bj
+ cI)�1 = (A

B
+ cI)�1=2

�
I+[(A

B
+ cI)�1=2]�(Bj �B)(AB

+ cI)�1=2
��1

(A
B
+ cI)�1=2;

we conclude that (4.15) holds. Thus (a) is proven.
(b) Consider an arbitrary sequence(Bj)j � D. We have to show that(Vn(Bj))j contains a subse-
quence which is converging inGn(X).
First we may assume that, by passing to a subsequence, there holdsBj ! B 2 KS(X;X�). By
Lemma 4.3 and (4.13) we havelim

j!1
�n(Bj) ! �n(B) < �1, in particular�m(B) < �m+1(B)

for some numberm � n. This forces�m(Bj) < �m+1(Bj) for j > j0, provided thatj0 2 N is
chosen large enough. Applying (a) we conclude

Pm(Bj)! Pm(B) (j !1; j > j0);

and hence
Vm(Bj)! Vm(B) (j !1; j > j0):

by Lemma 3.4. Now fixR > 0. Then the set

MR :=
[
j>j0

BRVm(Bj)

is relatively compact inX by Lemma 3.6, hence also the set[
j>j0

BRVn(Bj) �MR:

Again by Lemma 3.6 we conclude thatfVn(Bj) j j > j0g � Gn(X) is relatively compact. Thus
(Vn(Bj))j contains a convergent subsequence, as required. �

Corollary 4.5. Considerm;n 2 N, m � n � 2 andD � KS(X;X
�) such that for allB 2 D

there holds
�n�1(B) < �n(B) � �m(B) < �m+1(B):

Denote byP (B) the spectral projection associated withA
B

and the interval[�n(B); �m(B)]. Then
the mapP : D ! �m�n+1(X) is continuous.
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Proof. This holds sinceP = Pm � Pn�1, whereasPm andPn�1 are continuous by Proposition
4.4.

We close this section with a note on weak lower semicontinuity.

Lemma 4.6. Let� < �1. Then the functional

w 7! hÂw;wi � �kwk2

is weakly lower semicontinuous onX.

Proof. Put
n := maxfj 2 N j �j(0) � �g <1:

Then�n(0) < �n+1(0), hencePn(0) andQn+1(0) are complementary projections inX. Moreover,
for w 2 D(A0) there holds

h(Â � �I)Qn+1(0)w;wi = ((A0 � �I)Qn+1(0)wjw) � 0;

and by continuity we infer thatw 7! h(Â� �I)Qn+1(0)w;wi defines the square of a seminorm in
X, in particular this functional is weakly lower semicontinuous. Moreover, ifwj * w in X, then
(Â� �I)Pn(0)wj ! (Â� �I)Pn(0)w in X�, hence also

h(Â� �I)Pn(0)wj ; wji ! h(Â� �I)Pn(0)w;wi:

The assertion now follows from the decomposition

hÂw;wi � �kwk2 = h(Â� �I)Pn(0)w;wi + h(Â� �I)Qn+1(0)w;wi

which holds for everyw 2 X.

4.2 Remarks on the bounded case

Having examined the continuous dependence of eigenvalues and spectral projections associated with
semibounded operators inH, we will now state related results forboundedsymmetric operators in
X. Indeed, in some of the following chapters we are naturally led to study operatorsG 2 L(X)
which are symmetric with respect to the scalar productin X. However, the following resultsdo not
rely on the fact thatX is the form domain of some semibounded operatorA0, i.e., they hold forX
being an arbitrary (infinite-dimensional) real Hilbert space.
DenoteLS(X) � L(X) the real Banach space of bounded symmetric operators inX. For each
G 2 LS(X) there is adecreasingsequence of values

�k(G) := sup
V�X

dimV = k

inf
v2V

(Gvjv)
X

(vjv)
X

(k 2 N); (4.16)

as well as�1(G) = sup�ess(G). Moreover, for fixG 2 LS(X), we have the following two
alternatives:
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(I) �k(G) > �1(G) for all k 2 N and lim
k!1

�k(G) = �1(G). Moreover, all the�k(G) are

eigenvalues ofG, each repeated a number of times equal to its multiplicity.

(II) Either�k(G) = �1 for everyk 2 N, or there is a numberk0 2 N such that�k0(G) > �1(G)
and�k(G) = �1(G) for k > k0. Then�1(G); :::; �k0 (G) are eigenvalues ofG, each repeated
a number of times equal to its multiplicity.

We denote by~Pn(G) 2 LS(X) resp. ~Qn(G) 2 LS(X) the spectral projections associated with the
operatorG and the interval[�n(G); �1(G)] resp. the interval] �1; �n(G)]. Note that, ifG andn
are such that

�n(G) > �n+1(G); (4.17)

then the numbers�1(G); :::; �n(G) are eigenvalues ofG. Moreover ~Pn(G) 2 �n(X) in that case,
andR( ~Qn+1(G)) = N ( ~Pn(G)) = R( ~Pn(G))

?, where? now denotes the orthogonal complement
in X. In view of the considerations of the previous section is is no surprise that the following three
statements hold.

Lemma 4.7. For everyn 2 N the function�n(�) : LS(X)! R is continuous.

Proposition 4.8. Considern 2 N andD � LS(X) such that

�n(G) > �n+1(G)

holds for everyG 2 D. Then the map~Pn : D ! �n(X) is continuous.

Corollary 4.9. Considerm;n 2 N, m � n � 2 andD � LS(X) such that for allu 2 D there
holds

�n�1(G) > �n(G) � �m(G) > �m+1(G):

Denote ~P (G) the spectral projection associated withG and the interval[�m(G); �n(G)]. Then the
map ~P : D ! �m�n+1(X) is continuous.

We omit the proofs.
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Chapter 5

Introducing a spectral characterization
problem

We keep using the notations introduced in Chapter 4. In addition, we now consider a (nonlinear)
mapB : X ! L(X;X�) which satisfies the fundamental hypothesis:

(H1) B is continuous, andB(0) = 0.

(H2) B(u) 2 L(X;X�) is a compact operator for everyu 2 X.

(H3) hB(u)v; wi = hB(u)w; vi for all u; v; w 2 X.

We may summarize these hypothesis by assuming thatB : X ! KS(X;X�) is a continuous map
satisfyingB(0) = 0. Hence, for everyu 2 X, we may buildA

B(u)
as in the previous chapter,

but from now on we will simply writeA(u) for this operator. Moreover we write[�; �]u, �n(u),
Pn(u), Vn(u) in place of[�; �]

B(u)
, �n(B(u)), Pn(B(u)), Vn(B(u)), respectively. We now define a

nonlinear eigenvalue problem featuring a spectral characterization:

Definition 5.1. Letn 2 N. A vectoru 2 X is called a solution of problem(SC)n if u 2 D(A(u))
and

A(u)u = �n(u)u

We remark thatu 2 X is a solution of Problem(SC)n if and only if

(Â+B(u))u = �n(u)u;

both sides being viewed as elements ofX�. Before we turn to this problem directly, we state some
direct implications of Lemma 4.3, Proposition 4.4 and Corollary 4.5.

Lemma 5.2. For everyn 2 N the function�n(�) : X ! R is continuous. IfB : X ! L(X;X�)
is strongly continuous, then�n(�) : X ! R is weakly sequentially continuous.

Proposition 5.3. Considern 2 N andD � X such that

�n(u) < �n+1(u)

holds for everyu 2 D. Then:
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(a) The mapPn : D ! �n(X) is continuous.

(b) If D is bounded inX, B : X ! L(X;X�) is compact and

sup
u2D

�n(u) <1;

then the setVn(D) � Gn(X) is relatively compact.

(c) If D is a weakly compact inX andB : X ! L(X;X�) is strongly continuous, then the set
Vn(D) � Gn(X) is compact.

Corollary 5.4. Considerm;n 2 N,m � n � 2 andD � X such that for allu 2 D there holds

�n�1(u) < �n(u) � �m(u) < �m+1(u):

Denote byP (u) the spectral projection associated withA(u) and the interval[�n(u); �m(u)]. Then
the mapP : D ! �m�n+1(X) is continuous.

Note that, ifu 2 X is a solution of(SC)n for givenn 2 N, then in particular

u 2 Vn(u): (5.1)

We suspect that in general the set of allu 2 X satisfying (5.1) has a very complicated topological
structure. However, in case that

(H4) B(u) = B(�u) for everyu 2 X,

we get some view on this structure by applying the results from Section 3.2. Our first result in this
spirit is the following.

Theorem 5.5. Assume that in addition to (H1)- (H4) the mapB : X ! L(X;X�) is compact, and
let n 2 N. Moreover consider an open, bounded and symmetric subsetD � X containing0 2 X
and such that

�n(u) < �n+1(u)

for all u 2 D and
sup
u2D

�n(u) < �1:

Finally suppose that for every finite dimensional subspaceU ofX the set@D\U is homeomorphic
to the unit sphere inU by radial projection.
Then the setK := fu 2 @D ju 2 Vn(u)g has the following properties:
K 2 �,K is compact, and
(K) = n. In particularK is nonempty.

Note that ifn = 1 in Theorem 5.5, thenK consists of solutions to(SC)n.

Proof of Theorem 5.5. DenotingS := @D we infer thatS 2 �, i.e. S is a closed and symmetric
subset ofX n f0g. Now define a mapH : [0; 1] � S ! Gn(X) by

H(t; u) := Vn(tu):
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In view of Proposition 5.3, Lemma 3.4 and our assumptions we infer thatH is continuous, and that
H([0; 1]� S) is relatively compact inGn(X). Furthermore,H(t; u) = H(t;�u) by (H4). Finally,
H(0; �) : S ! Gn(X) is constant. Therefore the assumptions of Proposition 3.8 are satisfied, and
an application of this Proposition yields precisely the assertion. �

Next we note that the conclusions of Theorem 5.5 also hold under slightly different assumptions.
More precisely:

Theorem 5.6. Assume that in addition to (H1)- (H4) the mapB : X ! L(X;X�) is strongly
continuous, and letn 2 N. Moreover consider an open, bounded and symmetric subsetD � X
such that0 2 D,D is weakly compact and

�n(u) < �n+1(u) for all u 2 D:

Finally suppose that for every finite dimensional subspaceU ofX the set@D\U is homeomorphic
to the unit sphere inU by radial projection.
Then the setK := fu 2 @D ju 2 Vn(u)g has the following properties:
K 2 �,K is compact, and
(K) = n. In particularK is nonempty.

This is proven by the same arguments as above, with Proposition 5.3(c) now yielding the desired
relative compactness property.
Closing this section, we state a basic observation which we will use frequently in the following
chapters.

Lemma 5.7.

(a) If B : X ! L(X;X�) is a compactmap (i.e., it is completely continuous in view of (H1)),
then the nonlinear operator~B : X ! X� defined by~B(u) := B(u)u is completely continu-
ous as well.

(b) If B : X ! L(X;X�) is strongly continuous, then~B is strongly continuous as well.

Proof. (a) Obviously ~B is continuous. To see that~B is compact, consider an arbitrary bounded
sequence(un)n � X. Passing to a subsequence, we may assume thatun * u 2 X and thatB(un)
converges to an operatorB0 2 KS(X;X�). In particularB0un ! B0u in X� and therefore

k ~B(un)�B0ukX� � kB(un)�B0kkunkX + kB0(un � u)k
X�
! 0:

Therefore~B is compact, as claimed.
(b) Similar.
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Chapter 6

Abstract sublinear equations

So far we did not impose any sign condition on the nonlinearity. In other words, a mapB : X !
L(X;X�) satisfies (H1)-(H4) if and only if�B does. However, in the sequel we suppose thatB is
nonnegativein a certain sense. Precisely we impose the following hypothesis:

(CC) (’Comparison Condition’) There is a map' : X ! R such that for arbitrary vectorsu; v 2 X
there holds

2('(v) � '(u)) � hB(u)v; vi � hB(u)u; ui:

We assume that (H1)-(H4) and (CC) are in force throughout this chapter.
To put (CC) into perspective, we first derive basic consequences. Observe that, by adding a suitable
constant, we can normalize' so as to have

'(0) = 0; (6.1)

Moreover, using (H1) and takingu = 0 in (CC), we obtain

'(v) � 0 (v 2 X); (6.2)

whereas the choicev = 0 in (CC) leads to

0 � '(u) � 1

2
hB(u)u; ui (u 2 X): (6.3)

As indicated by the following Lemma, condition (CC) also forces avariational framework.

Lemma 6.1. There holds' 2 C1(X), and

d'(u) = B(u)u : X ! X� (u 2 X): (6.4)

However, in the following we will not use the differentiability of' (at least not explicitly), since our
approach does not rely on arguments based on deformations or general gradient flow investigations.
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Proof of Lemma 6.1. Since the mapu 7! B(u)u is continuous by (H1), it suffices to show that'
is Gateaux differentiable with Gateaux derivative given by (6.4). Therefore consideru; v 2 X and
t > 0. Then, using (CC) and (H3), we infer

2
'(u + tv)� '(u)

t
� 1

t

�hB(u)(u + tv); (u + tv)i � hB(u)u; ui�
= 2hB(u)u; vi + thB(u)v; vi

as well as

2
'(u+ tv)� '(u)

t
� 1

t

�hB(u+ tv)(u + tv); (u + tv)i � hB(u+ tv)u; ui�
= 2hB(u+ tv)u; vi+ thB(u+ tv)v; vi:

Passing to the limitt! 0 we derive (6.4). �

We remark that (6.1) and Lemma 6.1 imply

'(u) =

Z 1

0
hB(tu)tu; ui dt

for everyu 2 X, and therefore

hB(u)u; ui > 0 () '(u) > 0 (6.5)

by virtue of (6.3). In applications to differential equations we will see that (CC) is closely related to
convexity. We also state an abstract criterion in this spirit, which however is too restrictive for most
of our applications.

Lemma 6.2. [33, p. 32] Consider aconvexfunctional of the form

' = � Æ q;

where� 2 C1(X) and whereq is a continuousX-valued quadratic form onX, i. e.

q(y) = b(y; y) (y 2 X)

for a unique symmetric continuous bilinear mapb : X �X ! X.
Then, ifB : X ! L(X;X�) is given by

hB(y)v; wi := 2hd�(q(y)); b(v; w)i

for v; w; y 2 X, there holds (CC) for� andB.

Now observe that condition (H4) and (CC) in particular imply that' is even, that is,'(u) = '(�u)
for everyu 2 X. The same is true for the functional : X ! R defined by

 (u) =
1

2
hÂu; ui+ '(u) =

1

2
(kuk2

X
�mkuk2) + '(u):
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By Lemma 6.1 we infer that 2 C1(X) with derivative given by

d (u) = (Â+B(u))u (6.6)

for u 2 X. An important tool for the upcoming investigations is the inequality

2( (v) �  (u)) � [v; v]u � [u; u]u (u; v 2 X); (6.7)

which is an immediate consequence of (CC). Defining theRayleigh quotient atu 2 X by

�u(v) :=
[v; v]u
kvk2 (v 2 X n f0g);

we can reformulate inequality (6.7) as

2( (v) �  (u)) � kvk2�u(v)� kuk2�u(u) (u; v 2 X n f0g); (6.8)

and this will be the more suitable form for comparing linear and nonlinear minimax principles.
Moreover we remark that

�u(u) � 2 (u)

kuk2 � �0(u) � inf �(A0) (6.9)

for everyu 2 X n f0g by (6.3).
In the following sections we investigate the level sets of as well as of

 �(u) :=  (u)� �

2
kuk2 (u 2 X)

for � 2 R. To treat these cases simultaneously, we define for an arbitrary even and continuous
functional	 : X ! R together with an arbitrary closed and symmetric subsetS � X n f0g the
Ljusternik-Schnirelmanlevelscn(	; S) by

cn(	; S) := inf
A2�(S)


(A)�n

sup
u2A

	(u) 2 R [ f�1g:

Note thatcn(	; S) also has adual characterization given by

cn(	; S) = sup
A2�(S)


�(A)�n�1

inf
u2A

	(u): (6.10)

This is due to the easily-verified identity

cn(	; S) = inffc 2 Rj 
(S \	c) � ng = supfc 2 Rj 
(S \	c) < ng;

where c is defined as the sublevel set of , cf. Section 1.1. In the following two sections we will
pursue the search for solutions of(SC)n which satisfy additional side conditions.
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6.1 Spectrally characterized solutions with prescribed norm

We fix R > 0; n 2 N for this section. In the following we are concerned with solutionsu of
problem(SC)n satisfying the additional side condition

kuk = R:

For this we define
SR := fu 2 Xj kuk = Rg

and
K := fu 2 SR j u 2 Vn(u)g:

In order to simplify the notation, we just writecn in place ofcn( ; SR) in this section. Our aim is
to establish the following property:

(CP ) K is compact,
(K) = n, cn = max
u2K

 (u) and everyu 2  �1(cn) \ K is a solution of

(SC)n.

In particular this property furnishes solutions of(SC)n. First we observe that by (6.2) there holds

 (u) +
m

2
kuk2 � 1

2
kuk2

X
� 1

2
kuk2; (6.11)

in particularcn � (1�m)R2

2 for everyn. Moreovercn < 1, sinceSR contains compact subsets of
genusn.

Proposition 6.3. Letu 2 X.

(a) If u 2 SR, then

 (u)� cn � R2

2

�
�u(u)� �n(u)

�
: (6.12)

(b) If u 2 K, then (u) � cn.

(c) If kuk � R andu 2 Vn(u), then (u) � maxfcn; 0g.

(d) If u 2  �1(cn) \K, thenu is a solution of problem(SC)n.

Proof. We prove (a),(b) and (c) simultaneously. For this fixu 2 X with kuk � R, and suppose first
that�n(u) is an eigenvalue ofA(u) (which implies that�1(u); :::; �n�1(u) are eigenvalues as well).
Choose pairwise orthogonal eigenvectorsu1; : : : ; un�1 corresponding to�1(u); : : : ; �n�1(u). Let
W � Vn(u) be the span ofu1; : : : ; un�1, and putW? := fv 2 X j (vjw) = 0 8w 2Wg. Then
clearly

�n(u) = inf
v2SR\W?

�u(v);
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whereas
�(SR \W?) = n� 1. By (6.10) and (6.8) we therefore obtain

2(cn �  (u)) � inf
v2SR\W?

2( (v) �  (u))

� inf
v2SR\W?

R2�u(v)� kuk2�u(u)

� R2�n(u)� kuk2�u(u)

Now if either u 2 SR or �u(u) � 0, then (6.12) follows. If moreoveru 2 Vn(u), then (6.12)
evidently yields (u) � cn, since�u(u) � �n(u) in this case. On the other hand, if�u(u) < 0,
then (u) < 0 by virtue of (6.9). This establishes (a), (b) and (c).
Now consider the case that�n(u) is not an eigenvalue ofA(u), hence�n(u) = �1 2 �c(A(u)).
We then defineW just as the span of all eigenvectors ofA(u) corresponding to eigenvalues below
�1, so that there holdsm := dimW + 1 � n. Observe that again we have

�n(u) = inf
v2SR\W?

�u(v);

whereas now
inf

v2SR\W?
 (v) � cm � cn;

hence (a), (b) and (c) are derived as in the first case.
Finally, to prove (d), suppose thatu 2 K \  �1(cn). Then (a) yields�u(u) = �n(u), which is
possible only ifu is an eigenvector ofA(u) with eigenvalue�n(u).

Corollary 6.4. Consider ~R > 2[maxfcn; 0g+mR2] and

D(R; ~R) := fu 2 Xj kuk < R andkuk
X
< ~Rg:

ThenK = fu 2 @D(R; ~R) j u 2 Vn(u)g.
Proof. Fix u 2 X satisfyingu 2 Vn(u) andkuk � R. Then (u) � maxfcn; 0g by Prop. 6.3(c),
and thereforekuk

X
< ~R in view of (6.11). Hence

u 2 @D(R; ~R) () u 2 SR:

and from this the assertion follows.

Combining these observations with Proposition 5.6, we now may formulate the main result of this
section.

Theorem 6.5. Suppose thatB : X ! L(X;X�) is strongly continuous. Moreover assume that
there is ~R > 2[maxfcn; 0g+mR2] such that

�n(u) < �n+1(u)

for all u 2 D(R; ~R). Then condition(CP ) holds true.
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Proof. SetD := D(R; ~R). Clearly0 2 D, andD is open, bounded and symmetric. Moreover,D
is closed, bounded and convex, hence it is weakly compact. Finally,@D is homeomorphic to the
unit sphere inX by radial projection, since@D is the unit sphere with respect to some equivalent
norm onX. Hence an application of Theorem 5.6 yields the following properties for the set
~K = fu 2 @D j u 2 Vn(u)g:

~K 2 �; ~K is compact and
( ~K) = n:

But actuallyK coincides with~K by Corollary 6.4, so the same holds for K. In particular, attains
its maximum onK, and by definition ofcn there holdsmax

u2K
 (u) � cn. But actually equality holds

by virtue of Prop. 6.3(b). Finally, Prop. 6.3(d) ensures that everyu 2  �1(cn) is a solution of
(SC)n. Hence(CP ) holds true.

6.2 Spectrally characterized solutions with prescribed eigenvalue

Fix n 2 N and� 2 R with

�n(0) < � < �1: (6.13)

We are now interested in solutionsu of problem(SC)n which in addition satisfy

�n(u) = �:

In particular, such a solutionu is a critical point of �. We need the following further assumptions:

(CC)1 For arbitraryu; v 2 X the functiont 7! hB(tu)v; vi is nondecreasing on[0;1[ and strictly
increasing once it takes positive values.

(FG) There holds
(�� �1(0))kvk2 < lim

t!1
hB(tv)v; vi � 1

for all v 2 X n f0g.
(UC) If u; v 2 X are such thatB(u) 6= 0 andv 6= 0 is an eigenfunction ofA(u), thenhB(u)v; vi >

0.

We remark that, in applications to differential equations, (UC) can easily be derived from unique
continuation properties. Condition(CC)1 implies that for everyu 2 X the function

t 7! �n(tu)

is nondecreasing on[0;1[. We set

S� := fu 2 X j �n(u) = �g
and we claim that the valuescn := cn( �; S�) contain solutions of(SC)n in their -level set. More
precisely, setting

K� := fu 2 S� j u 2 Vn(u)g;
we will prove, under appropriate assumptions, the following property:
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(CP )� K� is compact,
(K�) = n, cn = max
u2K�

 �(u) and everyu 2  �1� (cn) \K� is a solution of

(SC)n.

Note that (6.13) and Lemma 5.2 imply thatS� is a closed and symmetric subset ofX n f0g. More-
over:

Lemma 6.6. The radial projectionS� ! S := fw 2 X j kwk
X
= 1g is injective.

Proof. (a) Suppose in contradiction that there isu 2 X n f0g and0 < t < 1 such thatu; tu 2 S�,
i.e. �n(u) = �n(tu) = �. In particularB(u) 6= 0, since otherwise�n(u) = �n(0) < �. Denote by
v1; :::; vn a choice of orthonormalized eigenvectors corresponding to�1(u); :::; �n(u), and define
V � X as the span ofv1; :::; vn. Now consider arbitraryv 2 V , kvk = 1. If

[v; v]u = �n(u); (6.14)

thenv 2 D(A(u)) andA(u)v = �n(u)v. HencehB(u)v; vi > 0 by (UC), and therefore

hB(tu)v; vi < hB(u)v; vi
by (CC)1. As a consequence,

[v; v]tu < �n(u): (6.15)

On the other hand, if[v; v]u < �n(u), then (6.15) holds as well. By a simple compactness argument
we conclude

�n(tu) � sup
v2V; kvk

X
=1
[v; v]tu < �n(u);

which is a contradiction. This proves the claim.

Next we prove an inequality similar to Proposition 6.3(a):

Proposition 6.7. Letu 2 S�. Then

 �(u)� cn � kuk2
2

(�u(u)� �):

Proof. By (6.13) we infer that� = �n(u) is an eigenvalue ofA(u), hence�1(u); :::; �n�1(u)
are eigenvalues as well. Let, as in the proof of Prop. 6.3,W � Vn(u) be the
span of of pairwise orthogonal eigenvectors corresponding to�1(u); : : : ; �n�1(u), and denote
W? := fv 2 X j (vjy) = 0 8y 2Wg. Then

�u(v) � � 8 v 2W?; (6.16)

whereas
�(W? \ S�) � n� 1 by virtue of Lemma 3.11. Therefore (6.10) and (6.8) yield

2(cn �  �(u)) � inf
v2S\W?

2( �(v)�  �(u))

� inf
v2SR\W?

kvk2(�u(v) � �)� kuk2(�u(u)� �)

� �kuk2(�u(u)� �);

which shows the assertion.
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Corollary 6.8. Letu 2 K�. Then:

(a)  �(u) � cn

(b) If  �(u) = cn, thenu is a solution of problem(SC)n.

Proof. (a) Sinceu 2 Vn(u), there holds�u(u) � �n(u) = �. Hence Proposition 6.7 yields
 �(y) � cn.
(b) If  �(u) = cn, then�u(u) = � = �n(u) by Proposition 6.7, which is possible only ifu is an
eigenvector ofA(u) with eigenvalue�n(u).

Using assumption (FG), we now ensure that, at least for certain vectorsu 2 X, the value�n(u) is
pushed up to the level�.

Lemma 6.9. If B : X ! L(X;X�) is strongly continuous, then the set

C := fu 2 X j u 2 Vn(u); �n(u) � �g
is bounded inX.

Proof. Assume in contradiction thatkujkX ! 1 for a sequence(uj)j � C. Since
�0(uj) � �n(uj) remains bounded,vj :=

uj
kujk

defines a sequence(vj)j which is bounded inX

and normalized inH, i.e. kvjk = 1 for all j. Moreover, sincevj 2 Vn(uj), there are numbers
�j 2 [�1(0); �] such that

hÂvj ; vji+ hB(uj)vj ; vji = �j:

Passing to a subsequence, we may assume thatvj * v in X and�j ! �̂. Using (FG),(CC)1 and
Lemma 5.7(b), we also findc > �̂� �1(0) andt > 0 such that

lim sup
j

hB(uj)vj ; vji � lim sup
j

hB(tvj)vj ; vji

= hB(tv)v; vi
� ckvk2:

Now pick" > 0 such that̂�+" < �1. Then the functionalw 7! hÂw;wi� (�̂+")kwk2 is weakly
lower semicontinuous onX by Lemma 4.6, and therefore

0 � "kvk � "

� hÂv; vi � �̂kvk2 � lim inf
j

[hÂvj; vji � (�̂+ ")kvjk2]� "

= hÂv; vi � �̂kvk2 � lim inf
j

[�hB(uj)vj; vji]

= hÂv; vi � �̂kvk2 + lim sup
j

[hB(uj)vj ; vji]

� hÂv; vi + (c� �̂)kvk2

However, since(c � �̂) > ��1(0), the last expression is nonnegative, and it vanishes if and only if
v = 0. This forces a contradiction, and thus the lemma is proved.
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Theorem 6.10. Suppose thatB : X ! L(X;X�) is strongly continuous, and that for allu 2 X
with �n(u) � � there holds

�n(u) < �n+1(u):

Then condition(CP )� holds true.

Proof. In view of Lemma 6.9 we may choose~R > 0 such thatC � B ~R(0) � X. PutD := fu 2
X j �n(u) < �; kuk

X
< ~Rg. ThenD is an open, bounded and symmetric subset ofX containing

x = 0. Moreover, by virtue of(CC)1 there holdsD = fu 2 X j �n(u) � �; kuk
X
� ~Rg, hence

Lemma 5.2 implies thatD is weakly compact. Hence, in order to apply Theorem 5.6, we just need
to ensure the following

(�) If U � X is a finite dimensional subspace, then@D \ U is homeomorphic to the unit sphere
SU in U by radial projection.

To prove(�), note that for everyu 2 SU there is a numbert � ~R such thattu 2 @D, hence the
radial projectionU \ @D ! SU is surjective. To show injectivity, suppose in contradiction that
there would existu; tu 2 @D, t < 1. In particularkuk

X
� ~R and thereforektuk < ~R. Hence

�n(tu) = � > �n(0), and Lemma 6.6 now implies that�n(u) > �n(tu) = �. This however
contradictsu 2 D. We conclude noting thatU \ @D is compact, hence the fact that the radial
projectionU \ @D ! S is continuous and bijective implies that it has a continuous inverse.
In view of (�) Theorem 5.6 now yields that the set~K := fu 2 @D j u 2 Vn(u)g has the following
properties:

~K 2 �; ~K is compact and
( ~K) = n: (6.17)

Moreover, since~K � C � B ~RX, there holds~K � K�. On the other hand,

K� � S� \ C � S� \B ~RX � @D;

the last inclusion being a consequence of Lemma 6.6. Hence alsoK� � ~K, and therefore both sets
coincide. As a consequence, (6.17) is also trueK� in place of ~K, and in particular � attains its
maximum onK�. By the very definition ofcn there holdsmax

u2K
 �(u) � cn, hence equality holds

by virtue of Corollary 6.8(a). Finally, Corollary 6.8(b) ensures that everyu 2  �1(cn) is a solution
of (SC)n.
Hence,(CP )� holds true and the Theorem is proved.
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Chapter 7

Abstract superlinear equations

We now deal with equations where, compared to the previous chapter, the nonlinear part carries the
opposite sign. More precisely, assuming thatB : X ! L(X;X�) satisfies (H1)-(H4),(CC) and
being given somen 2 N, we now intend to find vectorsu 2 X \ D(A

�B(u)
) with the property

u 2 D(A
�B(u)

) and A
�B(u)

u = �n(�B(u))u; (7.1)

or, equivalently,
(Â�B(u))u = �n(�B(u))u

in X� (Here we used the notations of Chapter 4). The investigation of such asuperlinearproblem
has to be done in an essentially different way, nevertheless we will recognize some kind ofduality
to the sublinear case. In order to keep the notation simple, we nowredefinesome of the symbols we
used in Chapter 6 such that they fit in the present context. To be precise, we put

 (u) =
1

2
kuk2

X
� '(u) (u 2 X);

and

 �(u) =  (u)� �

2
kuk2 (u 2 X); (7.2)

for � 2 R. Moreover we will writeA(u), [�; �]u, �n(u), Pn(u), Qn(u), Vn(u) in place ofA
�B(u)

,
[�; �]

�B(u)
, �n(�B(u)), Pn(�B(u)), Vn(�B(u)), respectively. Finally we put

�u(v) :=
[v; v]u
kvk2

for u 2 X, v 2 X n f0g, and we say thatu 2 X \D(A(u)) is a solution of problem(SC)n if u
satisfies (7.1), that is, if

u 2 D(A(u)) and A(u)u = �n(u)u:

As a consequence of Lemma 6.1, there holds

d (u) = (Â�B(u))u (u 2 X) (7.3)
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and

d �(u) = d (u) � �u (u 2 X): (7.4)

Clearly the inequalities (6.7) resp. (6.8) now have to be replaced by

2( (v) �  (u)) � [v; v]u � [u; u]u (u; v 2 X) (7.5)

resp.

2( (v) �  (u)) � kvk2�u(v) � kuk2�u(u) (u; v 2 X n f0g): (7.6)

Considering the superlinear case, we require the additional assumption

(H5) hB(u)v; vi � 0 for all u; v 2 X.

However, in case that (CC) is already satisfied, (H5) does not seem to be a strong further restriction.
Indeed, in our applications (CC) and (H5) are always satisfied simultaneously. Note that (H5) in
particular implies

�n(u) � �n(0) 8 u 2 X; n 2 N: (7.7)

7.1 Spectrally characterized solutions with prescribed norm

LetR > 0 be given. ConsiderSR = fu 2 X j kuk = Rg andcn := cn( ; SR) similar as in Section
6.1. We define

K� := fu 2 SR jQn(u)u = ug;
suppressing the dependency onn 2 N in our notation. Our aim is to establish the following
property:

(CP )� K� 2 �(SR), 
�(K�) � n � 1,  takes its minimum onK�, cn = min
u2K�

 (u) and every

u 2  �1(cn) \K� is a solution of(SC)n.

Note that this property reveals some kind of duality to condition (CP) from Section 6.1. In particular
it provides solutions of(SC)n again. In addition to (H1)-(H5) and (CC) we require the following
condition:

(BB) There are constants0 < a < 1; b > 0 such that

hB(u)u; ui � akuk2
X
+ b

for u 2 SR.

Remark 7.1. A sufficient condition for (BB) is the existence of numbersa; b > 0; q 2 [0; 2[ such
that

hB(u)u; ui � akukq
X
+ b (7.8)

for u 2 SR.
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As a matter of fact, a growth condition like (BB) is usually imposed for the variational treatment of
superlinear problems on spheres in theH-norm (cf. [74, p.413] and the references quoted there).
In particular it guarantees that is bounded from below onSR, hencecn > �1 for everyn 2 N.
More precisely there holds

Lemma 7.2.

 (u) � R2

2
�u(u) � �b+mR2

2

for all u 2 SR. Moreover, c \ SR is bounded inX for everyc 2 R.

Proof. Combining (6.3) and (BB), we deduce

 (u) =
1

2
(kuk2

X
�mR2)� '(u)

� 1

2

�
kuk2

X
�mR2 � hB(u)u; ui

�
=
R2

2
�u(u)

� 1

2
[(1� a)kuk2

X
�mR2 � b] (7.9)

� �b+mR2

2

for u 2 SR. Moreover, since0 < a < 1, (7.9) implies that c \ SR is bounded inX for every
c 2 R.

Now, as a first step to establish property(CP )�, we observe:

Lemma 7.3. K� 2 �(SR).

Proof. EvidentlyK� is symmetric, hence it remains to show thatK� is closed. For this consider
a sequence(uk)k � K� such thatuk ! u in X. In particularu 2 SR, sinceSR is closed. Pick
j 2 N minimal such that�j(u) = �n(u). If j = 1, then clearlyu 2 K�. Hence consider
the case1 < j � n. From Proposition 5.3(a) we infer thatPj�1(uk) ! Pj�1(u) in L(X), and
consequentlyPj�1(u)u = lim

k!1
Pj�1(uk)uk = 0, sinceuk 2 K�. We conclude thatQn(u)u =

(I � Pj�1(u))u = u, henceu 2 K�.

Next we show an inequality analogous to Proposition 6.3(a).

Proposition 7.4. Letu 2 SR; n 2 N. Then

 (u) � cn � R2

2

�
�u(u)� �n(u)

�
:

Proof. We first consider the case that�n(u) is an eigenvalue ofA(u). Choose pairwise orthogonal
eigenvectorsu1; : : : ; un corresponding to�1(u); : : : ; �n(u), and letW be the span ofu1; : : : ; un.
Then clearly

�n(u) = sup
v2SR\W

�u(v);
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whereas
(SR \W ) = n. By (7.6) we therefore obtain

2(cn �  (u)) � sup
v2SR\W

2( (v) �  (u))

� sup
v2SR\W

R2(�u(v) � �u(u))

� R2(�n(u)� �u(u)):

To complete the proof, consider the case that�n(u) is not an eigenvalue ofA(u), hence�n(u) =
�1 2 �c(A(u)). Then, for arbitrary" > 0, we may still pick ann-dimensional subspaceW such
that�u(v) � �1 + " for all v 2W . In the same way as above we now have

2(cn �  (u)) � sup
v2SR\W

2( (v) �  (u))

� sup
v2SR\W

R2(�u(v) � �u(u))

� R2(�n(u) + "� �u(u))

Letting "! 0, we again obtain the assertion.

Corollary 7.5. Letu 2 K�. Then:

(a)  (u) � cn

(b) If  (u) = cn thenu is a solution of(SC)n.

Proof. (a) Sinceu 2 R(Qn(u)), there holds�u(u) � �n(u). Hence Proposition 7.4 yields
 (u) � cn.
(b) If  (u) = cn, then�u(u) = �n(u) by Proposition 7.4, which is possible only ifu is an eigen-
vector ofA(u) with eigenvalue�n(u).

Lemma 7.2 and Prop. 7.4 also yield

�n(u) � 2

R2
(cn �  (u))� b+mR2

R2

for u 2 SR and everyn 2 N. In particular we infer that the functions�n are bounded from below
on a constraint sublevel set c \ SR, c 2 R arbitrary. Hence they remain bounded by virtue of
(7.7), and combined with the following estimate this fact proves useful for investigating minimizing
sequences for in K�.

Lemma 7.6. There holds

kd (u) � �n(u)ukX� � R(1 + jmj+ j�1(u)j)1=2
�
�u(u)� �n(u)

� 1
2

(7.10)

for u 2 K�.
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We postpone the proof until the end of the section, exploiting first the benefits of this inequality.

Proposition 7.7. Suppose that


�(K�) � n� 1: (7.11)

ThenK� 6= ; and

inf
u2K�

 (u) = cn: (7.12)

Moreover, if(uj)j � K� is a minimizing sequence for in K�, then(uj)j � X and(�n(uj))j �
R are bounded sequences, andlim

j!1
kd (uj)� �n(uj)ujkX� = 0.

Proof. First, (7.12) follows directly from a combination of Corollary 7.5(a) with the relations (7.11)
and (6.10). Moreover, if(uj)j is a minimizing sequence for in K�, then Lemma 7.2 implies that
(uj)j is bounded, and so are the sequences(�n(uj))j and(�1(uj))j . Moreover, Proposition 7.4
yields

o(1) =  (uj)� cn � R2

2
(�uj (uj)� �n(uj)) � 0; (7.13)

hence lim
j!1

[�uj (uj) � �n(uj)] = 0. By virtue of (7.10) we conclude that

lim
j!1

kd (uj)� �n(uj)ujkX� = 0, as claimed.

Theorem 7.8. Suppose that (7.11) is valid, and thatB : X ! L(X;X�) is a compact map. Finally
assume thatcn < R2

2 �1.
Then Condition(CP )� holds true.

Proof. In view of Corollary 7.5(b) and (7.12) we only need to insure that attains its minimum
on K�. To this end, consider a minimizing sequence(uj)j for  in K�. Then the sequences
(uj)j � X and(�n(uj))j � R are bounded by Prop. 7.7. In view of Lemma 5.7(a) we therefore
may assume that, passing to a subsequence,�n(u)! � andB(uj)uj ! w 2 X�. Hence also

(Â� �I)uj = d (uj)� �n(uj) +B(uj)uj + (�n(uj)� �)uj ! w

again by Prop. 7.7. Moreover

� = lim
j!1

�n(uj)

= lim
j!1

�uj (uj)

� lim
j!1

2

R2
 (uj)

=
2

R2
cn

< �1:

By virtue of Lemma 4.2 we conclude that the operatorÂ��I : X ! X� is Fredholm, in particular
it is proper when restricted to a bounded subset. Hence, passing again to a subsequence, we may
assume thatuj ! ~w 2 K�, and j

K�
attains its minimum at~w.
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Finally we give a criterion for (7.11) to hold:

Proposition 7.9. Suppose that�n�1(u) < �n(u) for all u 2 D := fy 2 X j kyk � Rg. Then

�(K�) � n� 1.

Proof. By assumption and Proposition 5.3, the functionPn�1 : D ! �n�1(X) is well defined and
continuous. HenceH : [0; 1] � SR ! �n�1(X), defined byH(t; u) := Pn�1(tu) is well defined
and continuous as well. SinceH(t; u) = H(t;�u), the assertion follows from Proposition 3.12 and
the fact thatN (Pn�1(u)) = R(Qn(u)) for u 2 D.

We close the section with the
Proof of Lemma 7.6. Fix u 2 K�. In order to keep the notation simple, put�1 := �1(u); �n :=
�n(u) andQn := Qn(u). We show

k(Â�B(u))w � �nwkX� � kwk(1 + jmj+ j�1j)1=2
�
�u(w)� �n

� 1
2

(7.14)

for everyw 2 R(Qn), which in particular implies (7.10). However it suffices to ensure (7.14) for
w 2 R(Qn)\D(A(u)), since this space is dense inR(Qn) and both sides of (7.14) are continuous
real-valued functions inw 2 X. Therefore we have

k(Â�B(u)��nI)wkX� = sup
v2X;kvk

X
=1
h(Â�B(u)��nI)w; vi = sup

v2X;kvk
X
=1
((A(u)��nI)wjv)

Again by continuity we may take the supremum over vectorsv 2 D(A(u)), and from
((A(u) � �nI)w; v) = ((A(u) � �nI)w;Qnv) we infer

k(Â �B(u)� �nI)wkX� � sup
v2D(A(u))

kvk
X
=1

((A(u) � �nI)wjQnv):

Note that((A(u)� �nI) � j�) defines a semidefinite scalar product on the subspaceR(Qn), and the
corresponding Cauchy-Schwarz inequality implies

((A(u) � �nI)wjQnv) � ((A(u) � �nI)wjw)1=2((A(u) � �nI)QnvjQnv))1=2:
However, for everyv 2 X we have

((A(u) � �nI)QnvjQnv) = ((A(u) � �nI)vjv) � ((A(u) � �nI)(I �Qn)vj(I �Qn)v)

� ((A(u) � �nI)vjv) + (�n � �1)((I �Qn)vj(I �Qn)v)

� kvk2
X
� hB(u)v; vi � (m+ �n)kvk2 + (�n � �1)kvk2

� (1 + jmj+ j�1j)kvk2X

by virtue of (H5). We conclude that

k(Â�B(u)� �nI)wkX� � ((A(u) � �nI)wjw)1=2(1 + jmj+ j�1j)1=2

= kwk(1 + jmj+ j�1j)1=2
�
�u(w)� �n

� 1
2

:

�
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7.2 Spectrally characterized solutions with prescribed eigenvalue

Considern 2 N; � 2 R fixed. We now intend to find solutionsu of problem(SC)n which in
addition satisfy

�n(u) = �: (7.15)

We will be able to give reasonable criteria for the existence of such solutions. However, prov-
ing those criteria seem to require a different approach involvingrelated eigenvalue problems for
boundedlinear operatorsin X. Let us motivate this: Note that an estimate in the spirit of Proposi-
tion 7.4 always involves the normk � k = k � kH . This did not cause any problem since we imposed
the constraintkuk = R. However, to detect solutions of(SC)n satisfying (7.15), we have to replace
this constraint. Indeed, if

� < �1(0) (7.16)

for instance, we rather explore minimax principles on theNehari manifold

N := fu 2 X n f0g j �u(u) = �g (7.17)

= fu 2 X n f0g j [u; u]u = �kuk2g;

which then is aclosedand symmetric subset ofX n f0g containing all such solutions. However we
are not able to control the normk�k onN without further unpleasant restrictions. To circumvent this
problem, we will replace the operatorsA(u); u 2 X by a family of bounded symmetric operators on
X. We first illustrate the general procedure for the special case� = 0 andm = 0 (i.e., inf �(A0) =
1): In this case, for everyu 2 X there holds

u 2 D(A(u)); A(u)u = 0: (7.18)

if and only if

Ju = B(u)u in X�; (7.19)

that is, if and only ifu is an eigenfunction of the eigenvalue problem

J�1B(u)v = �v in X (7.20)

associated with the eigenvalue� = 1. We remark that by (H2), (H3) and (H5), the operator
J�1B(u) 2 L(X) is compact, symmetric and nonnegative for everyu 2 X, therefore its spec-
trum consists of adecreasingsequence of eigenvalues given by

�k(u) := sup
V�X

dimV = k

inf
v2V

(J�1B(u)vjv)
X

(vjv)
X

= sup
V�X

dimV = k

inf
v2V

hB(u)v; vi
(vjv)

X

Moreover, it is easy to see that

�n(u) = 0 () �n(u) = 1 (u 2 X): (7.21)
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Henceu is a solution of(SC)n with �n(u) = 0 if and only if u = v solves (7.20) with� =
�n(u) = 1. This justifies the study of the operatorsJ�1B(u) 2 L(X) instead of our original
operator familyA(u), u 2 X. Furthermore we may treat eigenvalue problems of the form (7.20) in
a more general framework,not assuming thatX arises as the form domain of some semibounded
selfadjoint operatorA0. Indeed, in order to study equations of theEmden-Fowlertype (see Chapter
11), we need to consider the Hilbert spaceX := D1;2(RN ) which is not of this form.
The plan to proceed is as follows: First we reformulate the results of Section 4.2 for operator-valued
maps in order to treat a related eigenvalue problem in a more general setting. Equipped with the
appropriate tools, we then return to the problem of finding solutions to(SC)n which satisfy (7.15).

7.2.1 On a related eigenvalue problem

Only for this subsection let us assume thatX is anarbitrary real Hilbert space with scalar product
(�j�)

X
, and letJ : X ! X� denote the canonical isometric isomorphism. We consider a nonlinear

mapB : X ! L(X;X�) satisfying (H1)-(H4), (CC) and the following assumptions:

(CC)1 For arbitraryu; v 2 X, the functiont 7! hB(tu)v; vi is nondecreasing on[0;1[ and in-
creases strictly once it takes positive values.

(CC)2 There is an� > 2 such that0 � �'(u) � hB(u)u; ui for all u 2 X.

Note that(CC)1 and (H1) also imply (H5). Referring to the notations of Section 4.2, we define a
continuous mapG : X ! LS(X) by G(u) := J�1B(u) for everyu 2 X. Indeed, (H3) implies
thatG(u) is asymmetricoperator for everyu, moreover it is compact and nonnegative in view of
(H2) and (H5). Hence the nonzero eigenvalues�k(u) := �k(G(u)), k 2 N are given by (4.16),
which now may be written as

�k(u) = sup
V�X

dimV = k

inf
v2V

hB(u)v; vi
(vjv)

X

:

For the sake of brevity, we also write~Pn(u), ~Qn(u) in place of ~Pn(G(u)), ~Qn(G(u)), respectively
(cf. Section 4.2).
In the rest of the section we are interested in elementsu 2 X satisfying

G(u)u = u (7.22)

as well as

�n(u) = 1: (7.23)

Since this problem corresponds, in a vague sense, to problem(SC)n for the special casem = 0, it
is consistent to define

[v; w]u := (vjw)
X
� hB(u)v; wi (u; v; w 2 X)

and : X ! R by

 (u) =
1

2
kuk2

X
� '(u) (u 2 X):
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From Lemma 6.1 we infer

d (u) = (J �B(u))u (u 2 X);

hence (7.22) holds if and only ifd (u) = 0, and every nontrivial solution of (7.22) is contained in
the set

N := fu 2 X n f0g j [u; u]u = 0g:
ClearlyN is symmetric, moreover it isclosedin X, sinceB is continuous andB(0) = 0. In the
sequel we explore the minimax valuescn := cn( ;N ) onN . For this we remark that is positive
onN , more precisely

 (u) �
�
1

2
� 1

�

�
kuk2

X
: (7.24)

for u 2 N by virtue of(CC)2. In particular we infer thatcn � 0 for all n 2 N. Moreover we recall
the standard estimate

'(tu) � t�'(u) for u 2 X; t � 1: (7.25)

The following Lemma gives some view on the geometry ofN .

Lemma 7.10. If V � X is a finite dimensional subspace such that for everyv 2 V n f0g there is a
numbert > 0 such thathB(tv)v; vi > 0, thenV \N is homeomorphic to the unit sphereSV � V
by radial projection. In particular
(V \N ) = dimV:

Proof. First observe that the radial projectionV \ N ! SV is injective by(CC)1. Moreover, by
assumption and (6.5) we find for everyv 2 SV a positive numbert such that'(w) > 0 for w = tv,
hence(CC)1 and (7.25) yield

hB(sw)sw; swi � 2s�'(w) � kswk2
X

(7.26)

for s = s(w) > 0 large enough. In particular there is a uniquetv > 0 such thattvv 2 N . SinceSV
is compact andB is continuous, the setftv jv 2 SV g is bounded. HenceV \ N is compact and
the radial projection is continuous and bijective considered as a mapV \N �! SV . Thus it is a
homeomorphism.

Now, to derive a spectral estimate analogous to Prop. 7.4, we need the following further assumption:

(CC)3 If u; v 2 X are such thatv is a finite sum of eigenvectors ofG(u) corresponding topositive
eigenvalues, thenhB(tv)v; vi > 0 for somet > 0.

Using this and Lemma 7.10, we derive

Proposition 7.11. Letu 2 N with �n(u) � 1. Then

 (u) � cn � d2

2
(�n(u)� 1);

whered := inf
u2N

kuk
X
> 0.
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Proof. Sinceu 2 N , (7.5) implies

2( (v) �  (u)) � [v; v]u (7.27)

for everyv 2 X. Now choose pairwise orthogonal eigenvectorsv1; : : : ; vn 2 X corresponding to
G(u) and the eigenvalues�1(u); : : : ; �n(u), and letV be the span ofv1; :::; vn. Since�i(u) � 1
for i = 1; :::; n, a simultaneous view on(CC)3 and Lemma 7.10 ensures that
(V \N ) = n. From
this we infer

2(cn �  (u)) � 2 sup
v2N\V

( (v) �  (u))

� sup
v2N\V

[v; v]u

� (1� �n(u)) inf
v2N\V

kvk2
X

= d2(1� �n(u));

using again that�n(u) � 1.

We now fixn 2 N, and we introduce the spectral fixed point set

KN := fu 2 N j ~Qn(u)u = ug:
Not surprisingly,KN has similar properties asK� in Section 7.1. In particular, the following three
assertions are to be compared with Corollary 7.5, Lemma 7.3 and Lemma 7.6.

Lemma 7.12. For u 2 KN there holds:

(a)  (u) � cn

(b) If  (u) = cn, thenu satisfies (7.22) and (7.23).

Proof. Note thatu 2 KN implies�n(u) � 1, therefore (a) follows directly from Proposition 7.11.
Moreover, if in addition (u) = cn, then Proposition 7.11 implies�n(u) = 1, and by combining
the relations(G(u)uju)

X
= �n(uju)X andu 2 R( ~Qn(u)) we concludeG(u)u = u.

Lemma 7.13.KN 2 �(N ).

Proof. EvidentlyKN is symmetric. The closedness ofKN is seen similarly as in Lemma 7.3:
Consider a sequence(uk)k � KN such thatuk ! u in X. In particularu 2 N , sinceN is
closed. Pickj 2 N minimal such that�j(u) = �n(u). If j = 1, then clearlyu 2 K. Hence
consider the case1 < j � n. By Proposition 4.8 we infer that~Pj�1(uk) ! ~Pj�1(u) in L(X),
and therefore~Pj�1(u)u = lim

k!1
~Pj�1(uk)uk = 0, sinceuk 2 KN . We conclude that~Qn(u)u =

(I � ~Pj�1(u))u = u, henceu 2 KN .

Lemma 7.14. There holds

kd (u)uk
X�
� kuk

X

�
(�n(u)� 1) + [(�n(u)� 1)�n(u)]

1
2

�

for everyu 2 KN .
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Proof. Fix u 2 KN . Then clearly�n(u) � 1, and�n(u)(�j�)X�(G(u)�j�)X defines a (semidefinite)
scalar product on the subspaceR( ~Qn(u)) � X. Setw := u � G(u)u 2 R( ~Qn(u)), then the
corresponding Cauchy-Schwarz inequality yields

�n(u)(ujw)X � (G(u)ujw)
X

� [�n(u)kuk2X � (G(u)uju)
X
]
1
2 �

[�n(u)kwk2X � (G(u)wjw)
X
]
1
2

� [(�n(u)� 1)kuk2
X
]
1
2 [�n(u)kwk2X ]

1
2

� kuk
X
[(�n(u)� 1)�n(u)]

1
2 kwk

X
:

Therefore

kwk2
X

= (ujw)
X
� (G(u)ujw)

X

� �n(u)(ujw)X � (G(u)ujw)
X
+ j1� �n(u)j(ujw)X

� kuk
X
[(�n(u)� 1)�n(u)]

1
2 kwk

X
+ (�n(u)� 1)kuk

X
kwk

X
;

hence

kd (u)uk
X�

= k(J �B(u))uk
X�

= kwk
X
� kuk

X

�
(�n(u)� 1) + [(�n(u)� 1)�n(u)]

1
2

�
:

In view of the preceding considerations we are in a position to prove

Proposition 7.15. Assume that
(N ) � n and that


�(KN ) � n� 1: (7.28)

ThenKN 6= ; and

inf
u2KN

 (u) = cn: (7.29)

Moreover, if(uj) � KN is a minimizing sequence for in KN , thenkd (uj)kX� ! 0.

Proof. First, (7.29) follows directly from (7.28), (6.10) and Corollary 7.12(a). Let(uj)j be a mini-
mizing sequence for in KN . By (7.24) we observe that(uj)j is bounded. Moreover Proposition
7.11 yields

o(1) =  (uj)� cn � d2

2
(�n(uj)� 1) � 0;

hence lim
j!1

�n(uj) = 1. The assertion now follows from Lemma 7.14.

Now we easily deduce our main theorem.

Theorem 7.16. Assume that
(N ) � n and that (7.28) is valid. Moreover suppose that satisfies
the PS condition at the levelcn. Then attains its minimumcn on KN , and every minimizeru
satisfies (7.22) and (7.23).
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Proof. In view of Proposition 7.15 every minimizing sequence for in KN is a PS sequence at
the levelcn, hence it contains a convergent subsequence by assumption. SinceKN is closed, the
corresponding limit is a minimizer for in KN . Now the assertion follows from Corollary 7.12(b).

Corollary 7.17. Assume that
(N ) � n and that (7.28) is valid. Moreover assume that
B : X ! L(X;X�) is compact. Then attains its minimumcn onKN , and every minimizeru
satisfies (7.22) and (7.23).

Proof. Consider a minimizing sequence(uj)j for  in KN . Then(uj) is bounded by (7.24), hence
B(uj)uj ! w 2 X� after passing to a subsequence. Sinced (uj) = (J�B(uj))uj for all j, Prop.
7.15 yields lim

j!1
uj = J�1w. In view of Lemma 7.13 we conclude that j

KN
attains its minimum

atJ�1(w). Again the assertion now follows from Corollary 7.12.

7.2.2 The case� < �1(0)

We now return to problem(SC)n, as introduced on page 49. For this we fix� with (7.16), and we
considerN as defined in (7.17). Moreover we putcn := cn( �;N ), and we aim to establish the
existence of solutionsu of (SC)n such that�n(u) = � and �(u) = cn.
First we remark that (7.16) implies that

(ujv)� := hÂu; vi � �(ujv) (u; v 2 X)

defines a scalar product onX which is equivalent to the original scalar product(�j�)
X

, i.e. the
induced normsk � k� andk � k

X
are equivalent. The idea is now to apply the results of Section 7.2.1

to the Hilbert space[X; (�j�)�]. To this end, we assume that (H1)-(H4), (CC),(CC)1 and(CC)2
hold. Note that these assumptions stay invariant under a change to an equivalent scalar product.
However, the canonical isometric isomorphismX ! X� is now given byJ� := Â � �I in place
of J . As a consequence, we have to consider the operatorsG(u) := J�1� B(u) 2 L(X) which are
compact and symmetricwith respect to(�j�)�. Denoting by

�k(u) = sup
V�X

dimV = k

inf
v2V

(G(u)vjv)�
(vjv)� = sup

V�X
dimV = k

inf
v2V

hB(u)v; vi
(vjv)�

the nonzero eigenvalues ofG(u), the fundamental relationship to problem(SC)n is given as fol-
lows.

Lemma 7.18. Letu; v 2 X. Then:

(i) v 2 D(A(u)), A(u)v = �v if and only ifG(u)v = v.

(ii) �n(u) = � if and only if�n(u) = 1.

Proof. This is a simple consequence of the definition of the values�n(�) and�n(�).
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As a consequence,u is a solution of(SC)n satisfying�n(u) = � if and only if

G(u)u = u and �n(u) = 1:

Moreover, in view of (7.2) there holds

 �(u) =
1

2
kuk2� � '(u);

whereasN can be written as

N = fu 2 X n f0g j [u; u]�u = 0g

with

[v; w]�u := (vjw)� � hB(u)v; wi (u; v; w 2 X):

Consequently, we putcn := cn( �;N ) and denote by~Qn(u) the spectral projection associated
with the operatorG(u) and the interval[0; �n(u)]. Moreover, consideringn 2 N fixed, we define
KN := fu 2 N j ~Qn(u)u = ug.
Now we apply the results of Section 7.2.1, replacing[X; (�j�)

X
] by [X; (�j�)�] and by  �. Recall

that for this we finally require the following assumption:

(CC)3 If u 2 X and0 6= v 2 X are such thatv is a finite sum of eigenvectors ofG(u) corresponding
to positiveeigenvalues, thenhB(tv)v; vi > 0 for somet > 0.

We obtain the following results analogous to Proposition 7.11, Theorem 7.16 and Corollary 7.17.

Proposition 7.19. For u 2 N with �n(u) � 1 there holds

 �(u)� cn � d2�
2
(�n(u)� 1);

whered� := inf
v2N

kvk� > 0.

Theorem 7.20. Assume that
(N ) � n and that
�(KN ) � n � 1. Moreover suppose that �
satisfies the PS-condition at the levelcn. ThenKN is nonempty, and

inf
u2KN

 �(u) = cn:

Moreover, � attains its minimumcn onKN , and every minimizeru is a solution of(SC)n with
�n(u) = �.

Corollary 7.21. Assume that
(N ) � n and that
�(KN ) � n � 1. Moreover assume thatB :
X ! L(X;X�) is compact. Then the assertions of Theorem 7.20 hold true again.
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7.2.3 The case� � �1(0)

Letn 2 N; � 2 R be fixed. Again we intend to find solutionsu of problem(SC)n with �n(u) = �,
but in place of (7.16) we now suppose

�1(0) � � < �n(0): (7.30)

Throughout this subsection we assume that (H1)-(H4), (CC) and the following (slightly stronger)
variant of(CC)1 is in force:

(CC)01 For arbitraryu; v 2 X, the functiont 7! hB(tu)v; vi is nondecreasing on[0;1[. More-
over, if hB(tu)v; vi > 0 for somet > 0, then this function increases strictly on[t;1[ and
lim
s!1

hB(su)v; vi =1.

We remark that(CC)01 and (H1) imply (H5) in particular. Setting now

S� := fu 2 X j �n(u) = �g

we infer thatS� � X n f0g is closed and symmetric by Lemma 5.2. In the following we analyze
the minimax valuescn := cn( �; S�) for  � on the setS�. To this end, consider for eachu 2 X
the operator

G(u) := J�1(B(u) + (m+ �)I) : X ! X:

By (H2), (H3), (H5) and (7.30) we infer thatG(u) is a bounded selfadjoint andpositive definite
linear operator in the Hilbert spaceX. Moreover, the mapG : X ! L(X) is continuous. Now
define the decreasing sequence ofpositivevalues

�k(u) := sup
V�X

dimV = k

inf
v2V

(G(u)vjv)
X

(vjv)
X

= sup
V�X

dimV = k

inf
v2V

~�u(v); (7.31)

where

~�u(v) :=
h[B(u) + (m+ �)I]v; vi

(vjv)
X

:

Similar as in Section 7.2.2, a simple comparison of minimax values shows thatu is a solution of
(SC)n satisfying�n(u) = � if and only if

G(u)u = u and �n(u) = 1 (7.32)

Moreover we haveS� = fu 2 X j �n(u) = 1g. To proceed, we require the following additional
assumptions:

(UC) If u; v 2 X are such thatB(u) 6= 0 andv 6= 0 is an eigenfunction ofG(u), thenhB(u)v; vi >
0.

(UC)1 If Wu � X is an subspace spanned by finitely many eigenfunctions ofG(u) for someu 2 X,
then for allv; w 2Wu n f0g there ist > 0 with hB(tv)w;wi > 0.
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As already mentioned in Section 6.2, (UC) and(UC)1 are closely related to unique continuation
properties in applications to differential equations. In the following Lemma we use (UC) and(UC)1
to establish crucially important topological properties ofS�.

Lemma 7.22.

(a) The radial projectionS� ! S := fw 2 X j kwk
X
= 1g is injective.

(b) Consider ann-dimensional subspaceW � X such that for allu; v 2 W n f0g there exists
t > 0 with hB(tu)v; vi > 0 . ThenW \ S� is homeomorphic to the unit sphereSW in W by
radial projection. In particular
(W \ S�) = n.

(c) If Wu � X is an subspace spanned byn linearly independent eigenfunctions ofG(u) for
someu 2 X, then
(Wu \ S�) = n.

Proof. (a) Suppose in contradiction that there isu 2 X n f0g andt > 1 such thatu; tu 2 S�, i.e.
�n(u) = �n(tu) = 1. In particularB(u) 6= 0, since otherwise�n(u) = �

�n(0)
< 1 by (7.30). De-

note byv1; :::; vn a choice ofX-orthonormalized eigenfunctions corresponding to�1(u); :::; �n(u),
and letV � X be the span ofv1; :::; vn. Consider arbitraryv 2 V , kvk

X
= 1. If

(G(u)vjv)
X
= �n(u);

thenG(u)v = �n(u)v. HencehB(u)v; vi > 0 by (UC), and(CC)01 yields

hB(tu)v; vi > hB(u)v; vi
and therefore

(G(tu)vjv)
X
> �n(u): (7.33)

On the other hand, if(G(u)vjv)
X
> �n(u), then (7.33) holds as well. By a simple compactness

argument we conclude

�n(tu) � inf
v2V; kvk

X
=1
(G(tu)vjv)

X
> �n(u);

in contradiction. This proves (a).
(b) Consider arbitraryv 2 SW . Then we may pickt > 0 such that

inf
w2SW

hB(tv)w;wi > 0:

From(CC)01 we infer that

�n(sv) � inf
w2SW

hB(sv)w + (m+ �)w;wi �!1 (s!1);

whereas�n(0) = �
�n(0)

< 1. Hence there iss = sv > 0 such that�n(svv) = 1, i.e., svv 2 S�.
Moreover, the setfsv jv 2 SWg is bounded, sinceSW is compact and�n(�) : X ! R is continuous
(cf. Lemma 4.7). HenceW \S� is compact, and the radial projectionW \ S� ! SW is continuous
and bijective. Thus it is a homeomorphism.
(c) This follows immediately from (b) and(UC)1.
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Proposition 7.23. Letu 2 S�. Then

 �(u)� cn �
kuk2

X

2
(1� ~�u(u)):

Proof. By (7.5) we have

2( �(v)�  �(u)) � [v; v]u � �kvk2 � ([u; u]u � �kuk2)
= kvk2

X
(1� ~�u(v)) � kuk2X(1� ~�u(u)) (7.34)

for u; v 2 X. Now since�n(u) = � < �n(0) � �1, we infer that�n(u) = � is an eigenvalue of
A(u). Hence�n(u) = 1 is an eigenvalue ofG(u), and�1(u); :::; �n�1(u) are eigenvalues ofG(u)
as well (cf. Section 4.2). Choose pairwiseX-orthogonal eigenvectorsv1; : : : ; vn corresponding to
�1(u); : : : ; �n(u), and letW be the span ofu1; : : : ; un. Then

~�u(v) � �n(u) = 1 8 v 2W n f0g;

whereas Lemma 7.22(c) yields
(W \ S�) = n. Using (7.34) we conclude

2(cn �  �(u)) � sup
v2S�\W

2( �(v)�  �(u))

� sup
v2S�\W

kvk2
X
(1� ~�u(v)) � kuk2X(1� ~�u(u))

� �kuk2
X
(1� ~�u(u)):

Let, as usual,~Qn(u) stand for the spectral projection associated with the operatorG(u) 2 LS(X)
and the interval[0; �n(u) = 1] (cf. Section 4.2 again). Moreover set

K�
� := fu 2 S� j ~Qn(u)u = ug:

ThenK�
� 2 �(S�), which follows similarly as Lemma 7.13. Moreover we infer from Proposition

7.23:

Corollary 7.24. If u 2 K�
� , then

(a)  �(u) � maxf0; cng
(b) If  �(u) = cn thenu is a solution of(SC)n satisfying�n(u) = �.

Proof. (a) Sinceu 2 R( ~Qn(u)) \ S�, there holds~�u(u) � 1. Hence Proposition 7.23 yields
 �(u) � cn. Moreover, applying (7.5) tov = 0 yields

2 �(u) � kuk2
X
(1� ~�u(u)) � 0:

(b) If  �(u) = cn, then~�u(u) = 1 by Proposition 7.23, which is possible only ifu is an eigenvector
of G(u) with eigenvalue�n(u) = 1. Thus the assertion follows.
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Similar as in the preceding sections, we also need an estimate ford in K�
� .

Lemma 7.25. For u 2 K�
� there holds

kd �(u)kX� � kuk
X
(1� ~�u(u))

1
2 :

Proof. Fix u 2 K�
� and note thatJ�1d �(u) = u�G(u)u 2 X, hence

kd �(u)kX� = ku�G(u)uk
X
:

Since�n(u) = 1, we can define a semidefinite scalar product on the subspaceR( ~Qn(u)) � X by
(�j�)

X
� (G(u) � j�)

X
. Setw := u�G(u)u 2 R( ~Qn(u)), then the corresponding Cauchy-Schwarz

inequality implies

kwk2
X

= ku�G(u)uk2
X

= (ujw)
X
� (G(u)ujw)

X

� [kuk2
X
� (G(u)uju)

X
]
1
2 [kwk2

X
� (G(u)wjw)

X
]
1
2

� kuk
X
(1� ~�u(u))

1
2 kwk

X
:

Therefore
kd �(u)kX� = kwk

X
� kuk

X
(1� ~�u(u))

1
2 :

The preceding observations furnish the tools for proving the following.

Proposition 7.26. Suppose that
(S�) � n and that


�(K�
� ) � n� 1 (7.35)

ThenK�
� 6= ; and

inf
u2K��

 �(u) = cn � 0: (7.36)

Moreover, if(uj) � K�
� is a minimizing sequence for � in K�

� , thenkd �(uj)kX� ! 0.

Proof. First, (7.36) follows directly from (7.35), (6.10) and Corollary 7.24. Let(uj)j be a minimiz-
ing sequence for � in K�

� . Proposition 7.23 and Lemma 7.25 yield

o(1) =  �(uj)� cn � kuk2
X

2
(1� ~�u(u))

� kd �(u)k2
X�

2
;

hencekd �(uj)kX� ! 0.
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Theorem 7.27. Suppose that
(S�) � n and
�(K�
� ) � n� 1. Moreover assume that � satisfies

the Palais-Smale condition at the levelcn. Then

inf
u2K��

 �(u) = cn � 0;

 � takes its minimum onK�
� , and every minimizer is a solution to(SC)n with �n(u) = �.

Proof. In view of Corollary 7.24 and (7.36) we only need to insure that � attains its minimum
on K�

� . Indeed, if(uj)j is a minimizing sequence for � in K�
� , thenkd �(uj)kX� ! 0 by

Proposition 7.26, whereas( �(uj))j remains bounded by (7.36). By assumption,uj ! u 2 K�
�

after passing to a subsequence. Hence �j
K��

attains its minimum atu.

Finally we give a criterion for (7.35) to hold:

Proposition 7.28. Suppose that�n�1(u) > �n(u) for all u 2 D := fu 2 X j �n(u) � 1g. Then

�(K�

� ) � n� 1.

Proof. Denote ~Pn�1(u) the spectral projection associated with theX-selfadjoint operatorG(u)
and the eigenvalues�1(u); :::; �n�1(u). Then ~Pn�1 : D ! �n�1(X) is continuous by Lemma 4.8.
HenceH : [0; 1] � S� ! �n�1(X) defined byH(t; u) := ~Pn�1(tu) is continuous as well. Since
H(t; u) = H(t;�u), the assertion follows from Proposition 3.12 and the fact thatN ( ~Pn�1(u)) =
R( ~Qn(u)) for u 2 D.
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Chapter 8

Periodic solutions of a nonlinear Hill’s
equation

In this chapter we consider a one-dimensionalperiodicequation, i.e. we are interested in1-periodic
solutions of the equation

(NH�) � (p(x)u0)0 + q(x)u� f(x; juj)u = �u; x 2 R;
wherep; q : R ! R are given 1-periodic continuous functions,p 2 C1(R) being positive every-
where. Moreover,f : R � [0;1[! R is continuous and 1-periodic in thex-variable. As a matter
of convenience, we assume

f(x; 0) � 0 onR; (8.1)

which can be arranged by takingq appropriately. We also need the following crucial condition:

(M) For everyx 2 R; f(x; �) is nondecreasing on[0;1[.

To cast this problem in the framework of our abstract considerations, putH := L2([0; 1]) and

X := fu 2W 1;2([0; 1]) j u(0) = u(1)g
(by Sobolev embeddings,W 1;2([0; 1]) consists of continuous functions). In view of our assump-
tions, the operatorA0 := � d

dx(p
d
dx) + q with domain

D(A0) = fu 2W 2;2([0; 1]) j u(0) = u(1); u0(0) = u0(1)g � H

is selfadjoint an bounded from below. Moreover,X is precisely the form domain ofA0. In accor-
dance to Chapter 4 we putm := � inf �(A0) + 1, and we endowX with the scalar product

(ujv)
X
:=

Z 1

0
[pu0v0 + (q +m)uv] (u; v 2 X): (8.2)

Note that the induced normk � k
X

is equivalent to the standardW 1;2([0; 1])-norm. Define

F (x; t) :=

Z t

0
f(x; s)s ds (x 2 R; t > 0):

Then we have:
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Lemma 8.1. (a) The mapB : X ! L(X;X�) given by

hB(u)v; wi =
Z 1

0
f(x; ju(x)j)v(x)w(x)dx (8.3)

is stronglycontinuous, andB(u) 2 L(X;X�) is a compact linear operator for eachu 2 X.

(b) The functional' : X ! R defined by

'(u) =

Z 1

0
F (x; ju(x)j) dx (u 2 X)

is continuous. Moreover,' andB satisfy (CC).

Proof. (a) Denote byC the space of continuous1-periodic functions equipped with thek � k1-
norm, and denote byi : X ! C the Sobolev embedding which is strongly continuous. ClearlyB
factorizes in the form

X
i
,! C

b! L(C;C�)
j! L(X;X�);

whereC� denotes the dual ofC, j maps an operatorh 2 L(C;C�) to i�hi andhb(u)v; wi is given
by the right hand side of (8.3) foru; v; w 2 C. It therefore suffices to prove thatb is continuous.
This however follows from the estimate

jh(b(u1)� b(u2))v; wij � kf(�; ju1(�)j)� f(�; ju2(�)j)k1kvk1kwk1
and the fact thatf is uniformly continuous on subsets of the form[0; 1] � [0;K] with K > 0
arbitrary.
(b) As in the proof of Lemma 2.4 one uses (M) to deduce the inequality

2[F (x; jv(x)j) � F (x; ju(x)j)] � f(x; ju(x)j)(v2(x)� u2(x)) (8.4)

for u; v 2 X andx 2 [0; 1]. Integrating (8.4) yields precisely (CC).

8.1 The sublinear case

We consider(NH+). Thus, we are dealing with a sublinear equation, and we introduce the func-
tionals ; � : X ! X� defined by

 (u) =
1

2

Z 1

0

�
p(x)u0(x)

2
+ q(x)u2(x)

�
dx+ '(u):

and

 �(u) =  (u)� �

2
kuk2:

Herek � k denotes the norm inH, i.e. kuk2 =
1R
0

u2 for u 2 H. As a consequence of Lemma 8.1,

the abstract conditions (H1)-(H4) and (CC) are satisfied. Hence we may defineA(u), [�; �]u, �n(u),
Pn(u), Vn(u) as well as problem(SC)n as in Chapter 6.
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Remark 8.2. (a) Note thatD(A(u)) = D(A0) for everyu 2 X. Moreover, ifu 2 D(A0) satisfies
A(u)u = �u for some� 2 R, thenu can be extended to aclassicalsolution of(NH�), as follows
from the assumptions imposed onp; q andf . In this case we identifyu with its extension and call
u a solution of(NH�).
(b) A well known fact on this periodic problem is that there holds

�1(u) < �2(u) � �3(u) < �4(u) � : : : ; (u 2 X) (8.5)

i.e.,�n(u) < �n+1(u) if n 2 N is odd. Moreover, every eigenfunction corresponding to�2m(u) or
�2m+1(u) has exactly2m simple zeroes in[0; 1[, m = 1; 2; ::: (for a proof of these assertions, see
e.g. [28]). Finally we have�1 =1, since the operatorA0 has compact resolvent.

8.1.1 Solutions with prescribed norm

LetR > 0 be given. We are now concerned with solutions(u; �) to (NH+) which satisfy

Z 1

0
u2(x) dx = R2; (8.6)

i.e. kuk = R. PuttingSR := fu 2 X j kuk = Rg andcn := cn( ; SR) for n 2 N, we have:

Theorem 8.3. Letn 2 N beodd. Then

(a) cn < cn+1

(b) There is a solution(u; �) 2 SR�R of (NH+) such that (u) = cn, andu has exactlyn�1
simple zeroes in[0; 1[.

(c) If (u; �) 2 SR�R is a solution of(NH+) with (u) > cn, thenu has at leastn+1 simple
zeroes in[0; 1[.

Proof. Sincen is odd, there holds�n(u) < �n+1(u) for everyu 2 X. Moreover,B is strongly
continuous by Lemma 8.1(i). Hence we may apply Theorem 6.5 which implies that property (CP)
holds for and the setK := fu 2 SR j u 2 Vn(u)g. In particularK contains a solutionu of
(SC)n satisfying (u) = cn. By Remark 8.2 we conclude thatu has preciselyn� 1 simple zeroes,
as claimed in (b). Moreover, since�u(u) = �n(u) < �n+1(u), we infercn =  (u) < cn+1 from
Prop. 6.3(a). Hence (a) holds true as well.
Finally, suppose that(u; �) 2 SR �R is a solution of(NH+) with at mostn � 1 simple zeroes.
Then�u(u) = � � �n(u), and therefore (u) � cn again by Prop. 6.3(a). This yields (c), and the
proof is complete.

8.1.2 Solutions with prescribed eigenvalue

Next we are concerned with solutionsu to (NH+) for givenparameter�. Therefore fixn 2 N and
� > �n(0). PutS� := fu 2 X j �n(u) = �g andcn := cn( �; S�). We are in a position to prove:

Theorem 8.4. Suppose thatn 2 N is odd, and that in addition to (M) the nonlinearityf satisfies
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(i) For all x 2 [0; 1] there holds

�� �1(0) < lim
t!1

f(x; t) � 1

(ii) If x 2 [0; 1]; t 2 [0;1[ are such thatf(x; t) > 0, thenf(x; �) is strictly increasing on[t;1[.

Then there is a solutionu of (NH+) such that (u) = cn andu has exactlyn� 1 simple zeroes in
[0; 1[.

Proof. We apply the results from Section 6.2. For this we remark that (i) yields (FG) by virtue of
Lebesgue’s monotone convergence theorem. To show(UC), note that ifv 6= 0 is an eigenfunction
of someu 2 X with B(u) 6= 0, thenv solves the equation

(p(x)v0)0 + q(x)v + f(x; juj)v = �v;

for some� 2 R, which implies thatv 2 C2(R), andv can only vanish on a discrete subset ofR.
HencehB(u)v; vi > 0, and (UC) holds. Finally,(CC)1 is a direct implication of (ii).
In view of (8.5) we may now apply Theorem 6.10, which yields property(CP )� for  � and the set
K� := fu 2 S� j u 2 Vn(u)g. In particularK� contains a solutionu of (SC)n with  �(u) = cn,
andu has the desired nodal property.

8.2 The superlinear case

We now consider (NH-), and we introduce the functionals ; � : X ! X� defined by

 (u) =
1

2

Z 1

0

�
p(x)u0

2
+ q(x)u2

�
dx� '(u):

and

 �(u) =  (u)� �

2
kuk2:

As a consequence of Lemma 8.1, the abstract conditions (H1)-(H4) and (CC) are satisfied.
Hence we may defineA(u), [�; �]u, �n(u), Pn(u), Vn(u) as well as problem(SC)n as in
Section 7, that is with respect to the superlinear case. Note that Remark 8.2 is still valid with
respect to this notations.

8.2.1 Solutions with prescribed norm

Let R > 0 be given. We are concerned with solutions(u; �) to (NH�) which satisfy the side
condition (8.6). Therefore putSR := fu 2 X j kuk = Rg andcn := cn( ; SR). The following
result reflects some kind of duality to the sublinear case, see Theorem 8.3:

Theorem 8.5. Letn 2 N beeven. Moreover assume that there are numbersa; b > 0 and0 � q < 4
such that

jf(x; t)j � atq + b: (8.7)

Then
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(a) cn > cn�1.

(b) There is a solution(u; �) 2 SR � R of (NH�) such that (u) = cn andu has exactlyn
simple zeroes in[0; 1[.

(c) If (u; �) 2 SR�R is a solution of(NH�) with (u) < cn, thenu has at mostn� 2 simple
zeroes in[0; 1[.

Proof. We apply the results from Section 7.1, showing first that condition (BB) is satisfied.
Fix u 2 SR. From 8.7 we deduce

hB(u)u; ui =
Z 1

0
f(x; juj)u2 dx � a

Z 1

0
jujq+2 + bR2 � (akukq1 + b)R2: (8.8)

Now consider arbitraryt 2 R andt� 1 < s � t such thatu2(s) = minu2. Then

2u2(t) = u2(t) + u2(t� 1)

= 2u2(s) + 2

Z t�1

s
u0(�)u(�) d� + 2

Z t

s
u0(�)u(�) d�

� 2u2(s) + 2

Z t

t�1
ju0(�)jju(�)j d�

� 2R2 + 2Rku0k2:
Hencekuk21 � R(R+ kuk

X
), and combining this with (8.8) yields

hB(u)u; ui � ~akuk
q
2

X
+~b

with ~a;~b only depending ona; b andR. Since q2 < 2 by assumption, we derive (BB) in view of
Remark 7.1.
Now, sincen is even, there holds�n�1(u) < �n(u) for everyu 2 X. Applying Proposition 7.9,
we thus infer that
�(K�) � n � 1 for the setK� := fu 2 SR j Qn(u)u = ug. Noting thatB
is compact by Lemma 8.1(i) and that�1 = 1, we may apply Theorem 7.8 which yields property
(CP )� for  andK�. In particularK contains a solutionu of (SC)n satisfying (u) = cn.
By Remark 8.2 we conclude that(u; �n(u)) has the properties claimed in (b). Moreover, since
�u(u) = �n(u) > �n�1(u), we infercn =  (u) > cn�1 from Prop. 7.4. Hence (a) holds true as
well.
Finally, suppose that(u; �) is an arbitrary solution of(NH�), (8.6) withat leastn simple zeroes.
Then�u(u) = � � �n(u), and therefore (u) � cn again by Prop. 7.4. This yields (c), and the
proof is complete.

8.2.2 Solutions with prescribed eigenvalue: The case� � �1(0).

Next we are concerned with solutionsu to (NH�) for givenparameter� � �1(0), and we fix
n 2 N such that�n(0) > �. Moreover we define

S� := fu 2 X j �n(u) = �g
and considercn := cn( �; S�).
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Theorem 8.6. Suppose thatn 2 N is even, and that in addition to (M) the nonlinearityf satisfies

(i) There is an� > 2 such that0 � �
tR
0

f(x; s)s ds � f(x; t)t2 for all x; t.

(ii) If x 2 [0; 1]; t 2 [0;1[ is such thatf(x; t) > 0, thenf(x; �) is strictly increasing on[t;1[.

(iii) f 6� 0, i.e. there isx 2 R, t 2 (0;1) with f(x; t) > 0.

Then there is a solutionu of (NH�) such that �(u) = cn, andu has exactlyn simple zeroes in
[0; 1[.

We will prove this result with the tools from Section 7.2.3. In view of (8.2) the canonical isometric
isomorphismJ : X ! X� equals, in distributional sense, the map

u 7! �(pu0)0 + (q +m)u:

Moreover, the operator-valued mapG : X ! L(X) considered in Section 7.2.3 is given by

G(u) := J�1[B(u) + (m+ �)I] (u 2 X):

We recall that for allu 2 X the operatorG(u) is bounded, symmetric andpositive definite. More-
over, since the embeddingsX,!H,!X� arecompact, we deduce thatG(u) is compact as well. As
a consequence, the numbers�k(u) defined by (7.31) are all eigenvalues ofG(u).

Lemma 8.7. If n 2 N is even, then�n(u) < �n�1(u) for everyu 2 X.

Proof. Note that� is an eigenvalue ofG(u) if and only if � = 1
� is an eigenvalue of weighted

problem

�(pv0)0 + qv = �r(x)v; (8.9)

with a uniformly positive weightr(x) = f(x; ju(x)j) +m + �. Hence the assertion follows from
[28, Theorem 2.3.1].

Combining Lemma 8.7 and Proposition 7.28, we deduce


�(K�
� ) � n� 1; (8.10)

forK�
� being defined as in Section 7.2.3. Next we establish a unique continuation property for sums

of eigenfunctions ofG(u).

Lemma 8.8. Let u 2 X, and consider a finite sumv =
nP
i=1

vi of (nonzero) eigenfunctionsvi of

G(u) corresponding to pairwise different eigenvalues�i.
Thenv does not vanish on any open subset of]0; 1[.

72



Proof. We recall that�i > 0 for i = 1; :::; n, sinceG(u) is positive definite. Hence, everyvi is a
classical solution of

�(pv0i)0 + qvi =
1

�i
[f(x; ju(x)j) +m+ �]vi (i = 1; :::; n):

In particularv 2 C2(]0; 1[). Moreover, assuming in contradiction thatv = 0 on an open subset
M �]0; 1[, we would have

0 = �(pv0)0 + qv =
nX
i=1

[�(pv0i)0 + qvi] = [f(�; ju(�)j) +m+ �]
nX
i=1

1

�i
vi onM

This however implies
nP
i=1

1
�i
vi = 0 onM . Iterating this argument, we derive

nX
i=1

1

�ji
vi = 0 onM for all j 2 N;

which impliesvi = 0 onM for i = 1; :::; n. However, sincevi solves a linear ODE with regular
coefficients, we infervi = 0 for all i. Hencev = 0, as claimed.

Now we are prepared for the

Proof of Theorem 8.6. As a consequence of Lemma 8.8 and (iii), the conditions (UC) and(UC)1
from Section 7.2.3 are satisfied. In order to establish(CC)01 we have to use (i) and (ii): For arbitrary
u; v 2 X the function� : [0;1[! [0;1[ given by�(t) := hB(tu)v; vi is nondecreasing in view
of (M). Now suppose that

�(t0) > 0 (8.11)

for somet0 > 0, i.e. the functionf(�; t0u(�))v(�) does not vanish identically. In view of (ii) we then
infer that� increases strictly on[t0;1[, hence it remains to show thatlim

s!1
�(s) =1. For this we

pick s1; s2 > 0 sufficiently large such that


u := fx 2 [0; 1] j f(x; s1j) > 0; v(x) 6= 0; s2ju(x)j � s1g

is a set of positive measure. Now a standard upshot of (ii) is thatF (x; st) � s�F (x; t) for t � 0,
s � 1, cf. (7.25). Combining this with (ii), we get forx 2 
u ands � s2

f(x; jsu(x)j)v2(x) � �
F (x; sju(x)j)
jsu(x)j2 v2(x)

� �(
sju(x)j
s1

)��2F (x; s1)v
2(x);

hence

hB(su)v; vi � �(
s

s1
)��2

Z

u

ju(x)j��2F (x; s1)v2(x) dx:
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Since� > 2 and the integral on the right hand side is positive, we concludelim
s!1

�(s) =1. Hence

(CC)01 is valid.
Next we show


(S�) � n:

For this pick ann-dimensional subspaceV � X of analytic functions (e.g. trigonometric polyno-
mials). Using (iii), we find for every nonzerou 2 V a numbert > 0 such thathB(tu)v; vi > 0 for
all v 2 V , v 6= 0. In view of Lemma 7.22(b) we infer
(V \ S�) = n, hence
(S�) � n.
Since � satisfies the PS condition by virtue of the subsequent Lemma, we now may apply Theorem
7.27. This in particular yields a solutionu of (SC)n with �n(u) = � and �(u) = cn, andu has
preciselyn zeroes by Remark 8.2. �

Lemma 8.9.  � satisfies the PS condition.

Proof. Let (un) � X be a sequence such that

 �(un)! c 2 R; d �(un)! 0 2 X�:

We first show that(un)n possesses a subsequence which is bounded inX. This is somewhat in-
volved due to our (weak) growth assumptions and the fact that� might be an eigenvalue ofA0.
Note first that for everyv 2 X; n 2 N there holds

hB(un)un; vi � kvk1
Z 1

0
f(x; jun(x)j)jun(x)j dx

� C1kvkX(
Z 1

0
f(x; jun(x)j)u2n(x) dx+ C2)

= C1kvkX(hB(un)un; uni+ C2);

with constantsC1; C2 > 0, hence

kB(un)unkX� � C1(hB(un)un; uni+ C2): (8.12)

On the other hand, we have

hB(un)un; uni = �hd �(un); uni+ 2 �(un) + 2'(un)

� o(1)kunkX +O(1) +
2

�
hB(un)un; uni;

and therefore

hB(un)un; uni � o(1)kunkX +O(1); (8.13)

since� > 2. Combining (8.12) and (8.13) we get

kB(un)unkX� � o(1)kunkX +O(1): (8.14)

Now pick " > 0 such that]�� "; � + "[ contains no eigenvalue ofA0 differentfrom �. Denote by
Q+; P;Q� the spectral projections associated withA0 and the sets]�1; �� "], f�g, [�+ ";1[,
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respectively. Moreover putQ := Q� +Q+ andÂ� := Â� �I : X ! X� for the sake of brevity.
Then spectral theory yields

kQunk2X = kQ�unk2X + kQ+unk2X
= hÂ�Q�un; Q

�uni+ (m+ �)kQ�unk2 + hÂ�Q+un; Q
+uni+ (m+ �)kQ+unk2

�
�
1� m+ �

"

�
hÂ�Q�un; Q

�uni+
�
1 +

m+ �

"

�
hÂ�Q+un; Q

+uni

=

�
1� m+ �

"

�
hÂ�un; Q�uni+

�
1 +

m+ �

"

�
hÂ�un; Q+uni

� C3hÂ�un;�Q�un +Q+uni
� C3kÂ�unkX�kQunkX

with a constantC3 > 0. This implies

kQunkX � C3kÂ�unk
� C3kd �unkX� + kB(un)unkX�
� O(1) + o(1)kunkX

by (8.14). Now assume thatkunkX ! 1. Then, puttingvn := un
kunkX

, we havekvnkX = 1

for all n andkQvnkX ! 0. SinceR(P ) is finite dimensional, we infer thatvn ! v 2 R(P ),
kvk

X
= 1 after passing to a subsequence. By (iii) and Lemma 8.8 there existst > 0 such that

C4 := hB(tv)v; vi > 0. Hence we conclude that for sufficiently largen we have

hB(un)un; uni � kunk2XhB(tvn)vn; vni �
C4

2
kunk2X :

Combining this again with (8.13), we infer

kunk2X � o(1)kunkX +O(1);

hence this subsequence is bounded inX, as desired.
Extracting an appropriate subsequence, we now haveB(un)un ! w 2 X� (cf. Lemma 5.7), and
therefore

Â�un = d �(un) +B(un)un ! w:

SinceÂ� : X ! X� is a Fredholm operator by Lemma 4.2, it is a proper map when restricted to
a bounded subset. Hence, passing again to a subsequence, we may assume thatun ! u 2 X, as
required.

8.2.3 Solutions with prescribed eigenvalue: The case� < �1(0).

We now assume that� < �1(0), and we considerN := fu 2 X n f0g j �u(u) = �g andcn :=
cn( �;N ) as in Section 7.2.2. With this notations there holds:

Theorem 8.10. Considern 2 N even, and suppose that in addition to (M) the nonlinearityf
satisfies the assumptions (i)-(iii) of Theorem 8.6. Then:
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(a) cn > cn�1.

(b) There is a solution(u; �) of (NH�) such that �(u) = cn andu has exactlyn simple zeroes
in [0; 1[.

(c) If u is a solution of(NH�) with �(u) < cn, thenu has at mostn�1 simple zeroes in[0; 1[.

We prove this theorem by applying Section 7.2.2. For this recall that conditions(CC)1 and(CC)2
are immediate consequences of (i) and (ii). Moreover, note that the scalar product(�j�)� introduced
in Section 7.2.2 can be written as

(ujv)� :=
Z 1

0
[p(u0v0) + (q � �)uv] dx:

Denoting byJ� the canonical isometric isomorphismX ! X� associated with this scalar product,
the operator family under consideration is given byG(u) := J�1� B(u) (u 2 X). Now observe that
condition(CC)3 is ensured by the following Lemma.

Lemma 8.11. Let u 2 X, and consider a finite sumv =
nP
i=1

of (nonzero) eigenfunctionsvi of

G(u) corresponding to pairwise different positive eigenvalues. Thenv does not vanish on the set
I(f) := fx 2 [0; 1] j 9 t > 0 with f(x; t) > 0g.
Proof. Suppose in contradiction thatv = 0 on I(f). By a similar argument as in the proof of
Lemma 8.8 this forcesvi = 0 on the setfx 2 [0; 1] j f(x; ju(x)j) 6= 0g for i = 1; :::; n. Hence
G(u)vi = 0 for i = 1; :::; n in contradiction to the assumptions.

Now fix n 2 N even, and define~Qn(u) as in Section 7.2.2. We recall that our abstract results
involved the setKN := fu 2 N j ~Qn(u)u = ug. In the present situation we observe:

Lemma 8.12. 
�(KN ) � n� 1.

Proof. First note that, ifu 2 N , thenf(�; juj) 6� 0 on [0; 1]. Thus, testing with ann-dimensional
subspace ofX consisting of analytic functions (e.g. trigonometric polynomials), we infer�n(u) >
0. We claim

�n(u) < �n�1(u) (8.15)

for everyu 2 N . If in contradiction�n(u) = �n�1(u), then also�n( ~A(u)) = �n+1( ~A(u)) = �
for the operator

~A(u) :=
@

@x
(p
@

@x
) + q � 1

�n(u)
f(x; juj) : H � D(A0)! H:

This however contradicts [28, Theorem 2.3.1]. As a consequence of (8.15), there holdsKN = fu 2
X j u 2 N ( ~Pn�1(u))g. Hence we may deduce the assertion from Proposition 3.12, once we have
shown that~Pn�1 : N ! �n�1(X) is homotopic to a constant map via an even homotopy. To this
end, denote fort 2 [0; 1], u 2 X by H1(t; u) 2 L(X) the spectral projection associated with the
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operatorGt(u) := J�1� (B(u) + tI) and the interval[�n�1(Gt(u));1[ (now using the notation of
Section 4.2). Fort > 0 andu 2 X the operatorGt(u) is strictly positive, hence we conclude

�n(Gt(u)) < �n�1(Gt(u)) (8.16)

as in the proof of Lemma 8.7. However, in view of (8.15), we infer that (8.16) holds for also for
t = 0 andu 2 N . Hence Lemma 4.8 implies thatH1 : [0; 1] �N ! �n(X) is continuous. Next
we defineH2 : [0; 1] �N ! �n(X) by

H2(x; s) = ~Pn�1(G1(su)):

Then H2 is also continuous by virtue of (8.16) and Lemma 4.8. Piecing togetherH2 and
~H1(�; �) := H1(1� �; �), we get a homotopyH : [0; 2] � N ! �n(X) with H(0; �) � const 2
�n(X) andH(2; �) = ~Pn�1(�) : N ! �n(X). SinceH is even in the second variable, the assertion
follows from Proposition 3.12.

Next we assert that


(N ) =1: (8.17)

This is easily seen by Lemma 7.10. Indeed, letk 2 N be given, and consider again ak-dimensional
subspace consisting of analytic functions. Then, for eachv 2 V n f0g, assumption (iii) furnishes a
numbert > 0 such thathB(tv)v; vi > 0. Hence
(V \N ) = k, and therefore
(N ) � k.
We now may easily complete the

Proof of Theorem 8.10. In view of (8.17) and Lemma 8.12 we may apply Corollary 7.21, which in
asserts thatKN contains a solutionu of (SC)n satisfying �(u) = cn. By Remark 8.2 we conclude
thatu has preciselyn simple zeroes, as claimed in (b). Moreover, since�n�1(u) > �n(u) = 1 by
(8.15), we infercn =  �(u) > cn�1 from Prop. 7.19. Hence (a) holds true as well.
Finally, suppose thatu is an arbitrary solution of(NH�) with at leastn simple zeroes. Then
u 2 N and�n(u) � 1, hence �(u) � cn again by Proposition 7.19. This yields (c), and the proof
is complete. �

8.3 Remarks on nonlinear Sturm-Liouville problems and character-
istic numbers

In this section we make some comments on the Dirichlet problem

(SL�) � (p(x)u0)0 + q(x)u� f(x; juj)u = �u; x 2 [0; 1]

u(0) = u(1) = 0; (8.18)

where we are given continuous functionsq : [0; 1] ! R andf : [0; 1] � [0;1[! R as well as an
everywhere positive functionp 2 C1([0; 1]). Moreover we assume

(M) f(0) = 0, andf(x; �) is nondecreasing on[0;1[ for a. e.x 2 [0; 1].
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Hence we consider the same class of second order ODEs as in the preceding sections, but now
the periodicity assumptions are replaced by Dirichlet boundary conditions. Consequently we now
considerH := L2[0; 1] andX :=W 1;2

0 ([0; 1]), then the operatorA0 := � d
dx(p

d
dx)+q with domain

D(A0) =W 2;2([0; 1]) \W 1;2
0 ([0; 1])

is selfadjoint and bounded from below inH, andX is precisely the form domain ofA0. Note that,
by virtue of the assumptions imposed on the data, weak solutionsu 2 X of (SL�) are in fact
classicalC2 solutions. The main difference to the periodic problem lies in the fact that now all
eigenvalues are nondegenerate, i. e. that

�n(u) < �n+1(u) (8.19)

for everyn 2 N and everyu 2 X. Moreover, the correspondingn-th eigenfunctions possesses
preciselyn� 1 simple zeroes in]0; 1[ (cf. Remark 8.2(b)). This is true irrespectively of whether the
�n are defined according to the sub- or to the superlinear case. Therefore we may evidently repeat
all the preceding considerations forarbitrary n 2 N. We omit the details and just give a view on
some of the arising results. Therefore put

 �(u) :=
1

2

Z 1

0

�
p(x)u0

2
+ q(x)u2

�
dx� '(u):

and

 �� (u) :=  �(u)� �

2
kuk2

for u 2 X, where' : X ! R is given by

'(u) :=

Z 1

0

Z ju(x)j

0
f(x; s)s ds dx:

Then there holds:

Theorem 8.13. LetR > 0; n 2 N and putSR := fu 2 X jkuk = Rg (k�k denoting theL2-norm).
Moreover setc�n := cn( 

�; SR). Then

(a) c+n < c+n+1

(b) There is a solution(u; �) 2 SR � R of (SL+) such that +(u) = c+n , andu has exactly
n� 1 simple zeroes in]0; 1[.

(c) If (u; �) 2 SR � R is a solution of(SL+), with  +(u) > c+n , thenu has at leastn simple
zeroes in]0; 1[.

Moreover, if there are numbersa; b > 0 and0 � q < 4 such that

jf(x; t)j � atq + b

for x 2 [0; 1]; t 2 [0;1[, then also
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(d) c�n < c�n+1.

(e) There is a solution(u; �) 2 SR�R of (SL�) such that �(u) = c�n andu has exactlyn�1
simple zeroes in]0; 1[.

(f) If (u; �) 2 SR�R is a solution of(SL�) with �(u) < c�n , thenu has at mostn�2 simple
zeroes in]0; 1[.

Theorem 8.14. Suppose thatf satisfies the additional conditions

(i) There is an� > 2 such that0 � �
tR
0

f(x; s)s ds � f(x; t)t2 for all x; t.

(ii) If x 2 [0; 1]; t 2 [0;1[ is such thatf(x; t) > 0, thenf(x; �) is strictly increasing on[t;1[.

(iii) f 6� 0, i.e. there isx 2 [0; 1], t 2 (0;1) with f(x; t) > 0.

Consider� < inf �(A0) and

N := fu 2 X n f0g j
Z 1

0
[pu0

2
+ (q � �)qu2] =

Z 1

0
f(x; juj)u2g

as well ascn := cn( 
�
� ;N ). Then for everyn 2 N there holds

(a) cn < cn+1.

(b) There is a solution(u; �) of (SL�) such that �� (u) = cn andu has exactlyn � 1 simple
zeroes in]0; 1[.

(c) If u is a solution of(NH�) with  �� (u) < cn, thenu has at mostn � 1 simple zeroes in
]0; 1[.

Remark 8.15. (a) In view of global bifurcation results due to Rabinowitz [58], the above-stated
Theorems presumably do not contain any newexistenceresult for nodal solutions. However, the
nodal characterization by Ljusternik-Schnirelman levels complements results of Coffman (cf. [20]
and [18]) in a clarifying way. In particular we infer that Nehari’s characteristic numbers defined by

�n := min
u2�n

 �� (u)

coincide with the Ljusternik-Schnirelman levelscn := cn( 
�
� ;N ) of  �� on the Nehari manifold

N (at least under the stronger assumptions which Nehari originally imposed on the problem, cf.
[57]). We recall that, as defined by Nehari,�n denotes the class of all continuous and piecewise
differentiable functionsu 2 X such that

(i) u has at leastn� 1 zeroesa1 < a2 < ::: < an�1 in ]0; 1[ and

(ii) u � 1[aj ;aj+1] 2 N for j = 0; :::; n, with a0 := 0 andan := 1
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Nehari [57] in particular proves the existence of an �� -minimizeru1 2 �n which solves(SL�),
and from Theorem 8.14(c) we deduce that�n =  �� (u1) � cn. On the other hand, Theorem 8.14(b)
yields a solutionu2 of (SL�) such thatu2 2 �n and �� (u2) = cn, and thereforecn � �n by the
very definition of�n.
Note that Coffman [18] first observed a relationship between Ljusternik-Schnirelman theory and
Nehari’s method, but he identified the characteristic numbers with Ljusternik-Schnirelman levels of
adifferentauxiliary functional.
(b) Clearly one obtains analogous results replacing the Dirichlet conditions (8.18) by a general set
of separated boundary conditions

�1u(0) + �2u
0(0) = 0; �21 + �22 > 0;

�1u(1) + �2u
0(1) = 0; �21 + �22 > 0:

Indeed, in this case problem(SL�) can again be formulated via a family of selfadjoint operators
with nondegenerate eigenvalues and such that then-th eigenfunctions possesses exactlyn�1 simple
zeroes. Hence we may repeat the preceding reasonings once more.
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Chapter 9

Normalized solutions to superlinear
Schrödinger equations

We are interested in solutions(u; �) of the equation

(NS) ��u� f(x; juj)u = �u; u 2W 1;2(RN )

satisfying the additional side condition

kuk2 = R;

R > 0 being given.
We assume thatf : 
� [0;1[! R is a Caratheodory function satisfying

(M) f(0) = 0, andf(x; �) is nondecreasing on[0;1[ for a. e.x 2 RN .

Concerning the regularity of weak solutions to (NS) there holds:

Lemma 9.1. Suppose that there is� 2]0; 4
N�2 [ andC > 0 such that

f(x; t) � C(1 + t�) (9.1)

for a.e. x 2 RN ; t � 0, and suppose thatu 2 W 1;2(RN ) is a weak solution of (NS) for some
� 2 R. Thenu 2W 2;s

loc (R
N ) \ C1(RN ) for everys <1.

Proof. Using (9.1) and Sobolev embeddings, we easily derive thatf(�; ju(�)) 2 Lqloc(R
N )

for some q > N
2 , henceu is continuous in view of Lemma 14.1. As a consequence,

g = �u+ f(�; juj)u 2 L1loc(RN ) \ L2(RN ), whereasu weakly solves

��u = g:

Hence standard elliptic regularity yieldsu 2 W 2;s
loc (R

N ) for all s � 1. However,W 2;s
loc (R

N ) is
embedded inC1(RN ) for sufficiently larges.
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9.1 The radial case

In this section we assume in addition to (M) thatN � 2 and thatf is radially symmetric, i.e. it
can be written in the formf(x; t) = f(jxj; t) with a Caratheodory functionf : [0;1[�[0;1[! R.
Moreover we assume

(G) There are numbers�1; �2 2]0; 4
N [ andC > 0 such thatf(x; t) � C(t�1 + t�2) for a.e.

x 2 RN ; t � 0.

(D) There exist positive constantsA; t0; r0 and numbers0 � � < 2, 0 < � < 2(2��)
N such that

f(r; t) � Ar�� t� for 0 � t � t0; r > r0:

Now defineH, X as the closed subspaces consisting of radially symetric functions inL2(RN ),
W 1;2(RN ), respectively. ThenX is precisely the form domain of the selfadjoint operatorA0 :
D(A0) � H ! H defined by

D(A0) = fu 2W 2;2(RN ) j u radially symmetricg
A0 u = ��u: (9.2)

We furthermore consider

F (r; t) :=

Z t

0
f(r; s)s ds

for r; t 2 [0;1[.

Lemma 9.2. Set

hB(u)v; wi :=
Z
RN

f(jxj; ju(x)j)v(x)w(x) dx

for u; v; w 2 X. Then:

(a) B is a well defined strongly continuous mapX ! L(X;X�). Moreover,B(u) 2 L(X;X�)
is compact for everyu 2 X.

(b) For everyu 2 X the integral

'(u) :=

Z
RN

F (jxj; ju(x)j) dx

exists. Moreover,' : X ! R andB satisfy(CC).

Proof. (a) Let us first assume that

f(x; s) � Cs� 8 s � 0; x 2 RN (9.3)

with a constant� 2]0; 4
N [. Since2 < � < 2�, the Sobolev embeddingi : X ! L�+2(RN ) is

compact (see [51, Proposition 1.1]). Moreover,B factorizes in the form

X
i
,! L�+2(RN )

f��! L
�+2
� (RN )

b�! L(L�+2(RN ); L(�+2)0 (RN ))
j�! L(X;X�): (9.4)
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Heref� and b are given byf�(u)(x) := f(x; u(x)) and b(u)v := uv respectively, andj maps
a linear operatorh 2 L(L�+2(RN ); L(�+2)0(RN )) to i�hi. By (G) the substitution operatorf� is
bounded, hence it is continuous (see [47, Theorem 2.1]). Moreover,b is a continuous linear operator
by Hölder’s inequality, and evidentlyj is continuous as well. Hence (9.4) shows thatB is strongly
continuous and thatB(u) 2 L(X;X�) is acompactlinear operator for everyu 2 X.
In the general case, note that (G) permits to writef = f1 + f2, wheref1 andf2 satisfy (9.3) with
� = �1 and� = �2 respectively. According to this decomposition,B splits in a sumB1 + B2,
where the operatorsBi have the desired properties by the argument from above. Hence the assertion
is true forB as well.
(b) As in the proof of Lemma 2.4 one uses (M) to deduce the inequality

2

�
F (jxj; jv(x)j) � F (jxj; ju(x)j)

�
� f(jxj; ju(x)j)(v2(x)� u2(x)) (9.5)

for u; v 2 X andx 2 RN . Integrating (9.5) overRN yields precisely (CC).

As a consequence of Lemma 9.2, the mapB satisfies (H1)-(H5) and (CC), hence we may consider
A(u), �n(u), Qn(u), �u and problem(SC)n as defined in Chapter 7. We observe that solutions of
(SC)n carry nodal information, more precisely:

Lemma 9.3. (a) For everyu 2 X the eigenvalues ofA(u) are nondegenerate. Moreover, if
�n(u) is an eigenvalue ofA(u) andv a corresponding eigenfunction, thenv has preciselyn
nodal domains.

(b) If u 2 X is a solution of(SC)n for somen 2 N, thenu solves (NS) weakly with� = �n(u),
andu has preciselyn nodal domains.

Proof. (a) The assertion follows from Theorem 14.8 as soon as we have established thatV :=
f(�; ju(�)j) is a radial W -admissible potential(cf. Definition 14.5). For this note that, by virtue
of (G) and Lemma 14.16(b), the relation (14.9) holds for any� < 0. Therefore the admissibility
follows in view of Lemma 9.2(a).
(b) This follows from (a) and the very definition of problem(SC)n.

Now define the functional : X ! R by

 (u) =
1

2
kruk22 � '(u)

and consider the minimax valuescn := cn( ; SR) for  on the sphere

SR := fu 2 X j kuk2 = Rg:

The main result of this section reads as follows.
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Theorem 9.4. LetR > 0. Then

(a) cn < cn+1 for everyn 2 N.

(b) There exist (radial) solutions(un; �n) 2 SR�R� of (NS) such that (un) = cn, andun has
preciselyn nodal domains.

(c) If (u; �) 2 SR �R� is a radial solution of (NS) with (u) < cn for somen 2 N, thenu has
at mostn� 1 nodal domains.

Remark 9.5. (a) While standard Ljusternik-Schnirelman theory on the sphereSR yields the mere
existence of infinitely many normalized radial solutions to (NS) under the above conditions, the
nodal information provided by Theorem 9.4 is new. In fact, we are only aware of a related result of
Heinz [35] referring to asublinearequation.
(b) Condition (D) is closely related to the existence of normalized solutions to (NS) withsmall
prescribedL2-norm. Indeed, [72, Theorem 4.8] asserts that a condition likeD is necessary in case
thatR is small. To illustrate this, let us consider the nonlinearity

jf(x; t)j = t�

1 + jxj� (t > 0; x 2 RN ):

Then, ifN � 3 and� > 2(2��)
N � (2 � �)maxf 1

N ;
�
2 g, there is a constantC > 0 such that

kuk2 � C wheneveru solves (NS) weakly with some� < 0 (C does not depend on�, cf. [72,
Theorem 4.8]). Moreover, a similar result holds forN = 2.

In the rest of the section we prove Theorem 9.4 with the tools supplied by Section 7.1. For this we
first need to ensure:

Lemma 9.6. For arbitrary R > 0 there holds condition (BB), i.e., there are constantsa 2 [0; 1[
andb > 0 such that

hB(u)u; ui � akuk2
X
+ b:

for everyu 2 SR.

Proof. We use the well known multiplicative Sobolev inequality due to Gagliardo, Nirenberg and
Golovkin, which asserts that forp 2]2; 2N

N�2 [ there is a constantK = K(p;N) such that

kukp � Kkruk�2kuk1��2 (9.6)

with � = N(12 � 1
p) (see [73] and the references therein). Indeed, in view of(G) we deduce with

� = max
i=1;2

�i

hB(u)u; ui � C(kuk�1+2�1+2
+ kuk�2+2�2+2

)

� 2C(kuk�+2�+2 + kuk22)
� 2C(K�+2R(�+2)(1��)kuk(�+2)�

X
+R2)

whereas(� + 2)� < 2. Hence (BB) follows from Remark 7.1.
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By Lemma 7.2 we now infer that is bounded from below onSR, hencecn > �1 for every
n 2 N. Next we show that these values are strictly smaller than zero, which is the infimum of the
essential spectrum ofA0. This is of crucial importance to ensure local compactness (cf. the proof
of Theorem 7.8).

Lemma 9.7. For arbitrary R > 0, n 2 N there holdscn < 0.

Proof. Pick ann-dimensional subspaceZ � X consisting of bounded continuous functions with
support inRN n Br0(0). For v 2 Z definejkv 2 X by jkv(x) := k�

N
2 v(xk ), and note that

kjkvk2 = kvk2 for everyv 2 Z. PutZR := fv 2 Z j kvk = Rg, and observe that there is a number
k0 2 N such thatkjkvk1 � t0 for all v 2 ZR; k � k0. For these values ofk andv assumption
(D) implies

'(jkv) � A

Z
RNnBr0 (0)

jxj��
Z jjkv(x)j

0
t�+1 dt dx

=
A

� + 2

Z
RNnBr0 (0)

jxj�� jjkv(x)j�+2 dx

=
A

� + 2
k�

N
2
(�+2)

Z
RNnBr0 (0)

jxj�� jv(x
k
)j�+2 dx

=
A

� + 2
k�

N
2
(�)

Z
RNnB r0

k
(0)
jkxj�� jv(x)j�+2 dx

� A

� + 2
k�

N
2
���

Z
RNnBr0 (0)

jxj�� jv(x)j�+2 dx (9.7)

Note that the integral in (9.7) is positive for everyv 2 ZR. Using this and the fact thatZR is
compact, we find constantsc1; c2 > 0 such that for everyv 2 ZR there holds

'(jkv) � c1k
�N

2
(�)��

as well as
krjkvk22 = k�2krvk2 � c2k

�2:

Now N
2 � + � < 2 by assumption, hence

sup
v2ZR

 (jkv) = sup
v2ZR

�
1

2
krjkvk22 � '(jkv)

�

� c2
2
k�2 � c1k

�N
2
(�)��

< 0:

for k large enough. Since
(fjkv jv 2 ZRg) = n, we concludecn < 0, as claimed.

Now fix n 2 N and putK� := fu 2 SR j ~Qn(u)u = ug as in section 7.1. Recall that, in order
to apply Theorem 7.8, we have to show that
�(K) � n � 1. However, since the ’unperturbed
operator’A0 = �� has no eigenvalues, Prop. 7.9 does not apply in the present situation. Instead,
we proceed by a direct construction which involves the evaluation of (continuous) eigenfunctions at
x = 0.
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Lemma 9.8. Consideri 2 N andD � X such that foru 2 D there holds�i(u) < 0, which by
Lemma 9.3(a) implies that�i(u) is a nondegenerate eigenvalue ofA(u). DenoteP̂i(u) the spectral
projection associated with this eigenvalue. Then the function

D ! R

u 7! P̂i(u)ujx=0
is odd and continuous.

Proof. Oddness is clear. To show continuity, consider a sequence(uj) � D such thatuj ! u 2 D.
To abbreviate the notation, we writehj := P̂i(uj)uj andh := P̂i(u)u. As an easy consequence
of Corollary 4.5 we infer thathj ! h in X. DenoteU := fh; hj j j 2 Ng, in particularU
is bounded inX. Moreover, using (G) and Sobolev embeddings, we infer that the sequence of
functionsVj := f(�; juj j(�))� �i(uj); j 2 N is bounded inLq(B2(0)) for someq > N

2 . Applying
Lemma 14.1(b) to
 = B2(0), 
0 = B1(0) in particular yields thathj(0)! h(0), as claimed.

Lemma 9.9. 
�(K�) � n� 1.

Proof. SettingOi := fu 2 SR j�i(u) < 0; P̂i(u)ujx=0 6= 0g for i = 1; :::; n � 1, we infer by
Lemma 9.8 thatOi is openand symmetric and that
(C) � 1 for every closed and symmetric
subsetC � Oi. Moreover,

P̂i(u)ujx=0 = 0 () P̂i(u)u = 0

by virtue of Lemma 14.3, which implies thatSR nK� �
n�1S
i=1

Oi.

Now consider an arbitrary closed and symmetric subsetA � SR nK�. ThenA �
n�1S
i=1

Oi. More-

over, sinceA is paracompact, this covering can be shrunk, i.e. there are open and symmetric subsets

~Oi such that ~Oi � Oi andA �
n�1S
i=1

~Oi. Recalling that
( ~Oi) � 1 for eachi, we conclude


(A) � n� 1. Thus
�(K�) � n� 1, as claimed.

We now have all necessary tools for the

Proof of Theorem 9.4. We start with the proof of (b), which we deduce from Theorem 7.8. For this
let n 2 N be given, and recall that the relation (7.11) holds by Lemma 9.9. Moreover,�1 = 0,
hence Lemma 9.7 ensures thatcn < R2

2 �1, as required. Recalling finally thatB is compact by
Lemma 9.2, we may apply Theorem 7.8 which yields condition(CP )�. In particular there is a
solution un 2 K� � SR of (SC)n, and by virtue of Lemma 9.3(b) we conclude thatun has
preciselyn nodal domains, as claimed in (b).
Moreover, suppose that(u; �) 2 SR �R is a solution of (NS) having more thann nodal domains.
Then�u(u) = � = �n+j(u) for somej 2 N, whereas�n+j(u) > �n(u) by Lemma 9.3(a). By
Proposition 7.4 we infer that (u) � cn+j � cn+1 as well as (u) > cn. Hence, every solution
(u; �) of (NS) satisfyingeither (u) � cn or  (u) < cn+1 has at mostn nodal domains. Hence (c)
holds in particular, but combined with (b) this also forces (a). �
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9.2 The nonradial case

In this section we assume that in addition to (M) there holds the following assumption:

(G’) There is a number0 < � < 4
N and a functionw 2 L1(RN ) such that lim

jxj!1
w(x) = 0 and

f(x; t) � w(x)(1 + t�) for a.e.x 2 RN ; t � 0.

The behavior at infinity is required to overcome the lack of compactness which is an inconvenient
feature of thenon-symmetricsetting. As in the radial case, we also require lower bounds on the
growth off , precisely we assume:

(D0) There exists positive constantsA; t0; d as well as numbers� < 2, 0 < � < 2(2��)
N and a point

x0 2 RN such thatjx0j > d and

f(x; t) � Ajxj�� t� for 0 � t � t0; x 2 C := fsy j s � 1; jy � x0j � dg:

We emphasize that, as in the radial case, a growth condition in the form of (D’) is necessary for
the existence of normalized solutions to (NS) withsmallprescribedL2-norm (cf. Remark 9.13 and
[72, Theorem 4.8]). For this reason, condition (D’) is familiar in the context of bifurcation from the
essential spectrum, see [74, p. 431].
We now putX :=W 1;2(RN ), and as in the radial case we have

Lemma 9.10. Define

hB(u)v; wi :=
Z
RN

f(x; ju(x)j)v(x)w(x) dx

for u; v; w 2 X. Then:

(i) B is a well defined strongly continuous mapX ! L(X;X�). Moreover,B(u) 2 L(X;X�)
is compact for everyu 2 X.

(ii) For everyu 2 X the integral

'(u) :=

Z
RN

Z ju(x)j

0
f(x; t)t dt dx

exists. Moreover,' : X ! R andB satisfy(CC).

Proof. Note that by (G’) we may writef = f1 + f2 such that

fi(x; s) � w(x)s�i (x 2 RN ; s 2 [0;1[; i = 1; 2)

with �1 = 0 and�2 = �. Hence the assertion follows from Lemma 14.22 and the remark following
it.
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Again we infer that the conditions (H1)-(H5) and (CC) are valid. Setting

A0 := �� : W 2;2(RN ) � L2(RN )! L2(RN )

we therefore may considerA(u), �n(u),Qn(u), �u etc. as defined in Chapter 7.
Now fix u 2 X arbitrary. Note that (G’) and Sobolev embeddings yield that

V := f(�; ju(�)j) 2 Lqloc(RN ) for someq >
N

2

and in view of Lemma 9.10(a) we deduce thatV is aW -admissible potential (cf. Sec. 14.3.1).
Hence Theorem 14.7 yields that every eigenfunction ofA(u) associated with�n(u) has at most
n nodal domains (note that every such eigenfunction is continuous by virtue of Lemma 14.1). In
particular, every eigenfunction associated with�1(u) does not change sign, hence it is positive by
the strong Harnack inequality, see [67, Theorem C.1.3]. This immediately implies that

�1(u) < �2(u) whenever �1 < �1; (9.8)

and that every eigenfunction associated to�n(u), n � 2 changes sign. In particular we have proven:

Lemma 9.11. If u 2 X is a solution of(SC)n for somen, thenu has at mostn nodal domains. If
n � 2, thenu changes sign.

In our main theorem we state relationships between nodal properties of solutions

u 2 SR = fu 2 X j kuk2 = Rg
of (NS) and the minimax valuescn := cn( ; SR) for the functional : X ! R defined by

 (u) =
1

2
kruk22 � '(u)

(cf. Sec. 7.1).

Theorem 9.12. LetR > 0. Then:

(a) If (u; �) 2 SR �R is a weak radial solution of (NS) satisfying either (u) � cn or  (u) <
cn+1 for somen 2 N, thenu hasat mostn nodal domains.

(b) For n = 1; 2 there are solutions(un; �n) 2 SR � R of (NS) such that (un) = cn andun
has preciselyn nodal domains.

(c) c1 < c2

Remark 9.13. (a) As a matter of fact, (NS) has infinitely many normalized solutions under the
above conditions, as can be deduced by standard Ljusternik-Schnirelman theory on the sphereSR.
In contrary, nodal information on normalized solutions is new. However, in addition to our upper
bounds on nodal domains, we can only prove the existence of onesign changingsolution. We
nevertheless suspect that (NS) possesses an infinite number of normalized sign changing solutions.
This guess is encouraged by results of Bartsch [7], who established the existence of infinitely many
sign changing solutions forunconstrainedsolutions of a similar equation on aboundeddomain.
Note also that, in theunconstrainedcase, Bartsch and Wang [11] proved the existence of one sign
changing solution to (NS), whereas they do not needf to be even.
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In the rest of this section we prove Theorem 9.12, noting that some arguments work similar as in
the radial case. Indeed, the proof of Lemma 9.6 just carries over, hence we infer

Lemma 9.14. Condition (BB) is satisfied for arbitraryR > 0.

Again we concludecn > �1 for everyn 2 N. Moreover:

Lemma 9.15. For arbitrary R > 0, n 2 N there holdscn < 0.

Proof. We may proceed similar as in the radial case: Fixn 2 N,R > 0, and pick ann-dimensional
subspaceZ � X consisting of rapidly decreasinganalytic functions (e.g. a span of Hermite func-
tions). Forv 2 Z definejkv 2 X by jkv(x) := k�

N
2 v(xk ), and note thatkjkvk2 = kvk2 for every

v 2 Z. PutZR := fv 2 Z j kvk = Rg, and observe that there is a numberk0 2 N such that
kjkvk1 � t0 for all v 2 ZR; k � k0. For these values ofk andv assumption (D’) implies

'(jkv) � A

Z
C
jxj��

Z jjkv(x)j

0
t�+1 dt dx

=
A

� + 2
k�

N
2
(�+2)

Z
C
jxj�� jv(x

k
)j�+2 dx

=
A

� + 2
k�

N
2
���

Z
k�1C

jxj�� jv(x)j�+2 dx

� A

� + 2
k�

N
2
���

Z
C
jxj�� jv(x)j�+2 dx (9.9)

The latter inequality follows sincek�1C � C. Note that the integral in (9.9) is positive for every
v 2 ZR. Using this and the fact thatZR is compact, we find constantsc1; c2 > 0 such that for every
v 2 ZR there holds

'(jkv) � c1k
�N

2
(�)��

as well as
krjkvk22 = k�2krvk2 � c2k

�2:

As in the radial case we concludecn < 0.

Lemma 9.16. Letn 2 f1; 2g. Then
�(K�) � n� 1 for the set

K� := fu 2 SR jQn(u)u = ug:
Proof. The assertion is trivial forn = 1, sinceK� = SR in this case.
In casen = 2 defineO := fu 2 SR j�1(u) < 0g. Since�1 = 0, there holdsSR nK� � O. By
(9.8),�1(u) is anondegenerateeigenvalue foru 2 O. Hence 4.8 yields that the spectral projection
P̂1(u) 2 L(X) onto the eigenspace of�1(u) depends continuously onu 2 O. (hereO is endowed
with the topology ofX). Now pick an everywhere positive functionv 2 X and define h:O ! R

by

u
h7!
Z
RN

vP1(u)u:

Clearlyh is odd and continuous, and foru 2 O there holds

h(u) = 0 () u 2 K�:

Hence
�(K�) � 1, as claimed.
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In view of the above considerations we may easily complete the

Proof of Theorem 9.4. Starting again with the proof of (b), we apply Theorem 7.8 forn = 1; 2. To
this end, note that (7.11) holds by Lemma 9.16, whereascn <

R2

2 �1 by Lemma 9.15. We conclude
that property(CP )� is valid for n = 1; 2. Hence there are solutionsun 2 K� � SR of (SC)n,
which in particular are weak solutions to (NS) corresponding to� = �n(u). Moreover,un has
preciselyn nodal domains by Lemma 9.15, hence (b) holds.
Next, letn 2 N and suppose that(u; �) is a solution of (NS) with more thann nodal domains.
Then�u(u) = � = �n+j(u) for somej 2 N, whereas�n+j(u) > �n(u). By Proposition 7.4 we
infer that (u) � cn+j � cn+1 as well as (u) > cn. This shows (a), and (c) is an immediate
consequence of (a) and (b). �
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Chapter 10

Equations of Choquard type

In this chapter we are concerned with a general form ofso-calledChoquard’s equation

(CH) ��u� (u2 � V )u = �u; u 2W 1;2(R3);

where we assume thatV is a radially symmetric measurable function satisfying

(V1) V 2 L1(R3) + Lp(R3) for some1 < p <1.

(V2)
R
R3

(� � V )(x)�(x) dx � 0 for every� 2 C1
0 (R3).

(V 3) V � 0, V 6� 0.

Note that ifV (viewed as a tempered distribution) has a positive Fourier transform, then (V2) is
satisfied. This follows from the identityZ

R3

(V � �)� =
Z
R3

^(V � �)�̂ = (2�)N=2
Z
R3

V̂ j�̂j2

Important examples for potentialsV satisfying(V1) � (V3) areV (x) := C
jxj� with constantsC >

0; � 2]0; 3[, as well asV (x) := C
jxje

��jxj with C;� > 0 (see [50] and the references quoted there).
Note that for every suchV equation (CH) remains invariant under the action of the noncompact
group of translationsu 7! u(�+ �), � 2 R3. To avoid problems arising from this noncompactness,
we focus on radially symmetric solutions of (CH). Denoting byH resp. X the Hilbert spaces
consisting of the radially symmetric functions inL2(R3) resp.W 1;2(R3), we observe:

Lemma 10.1.

(i) There is astronglycontinuous (nonlinear) operatorX ! L(X;X�) defined by

hB(u)v; wi :=
Z
R3

(u2 � V )(x)v(x)w(x) dx (10.1)

(ii) For u; v 2 X there holds

hB(u)v; vi � hB(u)u; ui 12 hB(v)v; vi 12 :
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(iii) Define' : X ! R by

'(u) :=
1

4
hB(u)u; ui:

Then' andB satisfy(CC).

Proof. (i) Without loss, we may assume thatV 2 Lp(R3) for somep 2 [1;1[. Settingq = 2p
2p�1 ,

we infer that the linear operatorc� : Lq ! L2p defined by

w 7! w � V

is continuous by convolution inequalities. Leti : X ! L2q denote the Sobolev embedding, which
is strongly continuous since2 < 2q < 6 (see [51, Proposition 1.1]). NowB factorizes in the form

X
i
,! L2q�!Lq

c��! L2p(R3)
b�! L(L2q; L(2q)0)

j�! L(X;X�); (10.2)

Here the second arrow is given by the continuous mapu 7! u2, and thelinear mapsb andj are
defined by

b(u)v := uv

and
j(u) = i�2ui2

(i� : L(2q)0 ! X� denoting the dual ofi). By Hölder’s inequality,b is well defined and continuous.
Thus the factorization shows thatB is strongly continuous andB(u) 2 L(X;X�) is a compact
linear operator for everyu 2 X.
(ii) SinceB is continuous, it suffices to prove the assertion for

u; v 2 C := fw 2 C1
0 (R3) j w radially symmetricg:

Note that(V2) implies that

(�1j�2)� :=
Z
R3

Z
R3

�1(x)�2(y)V (x� y) dx dy

defines a semidefinite scalar product onC. The associated Cauchy-Schwarz inequality yields

hB(u)v; vi = (u2; v2)� �
p
(u2; u2)�

p
(v2; v2)� = hB(u)u; ui 12 hB(v)v; vi 12 ;

as claimed.
(iii) By (ii) there holds

2'(v) � 2'(u) =
1

2
(hB(v)v; vi � hB(u)u; ui)

� hB(u)u; ui 12 hB(v)v; vi 12 � hB(u)u; ui
� hB(u)v; vi � hB(u)u; ui:

Hence (CC) is satisfied by' andB.
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The following Lemma provides more detailed information on the ’convolution operator’u 7! u2�V .

Lemma 10.2. (a) There is a constantc1 > 0 such that

j(u2 � V )(x)j � c1kuk2X
�
1 +

1

jxj
�

(10.3)

for everyx 2 R3 n f0g; u 2 X.

(b) If u 2 X \ L1(R3), thenu2 � V 2 L1(R3).

(c) If u 2 X \ C1(R3) and @
@ru 2 X \ L1(R3), thenu2 � V 2 C1(R3).

Proof. We may writeV = V1+V2 with radially symmetric functionsV1 2 L1(R3), V2 2 L1(R3).
Then

j(u2 � V1)(x)j � kV1k1kuk22 � kV1k1kuk2X ;
for all x, and by (14.18) there holds forx 6= 0

j(u2 � V2)(x)j �
Z
R3

u2(x� y)jV2(y)j dy

� C2kuk2
X

Z
R3

1

jx� yj jV2(y)j dy

= C2kuk2
X

Z
R3

1

maxfjxj; jyjg jV2(y)j dy (10.4)

� C2kuk2
X

jxj kV2k1:

Here (10.4) is established by carrying out the spherical integration and using the radial symmetry
of jV2(�)j. We conclude that (a) holds withc1 := kV1k1 + C2kV2k1. Moreover, if in addition
u 2 L1(R3), thenj(u2 � V2)(x)j � kuk21kV2k1 for all x, henceu2 � V 2 L1, as claimed in (b).
Assertion (c) follows by similar arguments, since the assumptions allow to ’differentiate under the
integral’.

We point out that Lemma 10.1(i) and Lemma 10.2(a) in particular ensure that for everyu 2 X the
functionu2 � V is a radialW -admissible potential, which is required to apply the nodal criteria of
Sec. 14.3.1.
Moreover, Lemma 10.1 implies the validity of (H1)-(H5) and (CC), as usual. Hence, definingA0 as
in (9.2), we may treat equation (CH) in the framework of Section 7.2.2. In particular we refer freely
to the notationsA(u), �n(u), etc.. We are interested in solutions of(SC)n, since we expect them
to carry nodal information. Indeed:

Lemma 10.3. If u 2 X is a solution of problem(SC)n for some n 2 N, then
u 2W 2;2(R3) \ C2(R3), andu is a classical solution of (CH). Moreover,u has preciselyn nodal
domains.
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Proof. Clearlyu is a weak solution of (CH). Sinceu2 � V 2 Lqloc(R3) for someq > 3
2 by Lemma

10.2(a), we inferu 2 C(R3) from Lemma 14.1. In view of 14.18 we deduceu 2 L1(R3),
hence�u + (u2 � V )u 2 L2(R3) \ L1(R3) by Lemma 10.2(b). Now standard elliptic regularity
yields u 2 W 2;2(R3) \ W 2;p

loc (R
3) for every 1 � p < 1, and in particularu 2 C1(R3) by

Sobolev embeddings. Moreover,u 2W 2;2(R3) implies that the radial derivative@@ru is an element
of X. In view of (14.18) we infer that@@ru 2 L1(R3), and therefore Lemma 10.2(c) yields
�u+(u2�V )u 2 C1(R3). Applying elliptic regularity once more, we finally establishu 2 C2(R3),
moreoveru solves (CH) classically.
The nodal property now follows from Theorem 14.8.

Remark 10.4. In [50, p. 1064] it is asserted thatu 2 C1(R3) for every weak solutionu 2 X of
(CH).

In our main theorem below we relate the existence of solutions with prescribed nodal properties to
minimax values of the functional

 �(u) :=
1

2

Z
R3

[jruj2 � �u2]� '(u) (u 2 X)

on the Nehari set

N :=

�
u 2 X j

Z
R3

[jruj2 � �u2] =

Z
R3

(u2 � V )u2
�
� f0g:

As usual we focus on the Ljusternik-Schnirelman levelscn := cn( �;N ).

Theorem 10.5. Fix � < 0. Then

(a) cn < cn+1 for all n 2 N.

(b) There exist classical radial solutionsun 2 X, n 2 N of (CH) such that �(un) = cn andun
has preciselyn nodal domains.

(c) If u 2 X is a weak radial solution of (CH) satisfying �(u) < cn+1 for somen 2 N, thenu
hasat mostn nodal domains.

Remark 10.6. The mere existence of infinitely many radial solutions to (CH) has been established
by Lions [50], whereas nodal information on solutions is a basically new feature. In view of the
nonlocal nature of (CH) alllocal reasoning fails, and therefore any techniques relying on ODE
dynamics (cf. for instance [41]) and also local variational methods (see [9] and [21]) do not apply
here.

The proof of Theorem 10.5 is based on abstract results stated in Section 7.2.2. We start with the
following observation:

Lemma 10.7. There holds
(N ) =1.
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Proof. We prove this by constructing for givenm 2 N anm-dimensional subspaceVm � X such
that for everyv 2 Vm n f0g there holds

hB(v)v; vi > 0; (10.5)

which implies
(N \ Vm) = m by Lemma 7.10. To this end, choosem linearly independent
functionswi : [0;1[! R which are real analytic on]0;1[, rapidly decreasing at infinity and
satisfyingw0i(0) = 0 (e.g. one can take linear combinations of Hermite functions). Definevi 2 X
by vi(x) := wi(jxj) and defineVm � X as the span of thevi. Since anyv 2 Vm n f0g can only
vanish on a set of measure zero, there holds (10.5) by virtue of (V3). This proves the Lemma.

Next we remark that conditions(CC)1 and(CC)2 are obvious features of this special nonlinearity
(with � = 4). Moreover, since� < 0, we may pass to an equivalent scalar product(�j�)� onX given
by

(ujv)� :=
Z
R3

rurv � �

Z
R3

uv:

Denoting (in accordance to Section 7.2.2) byJ� : X ! X� the canonical isometric isomorphism
with respect to this scalar product, we consider the symmetric operatorsG(u) := J�1� B(u) 2
L(X), and we use the corresponding notations�n(u), ~Qn(u) and~�(u) for u 2 X as defined in this
section. Next observe that condition(CC)3 follows directly from Lemma 10.1(ii) and the following
Lemma.

Lemma 10.8. Let u 2 X, and consider a finite sumv =
nP
i=1

vi of (nonzero) eigenfunctionsvi of

G(u) corresponding to pairwise differentpositiveeigenvalues�i.
ThenhB(u)v; vi 6= 0.

Proof. Everyvi is a weak solution to

��vi � �vi =
1

�i
(u2 � V )(x)vi (i = 1; :::; n): (10.6)

Recalling thatu2 � V 2 Lqloc(R
3) for someq > 3

2 , we infer thatvi is continuous by Lemma

14.1. Hencevi 2 W 2;q
loc (R

3) for everyi by elliptic regularity, and (10.6) holds pointwise a.e.. Now
suppose in contradiction thathB(u)v; vi = 0. Thenv(x) = 0 a.e. on

M := fx 2 R3 j (u2 � V )(x) > 0g
and by virtue of [31, Lemma 7.7] we deduce that

0 = ��v(x)� �v(x) = (u2 � V )(x)
nX
i=1

1

�i
vi(x)

for a.e.x 2 M, hence
nP
i=1

1
�i
vi(x) = 0 for a.e.x 2 M. Iterating this argument, we derive for all

j 2 N the relation
nX
i=1

1

�ji
vi(x) = 0 for a.e.x 2M:
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This clearly yieldsvi(x) = 0 for a.e.x 2M, i = 1; :::; n. In view of (10.6) we conclude

��vi(x)� �vi(x) = 0 for a.e.x 2 R3; i = 1; :::; n

Hencevi = 0 for all i, which contradicts the assumptions.

We proceed by exploring the spectral fixed point setKN := fu 2 N j ~Qn(u)u = ug. To this end,
we denote bŷPi(u) the eigenprojection associated the operatorG(u) and the eigenvalue�n(u) (cf.
Lemma 4.9). The following assertions should be compared with Lemma 9.8.

Lemma 10.9.

(i) For everyu 2 N , i 2 N there holds�i(u) > 0, and�i(u) is a nondegenerate eigenvalue of
G(u).

(ii) For everyi 2 N the map

N ! R

u 7! P̂i(u)ujx=0 (10.7)

is odd and continuous.

Proof. (i) Since for everyu 2 N the functionu2 �V does not vanish identically, we infer�i(u) > 0
by testing with ani-dimensional subspaceVi � X as constructed in the proof of Lemma 10.7.
Moreover,�i(u) is nondegenerate in view of Theorem 14.9.
(ii) Oddness is clear. To prove continuity, consider a sequence(uj) � D such thatuj ! u 2 D.
Puthj := P̂n(uj)uj andh := P̂n(u)u. Since�i�1(u) > �i(u) > �i+1(u) by (i), Corollary 4.9
implies thathj ! h in X. By Lemma 10.2(a) and the continuity of the function�n we infer that
the set

V := f 1

�n
u2j � V � � j j 2 Ng [ f 1

�n
u2 � V � � j j 2 Ng

is a bounded subset ofLq(B2(0)) for someq > 3
2 , whereasU := fh; hj j j 2 Ng is a compact

subset ofW 1;2(R3). Applying Lemma 14.1(b) to
 = B2(0) and
0 = B1(0), we in particular
infer hj(0)! h(0), as desired.

Corollary 10.10. 
�(KN ) � n� 1.

Proof. Define a mapg : N ! R
n�1 by

g(u) = (P1(u)ujx=0; :::; Pn�1(u)ujx=0):

Theng is odd and continuous by Lemma 10.9(b), moreover

g(u) = 0 () Pi(u)u for i = 1; :::; n � 1

by Lemma 14.3. Henceg(u) 6= 0 wheneveru 2 N nKN , and from this we conclude
�(KN ) �
n� 1.
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We now easily complete the proof of

Proof of Theorem 10.5. We start with (b), lettingn 2 N be given. Note that the assumptions
of Corollary 7.21 are satisfied in view of Lemma 10.7 and Corollary 10.10. Hence we infer the
existence of a solutionun 2 KN � N of (SC)n, which by virtue of Lemma 10.3 has the properties
asserted in (b).
Moreover, suppose thatu is a solution of(CH) having more thann nodal domains. Then Theorem
14.9 yields~�u(u) = 1 = �n+j(u) for somej 2 N, whereas�n+j(u) < �n(u). By Proposition 7.19
we infer that �(u) � cn+j(N ) � cn+1(N ) as well as �(u) > cn(N ). Hence, every solution
u of (EF ) satisfyingeither �(u) � cn(N ) or  �(u) < cn+1(N ) has at mostn nodal domains.
Hence (c) holds in particular, and combined with (b) this also forces (a). �

10.1 Remarks on the normalized case

We now turn to the question if, for prescribedR > 0 andn 2 N, there exists a radial solution(u; �)
of (CH) such that

kuk2 = R (10.8)

andu has preciselyn nodal domains. Note that the caseR = 1 is of special interest for applications
in quantum mechanical models involving many bosons (cf. [30]).
We first remark that ifV has a specialhomogeneity, then equation (CH) has nice scaling properties
which we summarize in the following lemma.

Lemma 10.11. (cf. [50])
Suppose thatV (x) = Cjxj�� withC > 0 and� 2 ]0; 3[, and consider a solution(u; �) 2 X �R�

of (CH). Then for every� > 0 the pair (u�; �2�) is a solution of (CH) as well, whereu� 2 X is

defined byu�(x) = �
5��
2 u(�x).

Combining this observation with Theorem 10.5(b), we establishL2-bifurcation of infinitely many
continuous branches (classified by the number of nodal domains) from the point(u0 = 0; �0 = 0)
in case� 2]0; 2[, whereas in case� 2]2; 3[ those branches emanate (in a vague sense) from(u0 =
0;�1). In either case all branches cross the sphereSR := fu 2 X j kuk2 = Rg for everyR > 0,
hence the following is an immediate consequence:

Corollary 10.12. LetR > 0 and suppose thatV (x) = Cjxj�� withC > 0 and� 2]0; 3[, � 6= 2.
Then there exists a solution(u; �) of (CH) such thatkuk2 = R andu has preciselyn nodal domains.

To deal with inhomogeneous potentialsV , we have to strengthen our assumptions. In the sequel we
will impose(V2), (V3) and the following stronger version of(V1):

(V 0
1) V 2 Lp1(R3) + Lp2(R3) for somep1; p2 2]32 ;1[.

Without loss we assume thatp1 < p2. Moreover we require the condition

lim
r!1

r2V (r) =1 (10.9)
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Note that these assumptions are in particular satisfied forV behaving essentially like a Coulomb
potential. Now consider the functional

 (u) :=

Z
R3

jruj2 � '(u) (u 2 X)

and the Ljusternik-Schnirelman levelscn := cn( ; SR) on the sphere

SR := fu 2 X j kuk2 = Rg
for R > 0. Then we have the following analog of Theorem 9.4.

Theorem 10.13.Fix R > 0. Then

(a) cn < cn+1 for all n 2 N.

(b) There exist classical radial solutions(un; �n) 2 SR�R�, n 2 N of (CH) such that (un) =
cn andun has preciselyn nodal domains.

(c) If (u; �) 2 SR �R� is a weak radial solution of (CH) with (u) < cn+1 for somen 2 N,
thenu hasat mostn nodal domains.

Remark 10.14. As in the unconstrained case, Lions [50] established the mere existence of infinitely
manynormalizedsolutions, whereas the nodal information supplied by Theorem 10.13 is a basically
new feature.

Proof of Theorem 10.13. First observe that condition (BB) from Section 7.1 is satisfied. Indeed,
writing V = V1 + V2 with V1 2 Lp1(R3) andV2 2 Lp2(R3), we deduce

hB(u)u; ui � kV1 � u2k2p1ku2k 2p1
2p1�1

+ kV2 � u2k2p2ku2k 2p2
2p2�1

� kV1kp1ku2k2 2p1
2p1�1

+ kV2kp2ku2k2 2p2
2p2�1

= kV1kp1kuk4 4p1
2p1�1

+ kV2kp2kuk4 4p2
2p2�1

from convolution inequalities, noting that2 < 4pi
2pi�1

< 3 for i = 1; 2 by (V 0
1). Therefore 9.6 yields

constantsC1; C2 > 0 such that for everyu 2 SR there holds

hB(u)u; ui � C1(kV1kp1 + kV2kp2)kruk4�2 + C2

with 0 < � := N(12 � 2p1�1
4p1

) < 1
2 . Hence (BB) follows in view of Remark 7.1.

As a consequence (cf. Lemma 7.2), is bounded from below onSR, and hencecn >1 for every
n 2 N. Moreover, in [50, Corollary 3] it is shown that (10.9) implies

cn < 0 for everyn 2 N:
Hence we may deduce Theorem 10.13 from Theorem 7.8 and Proposition 7.4 in precisely the same
way as done in Section 9.1. Indeed, note that proving
�(K�) � n � 1 only requires that the
regularity and uniqueness criteria from Sections 14.1 and 14.2 are applicable. In other words, we
require that the functionsu2 �V are radialW -admissible potentials belonging toLqloc(R

3) for some
q > 3

2 . This however has already been ensured in the previous subsection. �
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Chapter 11

Generalized Emden-Fowler equations

We consider the semilinear elliptic equation

(EF ) ��u = f(x; juj)u u 2 D1;2(RN )

for N � 3. We assume thatf : RN � [0;1[! R is a Caratheodory function which satisfies

(F1) For a.e.x 2 RN there holdsf(x; 0) = 0, moreoverf(x; �) is nondecreasing on[0;1[ and
strictly increasing once it takes positive values.

(F2) There is� > 2 such that0 � �

Z t

0
f(x; s)s ds � f(x; t)t2 for t � 0.

(F3) f 6� 0, i.e., the set
I(f) = fx 2 RN j 9 t > 0 s.t.f(x; t) > 0g

has positive measure.

11.1 The radial case

In this section we assume thatf is radially symmetric, i.e. it can be written in the form
f(x; t) = f(jxj; t). Moreover we assume in addition to(F1)-(F3) that

(A) f(�; t) 2 L1loc(]0;1[) for everyt > 0, and there is� > 0 such that

f(r; t)

t�
= o(r�)

�
r ! 0
r !1

uniformly in t > 0 with � = �
2 (N � 2)� 2.

Note that condition (A) admits both sub-andsupercritical nonlinearities, depending on the behavior
in the radial space variable. We restrict our attention to radially symmetric solutionsu of (EF), and
we denote byX the Hilbert space consisting of radially symmetric functions inD1;2(RN ). The
following is a mere reformulation of Lemma 14.18.
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Lemma 11.1. Define

hB(u)v; wi :=
Z
RN

f(jxj; ju(x)j)v(x)w(x) dx (11.1)

for u; v; w 2 X. Then:

(a) B is a well defined strongly continuous mapX ! L(X;X�). Moreover,B(u) 2 L(X;X�)
is compact for everyu 2 X.

(b) B satisfies(CC) with respect to the functional' : X ! R given by

'(u) =

Z
RN

Z ju(x)j

0
f(jxj; t)t dt dx:

As a consequence,B and' satisfy (H1)-(H5) and (CC), and we may considerG(u), �n(u), ~Qn(u),
~�u as defined in Section 7.2.1 foru 2 X. The next lemma asserts that nodal solutions of (EF) arise
as solutions of the spectral characterization problem posed by the relations (7.22) and (7.23).

Lemma 11.2. If u 2 X satisfies (7.22) and (7.23) for somen 2 N, thenu solves (EF) weakly.
Moreover,u 2 \C(RN ) \ C1(RN n f0g), andu has preciselyn nodal domains.

Proof. The relations (7.22) and (7.23) in particular imply thatZ
RN

rur' =

Z
RN

f(�; juj)u'

for all ' 2 X. Using the radial symmetry off , we infer that this also holds for every' 2 C1
0 (RN ),

henceu is a weak solution of (EF). Sincef(�; ju(�)j) 2 L1loc(RN n f0g) by (A) and (14.18), elliptic
regularity yieldsu 2W 2;q

loc (R
N n f0g) for every1 < q <1, and thereforeu 2 C1(RN n f0g) by

virtue of Sobolev embeddings. Now pick numbersC; r > 0 such that

f(jxj; ju(x)j) � Cjxj�ju(x)j� for x 2 Br(0): (11.2)

Using again (14.18), we obtain for1 < p < N
2 the relationZ

Br(0)
jf(�; ju(�)j)jp � Cp

Z
B1(0)

jxjp�ju(x)jp�

� ~Ckukp�1
X

Z
Br(0)

jxjp[��N�2
2
�] dx

= ~Ckukp�1
X

Z
Br(0)

jxj�2p dx
< 1;

hencef(�; ju(�)j) 2 Lploc(R
N ), and thereforeu 2 W 2;p

loc (R
N ) by elliptic regularity. This yields

u 2 Lsloc(R
N ) for every1 � s < 1 by Sobolev embeddings. Combining this with (11.2) and

recalling that� < 2, we infer thatf(�; ju(�)j) 2 Lqloc(RN ) for someq > N
2 . Henceu 2W 2;q

loc (R
N )

again by elliptic regularity, andu is continuous by Sobolev embeddings.
The nodal characterization now follows from Theorem 14.15, applied toV := f(�; ju(�)j). Indeed,
note thatV satisfies (14.15) by (A) and the continuity ofu, and combined with Lemma 11.1(a) this
ensures thatV is a radialD-admissible potential, as required in this theorem.
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As in Chapter 10, the nodal structure of solutions to (EF) is related to the Ljusternik-Schnirelman
levelscn := cn( ;N ) of the energy functional on the Nehari setN . We recall that in the present
situation andN are given as follows (cf. Section 7.2.1):

 (u) =
1

2
kruk22 � '(u) (u 2 X);

N =

�
u 2 X n f0g j

Z
RN

jruj2 =
Z
RN

f(jxj; juj)u2
�
:

Now our main theorem has the same form as in Chapter 10.

Theorem 11.3.

(a) cn < cn+1 for all n 2 N.

(b) There exist (radial) solutionsun 2 X, n 2 N of (EF) s. t. (un) = cn andun has precisely
n nodal domains.

(c) If u 2 X is a solution of (EF) with (u) < cn+1 for somen 2 N, thenu hasat mostn nodal
domains.

Remark 11.4. In view of the mere existence of nodal solutions, Theorem 11.3(b) improves results
of Naito [56] and Chabrowski [17], who have considered the following (special) form of (EF):

��u� q(jxj)h(u) = 0 (u 2 D1;2(RN )): (11.3)

In [56] the attention is restricted to homogeneous nonlinearitiesh(u) = juj��1u, where� > 1 and

q 2 C[0;1[\C1(]0;1[) q(r) > 0 for r > 0 (11.4)

as well as

lim inf
r!0

rq0(r)

q(r)
> �N + 2� �(N � 2)

2
(11.5)

lim sup
r!1

rq0(r)

q(r)
< �N + 2� �(N � 2)

2
: (11.6)

Using ODE-techniques, Naito showed that if (11.4)-(11.6) hold, then for givenn 2 N there exists
a radial solutionu with preciselyn nodal domains (cf. [56, Theorem 7]). Note that (11.4)-(11.6)
imply (F1), (F2), (F3) and (A). On the other hand, if a nonlinearity of the formq(jxj)juj��1u; � > 1
satisfies (A), we only require

q 2 L1loc(]0;1[) ; q � 0; q 6� 0 (11.7)

instead of (11.4) to ensure (F1), (F2), (F3). In particular we cover cases whereq is singular at the
origin, or where, for instance, suppq is contained in a very small intervalI �]0;1[. In the latter
case we conclude that the nodal solutionsun = un(r) found by Theorem 11.3 only change sign in
I. This follows sinceun satisfies

(rN�1u0n)
0 = 0; u0n(0) = 0 lim

r!1
un(r) = 0;
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on [0;1[nI, hence it can not change sign in this region.
Furthermore, we admit non-homogeneous nonlinearitiesh in (11.3). These are also considered in
[17], but there it is assumed thath at least is not supercritical, andq has to be continuous on[0;1[
with q(r) > 0 for all positiver as well asq(0) = 0 and lim

r!1
q(r) = 0. Note moreover that the

methods of [17] do not carry over to growth conditions of the form (11.7). Nevertheless we also
remark that in [17] no oddness ofh is assumed, and in [56] also the case0 < � < 1 is considered,
which can not be handled by our method.
(b) The growth rate imposed by (A) or equivalently by (11.5), (11.6) is optimal in a certain sense.
Indeed, for the caseh(u) = juj��1u; � > 1, Kusano and Naito [43],[44] proved that if

rq0(r)

q(r)
� �N + 2� �(N � 2)

2
r > 0;

then any classical radial solution of (11.3) does not change sign. Moreover they show that if

rq0(r)

q(r)
< �N + 2� �(N � 2)

2
r > 0;

any classical radial solution of (11.3) has an infinite number of nodal domains.

To prove Theorem 11.3 we use the tools provided in Section 7.2.1, checking first that conditions
(CC)1 � (CC)3 are fulfilled. Indeed,(CC)1 and(CC)2 are immediate consequences of (F1) and
(F2). To ensure(CC)3, suppose thatu; v 2 X are such thatv is a finite sum of eigenfunctions of
G(u) corresponding to positive eigenvalues. Then there is somec > 0 such that

hB(u)v; vi = (G(u)vjv)
X
= c(vjv)

X
> 0;

which implies thatI(f) \ supp(v) is a set of positive measure. HencehB(tv)v; vi > 0 for t > 0
large enough, as required for(CC)3.
Although the nonlinearity does not vanish identically due to(F3), it may vanish on large subsets of
R
N �R. Hence the Nehari manifoldN is not spherelike in general. Nevertheless there holds:

Lemma 11.5. 
(N ) =1
Proof. For givenm 2 N define anm-dimensional define the subspaceVm � X just as in the proof
of Lemma 10.7. SinceI(f) is a set of positive measure, anyv 2 Vm n f0g cannot vanish onI(f),
and we conclude that there is a numbert > 0 such that

hB(tv)v; vi > 0: (11.8)

This implies
(N \ Vm) = m by virtue of Lemma 7.10, and sincem was arbitrary, we conclude

(N ) =1 , as claimed.

Now fix n 2 N and putKN := fu 2 N j ~Qn(u)u = ug. In order to apply Corollary 7.17, we need
to ensure


�(KN ) � n� 1: (11.9)
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For this we definêPi(u) as the spectral projection associated the operatorG(u) and the eigenvalue
�i(u). One might try to establish (11.9) as in Chapter 10, using the mapsu 7! P̂i(u)ujx=0. How-
ever, assumption (A) doesnotguarantee that eigenfunctions ofG(u) are continuous inx = 0, which
is an essential requirement to define these maps properly.
We will circumvent this problem in the following way: IfA � N nKN is an arbitrary odd and sym-
metric subset, we first deformA carefully such thatA � L1(RN ). Then we show
(A) � n� 1
using the maps proposed above.
As a helpful tool we introduce for arbitraryc > 0 the ‘cutoff map’jc : X ! X, which is defined
by

jc(u)(x) := minfc;maxf�c; u(x)gg:
Indeedjc(u) 2 X for everyu 2 X, as can be deduced from [48, p. 54] for instance. Moreover,
(14.18) implies that

lim
c!1

jc(u)! u in X (11.10)

for everyu 2 X. Now we are ready to prove

Lemma 11.6. 
�(KN ) � n� 1.

Proof. Consider an arbitrary closed and symmetric subsetA � N nKN . We have to show
(A) �
n� 1, i.e. there is a mapg : A! R

n�1 such that

g is odd and continuous, andg(u) 6= 0 for everyu 2 A: (11.11)

First note thatu 2 A � N implies thatf(�; ju(�)j) 6� 0 does not vanish identically onRN .
Moreover, the setQ := fu 2 X j ~Qn(u)u = ug is a closed subset ofX, which can be seen by the
same reasoning as in the proof of Lemma 7.13. Hence, using (11.10) and (14.18) we find for every
u 2 A a symmetric neighborhoodUu � A and a constantc > 0 such that

jc0(v) 62 Q and f(�; jjc0(v)(�)j) 6� 0

for everyv 2 Uu andc0 � c. Using a partition of unity consisting of even functions and subordinated
to the thus-defined covering ofA, we easily construct a continuous and even functionc : A!]0;1[
such that for everyu 2 A there holds

(i) jc(u)(u) 62 Q

(ii) f(�; jjc(u)(u)(�)j) 6� 0.

This gives rise to an odd and continuous functionj : A! X defined by

u
j7�! jc(u)(u) (u 2 A)

Indeed, in view of [48, p.54, Cor. A.6], the continuity ofj is evident. Note that�i(v) > 0 for
everyv 2 j(A); i 2 N, which in view of (ii) can be derived by testing with ani-dimensional
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subspaceVi � X defined as in the proof of Lemma 10.7. Moreover, every eigenfunction	 of G(v)
associated with�i(v) weakly solves

��	 =
1

�i(v)
f(jxj; jv(x)j)	;

whereaslim
x!0

f(jxj;jv(x)j)
jxj� = 0 in view of (A). Hence Lemma 14.3 yields that	 is uniquely determined

up to a constant, which implies that�i(v) is nondegenerate. Next we show:

(*) For everyi 2 N the map

ĝi : j(A) ! R

v 7! P̂i(v)vjx=0
is continuous.

To this end, consider a sequence(vj) � j(A) such thatvj ! v 2 j(A). To abbreviate the notation,
we write hj := P̂n(vj)vj andh := P̂n(v)v. Since�i�1(v) > �i(v) > �i+1(v), Corollary 4.9
implies thathj ! h in X. DenoteU := fh; hj j j 2 Ng. Moreover, since the sequence(vj) is
bounded inL1(RN ), condition (A) yields a constantC > 0 such that

f(jxj; jvj(x)j) � Cjxj�

for x 2 B2(0) and everyj. Choosingq > N
2 such thatq� > �N , we infer thatZ

B2(0)
jf(x; jvj(x)j)jq dx � Cq

Z
B2(0)

jxjq� dx <1;

and the same can be shown forv in place ofvj . Furthermore, sincelim
j!1

�i(vj) = �i(v) > 0, we

infer that the set

V := f 1

�i(vj)
f(�; jvj j(�)) j j 2 Ng [ f 1

�i(v)
f(�; jvj(�))g

is a bounded subset ofLq(B2(0)), whereas the set

U := fhj jB2(0); hjB2(0) j j 2 Ng
is compact inW 1;2(B2(0)). Hence, applying Lemma 14.1(b) to
 = B2(0) and
0 = B1(0), we in
particular inferhj(0)! h(0), and this establishes (*).
We complete the proof noting that

v 2 j(A) =) ĝi(v) 6= 0 for somei 2 f1; :::; n � 1g;
which follows immediately from Lemma 14.3 and the fact thatj(A)\Q = ;. Henceg : A! R

n�1,
defined by its components

gi := ĝi Æ j (i = 1; :::; n � 1);

has the property (11.11), as required. Thus the assertion follows.
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It remains to complete the

Proof of Theorem 11.3. We check the hypothesis of Corollary 7.17 for givenn 2 N: First,B is
compact by Lemma 11.1(a). Moreover, Lemma 11.5 yields
(N ) � n, whereas (7.28) holds by
Lemma 9.9. Hence Corollary 7.17 applies, and in particular it yieldsun 2 KN � N satisfying
7.22 and 7.23. By Lemma 11.2, the functionsun have the properties claimed in (b).
Moreover, suppose thatu is a solution of(EF ) having more thann nodal domains. Then Theorem
14.15 implies that~�u(u) = 1 = �n+j(u) for somej 2 N, whereas�n+j(u) < �n(u). By
Proposition 7.11 we infer that (u) � cn+j � cn+1 as well as (u) > cn. Hence, every solutionu
of (EF ) satisfyingeither (u) � cn or  (u) < cn+1 has at mostn nodal domains. Thus (c) holds
in particular, but combined with (b) this also forces (a). �

11.2 The nonradial case

In this section we assume in addition to(F1)-(F3) that

(B) There are constantsa 2]0; 2[ andC; � > 0 such that fort � 0

f(x; t) � C
1

(1 + jxj)a t
�; x 2 RN ; t � 0R

and
4� 2a

N � 2
< � <

4

N � 2
:

Condition (B) implies that the nonlinearity issubcritical. Moreover, for everyu 2 D1;2(RN ) and
q 2 [N2 ;

2N
�(N�2) [ there holds

f(�; ju(�)j) 2 Lq(RN ): (11.12)

More precisely, settingp := 2N
N�2 , we have

Z
RN

jf(x; ju(x)j)jq dx � C

Z
RN

1

(1 + jxj)aq ju(x)j
�q dx

� Ckuk�qp
�Z
RN

� 1

1 + jxj
�� 0aq� 1

� 0

dx (11.13)

where� 0 is the conjugate exponent of� := p
�q > 1. Hence

� 0aq = aq
p

p� �q
= 2a

N
2N
q � �(N � 2)

� 2a

4� �(N � 2)
N > N:

which implies the existence of the integral on the right hand side of (11.13).
Setting nowX := D1;2(RN ), we may prove that the nonlinearity has almost the same general
properties as in the radial case (cf. Lemma 11.1).
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Lemma 11.7. Consider

hB(u)v; wi :=
Z
RN

f(x; ju(x)j)v(x)w(x) dx

for u; v; w 2 X. Then:

(i) B : X ! L(X;X�) is a well defined continuous map. Moreover,B(u) 2 L(X;X�) is
compact for everyu 2 X.

(ii) For everyu 2 X the integral

'(u) :=

Z
RN

Z ju(x)j

0
f(x; t)t dt dx

exists. Moreover,' : X ! R andB satisfy(CC).

Since the nonlinearity issubcritical andvanishing at infinity, one might expect thatB is strongly
continuousas in the radial case. Indeed, this is suggested by results of Schneider [64], but we did
not examine this in detail. Instead, a local compactness property derived by Tshinanga [75] will be
sufficient for our purposes.

Proof of Lemma 11.7. a) Set againp := 2N
N�2 and consider the following factorization forB:

X
i
,! Lp(RN )

f��! L
N
2 (RN )

b�! L(Lp(RN ); Lp
0
(RN ))

h�! L(X;X�)

Herei denotes the Sobolev embedding, and(f�(u))(x) := f(x; ju(x)j). Moreoverb is defined by

b(v)w := vw for v 2 L
N
2 (RN ), w 2 Lp(RN ), while h maps a linear operatorS 2 L

N
2 (RN ) to

i�Si (i� denoting the dual ofi). Obviouslyi; g andh are continuous linear operators. Moreover,
(11.13) implies thatf� is a bounded substitution operator, hence it is continuous as well (cf. [47,
p.22]). It remains to show thatB(u) 2 L(X;X�) is compact for everyu 2 X. Since the compact
linear operators form a closed subspace ofL(X;X�), it suffices to consideru 2 C1

0 (RN ). There-
fore suppose thatu vanishes onRN n 
, 
 � RN a smooth bounded domain. In this caseB(u)
factorizes in the form

X
r
,!W 1;2(
)

j
,! L2(
)

ku�! L2(
)
(rÆj)��! X�

wherer denotes the canonical restriction,j the compactSobolev embedding, andku is given by
ku(v) := f(�; ju(�)j)v. HenceB(u) is compact.
b) There holds Z ju(x)j

0
f(x; t)t dt � C

(� + 2)(1 + jxj)a ju(x)j
�+2 (11.14)

where the right hand side of (11.14) is anL1-function. Hence' is well defined. Condition (CC)
follows as usual from(F1) (cf. Lemma 2.4). �

By virtue of Lemma 11.7, conditions (H1)-(H5) and (CC) are satisfied forB and', and we may
consider the compact operatorG(u) as well as�n(u), ~Qn(u), ~�u as introduced in Section 7.2.1.
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As a further consequence of Lemma 11.7(a) and (11.12) we infer that for everyu 2 X the ’frozen
potential’V := f(�; ju(�)j) isD-admissible(cf. Sec. 14.3.2).
Now fix u 2 X arbitrary, and suppose that�n(u) > 0 for somen 2 N. If v 2 X is an eigenfunction
of G(u) corresponding to�n(u), thenv solves the equation

��v = 1

�n(u)
f(x; ju(x)j)v

in distributional sense. Hence, by virtue of (11.12) and Lemma 14.1 (applied to an arbitrarybounded
domain
 � R

N ), we infer thatv is continuous. Hence Theorem 14.7 yields thatv has at most
n nodal domains. In particular, every eigenfunction ofG(u) associated with�1(u) > 0 does not
change sign, and this implies

�1(u) > �2(u) whenever �1(u) > 0: (11.15)

Indeed, suppose in contrary that there are twoX-orthogonal eigenfunctionsv1; v2 associated with
�1(u), then

0 = �1(v1jv2)X = (G(u)v1jv2)X = hB(u)v1; v2i
=

Z
RN

f(x; ju(x)j)v1(x)v2(x) dx:

However, by virtue of unique continuation properties,v1 andv2 do not vanish on a set of positive
measure (More precisely, this follows by a combination of [25, Prop. 3] and [39, Theorem 6.3]).
This forcesf(�; juj(�)) � 0, contrary to�1(u) > 0.
A similar argument also shows that, forn � 2, every eigenfunction ofG(u) associated with
�n(u) > 0 changes sign.
The above considerations in particular give rise to the following Lemma.

Lemma 11.8. If u 2 N satisfies (7.22) and (7.23) for somen 2 N, then
u 2W 2;p

loc (R
N ) \ C1(RN ) for 1 � p < 1. Moreover,u has at mostn nodal domains. Ifn � 2,

thenu changes sign.

Proof. It only remains to prove thatu 2W 2;p
loc (R

N )\C1(RN ) for 1 � p <1. However, we have
already seen thatu is continuous, hence we inferf(�; ju(�)j) 2 L1loc(R

N ) from (B). Now elliptic
regularity yieldsu 2 W 2;p

loc (R
N ) for 1 � p <1, and thereforeu 2 C1(RN ) by virtue of Sobolev

embeddings.

As usual, we now relate nodal properties of solutions to the Ljusternik-Schnirelman valuescn :=
cn(N ;  ) for the energy functional on the Nehari manifoldN .

Theorem 11.9.

(a) If u 2 X is a weak radial solution of (EF) such that either (u) � cn or  (u) < cn+1, then
u hasat mostn nodal domains.

(b) For n = 1; 2 there exist solutionsun 2 X of (EF) such that (un) = cn andun has precisely
n nodal domains.
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(c) c1 < c2

Remark 11.10. Under the assumptions stated above, it is already known (cf. [75]) that (EF) has
an infinite number of solutions. However, the nodal information provided by Theorem 11.9 is new.
As in Section 9.2, we can only prove the existence of onesign changingsolution. We nevertheless
suspect that (EF) possesses an infinite number of sign changing solutions.

In the remainder of this section we establish Theorem 11.9, following a similar strategy as in the
radial case. However, the proof is simpler now, since condition (B) prevents from the regularity
problems we had to encounter in the radial case. The following assertion is again easily derived
from Lemma 7.10 by testing with (rapidly decreasing) analytic functions.

Lemma 11.11. There holds
(N ) =1.

Lemma 11.12. ConsiderKN := fu 2 N j ~Q2(u)u = ug. Then
�(KN ) � 1.

Proof. For everyu 2 N the functionf(�; ju(�)j) does not vanish identically onRN , hence we
deduce�i(u) > 0 for everyi 2 N by testing with analytic functions. In view of this we infer from
(11.15) and 4.8 that the spectral projectionP̂1(u) 2 L(X) onto the eigenspace of�1(u) depends
continuously onu 2 N . Now pick a positive rapidly decreasing functionv 2 X and observe that
the maph : N ! R defined by

u
h7�!
Z
RN

vP̂1(u)u

is odd and continuous. Moreover, sinceP̂1(u)u does not change sign, there holds

h(u) = 0 () u 2 K:

This implies
�(K) � 1, as claimed.

We close the section with the

Proof of Theorem 11.3. To prove (b), we apply Theorem 7.17 in the casesn 2 1; 2. To
this end, note that
(N ) � 2 by Lemma 11.11. Moreover, Lemma 11.12 yields (7.28) in
casen = 2, whereas this relation holds trivially in casen = 1. Finally, as proved in
[75, Lemma 2.2.], the functional satisfies the PS condition (Note that even though in [75] it
is supposed thatf 2 C(RN �R), the proof also works iff is just a Caratheodory function). There-
fore, forn = 1; 2 Theorem 7.17 in particular provides solutionsun to (7.22) and (7.23). By Lemma
11.8 these solutions have the properties asserted in (b).
Now suppose thatu is a solution of(EF ) having more thann nodal domains. By Theorem 14.13
we infer that~�u(u) = 1 = �n+j(u) for somej 2 N, whereas�n+j(u) < �n(u). Therefore
Proposition 7.11 yields (u) � cn+j � cn+1 as well as (u) > cn. This shows (a), and (c) is an
immediate consequence of (a) and (b). �
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Chapter 12

Sublinear Schrödinger equations

We consider the radially symmetric semilinear elliptic equation

��u+ q(jxj)u+ f(jxj; juj)u = �u; u 2W 1;2(RN ); N � 2 (12.1)

together with the constraint

kuk2 = R (12.2)

for givenR > 0. For thelinear potentialq :]0;1[! R we assume

(I�) q is a continuous function on]0;1[ satisfying

lim
r!1

q(r) = 0; (12.3)

but also

0 > lim sup
r!1

q(r)r� � �1 (12.4)

for some� 2]0; 2[, as well asZ "

0
rjq(r)j dr <1 in caseN � 3 resp.Z "

0
rjln(r)q(r)j dr <1 in caseN = 2.

A typical example is a potential of Coulomb type, i.e.N = 3 and q(r) = �Z
r , cf.

Chapter 13.
We furthermore assume thatf :]0;1[�[0;1[! R is a Caratheodory function satisfying

(M) For a.e.r 2]0;1[ there holdsf(r; 0) = 0, andf(r; �) is nondecreasing on[0;1[.

Concerning the existence of nodal solutions to (12.1), (12.2) we have:
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Theorem 12.1. Suppose thatf :]0;1[�[0;1[! R is continuous and that (M),(I�) and the fol-
lowing condition hold:

(J�) There are numbersr0; �; c > 0 and� 2 R such that

jf(r; t)j � cr�t� for t � 0; r � r0

as well as one of following relations is valid:

(i) � < 0 and ��N �
2 < ��

(ii) � � 0 and �� (N � 1)�2 � �N�1
N �

Then, for everyR > 0 and everyn 2 N there is a radially symmetric weak solution(u; �) of
(12.1),(12.2) such that� < 0, u 2 C(RN )\C2(RN n f0g), andu has preciselyn nodal domains.

Remark 12.2. (a) Whereas on bounded subsetsf may grow arbitrarily fast, condition(I�) controls
the growth off at infinity. This is required to ensure that the corresponding ’frozen’ linear eigenvalue
problems have infinitely many eigenvalues below the essential spectrum (cf. Lemma 12.5).
(b) It is elucidating to consider the autonomous case (� =0) in particular. Then there must hold

� � 2�

N
, i.e. the order of the nonlinearity near zero must beat least1 +

2�

N
. In the special case

N = 3, q(r) = �Z
R (i.e. � = 1), we recover the bound� + 1 � 5

3 imposed by Lions [52, p. 36].
However, for� > 0 the fixed point approach of [52, Sec. III.3] does not work any more, since in
this caseL2-estimates are not enough to keep the corresponding eigenvalues away from zero.

We are not able to prove Theorem 12.1 directly, hence we will first introduce more restrictive growth
conditions which allow us to cast the problem in the abstract setting of Section 6.1. In this setting
we state a theorem which gives more detailed information on the solution set of (12.1), (12.2), and
afterwards we will deduce Theorem 12.1 very easily by a priori estimates.
Note that condition(I�) guarantees thatq 2 KN , the Kato class, henceq is��-form bounded with
relative bound zero (cf. [4, Theorem 4.7]). Therefore, by the KLMN-Theorem (cf. [60]), the form
sum��+ q is a well defined selfadjoint and semi-bounded operator inL2(RN ) with form domain
W 1;2(RN ). Moreover, the essential spectrum of this operator is[0;1[ as a consequence of (12.3),
see [63, p. 218] for instance.
In the following letH,X,D(A0) denote the closed subspaces consisting of the radially symmetric
functions inL2(RN ),W 1;2(RN ), D(��+ q), respectively. We define the operatorA0 : D(A0) �
H ! H as the restriction of��+q toD(A0), henceA0 is selfadjoint and bounded from below. In
accordance with Section 6.1 we putm = � inf �(A0)+1, and we endowX with the scalar product

(ujv)
X
:=

Z
RN

rurv +
Z
RN

(q(x) +m)uv;

We introduce the following condition:

(J) For everyt > 0 there holdsf(�; t) 2 L1loc(]0;1[), and f can be written as a sum of
Caratheodory functionsfi satisfying (M) and

fi(r; t)

t�
= O(r�)

�
r ! 0
r !1

uniformly in t > 0 for numbers� > 0 and� 2]�2 (N � 2)� 2; �2 (N � 2)[.
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Note that, by virtue of Lemma 14.19 and the remark following it, assumption (J) ensures thatB :
X ! L(X;X�) defined by

hB(u)v; wi =
Z
RN

f(jxj; ju(x)j)v(x)w(x)dx (u; v; w 2 X)

is a strongly continuous map satisfying (H1)-(H4). Moreover, (CC) holds forB and' : X ! R

given by

'(u) =

Z
RN

Z ju(x)j

0
f(jxj; t)t dt dx:

Therefore we may refer to the notationsA(u), �n(u), �u and Vn(u) as well as to and
cn := cn( ; SR) as introduced in Section 6.1. We in particular recall that

SR = fu 2 X j kuk2 = Rg
in the present context. Now there holds:

Theorem 12.3. Suppose that assumptions(I�), (M), (J) and(J�) are satisfied, and letn 2 N,
R > 0. Then:

(a) cn < cn+1

(b) There is a solution (u; �) 2 SR � R
� of (12.1) such that (u) = cn,

u 2 C(RN ) \ C1(RN n f0g), andu has preciselyn nodal domains.

(c) Every solution(u; �) 2 SR �R of (12.1) with (u) > cn has at leastn+ 1 nodal domains.

Assuming that we had already proved this, we easily complete the

Proof of Theorem 12.1. For arbitraryc > 0 define the functionfc :]0;1[�[0;1[! R by

fc(r; s) =

�
minfc;f(r; s)g 0 < r � r0
f(r; s) r0 < r <1

Clearly fc satisfies (M),(J) andJ� . Therefore, in view of Theorem 12.3, to everyc > 0 there
corresponds a weak radial solution(uc; �c) 2 SR �R� of (12.1), (12.2) withfc in place off, and
such thatuc has preciselyn nodal domains. In particularuc weakly solves

(�4+ Vc)uc = 0;

with Vc(x) := ��c + q(jxj) + fc(jxj; juc(x)j) for x 2 RN . However, by virtue of (M) the negative
partV �

c of Vc only depends onq, hence it isuniformlybounded in the norm of the Kato classKN .
By [67, Theorem C.1.2] we conclude thatjuc(�)j is uniformly bounded inL1(Br0(0)) independent
of c. Hence, forc > 0 large enough,uc is the desired solution of (12.1), (12.2). It remains to show
thatuc 2 C2(RN n f0g). However this clearly follows sinceuc, viewed as a function ofr = jxj
solves on]0;1[ an ordinary differential equation of second order with continuous coefficients.�

The proof of Theorem 12.3 will occupy the rest of the section, and from now on we always assume
that(I�), (M), (J) and(J�) are satisfied.
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Lemma 12.4. PutM := fx 2 Rn j jxj � r0g. Thenu 2 X implies thatfM(u) 2 LN
� (M), where

fM(u)(x) := f(x; ju(x)j) for x 2M.

Proof. First we recall thatu 2 X implies thatujM 2 Lq(M) for every2 � q � 1.
If � � 0, then Lemma 14.16(b) yields

jf(x; ju(x)j)jN� � c
N
� (r�ju(x)j�)N�

� c
N
� ~K

2�
N�1

N
� kuk

2�
N�1

N
�

X
ju(x)j(�� 2�

N�1 )
N
�

for a.e.x 2 M with r = jxj. However,(� � 2�
N�1 )

N
� � 2 by (I�), hence the assertion follows in

this case.
Next we assume that0 > � � ��. By (I�) we then may picks < �

�+� ( resp. s < 1 in case

� = ��) such that�Ns� > 2. Hences0 > � �
� , and thereforeZ

M

jf(x; juj)jN� � c
N
�

Z
M

r
�N
� juj�N�

� c
N
�

�Z
M

r
s0�N
�

� 1
s0
�Z

M

juj�Ns�
� 1
s

<1

by Hölder’s inequality. Finally, if� < ��, thenZ
M

jf(x; juj)jN� � c
N
�

Z
M

r
�N
� juj�N�

� c
N
�

�Z
M

r
�N
�

�
kujMk

�N
�
1 <1:

Thus the assertion follows.

Lemma 12.5. There holds

�n(u) < �1 (12.5)

for everyu 2 X andn 2 N.

Proof. Putg := fM(u) 2 L
N
� (M), and pickK > 0; R0 > maxfr0; 1g such thatq(r) � �K

r�
for

r � R0. Consider ann-dimensional spaceV � C1
0 of functions with support in

fx 2 RN j 1 < jxj < 2g:
ForR > R0 and 2 V define 

R
(x) := R�N=2 (x=R), which implies thatk Rk2 = k k2 and

supp 
R
� fx 2 RN j R < jxj < 2Rg:

We claim

sup
 2V

k k2=1

(A(u) Rj R) < 0 (12.6)
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forR large enough, which clearly yields the assertion. To establish (12.6), note thatR > R0 implies

(A(u) 
R
j 

R
) = ((��+ q) 

R
;  

R
) +

Z
RN

g 2
R

� (�� 
R
;  

R
) +

Z
R�jxj�2R

(�Kjxj�� + g(x)) 2
R(x) dx

� R�2(�� ; ) +R��
�
R�
Z
1�jxj�2

g(
x

R
) 2(x) dx�K

Z
1�jxj�2

jxj�� 2 dx

�

hence (12.6) follows once we have shown that

lim
R!1

R�
Z
1�jxj�2

g(
x

R
) 2(x) dx = 0

uniformly in  2 V; k k2 = 1. However, all norms onV being equivalent, it suffices to ensure

lim
R!1

R�
Z
1�jxj�2

g(
x

R
) dx = 0;

and this is true since

R�
Z
1�jxj�2

g(
x

R
) dx = R��N

Z
R�jxj�2R

g(x) dx

� R��N
�Z

R�jxj�2R
dx

�N��
N

kgk
L
N
� (jxj�R)

� C0kgk
L
N
� (jxj�R)

�! 0

for R!1. Thus (12.6) holds, and the proof is complete.

Summarizing the preceding lemmas, we now complete the

Proof of Theorem 12.3. Letn 2 N; R > 0 be given. We commence with the proof of (b):
Recalling thatB is strongly continuous by Lemma 14.19, we may apply Theorem 6.5 once we have
shown

�n(u) < �n+1(u) (12.7)

for everyu 2 X. For this note that�n(u) is an eigenvalue ofA(u) by Lemma 12.5, and every
corresponding eigenfunction	 weakly solves

��	 = V	

with V (x) := �g(jxj)�f(jxj; ju(x)j) +�n(u). By Lemma 14.3 we now infer that	 is continuous
and uniquely determined up to a constant . Indeed, (J) and (14.19) ensure thatV 2 L1loc(RN n f0g)
and that (14.2) holds for some� > �2, as required. Thus�n(u) is nondegenerate, and (12.7) holds.
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Now Theorem 6.5 yields the validity of property (CP), in particular there exists a weak solutionu
of (SC)n with  (u) = cn. In particular,u solves

��u = V u

with V defined as above. Recalling thatB(u) 2 L(X;X�) is compact, the above stated proper-
ties ensure thatV is a radialW -admissible potential. Hence Theorem 14.8 establishes thatu is a
continuous function having preciselyn nodal domains. Sinceu 2 C1(RN n f0g) by elliptic regu-
larity, the proof ofb is complete. Moreover, since�u(u) = �n(u) < �n+1(u), Prop. 6.3(a) yields
cn =  (u) < cn+1, as claimed in (a).
To prove (c), suppose that(u; �) 2 SR � R is a solution of (12.1) with at mostn nodal domains.
Then�u(u) � �n(u) by Theorem 14.8, and hence (u) � cn by Prop. 6.3(a). Thus the proof is
complete. �
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Chapter 13

The Hartree equation and the TFW
equation

As in the previous chapter we still consider a radially symmetricsublinearequation. However, we
now focus on the caseN = 3, and we are concerned with the eigenvalue problem

(TFW )
�
��� Z

jxj + f(jxj; juj) + u2 � 1
jxj

�
u = �u u 2W 1;2(R3) kuk2 = R

Here we assume thatZ is a positive constant. We emphasize the particular cases for whichR = 1
and

(i) f = 0. Then (TFW) is known as therestricted Hartree equation.

(ii) f(r; t) = �tp; �; p > 0. Then we are dealing with the so calledThomas-Fermi-Von
Weiz̈acker equation(TFW equation in short).

Both equations occur in approximative models for quantum mechanical systems involving many
electrons.
As in the previous chapter, we assume thatf :]0;1[�[0;1[! R is a Caratheodory function satis-
fying

(M) For everyr 2]0;1[ there holdsf(r; 0) = 0, andf(r; �) is monotonically nondecreasing on
[0;1[.

We will be concerned with radial solutions only, and we have the following result:

Theorem 13.1. Suppose that (M) holds, thatf is continuous and that

(J1) There are numbersr0; �; c > 0 and� 2 R such that

jf(r; t)j � cr�t� for t � 0; r � r0

as well as one of following conditions hold:

(i) � < 0 and �� 3
2� < �1
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(ii) � � 0 and �� � � �2
3

Then, for every0 < R � p
Z and everyn 2 N there is a radially symmetric solution(u; �) of

(TWF) such that� < 0, u 2 C(R3) \ C2(R3 n f0g), andu has preciselyn nodal domains.

Remark 13.2. (a) As in the previous chapter,(J1) controls the growth off only at infinity. However,
only in case thatR <

p
Z we can ensure that the ’frozen’ linear eigenvalue problems have infinitely

many eigenvalues below zero (cf. Lemma 13.5). For the caseR =
p
Z, a separate limiting argument

is needed.
(b) The comments made in Remark 12.2(b) are also valid in the present case.

We now proceed as in the previous chapter: First we introduce more restrictive growth conditions
which allow to cast the problem in the abstract setting of Section 6.1. Then we state an analog of
Theorem 12.3, and afterwards we will deduce Theorem 13.1 very easily by a priori estimates.
Note that, concerning the linear part of problem (TWF), we are just dealing with the special case
N = 3 andq(r) = �Z

r in the notation of Chapter 12. Hence we keep using the symbolsA0,H,X
andm without further comment, and we recall how condition (J) can be written in the special case
N = 3:

(J) For everyt > 0 there holdsf(�; t) 2 L1loc(]0;1[), and f can be written as a sum of
Caratheodory functionsfi satisfying (M) and

fi(r; t)

t�
= o(r�)

�
r ! 0
r !1

uniformly in t > 0 for numbers� > 0 and� 2]�2 � 2; �2 [.

Then we have

Lemma 13.3. Suppose that (J) is satisfied.

(a) There is a strongly continuous mapB : X ! L(X;X�) given by

hB(u)v; wi :=
Z
RN

�
f(jxj; ju(x)j) + (u2 � 1

j � j )(x)
�
v(x)w(x) dx

such thatB(u) 2 L(X;X�) is a compact linear operator for eachu 2 X.

(b) Condition (CC) is satisfied forB and the functional' : X ! R given by

'(u) :=

Z
RN

Z ju(x)j

0
f(jxj; t)t dt dx+ 1

4

Z
RN

Z
RN

u2(x)u2(y)

jx� yj dx dy (u 2 X):

Proof. SinceV := 1
j�j satisfies the conditions(V1)� (V3) from Chapter 10, the assertion follows by

combining Lemma 10.1 and Lemma 14.19.

As a consequence of Lemma 13.3, (H1)-(H4) and (CC) are satisfied, and we may refer to the no-
tationsA(u), �n(u), Vn(u),  andcn := cn( ; SR) as defined in Section 6.1. We now have an
analog of Theorem 12.3:
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Theorem 13.4. Suppose that assumptions (M), (J) and(J1) are satisfied, and let0 < R <
p
Z,

n 2 N. Then:

(a) cn < cn+1

(b) There is a solution (u; �) 2 SR � R
� of (TFW) such that (u) = cn,

u 2 C(RN ) \ C1(RN n f0g), andu has preciselyn nodal domains.

(c) Every solution(u; �) 2 SR �R of (TFW) with (u) > cn has at leastn+ 1 nodal domains.

The remainder of the section is devoted to the proofs of Theorem 13.4 and Theorem 13.1. For this
we assume that (M), (J) and(J1) are in force from now on.

Lemma 13.5. Suppose that0 < R <
p
Z, and letu 2 X with kuk2 � R. Then

�n(u) < 0: (13.1)

for everyn 2 N.

Proof. Sinceu is radially symmetric, spherical integration yieldsZ
RN

u2(y)
1

jx� yj dy =

Z
RN

u2(y)
1

maxfjxj; jyjg dy

� 1

jxjkuk
2
2

� R2

jxj
for everyx 2 R3, which implies that

(A(u) j ) � ( ~A(u) j ) (13.2)

for all  2 C1
0 (R3), where

~A(u) := ��� Z �R2

jxj + f(jxj; juj):

However, sinceZ > R2, the results of Chapter 12 apply to the operator valued map~A (with � = 1).
Hence the assertion is a consequence of (13.2) and Lemma 12.5.

We now may complete the

Proof of Theorem 13.4. We proceed along the lines of the proof of Theorem 12.3:
Fix ~R > 2[maxfcn; 0g + mR2] and considerD := D(R; ~R) � X. Then�n(u) < 0 for every
u 2 D by Lemma 13.5, and we again deduce that�n(u) is a nondegenerate eigenvalue. More
precisely, now the corresponding ’frozen potential’ can be written as

Vu(x) = � Z

jxj � f(jxj; ju(x)j) � (u2 � 1

j � j)(x) + �n(u);
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and convolution inequalities yieldu2 � 1
j�j 2 L1(R3) for the additionally occurring term. Indeed,

this follows from the fact that1j�j 2 L2(R3) + L4(R3), whereasu2 2 L2(R3) \ L 4
3 (R3) for every

u 2 X. We again conclude thatV is a radialW -admissible potential, and in particular Lemma 14.3
implies that

�n(u) < �n+1(u)

for everyu 2 D, as claimed. Recalling thatB is strongly continuous, we may apply Theorem
6.5 to deduce the validity of property (CP). In particular this furnishes a solutionu of (SC)n with
 (u) = cn. As in the proof of Theorem 12.3 we now derive the properties claimed foru in (b), and
also (a) and (c) follow precisely by the same reasoning. �

We close the chapter with the

Proof of Theorem 13.1. If Z > R2, then we easily deduce the assertion along the lines of the
proof of Theorem 12.1. Using this, we now treat the caseZ = R2 by a limiting argument which
essentially is due to Lions (cf. [52]):
Consider a positive sequence("j)j such that"j ! 0. Then, for everyj 2 N, we already have a
solution (uj ; �n(uj)) of (TFW) with Z replaced byZ + "j and such thatkujk2 = R. From the
equation we deduce that(krujk2)j is a bounded sequence, i.e.,(uj)j is bounded inX. Passing
to a subsequence, we may assume thatuj * u in X. Then Lemma 5.2 and the strong continuity
of B yields lim

j!1
�n(uj) = �n(u), moreoverB(uj)uj ! B(u)u in X� by Lemma 5.7(b). As a

consequence,u weakly solves

�
��� Z

jxj + f(jxj; juj) + u2 � 1

jxj
�
u = �n(u)u:

It remains to prove thatkuk2 = R. For this note that

�n(u)R
2 = lim

j
�n(uj)R

2

= lim
j
�n(uj)kujk22

= lim
j

�
krujk22 �

Z
R3

Z + "j
jxj u2j + hB(uj)uj ; uji

�

� kruk22 �
Z
R3

Z

jxju
2 + hB(u)u; ui

= �n(u)kuk22;

hence eitherkuk2 = R or �n(u) � 0. However,kuk2 < R would force�n(u) < 0 by Lemma 13.5
(applied toR0 := kuk2 <

p
Z), and thus we concludekuk2 = R in either case. �

118



Chapter 14

Appendix

14.1 Notes on regularity

Lemma 14.1. Suppose thatN � 2 andq > N
2 .

Consider a domain
 � RN , a boundedsubsetV � Lq(
) and aboundedsubsetU �W 1;2(
)
with the following property:

� For eachu 2 U there isV 2 V such thatu is a distributional solution of

��u = V u in 
:

ThenU �W 2;q
loc (
), and everyu 2 U is continuous in
. Moreover, if
0 �� 
, then

(a) Uj
0 := fuj
0 j u 2 Ug is bounded inW 2;q(
0), andUj
0 := fuj
0 j u 2 Ug is relatively
compact inC(
0).

(b) If (un)n � U is a sequence such thatun ! u 2 U in theW 1;2(
)-norm, thenun ! u in
C(
0).

Proof. As noted in [67, p.457],Lq(RN ) is continuously embedded inKN , the Kato class (for the
definition ofKN and its norm see [67, p. 453]). Hence [67, Theorem C.1.1] implies that every
u 2 U is continuous in
.
To prove (a), consider the special case
 = BR(0), 
0 = Br(0) first, where0 < r < R. Pick
r0 2]r;R[ and denote
0 := Br0(0). PutC1 := sup

V 2V
kV kLq(
). By [67, Theorem C.1.2] we

infer thatUj
0 is boundedin L1(
0), that is,C1 := sup
u2Uj
0

kV kL1(
0) < 1. However, for

everyu 2 Uj
0 there isV 2 V such that��u = V u in distributional sense on
0, whereas
kV ukLq(
0) � C1C2. Hence,Uj
 is a bounded subset ofW 2;q(
0) by the Calderon-Zygmund
inequality[40, p.214]. SinceW 2;q(
0) is compactly embedded inC(
0), we conclude thatUj
0 is
relatively compact inC(
0).
Now consider general choices of
 and
0. Note that for eachx 2 
0 there is a numberR =
R(x) > 0 such thatBR(x) � 
. Since
0 is compact, there are finitely many pointsxj 2 
0,
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j = 1; :::; n and corresponding positive numbers0 < rj < Rj such that


0 �
n[
i=1

Brj (xj) �
n[
i=1

BRj (xj) � 
:

In view of the first case the setsUjBrj (xj) are relatively compact inC(Brj (xj)) for eachi 2
f1; :::; ng. From this one easily concludes thatU
0 is relatively compact inC(
0). In the same
way the boundedness ofUj
0 in W 2;q(
0) is derived from the boundedness on the ballsBrj (xj)
which we have established already.
(b) Sincefunj
0 j n 2 Ng is relatively compact inC(
0), it suffices to showun(x) ! u(x) for
everyx 2 
0. Assume in contradiction that there isx0 2 
0, " > 0 and a subsequenceunk such that
junk(x0) � u(x0)j > ". Without loss, we may assumeunk ! u pointwise almost everywhere on

0. However, sinceunk is equicontinuous, this impliesunk(x0) ! u(x0) in contradiction. Hence
(b) is proved.

Lemma 14.2. Let
 be a domain inRN ,N � 2, a 2 LN
2 (
) andC > 0. If u 2W 1;2

0 (
) satisfiesZ


rur' � C

Z


ju'j+

Z


a(x)ju'j (14.1)

for every' 2W 1;2
0 (
), thenu 2 Lq(
) for every2 � q <1.

Proof. If N = 2, the assertion is just a consequence of Sobolev embeddings. Therefore suppose
N � 3, and letL; s � 0. Applying (14.1) to' = uminfjuj2s; L2g 2W 1;2

0 (
) yieldsZ


jruj2minfjuj2s; L2g+ 2s

Z
j(x)js�L

jruj2juj2s =
Z


rur'

� C

Z


juj2minfjuj2s; L2g+

Z


a(x)juj2minfjuj2s; L2g:

Now suppose thatu 2 L2s+2(
). Then we infer, with constantsci depending on theL2s+2-norm
of u, thatZ


jr(uminfjujs; Lg)j2 =

Z


jruj2minfjuj2s; L2g+ s2

Z
j(x)js�L

jruj2juj2s

� c1 + c2

Z


a(x)juj2minfjuj2s; L2g

� c1 + c2K

Z


juj2minfjuj2s; L2g+ c2

Z
a(x)�K

a(x)juj2minfjuj2s; L2g

� c3(1 +K) + c2

�Z
a(x)�K

ja(x)jN2
� 2
N
�Z



juminfjujs; Lgj 2N

N�2

�N�2
N

� c3(1 +K) + "(K)

Z


jr(uminfjujs; Lg)j2
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for everyK > 0, where

"(K) = c2

�Z
a(x)�K

ja(x)jN2
� 2
N ! 0

for K !1. FixK such that"(K) = 1
2 , thenZ



jr(uminfjujs; Lg)j2 � 2c3(1 +K)

for everyL, and hence Z


juminfjujs; Lgj 2N

N�2 � c4

by Sobolev’s inequality. LettingL ! 1, we deduce thatujujs 2 L
2N
N�2 , and henceu 2

L
(2s+2)N
N�2 (
). The conclusion now follows by an iteration, starting withs0 = 0.

14.2 A uniqueness lemma for a linear radial problem with singularity
at the origin

Dealing with radially symmetric measurable functionsu : RN ! R in the sequel, we will freely
write u(r) = u(x) for r 2 [0;1[, jxj = r, i.e., we identifyu with the associated function on the
half-line. The next lemma is our main tool for showing that a radially symmetric setting provides
nondegeneracyof eigenvalues.

Lemma 14.3. ConsiderN � 2 and and a radially symmetric functionV 2 L1loc(R
N n f0g) such

that

lim sup
x!0

jV (x)j
jxj� <1 (14.2)

for some� > �2. Then every distributional solutionu 2W 1;2
loc (R

N ) of the equation

��u = V u (14.3)

is continuous. Moreover, for given� 2 R, equation (14.3) hasat most oneradially symmetric
distributional solutionu 2W 1;2

loc (R
N ) with u(0) = �.

In particular, the trivial solutionu = 0 is the only continuous radially symmetric weak solution with
u(0) = 0.

Proof. From (14.2) we easily infer thatV 2 Lploc(R
N ) for somep > N

2 . Therefore every dis-

tributional solutionu 2 W 1;2
loc (R

N ) of (14.3) is continuous onRN by Lemma 14.1, moreover
u 2 W 2;p

loc (R
N ) \ W 2;q

loc (R
N n f0g) for every q < 1. Hence, ifu is radially symmetric, then

u 2 C([0;1[) \ C1(]0;1[) with absolutely continuousderivativeu0, and

(rN�1u0)0 = �rN�1V (r)u; (14.4)
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holds as an equation inL1loc(]0;1[). We now claim

q := lim
r!0

rN�1u0(r) = 0: (14.5)

Indeed, note thatlim sup
r!0

jrN�1V (r)u(r)j < 1 by virtue of (14.2) and Lemma 14.16(b). Hence

(14.4) implies thatr 7! rN�1u0(r) is uniformly continuous nearr = 0, in particular the limit (14.5)
exists. Using this, we deduce

q2 = lim
r!0

1

r

Z r

0
(sN�1u0(s))2 ds

� lim sup
r!0

rN�2
Z r

0
sN�1(u0(s))2 ds

= lim sup
r!0

rN�2
Z
Br(0)

jruj2

= lim sup
r!0

rN�2kuk2

= 0;

henceq = 0.
As a consequence, we may write

u0(s) = s�(N�1)
Z s

0
tN�1V (t)u(t) dt

for s > 0. Now for s > 0 put �(u; s) := sup
0�t�s

ju(t)j andC(s) := sup
0�t�s

jV (t)j
t� . Using the

assumptions� > �2 andN � 2, we infer

Z s

0
tN�1jV (t)jju(t)j dt � 1

N + �
sN+�C(s)�(u; s)

for everys > 0, hence

Z r

0
ju0(s)jds �

Z r

0
s�(N�1)

Z s

0
tN�1jV (t)jju(t)j dt ds

� 1

N + �

Z r

0
s1+�C(s)�(u; s) ds

� 1

(N + �)(2 + �)
r2+�C(r)�(u; r) (14.6)

for everyr > 0. In particularu is absolutely continuous on[0;1[, and the relation

u(r) = u(0) +

Z r

0
u0(s)ds (14.7)
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holds for every positiver. The proof is complete once we have shown thatu(0) = 0 impliesu � 0.
Indeed, ifu(0) = 0, then (14.6) and (14.7) yield the inequality

ju(s)j � 1

(N + �)(2 + �)
s2+�C(s)�(u; s)

� 1

(N + �)(2 + �)
r2+�C(r)�(u; r)

whenever0 < s � r. For sufficiently smallr this implies�(u; r) � d�(u; r) with some number
d = d(r) < 1, hence�(u; r) = 0. In other words,u vanishes in a neighborhood of the origin.
We concludeu � 0, since on every compact subintervall of]0;1[ the functionu solves a linear
ordinary differential equation with bounded coefficients.

14.3 Nodal properties of eigenfunctions

As in the previous section, we frequently writeu(r) in place ofu(x) in case thatr = jxj andu is a
radially symmetric function.

14.3.1 Operators with form domainW 1;2
0 (
)

We start by stating a fundamental prerequisite to derive nodal estimates:

Lemma 14.4. Consider a domain
 � RN and a continuous functionu 2W 1;2
0 (
). If 
0 is nodal

domain ofu, thenv 2W 1;2
0 (
) for the functionv : 
! R given by

v(x) :=

�
u(x) for x 2 
0

0 for x 2 RN n 
0

and the weak derivative ofv is given by

rv = 1
0ru;

Proof. This is a special case of [55, Lemma 1].

In the following we considerN � 2 and an arbitrary (not necessarily bounded) domain
 � RN .
To shorten the notation, we putW 1;2

0 := W 1;2
0 (
). Moreover, in case that
 = RN , we set

W 1;2
r := fu 2W 1;2(RN ) j u radially symmetricg:

We introduce the notion ofW -admissible potentials.

Definition 14.5.

(a) A measurable functionV : 
! R is called aW -admissible potentialif V can be written as
a sumV = V1 + V2 such thatV1 2 L1(
) andV2 satisfies the following two conditions:
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(i) For all v; w 2W 1;2
0 there exists

h ~V2v; wi :=
Z


V2v(x)w(x) (14.8)

and the thus defined operator~V2 : W
1;2
0 ! (W 1;2

0 )� is compact.

(ii) EitherV2 2 L
N
2
loc(
) or V2 is bounded on compact subsets of
 n �, where� is a closed

subset of measure zero such that
 n � is connected.

(b) In case
 = R
N we call a radially symmetric functionV 2 L1loc(R

N n f0g) a radialW -
admissible potentialif V can be written as a sumV = V1+V2 of radially symmetric functions
such thatV1 2 L1(RN ) andV2 satisfies the following two conditions:

(i) Restricted to radial functions, (14.8) defines a compact operator~V2 :W
1;2
r ! (W 1;2

r )�.

(ii) There is� > �2 such that

lim sup
x!0

jV2(x)j
jxj� <1: (14.9)

Remark 14.6. (a)W -admissible potentialsV are interesting for the following reasons. As a con-
sequence of (i), the quadratic formq, defined on its domainD(q) =W 1;2

0 by

q(u; v) :=

Z


ru(x)rv(x) dx+

Z


V (x)u(x)v(x) dx;

is closed, symmetric and bounded from below inL2(
) (cf. Lemma 4.1 and the remarks following
it). Hence, toq corresponds a (unique) selfadjoint operatorH := �� + V with D(H) � W 1;2

0 .
Furthermore, condition (ii) implies that eigenfunctionsu of H have (at least) theweak unique
continuation property, i.e. if u vanishes on an open subset of
, thenu � 0. For a proof of the latter
assertion, see [39, Theorem 6.3] and [67, p. 519] (cf. also [61, p. 240]).
(b) Analogous implications hold if
 = R

N andV is a radial W -admissible potential. Then
H := ��+ V is given in a natural way as a selfadjoint operator in the Hilbert space

L2
r := fu 2 L2(RN ) j u radially symmetricg

with form domainW 1;2
r . In addition, every eigenvalue ofH is nondegenerateby virtue of Theorem

14.3, and eigenfunctions ofH still have the weak unique continuation property.

Theorem 14.7. Suppose thatV is aW -admissible potential. Then, ifu is a continuous eigenfunc-
tion ofH = ��+ V associated with an eigenvalue�n of the form

�n = inf
V�W

1;2
0

dimV = n

sup
v2V

krvk22 +
R

 V v

2

kvk22
; (14.10)

the functionu has at mostn nodal domains.
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Proof. Assume in contradiction thatu has at leastn + 1 nodal domains
1; :::;
n+1. Recall that
the
i areopenby the continuity ofu, and in view of Lemma 14.4 we may define functionsvi 2
W 1;2

0 ; i = 1; :::; n by

vi(x) :=

�
u(x) for x 2 
i
0 for x 2 RN n 
i

Let Y denote the span ofv1; :::; vn. ThendimY = n, and a direct calculation shows

(Hvjv)2 = �nkvk22 for all v 2 Y (14.11)

Now choose orthonormalized eigenfunctionsu1; :::; un�1 of H corresponding to the eigenvalues
�1; :::; �n�1, and letZ denote the span ofu1; :::; un�1. SincedimZ = n � 1, there existsv 2
Y \ Z?; v 6= 0, which by (14.11) has to be an eigenfunction ofH corresponding to�n. However,
there holdsv(x) = 0 for x 2 
n+1, hencev � 0 on
 by the weak unique continuation property of
v. Since this is a contradiction,u has at mostn nodal domains.

In the radial case, Theorem 14.7 can be refined by using the separation properties furnished by
Lemma 14.10 below.

Theorem 14.8. Suppose that
 = RN and thatV is a radialW -admissible potential. Then every
eigenvalue of the selfadjoint operator��+V , defined on radial functions as in Remark 14.6(b), is
nondegenerate. Moreover, ifu is an eigenfunction corresponding to�n given by (14.10) (withW 1;2

r

in place ofW 1;2
0 ), thenu has preciselyn nodal domains.

Proof. Every eigenfunction ofH corresponding to�n is a weak radial solution of

��u = (�n � V )u;

henceu is continuous and unique up to a constant in view of Lemma 14.3. By an analogous
reasoning as for proof of Theorem 14.7 (now respecting the rotational invariance of the problem),
we infer thatu has at mostn nodal domains. Moreover, ifun�1 is an eigenfunction associated with
�n�1 > �n, thenun�1 weakly solves

��un�1 = (�n�1 � V )un�1:

SinceV 2 L1
loc(R

N n f0g) by (14.9), Lemma 14.10 ensures thatu has at least one more zero than
un�1. The assertion now follows by an inductive argument.

For the next result fix� < 0 and
 = RN , and endowW 1;2
r with the scalar product

(u; v)� :=

Z
RN

rurv � �

Z
RN

uv:

Moreover denote byJ� : W 1;2
r ! (W 1;2

r )� the canonical isometric isomorphism with re-
spect to this scalar product, and for a radialW -admissible potentialV consider the operator
~V 2 L(W 1;2

r ; (W 1;2
r )�) given by

h ~V v;wi :=
Z
RN

V v(x)w(x):

Then we have:
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Theorem 14.9. Suppose that
 = RN and thatV is anonnegativeradial W -admissible potential.
Then for then-th eigenvalue

�n := sup
V�W

1;2
r

dimV = n

inf
v2V

(Gvjv)�
(vjv)�

of the operatorG := J�1�
~V 2 L(W 1;2

r ) there holds:
If �n > 0, then�n is nondegenerate, and the associated (up to a constant) unique eigenfunction has
preciselyn nodal domains.

Proof. Note thatu is an eigenfunction ofG corresponding to�n > 0 if and only if � is then-th
eigenvalue of the operator~H := ��� 1

�n
V (restricted to radial functions), andu is a corresponding

eigenfunction. Hence the assertion follows directly from Theorem 14.8.

We close this subsection by proving separation properties of Sturm type.

Lemma 14.10. Consider
 = R
N and radialW -admissible potentialsV1; V2 such thatV1 � V2

on ]0;1[ and

(�) V1(r) < V2(r) wheneverV1(r) 6= 0 (r 2]0;1[).

Moreover suppose thatu1; u2 2W 1;2(RN ) are radially symmetric weak solutions of the equations

��ui = Viui (i = 1; 2):

Then the following implications hold:

(i) If 0 < r1 < r2 <1 satisfyu1(r1) = u1(r2) = 0 as well asu1(r) 6= 0 for r1 < r < r2, then
there is�r 2 (r1; r2) such thatu2(�r) = 0.

(ii) If 0 < ~r is such thatu1(~r) = 0 as well asu1(r) 6= 0 for ~r < r <1, then there is�r 2 (~r;1)
such thatu2(�r) = 0.

(iii) If 0 < ~r is such thatu1(~r) = 0 as well asu1(r) 6= 0 for 0 < r < ~r, then there is�r 2 (0; ~r)
such thatu2(�r) = 0.

(iv) If u1(r) 6= 0 for 0 < r <1, then there is�r > 0 such thatu2(�r) = 0.

Proof. As in the proof of Lemma 14.3 we deduce thatui 2 C([0;1[)\C1(]0;1[) with absolutely
continuous derivativesu0i, and that

(rN�1u0i)
0 = �rN�1g(r)ui; (i = 1; 2)

considered as equations inL1loc(0;1).
Suppose in contradiction that (i) is false. Then we may assumeu1(r) > 0; r 2]r1; r2[ as well as
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u2(r) > 0; r 2]r1; r2[. Moreover, the functionsr ! rN�1u01(r)u2(r) andr ! rN�1u02(r)u1(r)
are absolutely continuous on[0;1[ and there holds:

0 �
�
�rN�1u01(r)u2(r)

�r2
r1

=

�
rN�1u02(r)u1(r)� rN�1u01(r)u2(r)

�r2
r1

=

Z r2

r1

�
(rN�1u02(r))

0u1(r)� (rN�1u01(r))
0u2(r)

�
dr

=

Z r2

r1

rN�1[V1(r)� V2(r)]u1(r)u2(r) dr: (14.12)

SinceV1 � V2, we conclude thatV1 = V2 on ]r1; r2[. HenceV1 = 0 on ]r1; r2[ by assumption(�),
and therefore(rN�1u01(r))

0 = 0 on ]r1; r2[. This however contradictsu(r1) = u(r2) = 0, and thus
(i) holds true.
(ii) Note first that, by Lemma 14.4,' := u1 � 1fx j jxj�x1)g defines an element ofW 1;2

0 (RN ).
Moreover, without loss we haveu1(r) > 0; r 2]~r;1[, hence there exists a sequence
(tk) �]~r;1[; tk !1 such thatu01(tk) � 0 for all k. Now suppose in contradiction thatu2(r) > 0,
r 2 [~r;1[. Then for eachk there holdsZ

jxj�~r
V1(jxj)u1(x)u2(x) = lim

k!1

Z tk

~r
rN�1V1(r)u1(r)u2(r) dr

= lim
k!1

Z tk

~r
(rN�1u01(r))

0u2(r) dr

= lim
k!1

�Z tk

~r
rN�1u01(r)u

0
2(r) dr � rN�1u1(r)

0u2(r)

����
tk

~r

�

� lim
k!1

Z tk

~r
rN�1u01(r)u

0
2(r) dr

=

Z
jxj�~r

ru2(x)ru1(x) dx

=

Z
RN

ru2(x)r'(x) dx

=

Z
RN

V2(jxj)u2(x)'(x) dx dx

=

Z
jxj�~r

V2(jxj)u2(x)u1(x) dx:

Again we conclude thatV1 = V2 on ]~r;1[, which, similar as in the proof of (i) yields a contradiction
to (�) and the fact thatu(~r) = 0. Hence (ii) is true as well.
(iii) and (iv) can be proved by similar arguments, using in addition that

lim
r!0

rN�1u01(r)u2(r) = 0 = lim
r!0

rN�1u02(r)u1(r);

cf. (14.5).
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14.3.2 Eigenvalue problems onD1;2(RN)

Throughout this subsection, we assumeN � 3. We consider eigenvalue problems defined on the
Hilbert spacesD1;2 := D1;2(RN ) andD1;2

r := fu 2 D1;2 j u radially symmetricg respectively. We
recall that these spaces carry a canonical scalar product given by

(ujv) =
Z
RN

rurv

Referring to this scalar product, we denote byJ : D1;2 ! (D1;2)� the canonical isometric isomor-
phism.
We have the following analog of Lemma 14.4.

Lemma 14.11. Consider a continuous functionu 2 D1;2. If 
0 is nodal domain ofu, thenv 2 D1;2

for the functionv : RN ! R given by

v(x) :=

�
u(x) for x 2 
0

0 for x 2 RN n 
0;

and the weak derivative ofv is given by

rv = 1
0ru; (14.13)

Proof. We apply Lemma 14.4 to the functionsun 2W 1;2(RN ) defined by

un(x) := e�
jxj2

n u(x) (x 2 RN ; n 2 N):

This yieldsvn 2W 1;2(RN ) � D1;2 for the functionsvn given by

vn(x) :=

(
e�

jxj2

n u(x) for x 2 
0;
0 for x 2 RN n 


whereas their weak derivatives write as

rvn(x) = 1
0(x)

�
u(x)

2e�
jxj2

n

n
x+ e�

jxj2

n ru(x)
�
:

Since the sequence(rvn)n converges to the right hand side of (14.13) in theL2-norm, we deduce
the assertion.

Next we redefine the notion of an admissible potential in a way that it suits to the present context.

Definition 14.12.

(a) A measurable functionV : RN ! R is called a D-admissible potentialif the following two
conditions hold
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(i) For all v; w 2 D1;2 there exists

h ~V v;wi :=
Z
RN

V v(x)w(x) (14.14)

and the thus defined operator~V : D1;2 ! (D1;2)� is compact.

(ii) EitherV 2 L
N
2
loc(R

N ) or V is bounded on compact subsets ofRN n �, where� is a
closed subset of measure zero such thatR

N n � is connected.

(b) A radially symmetric functionV 2 L1loc(RN n f0g) is called aradialD-admissible potential
if the following two conditions hold

(i) Restricted to radial functions, (14.14) defines a compact operator~V : D1;2
r ! (D1;2

r )�.

(ii) There is� > �2 such that

lim sup
x !0

jV (x)j
jxj� <1: (14.15)

We remark that, in contrast to Section 14.3.1, anL1-potential is notD-admissible in general. We
have a nodal estimate in the spirit of Theorem 14.7.

Theorem 14.13.Suppose thatV is a nonnegativeD-admissible potential. Then, ifu 2 D1;2 is
a continuous eigenfunction of the compact, symmetric and nonnegative operatorG := J�1 ~V 2
L(D1;2) corresponding to the eigenvalue

�n := sup
V�D1;2

dimV = n

inf
v2V

(Gvjv)
(vjv) (14.16)

such that�n > 0, thenu has at mostn nodal domains.

Proof. We just have to adjust the proof of Theorem 14.7 to the present situation. Indeed, assume
in contradiction thatu has at leastn + 1 nodal domains
1; :::;
n+1. Using now Lemma 14.11,
we define ann-dimensional subspaceY � D1;2 spanned by the functionsvi 2 D1;2; i = 1; :::; n
given by

vi(x) :=

�
u(x) for x 2 
i
0 for x 2 RN n 
i:

Since again
(Gvjv) = �nkvk2 for all v 2 Y;

there exists an eigenfunction ofv 2 Y of G associated to�n. Moreover�n > 0 by assumption,
hencev is a weak solution of

��v = 1

�n
V v: (14.17)

SinceV isD-admissible,v has the unique continuation property. Hence the fact thatv(x) = 0 for
x 2 
n+1 forcesv � 0, and this is a contradiction. Thusu has at mostn nodal domains.
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Again Theorem 14.13 can be refined in theradial case, now using the following analog of Lemma
14.10.

Lemma 14.14. Consider
 = R
N and radialD-admissible potentialsV1; V2 such thatV1 � V2

on ]0;1[ and

(�) V1(r) < V2(r) wheneverV1(r) 6= 0 (r 2]0;1[).

Moreover suppose thatu1; u2 2 D1;2 are radially symmetric weak solutions of the equations

��ui = Viui (i = 1; 2):

Then the assertions (i)-(iv) of Lemma 14.10 hold true again.

Theorem 14.15.Suppose thatV is a nonnegative radialD-admissible potential.
Then for the eigenvalue�n (defined as in (14.16) withD1;2 replaced byD1;2

r ) of the operator
G := J�1 ~V 2 L(D1;2

r ) there holds:
If �n > 0, then�n is nondegenerate, and the associated (up to a constant) unique eigenfunction has
preciselyn nodal domains.

Proof. Every eigenfunction ofG corresponding to�n > 0 is a weak solution of

��u =
1

�n
V u;

henceu is continuous and unique up to a constant in view of Lemma 14.3. By analogous arguments
as in the proof of Theorem 14.13 (now respecting the rotational invariance of the problem), we
infer thatu has at mostn nodal domains. Finally, letun�1 denote an eigenfunction associated with
�n�1 > �n, henceun�1 weakly solves

��un�1 = 1

�n�1
V un�1:

SinceV 2 L1
loc(R

N n f0g) by (14.15), Lemma 14.14 shows thatu has at least one more zero than
un�1. The assertion now follows by an inductive argument.

14.4 Compact maps involving Sobolev spaces and weightedLp-spaces

14.4.1 Radial functions

In the sequel we denoteW 1;2
r := fu 2 W 1;2(RN ) j u radially symmetricg, and forN � 3 we put

D1;2
r := fu 2 D1;2(RN ) j u radially symmetricg. We recall the following pointwise estimates:

Lemma 14.16. (a) If N � 3, then everyu 2 D1;2
r is continuous onRN n f0g, and there holds

ju(r)j � C1kruk2r 2�N2 (14.18)

with a constantC1 = C1(N) > 0. Moreover, if 0 < r0 < r1 < 1, thenD1;2
r is compactly

embedded inC([r0; r1]) via the identificationu(r) = u(x) for r = jxj.
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(b) Everyu 2 W 1;2
r is continuous onRN n f0g, and ifN � 2, then for every� 2 [1; 2[ there is

a constantC2 = C2(�;N) > 0 such that

ju(r)j � C2(kruk2 + kuk2)r
��N
2 : (14.19)

Moreover, if0 < r0 < r1 < 1, thenW 1;2
r is compactly embedded inC([r0; r1]) via the

identificationu(r) = u(x) for r = jxj.
For the proof of this Lemma we refer to [45, pp. 55] and [51]. We now formulate two results
on compact embeddings. More general assumptions providing compact embeddings ofD1;2

r resp.
W 1;2
r are given in [65] and [16].

Lemma 14.17. (a) ConsiderN � 3, � > 0, and put� = N�2
2 � � 2. If a 2 L1loc(]0;1[) is a

positive function satisfying

lim
r!1
r!0

r��a(r) = 0; (14.20)

thenD1;2
r (RN ) is compactly embedded inL�+2a .

(b) ConsiderN � 2, � > 0, and� 2]N�22 � � 2; N�22 �[. If a 2 L1loc(]0;1[) is a positive
function satisfying

lim
r!1
r!0

r��a(r) = 0;

thenW 1;2
r (RN ) is compactly embedded inL�+2a .

Proof. (a) This has been proven in [65, Corollary 2.7].
(b) ForN � 3 this follows from [65, Corollary 2.8], hence we restrict our attention to the case
N = 2 here. Without loss, we may assume thata(r) = r�, � 2] � 2; 0[. Hencea 2 Ls(B1(0))
for somes > 1. Now consider the Banach spaceC := L�+2(R2) \ Ls

0(�+2)(R2), naturally
endowed with the normkukC := kuk�+2+kuks0(�+2). By [51, Proposition 1.1],W 1;2

r is compactly
embedded inC. Moreover, foru 2 C there holdsZ N

R

a(x)ju(x)j�+2 dx �
Z
B1(0)

a(x)ju(x)j�+2 dx+
Z
RNnB1(0)

a(x)ju(x)j�+2 dx

� kakLs(B1(0))kuk�+2s0(�+2) + kuk�+2�+2;

henceC is continuously embedded inL�+2a (R2). HenceW 1;2
r is compactly embedded in

L�+2a (R2), as claimed.

Lemma 14.18. ConsiderN;� and� as in Lemma 14.17(a) and suppose that
f :=]0;1[�[0;1[! R is a Caratheodory function satisfying

(i) f(r; �) is nondecreasing on[0;1[ for a.e.r 2]0;1[.

(ii) f(�; t) 2 L1loc(]0;1[) for everyt > 0.

131



(iii) lim
r!1
r!0

jf(r;t)j
r�t�

= 0 uniformly int > 0.

Then:

(a) The relation

hB(u)v; wi :=
Z
RN

f(jxj; ju(x)j)v(x)w(x) dx (u; v; w 2 D1;2
r ) (14.21)

defines a strongly continuous mapB : D1;2
r ! L(D1;2

r ; (D1;2
r )�). Moreover,

B(u) 2 L(D1;2
r ; (D1;2

r )�) is compact for everyu 2 D1;2
r .

(b) The integral

'(u) :=

Z
RN

Z ju(x)j

0
f(jxj; t)t dt dx (14.22)

exists for everyu 2 D1;2
r . Moreover there holds

2('(v) � '(v)) � hB(u)v; vi � hB(u)u; ui (14.23)

for u; v 2 D1;2
r .

Proof. (a) Consider an arbitrary bounded subsetM � D1;2
r . Using (i)-(iii) and (14.18),

we find a positive functiona 2 L1(]0;1[) with the property (14.20) and such that
jf(r; ju(r)j)j � a(r)ju(r)j� for everyu 2M; r > 0. By virtue of Lemma 14.17 we have a compact
embedding

D1;2
r ,! L�+2a : (14.24)

In particular the range of the mapf� : M ! L
�+2
�

a defined byf�(u)(r) =
f(r;ju(r)j)
a(r) is boundedin

L
�+2
�

a . Now consider a sequence(un) � M andu 2 M such thatun * u. By Lemma 14.16
we inferun(r) ! u(r) a. e. on]0;1[, hencef�(un)(r) ! f�(u)(r) a. e. on]0;1[ as well. By
Lebesgue’s Theorem, we concludeZ

RN

a(jxj)jf�(un)(x)� f�(u)(x)j
�+2
� dx �! 0;

that is,f�(un)! f�(u) strongly inL
�+2
�

a . Now since fory 2M andv; w 2 D1;2
r there holds

hB(y)v; wi =
Z
RN

a(jxj)f�(y)vw dx;

the compact embedding (14.24) and H¨older’s inequality show thatB(un) ! B(u) in
L(D1;2

r ; (D1;2
r )�), and thatB(y) is a compact linear operator for everyy 2M . However,M � D1;2

r

was chosen as an arbitrary bounded subset, and therefore (a) holds true.
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(b) Fix u 2 D1;2
r . Using (i)-(iii) and (14.18) again, we find a positive functiona 2 L1(]0;1[) with

the property (14.20) and such thatjf(jxj; t)j � a(jxj)t� whenever0 � t � ju(x)j andx 2 RN nf0g.
Hence Z ju(x)j

0
f(jxj; t)t dt � a(jxj) ju(x)j

�+2

� + 2
for x 2 RN n f0g;

and now the existence of the integral (14.22) follows by Lemma 14.17(a). Moreover, using (i), we
derive foru; v 2 D1;2

r andx 2 RN n f0g the inequality

2

�Z jv(x)j

0
f(jxj; t)t dt�

Z ju(x)j

0
f(jxj; t)t dt

�
� f(jxj; ju(x)j)(v2(x)� u2(x)) (14.25)

by the same argument as in the proof of Lemma 2.4. Integrating (14.25) overR
N directly leads to

(14.23).

Lemma 14.19. ConsiderN;� and� as in Lemma 14.17(b), and suppose that
f :=]0;1[�[0;1[! R is a Caratheodory function satisfying conditions (i)-(iii) from Lemma 14.18.
Then:

(a) The relation

hB(u)v; wi :=
Z
RN

f(jxj; ju(x)j)v(x)w(x) dx (u; v; w 2W 1;2
r ) (14.26)

defines a strongly continuous mapB : W 1;2
r ! L(W 1;2

r ; (W 1;2
r )�). Moreover,

B(u) 2 L(W 1;2
r ; (W 1;2

r )�) is compact for everyu 2W 1;2
r .

(b) For everyu 2 W 1;2
r there exists the integral'(u) as given in (14.22). Moreover, (14.23)

holds for everyu; v 2W 1;2
r .

Proof. This can be derived from Lemma 14.17(b) in precisely the same way as in the proof of
Lemma 14.18.

Remark 14.20. Evidently the assertions of Lemma 14.18 and Lemma 14.19 remain valid under the
weaker assumption thatf can be written as a sum of Caratheodory functionsfi satisfying conditions
(i)-(iii) with differentconstants�i; �i.

14.4.2 Nonradial functions

Lemma 14.21. Consider p 2 [2; 2N
N�2 [ and a positive functionw 2 L1(RN ) such that

lim
jxj!1

w(x) = 0. ThenW 1;2(RN ) is compactly embedded inLpw(RN ).

Proof. By assumption,Lp(RN ) � Lpw(RN ). Hence the ordinary Sobolev embedding extends to
an embeddingi : W 1;2(RN )! Lpw(RN ). We show thati is strongly continuous. For this suppose
thatun * u in W 1;2(RN ) and let" > 0. PutM := sup

n2N
kunkp, then by assumption there isR > 0
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such thatw(x) � "
M for jxj � R. Moreover there holdsunjBR(0) ! ujBR(0) in Lp(BR(0)), hence

there isn0 2 N such that Z
BR(0)

w(x)jun(x)� u(x)jp dx � ": (14.27)

For thesen we inferZ
RN

w(x)jun(x)� u(x)jp dx �
Z
BR(0)

w(x)jun(x)� u(x)jp dx

+

Z
RNnBR(0)

w(x)jun(x)� u(x)jp dx

� "+
"

M

Z
RN

(jun(x)� u(x)jp dx
� 2":

Since" > 0 was arbitrary, we concludeun ! u in Lpw(RN ). Hencei is strongly continuous, as
claimed.

In the following we abbreviateW 1;2(RN ) toW 1;2, and from Lemma 14.21 we derive an analog of
Lemma 14.19 for the nonradial situation.

Lemma 14.22. Considerw as in Lemma 14.21,� 2 [0; 4
N�2 [ and suppose that

f : RN � [0;1[! R is a Caratheodory function satisfying

jf(x; t)j � w(x)t� (x 2 RN ; t � 0) (14.28)

. Then:

(a) The relation

hB(u)v; wi :=
Z
RN

f(x; ju(x)j)v(x)w(x) dx (u; v; w 2W 1;2) (14.29)

defines a strongly continuous mapB : W 1;2 ! L(W 1;2; (W 1;2)�). Moreover,
B(u) 2 L(W 1;2; (W 1;2)�) is compact for everyu 2W 1;2.

(b) For everyu 2W 1;2 there exists the integral

'(u) =

Z
RN

Z ju(x)j

0
f(x; t)t dt dx:

Moreover, iff(x; �) is nondecreasing on[0;1[ for a.e.x 2 RN , then

2('(v) � '(u)) � hB(u)v; vi � hB(u)u; ui
for everyu; v 2W 1;2.

Proof. Again, this can be deduced from Lemma 14.21 by a similar reasoning as in the proof of
Lemma 14.18.

Remark 14.23. Evidently the assertion of Lemma 14.22 remain valid under the weaker assump-
tion thatf can be written as a sum of Caratheodory functionsfi satisfying condition (14.28) with
differentconstants�i 2 [0; 4

N�2 [.
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J 27 cn(	; S) 41
k � k

X�
27 SR 42

Â 27 K 42
KS(X;X�) 28 S� 44, 62
[�; �]

B
28 K� 44

A
B

29 K� 50
�k(B) 29 (CP )� 50
�1 29 N 55, 57, 61
Pn(B) 31 G(u) 56, 60, 62
Qn(B) 31 �k(u) 56, 60, 62
Vn(B) 31 ~Pn(u) 56

Abstract conditions and properties

P-property 19 (CC)1 44, 56 (BB) 50
(H1)-(H3) 35 (FG) 44 (CC)2 56
(H4) 36 (UC) 44, 62 (CC)3 57, 61
(CC) 39 (CP )� 44 (CC)01 62
(CP) 42 (H5) 50 (UC)1 62
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