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Abstract

In the year 2013, the detection of a diffuse astrophysical neutrino flux with the
IceCube neutrino telescope – constructed at the geographic South Pole – was
announced by the IceCube collaboration. However, the origin of these neutri-
nos is still unknown as no sources have been identified to this day. Promising
neutrino source candidates are blazars, which are a subclass of active galactic
nuclei with radio jets pointing towards the Earth.
In this thesis, the potential neutrino flux from blazars is tested with a maxi-
mum likelihood stacking approach, analyzing the combined emission from uni-
form groups of objects. The stacking enhances the sensitivity with respect to
the as-yet unsuccessful single source searches. The analysis utilizes four years
of IceCube data including one year from the completed detector. As all re-
sults presented in this work are compatible with background, upper limits on
the neutrino flux are given. It is shown that, under certain conditions, some
hadronic blazar models can be challenged or even rejected.
Moreover, the sensitivity of this analysis – and any other future IceCube point
source search – was enhanced by the development of a new angular reconstruc-
tion method. It is based on a detailed simulation of the photon propagation
in the Antarctic ice. The median resolution for muon tracks induced by high-
energy neutrinos is improved for all neutrino energies above IceCube’s lower
threshold of ≈ 0.1 TeV. By reprocessing the detector data and simulation from
the year 2010, it is shown that the new method improves IceCube’s discovery
potential by 20 % to 30 % depending on the declination.



iv



Contents

List of Figures ix

List of Tables xiii

1 Introduction 1

2 Theory and detector 3
2.1 Neutrinos in and beyond the Standard Model of particle physics . . . . . . 3
2.2 Cosmic rays and neutrino astronomy . . . . . . . . . . . . . . . . . . . . . 5
2.3 Possible sources of astrophysical neutrinos . . . . . . . . . . . . . . . . . . 8

2.3.1 Active galactic nuclei . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1.1 Blazar emission models . . . . . . . . . . . . . . . . . . . 13

2.4 High-energy neutrino detection . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Muon propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.2 The Cherenkov effect . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.3 Photon propagation in the deep Antarctic ice . . . . . . . . . . . . 19
2.4.4 Cosmic ray backgrounds . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5 The IceCube neutrino telescope . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.1 The digital optical module (DOM) . . . . . . . . . . . . . . . . . . 23
2.5.2 Calibration and data quality . . . . . . . . . . . . . . . . . . . . . . 25
2.5.3 Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.4 Optical properties of the Antarctic ice . . . . . . . . . . . . . . . . 27
2.5.5 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.5.1 IceTray - The IceCube software framework . . . . . . . . . 28
2.5.5.2 Generators . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.5.3 Muon propagation . . . . . . . . . . . . . . . . . . . . . . 29
2.5.5.4 Photon propagation . . . . . . . . . . . . . . . . . . . . . 30
2.5.5.5 Detector simulation . . . . . . . . . . . . . . . . . . . . . 31

2.5.6 Recent results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Improved muon track reconstruction 35
3.1 Muon track reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

v



CONTENTS

3.1.1 Line-fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.2 Likelihood reconstructions . . . . . . . . . . . . . . . . . . . . . . . 37

3.1.2.1 The Pandel function . . . . . . . . . . . . . . . . . . . . . 39
3.1.3 Bootstrapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.4 Summary of the discussion . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 Light table production: towards a new PDF . . . . . . . . . . . . . . . . . 42
3.3 Table-fitting with Photospline . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3.1 Photospline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.2 Fitting procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.4 Spline reconstruction results . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.5 Further likelihood-fit improvements . . . . . . . . . . . . . . . . . . . . . . 51

3.5.1 Hit cleaning with the Kolmogorov-Smirnov test . . . . . . . . . . . 52
3.5.2 Including mean stochastic energy losses . . . . . . . . . . . . . . . . 54
3.5.3 Accurate noise modeling . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.4 MPE likelihood convolution . . . . . . . . . . . . . . . . . . . . . . 58
3.5.5 Combination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4 Data filtering and event selection 65
4.1 Cut and quality parameters for the analysis . . . . . . . . . . . . . . . . . 65

4.1.1 Energy estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1.1.1 Analytical implementation . . . . . . . . . . . . . . . . . . 67
4.1.1.2 Improved analytical implementation . . . . . . . . . . . . 68
4.1.1.3 Truncated Energy . . . . . . . . . . . . . . . . . . . . . . 69

4.1.2 Angular resolution estimation . . . . . . . . . . . . . . . . . . . . . 69
4.1.3 IceTop veto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.1.4 Hit topology variables . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.5 Hit-track topology variables . . . . . . . . . . . . . . . . . . . . . . 71
4.1.6 Reconstruction quality variables . . . . . . . . . . . . . . . . . . . . 72
4.1.7 Reconstruction comparisons . . . . . . . . . . . . . . . . . . . . . . 72
4.1.8 Status flags . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2 Basic data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1 L1 and L2: filtering and first reconstructions . . . . . . . . . . . . . 73
4.2.2 L3: advanced routines and cuts . . . . . . . . . . . . . . . . . . . . 74
4.2.3 L3b: Adding the SplineMPE reconstruction . . . . . . . . . . . . . 75

4.3 Multivariate classification with boosted decision trees . . . . . . . . . . . . 76
4.3.1 BDT setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.2 Input variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.3 BDT configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.4 Pre-classification cuts . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.3.5 BDT cut optimization . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.6 Adjustment of the downgoing event rate . . . . . . . . . . . . . . . 86

4.4 Final sample properties and summary . . . . . . . . . . . . . . . . . . . . . 87
4.4.1 Energy estimator choice . . . . . . . . . . . . . . . . . . . . . . . . 88

vi



CONTENTS

4.4.2 Paraboloid pull correction . . . . . . . . . . . . . . . . . . . . . . . 89
4.4.3 Angular resolution and sensitivity . . . . . . . . . . . . . . . . . . . 89

5 Analysis: Neutrinos from blazars 93
5.1 Which blazars are neutrino loud? . . . . . . . . . . . . . . . . . . . . . . . 93

5.1.1 Model uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 Analysis method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.1 Discovery potential, sensitivity and limits . . . . . . . . . . . . . . . 98
5.3 Source weighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.4 Blazar selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5 Dominant sources and cutoff study . . . . . . . . . . . . . . . . . . . . . . 100
5.6 Analysis data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.7 Expected performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.8 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.9 Results of the blazar stacking . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.10 Model specific limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6 Summary 109

Appendices 111

A Data quality monitoring 111

B Additional tables and figures 115

References 127

vii



CONTENTS

viii



List of Figures

2.1 Cosmic ray spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Hillas criterion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Unified AGN model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Optical spectra of FSRQs and BL Lacs . . . . . . . . . . . . . . . . . . . . 13
2.5 Spectral energy distribution of 3C 66A . . . . . . . . . . . . . . . . . . . . 14
2.6 Cherenkov light signatures . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7 Neutrino cross sections and interaction lengths . . . . . . . . . . . . . . . . 17
2.8 Muon energy loss per meter . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.9 Average muon range in ice . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.10 Vertical atmospheric muon flux . . . . . . . . . . . . . . . . . . . . . . . . 21
2.11 Average northern hemisphere atmospheric muon neutrino flux . . . . . . . 21
2.12 Signal types in IceCube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.13 The IceCube detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.14 The digital optical module . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.15 DOM electronics block diagram . . . . . . . . . . . . . . . . . . . . . . . . 24
2.16 Waveform hit extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.17 Spice Mie ice model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.18 High-energy starting event analysis . . . . . . . . . . . . . . . . . . . . . . 32

3.1 Muon track parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 The Pandel function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Angular reconstruction comparison I . . . . . . . . . . . . . . . . . . . . . 40
3.4 Photon propagation coordinate system . . . . . . . . . . . . . . . . . . . . 43
3.5 B-splines of order 0, 1 and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 CDF spline fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 PDF spline fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.8 Expected light yield fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.9 Spline convolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.10 Angular reconstruction comparison II (with SplineMPE) . . . . . . . . . . 50
3.11 Point spread function representations . . . . . . . . . . . . . . . . . . . . . 51
3.12 Expected photo electrons from muon with cascade . . . . . . . . . . . . . . 52
3.13 Kolmogorov-Smirnov statistic . . . . . . . . . . . . . . . . . . . . . . . . . 52

ix



LIST OF FIGURES

3.14 Reconstruction with Kolmogorov-Smirnov cleaned pulses . . . . . . . . . . 54
3.15 Effective angular Cherenkov light distribution . . . . . . . . . . . . . . . . 55
3.16 PDFs of bare muon and averaged secondaries . . . . . . . . . . . . . . . . . 55
3.17 Expected photo electrons depending on muon energy . . . . . . . . . . . . 56
3.18 Reconstruction results including averaged stochastic energy losses . . . . . 56
3.19 Distribution of uncleaned noise hits . . . . . . . . . . . . . . . . . . . . . . 57
3.20 Distribution of cleaned noise hits . . . . . . . . . . . . . . . . . . . . . . . 57
3.21 Number of hits per hit DOM for different hit types . . . . . . . . . . . . . 58
3.22 Exact noise model reconstruction results . . . . . . . . . . . . . . . . . . . 58
3.23 Convolved MPE likelihood . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.24 MPE Gaussian convolution results . . . . . . . . . . . . . . . . . . . . . . . 60
3.25 Combined SplineMPE likelihood modifications . . . . . . . . . . . . . . . . 62

4.1 Energy resolution of MuE, MuEX and TE . . . . . . . . . . . . . . . . . . 68
4.2 Muon energy estimation for atmospheric muons and E−2 neutrinos from

TE and MuE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Support points and Paraboloid fit . . . . . . . . . . . . . . . . . . . . . . . 69
4.4 Correlation of Paraboloid and true deviation . . . . . . . . . . . . . . . . . 69
4.5 IceTop veto efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 L3b data flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.7 BDT structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.8 BDT Results for the hard spectrum BDT in the horizontal region . . . . . 85
4.9 Discovery potential vs. BDT cut value . . . . . . . . . . . . . . . . . . . . 85
4.10 Zenith distribution of the final sample . . . . . . . . . . . . . . . . . . . . 86
4.11 E−2 signal efficiency w.r.t L3 . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.12 Energy-zenith distribution of the final sample . . . . . . . . . . . . . . . . 87
4.13 IC79b final sample effective area . . . . . . . . . . . . . . . . . . . . . . . . 88
4.14 Sensitivity comparison between MuEX and MuE . . . . . . . . . . . . . . . 88
4.15 Uncorrected and corrected SplineMPE Paraboloid pull . . . . . . . . . . . 89
4.16 SplineMPE angular resolution in IC79b . . . . . . . . . . . . . . . . . . . . 91
4.17 E−2 sensitivity and discovery potential of the IC79b sample . . . . . . . . 91

5.1 γ-attenuation on the extragalactic background light (EBL) . . . . . . . . . 94
5.2 Integrated flux over 3C 279 flare . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Mkn 421 and PKS 0716+714 flux prediction . . . . . . . . . . . . . . . . . 95
5.4 PG 1553 +11 flux prediction . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.5 P-value evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.6 Energy PDF vs. reconstructed energy . . . . . . . . . . . . . . . . . . . . . 97
5.7 Generic stacking limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.8 Limits on specific flux models . . . . . . . . . . . . . . . . . . . . . . . . . 107

A.1 Monitoring run summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 Monitoring trigger/filter rates . . . . . . . . . . . . . . . . . . . . . . . . . 112
A.3 Monitoring DOM map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

x



LIST OF FIGURES

A.4 Reported data quality and detector issues . . . . . . . . . . . . . . . . . . 114

B.1 Reconstruction with Kolmogorov-Smirnov cleaned Pulses for E−3 . . . . . 123
B.2 MPE Gaussian convolution results for an E−3 neutrino spectrum . . . . . . 123
B.3 E−1 sensitivity and discovery potential of the IC79b sample . . . . . . . . 123
B.4 E−3 sensitivity and discovery potential of the IC79b sample . . . . . . . . 123
B.5 Examples for signal-background separating variables on L3b . . . . . . . . 124
B.6 Data-Monte Carlo comparison . . . . . . . . . . . . . . . . . . . . . . . . . 125

xi



LIST OF FIGURES

xii



List of Tables

2.1 AGN types and emission properties . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Photon table binning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Photospline knot configuration . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Uncertainties in the IceCube time measurement . . . . . . . . . . . . . . . 59

4.1 Reconstructions on level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 IC79b BDT setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Input variables of the upgoing BDTs . . . . . . . . . . . . . . . . . . . . . 80
4.4 Input variables of the downgoing BDTs . . . . . . . . . . . . . . . . . . . . 81
4.5 Performance of different BDT configurations for the downgoing BDT1 . . . 82
4.6 BDT settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.7 Pre-cut efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.8 BDT cut values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.1 Blazar catalog selection criteria . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Dominant sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3 Analysis data statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.4 Blazar stacking sensitivity and discovery potential . . . . . . . . . . . . . . 103
5.5 Systematic uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 Blazar stacking results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

B.1 Critical values for the Kolmogorov-Smirnov test . . . . . . . . . . . . . . . 116
B.2 Performance of different BDT configurations for the downgoing BDT2 . . . 117
B.3 L3b software setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B.4 Adjusted BDT cut values in the downgoing region . . . . . . . . . . . . . . 118
B.5 BDT cut values in the overlap zone . . . . . . . . . . . . . . . . . . . . . . 119
B.6 FSRQ catalog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
B.7 LSP BL Lac catalog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
B.8 Hard γ-spectrum BL Lac catalog . . . . . . . . . . . . . . . . . . . . . . . 122

xiii



LIST OF TABLES

xiv



1
Introduction

In the last century, tremendous progress was made in many fields of physics. The Stan-
dard Model of particle physics very successfully describes the interactions of fundamental
particles and cosmology is constantly clearing the fog around the evolution of the universe.
However, while we researched nature simultaneously on subatomic and astronomical scales,
an astonishing fact became more and more clear: The largest phenomena in the universe
are connected to the smallest processes of elementary particles to a much larger extent
than we ever anticipated. We are not able to explain the enormous explosions of massive
stars without knowledge of the most elusive particles – the neutrinos. We are not able to
understand the vast electromagnetic emission from the most powerful persistent objects in
the universe, active galactic nuclei, without research on fundamental leptonic and hadronic
interactions and the detection or non-detection of neutrinos. One logical consequence from
this insight is the field of astroparticle physics and especially the neutrino astronomy with
the currently largest neutrino telescope IceCube.

While the IceCube collaboration announced the first detection of a diffuse astrophysical
neutrino flux in the year 2013, specific high-energy neutrino sources could not yet be
identified. Thus, while data is accumulating continuously, the analysis methods have to
be improved in parallel. In the course of this work, a new angular reconstruction method is
developed, significantly improving the resolution for neutrino induced high-energy muons.
The method is based on a detailed simulation of the photon propagation in IceCube’s
detection medium – the Antarctic ice sheet. By reprocessing the IceCube data from the
year 2010, the improvement in discovery potential with respect to older methods will be
evaluated.

Furthermore, maximum likelihood stacking analyses improve the sensitivity with re-
spect to single source searches by analyzing the flux sum from a uniform group of objects.
In this work, the method will be used to investigate the neutrino flux from a subclass of
active galactic nuclei with radio jets pointing towards the Earth – so called blazars. Three
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1. INTRODUCTION

promising blazar groups will be identified from theoretical arguments and analyzed with
the stacking method, utilizing four years of IceCube data.

The thesis starts with the required theoretical principles and a description of the Ice-
Cube detector in Chapter 2. In Chapter 3, the development of the improved muon recon-
struction method is described. Afterwards, Chapter 4 discusses the application of this new
reconstruction to the data of the year 2010 which is used in the blazar stacking analysis
covered in Chapter 5. Finally, the results are summarized in Chapter 6.

As can be seen from this short outline – touching on topics like enormous blazars, single
photon propagation and cubic kilometer sized detectors – the connection of the largest and
tiniest scales mentioned above is also a leitmotif for this thesis.

2



2
Theory and detector

The introduction provides the basic concepts necessary for the understanding of this work.
Section 2.1 briefly reviews the role of the neutrino in and beyond the Standard Model of
particle physics. Afterwards, in Section 2.2, I describe the connection between cosmic
rays and astrophysical neutrinos and the motivation for neutrino astronomy. Section 2.3
discusses potential sources of astrophysical neutrinos, and Section 2.4 introduces the main
principles of high-energy neutrino detection. Finally, I provide a detailed description of
the IceCube detector in Section 2.5.

2.1 Neutrinos in and beyond the Standard Model of par-
ticle physics

The Standard Model of particle physics, developed in the 20th century, describes the
properties and interactions of all known subatomic particles. It is a quantum field theory
defined by the gauge symmetry group SU(3)× SU(2)×U(1) describing three elementary
forces, namely the strong, weak and electromagnetic interaction. The latter two have
been unified in the electroweak force, which is represented by the symmetry group U(1)×
SU(2)L. These fundamental interactions are conveyed by spin 1 particles called gauge
bosons. The electromagnetic force is transmitted by photons, the strong coupling by 8
gluons, and the weak interaction by Z0 and W± bosons.

The group of fermions is formed by 12 particles with spin 1/2. Hadronic matter consists
of combinations from six quarks (up, down, charm, strange, top, bottom), which are
arranged in three generations. A lepton generation is formed by a charged lepton (e, µ, τ)
and the correspondent uncharged neutrino (νe, νµ, ντ ). Neutrinos only interact weakly and
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have zero mass in the Standard Model. However, the observation of neutrino oscillations1
indicated that flavor eigenstates are a superposition of different mass eigenstates, and thus
neutrinos carry a very small nonzero mass2.

The flavor eigenstates |νa〉, with a = e, µ, τ , at time t are given by the mass eigenstates
|νj〉, with j = 1, 2, 3, according to [4, 5]

|νa(t)〉 =
∑

j=1,2,3
Uaj exp(−iEν,jt) |νj〉 , (2.1)

with the mass eigenstate energy Eν,j and } = c = 1. The lepton mixing matrix U (also
called PMNS matrix3) is given by [4, 5]

U =

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13

 , (2.2)

where s and c indicate the sine and cosine of the three mixing angles θ12, θ13, θ23, and δ
denotes the CP violating phase [8]. The probability that a neutrino, produced with flavor
a, oscillates to a flavor b is then given by [5]

Pa→b = |〈νb(t)|νa(t = 0)〉|2 = δab − 4
∑
j>i

U∗aiUbiUajU
∗
bj sin2

(
∆m2

ijL

4Eν

)
, (2.3)

with the traveled distance L and the difference of the squared masses ∆m2
ij = m2

i −m2
j .

Of special interest for neutrino astronomy is the fact that for large4 L, the sin2 expression
averages to ≈ 0.5 [9] and Equation 2.3 simplifies to ∑j |Uaj|2|Ubj|2. This means, a flavor
composition constant in time and distance is expected from astrophysical neutrinos that
only depends on the flavor composition at the production site. With recent experimental
values for the mixing angles and δ [10]

θ12 = 0.59 , (2.4)
θ13 = 0.16 , (2.5)
θ23 = 0.67 and (2.6)
δ = 1.08 · π , (2.7)

the oscillated flavor composition can be given from Equation 2.3 as [11]
1First indications for neutrino oscillation came from the Homestake experiment measuring the solar

neutrino deficit [1]. It was shown at the Sudbury Neutrino Observatory and various other experiments
that the deficit is caused by flavor oscillations [2].

2The current upper limit for the νe mass is < 2 eV [3].
3Named after the authors first describing the concept: Pontecorvo [6], Maki, Nakagawa and Sakata [7].
4Larger than the solar system [5].
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 νDetected
e

νDetected
µ

νDetected
τ

 =

 0.548 0.244 0.208
0.404 0.352

0.439

 ·
 νSourcee

νSourceµ

νSourceτ

 . (2.8)

It will be shown later, that a production flavor ratio of (νe : νµ : ντ ) ≈ (1 : 2 : 0) is
expected at astrophysical neutrino sources from common neutrino production scenarios
via pion decays. In this case, Equation 2.8 delivers a ratio of ≈ (1 : 1 : 1) at earth.
Thus, the flavor composition allows for direct conclusions on the physics processes at
astrophysical sources.

Regarding the sin2 term in Equation 2.3, it is apparent that vacuum oscillation obser-
vations are not sensitive to the sign of ∆m2

ij in first order. However, the mass hierarchy
of the neutrino mass eigenstates can be determined by matter effects on the oscillation
(MSW effect [12]). From oscillation effects in the solar medium it was determined that
∆m2

21 = +7.5 eV [13] while the sign of ∆m2
32 is still unknown. Thus, the mass hierarchy

is one of the open questions in the neutrino sector. Moreover, it is unknown whether
the neutrino is its own antiparticle (Majorana particle) and if the oscillation violates CP
symmetry (δ 6= 0). However, these issues are of subordinate relevance for this work and
will therefore not be discussed in detail. Instead, Section 2.2 focuses on the importance of
the neutrino as a cosmic messenger and the motivation for neutrino astronomy.

2.2 Cosmic rays and neutrino astronomy
Even 100 years after the discovery of cosmic rays in balloon experiments by Viktor Hess in
1912 [14], the origin and exact production mechanisms of these charged particles are not
fully understood. However, the spectrum of cosmic rays has been measured to great detail
by various experiments, shown in Figure 2.1. Up to energies around 100 TeV, the flux
still allows for a direct measurement in balloon or satellite experiments, which are capable
to identify the particle type [15]. At 10 GeV, the spectrum consists of 94 % protons, 5 %
helium nuclei and 1 % heavier nuclei [16]. The steeply falling spectrum and corresponding
low rates require indirect measurements by surface arrays at higher energies, monitoring
the large particle showers created by cosmic ray interactions in the atmosphere. In this
case, the composition is very tricky to measure [15].

The total spectrum spans over ten orders of magnitude, reaching energies above 1020 eV
[17] and can be described by a sequence of power law spectra (E−α). The spectrum shows
two distinct features caused by different spectral indices α. Below the knee at ≈ 2.5 PeV,
the spectrum is described by a power law index α ≈ 2.7. Current theories point to cosmic
rays from supernova remnants to be the dominant source [18, 19]. The ankle at ≈ 3 EeV
marks the onset of extragalactic cosmic rays with α ≈ 2.75, possibly from giant radio
galaxies, active galactic nuclei (AGN) and gamma ray bursts [20, 21]. The spectrum is
steeper between the two features with α ≈ 3.1 [5], where also a weaker second knee is
discussed. The upper limit of the spectrum is given by the Greisen–Zatsepin–Kuzmin
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(GZK) limit5, predicting a flux suppression at ≈ 1020 eV by photo pion production on
the cosmic microwave background [22, 23]. The cutoff has been confirmed by Auger and
HiRes [24, 25]. Another explanation for this cutoff could be acceleration limits.

Figure 2.1: Cosmic ray spectrum from [16] as measured by the indicated experiments. The
diffuse flux F (E) has been multiplied by E2.6 to make the spectral features more visible.

The mechanism how these cosmic rays are actually accelerated and how a universal
power law spectrum emerges from potentially very different sources, was first covered
by Enrico Fermi [26]. Particles would gain energy in head-on collisions with interstellar
clouds and lose energy in following collisions. With the slightly higher probability for
head-on collisions for moving particles, a net gain in energy is the result. The energy
gain for a particle with speed v is proportional to (v/c)2 and thus the mechanism was
later named second order Fermi acceleration. Fermi showed that the resulting spectrum
would be an inverse power law. However, the spectral index is not universal but depends
on the characteristics of the acceleration site and the acceleration process would overall
be very inefficient due to the small energy gain [27]. A solution was developed by Tony
Bell applying the method to astrophysical shocks, e.g. from supernova remnants or active
galactic nuclei jets [28]. A particle in its rest frame – being reflected back and forth through
the shock front – experiences a compressive flow from both sides of the shock. This process
results in head-on collisions only and an energy gain proportional to v/c (first order Fermi
acceleration). If the relative energy gain per collision is given by ε and the probability to
stay in the acceleration zone is P , then after k collisions, N = N0P

k cosmic rays with an
energy E = E0ε

k are produced. Combining the two expressions delivers [27]
5The cosmic ray suppression at highest energies was predicted by Kenneth Greisen, Vadim Kuzmin,

and Georgiy Zatsepin at the same time.
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ln(N/N0)
ln(E/E0) = lnP

ln ε , (2.9)

N = N0

(
E

E0

)ln p/ ln ε
. (2.10)

Here N gives the number of particles with energies equal or larger than E and thus
Equation 2.10 can be written in differential form as [27]

N(E)dE = const. · E−1+(ln p/ ln ε) . (2.11)

From kinetic calculations one finds lnP/ ln ε = −1 [27]. Hence, first order Fermi acceler-
ation provides an efficient acceleration mechanism, naturally resulting in a universal E−2

spectrum6.
Although the shape of the spectrum is well known and a plausible acceleration method

has been established, the exact origin of cosmic rays remains ambiguous. This is a con-
sequence of the random walk of the charged particles due to deflection in the galactic
magnetic field. Thus, when detected on earth, cosmic rays below the ankle carry no di-
rectional information about their production site. An exception is made by the highest
energies around the GZK cutoff, where the deflection is only at the order of degrees [29].
Although the mean free path is reduced to ≈ 50 Mpc by the GZK cutoff and statistics at
these energies are very low, hints for a correlation of the directions with the closest active
galactic nuclei were found by Auger [30].

Possible sources of particles with an energy Emax can be constrained by geometrical
considerations, as the particle needs to be kept inside the acceleration region. Thus, the
Larmor radius – depending on the strength of the magnetic field B – has to be smaller
than the acceleration region R [21]. This limits the accessible energy to Emax ≤ γeZBR,
with the particle charge eZ and the Lorentz factor γ. Figure 2.2 shows potential sources
for cosmic rays at 1020 eV. From this argument it becomes clear that the highest energy
cosmic rays must be of extragalactic origin.

In the end, unequivocal evidence for the origin of cosmic rays at all energies will have to
be revealed by alternative messengers. When protons are accelerated to sufficient energies,
they can react with ambient baryons and photons right at the acceleration site producing
neutral and charged pions (see Section 2.3.1.1 for interaction details). Gamma rays and
neutrinos from pion decays are not deflected by magnetic fields and directly point towards
their origin. However, photons still can be absorbed by dust and are strongly attenuated
by pair production on the extragalactic background light above 0.1 TeV, as later shown
in Figure 5.1. Additionally, gamma radiation can also be produced by other processes
not connected to cosmic ray production, like inverse Compton scattering of relativistic
electrons, superposing the neutral pion decay. Nevertheless, in rare cases, the neutral pion

6Note that the spectral index of α = 2 results from an ideal calculation neglecting possible energy
losses.
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Figure 2.2: Hillas criterion: Objects above and within the shaded area in the spacial extent
- magnetic field plane can constrain and accelerate particles up to 1020 eV. The lower edge of
the shaded area represents the limit for iron nuclei and the upper edge the one for protons.
IGM denotes the intergalactic medium. Modification from Hillas’ original plot [21] from [20].

decay signature could be identified, for instance from the supernova remnants IC 443 and
W44 by Fermi LAT [31].

Ultimately, the clearest evidence for cosmic ray acceleration sites would be the detection
of a neutrino flux, as high-energy neutrinos are only produced in interactions of cosmic
rays. With their low cross section and neutral charge, neutrinos are neither absorbed,
nor deflected and thus are ideal messengers. However, because of these properties, large
detectors of cubic kilometer scale are required for neutrino detection. The basic principles
of underground/underwater neutrino telescopes have been proposed by Moisey Markov [32]
and are covered in Section 2.4 after possible neutrino sources are described in Section 2.3.

2.3 Possible sources of astrophysical neutrinos

High-energy neutrinos are produced in the vicinity of astrophysical shocks where acceler-
ated cosmic rays interact with ambient photons or baryons. Possible galactic sources are
summarized in [5] and are expected to reach neutrino energies up to ≈ 100 TeV.

Supernovae: At the end of the life cycle of massive stars, the missing fusion pressure
triggers a gravitational collapse. The resulting supernova explosions emit total energies
around 1046 J, of which 16 % are carried by anti electron neutrinos with energies around

8



2.3 Possible sources of astrophysical neutrinos

15 MeV [33]. Such neutrinos have been detected e.g. by Kamiokande-II [34] from core
collapse supernova SN 1987A, marking the first observation of astrophysical neutrinos.

Regarding high-energy neutrinos and cosmic rays, protons might be accelerated to
energies above 10 TeV in the shock front of Type II (core collapse) supernovae. A TeV-
neutrino flash of one hour duration would be created from proton-nucleon interactions [35].

Supernova remnants: The ejected shells from supernova explosions expand into space
and form the supernova remnant. In recent years, observations revealed a class of super-
novae surrounded by massive circumstellar material with densities of ≈ 105 − 1011cm−3.
When the ejecta collide with the surrounding material, both forward and reverse shocks
form and accelerate cosmic rays. With the massive surrounding target material, a TeV-
neutrino flux over several months can be predicted [36].

Without the massive circumstellar material, supernova remnants still dominate the
cosmic ray spectrum below the knee, but the neutrino production efficiency might be too
low to detect single sources in cubic kilometer scale neutrino telescopes [5].

Molecular clouds and diffuse TeV-gamma emission regions: Molecular clouds with
densities around 250 cm−3 can serve as a neutrino production site if a cosmic ray accelerator
is located behind the cloud [5]. This is indicated by the observation of accompanying TeV-
gamma ray emissions by H.E.S.S. – that possibly arise from proton-proton and proton-
photon interactions [37]. The same processes might explain the TeV-gamma radiation
from the Cygnus region as observed by the Milagro experiment [38]. About ten neutrinos
detected per year with cubic kilometer neutrino telescopes are predicted in [39] from these
sources.

Soft gamma repeaters: Neutron stars with extreme magnetic fields in the order of 1012 G
emit frequent sub-second bursts of gamma radiation in irregular intervals. The emission is
potentially triggered by reformations of the neutron star crust and its magnetic field [40].
Protons could be accelerated in the vicinity of such colossal magnetic fields, resulting in
an observable neutrino flux from the strongest gamma flares such as from SGR 1806-20
in 2004 [41]. If the emission is observed in the hard X-ray region, these objects are also
called anomalous X-ray pulsars.

Microquasars: Microquasars can be seen as a small variant of active galactic nuclei with
a solar mass neutron star or black hole in its center. In massive binary systems, an
accretion disk is formed by distracting matter from an accompanying massive star (Wolf-
Rayet, B- or O-type [5]). Accelerated nuclei can interact in the accretion disk, with the
compact object or with the accompanying massive star. Together with the TeV-gamma
emission observed from these objects [5], this indicates a neutrino production and hence
the possibility to detect several neutrinos per year [42].
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As discussed before, the highest cosmic ray energies can only emerge from extragalactic
sources. The two main extragalactic object classes in the context of cosmic ray acceleration
and high-energy neutrino production are active galactic nuclei and gamma ray bursts which
will be discussed below. As this work involves an analysis of blazars, the parent population
of active galactic nuclei will be covered in more detail in Section 2.3.1.

Gamma ray bursts: In the 1960s, Vela satellites – launched to monitor possible nuclear
weapon tests – detected several outbreaks of gamma radiation which did not originate
from the earth or the sun, and neither showed the signature of weapon tests [43]. In
subsequent observations, two subclasses have been identified by duration and spectral
shape [44]. Short bursts with a duration below 2 s tend to show harder spectra and could
be triggered by two merging compact objects (two neutron stars or a neutron star and a
black hole) [45]. Longer bursts, typically around 2 s emit softer gamma spectra and could
originate from failed supernova collapsing into a black hole [46]. An afterglow from lower
energies down to radio emission can sometimes still be observed years after the burst [47].

Given the large distances with redshifts up to z = 8 [48] in which gamma ray bursts
are observed, they are the intrinsically brightest objects in the universe with a total elec-
tromagnetic radiation output of ≈ 1044 J (about 200×earth mass) [49]. The development,
cosmic ray acceleration and neutrino production from these events is commonly described
in the so called fireball model [50]. Recent IceCube results strongly constrain the param-
eter space for these models, though [51].

2.3.1 Active galactic nuclei
Active galactic nuclei (AGNs) are distant extragalactic point-like sources of bright electro-
magnetic radiation. They have broad emission characteristics ranging from radio to TeV
gamma rays and have been identified to reside in the small7 centers of their host galaxies
(active galaxies). Although AGNs can outshine the entire surrounding disk of billions of
stars by orders of magnitude, the host galaxy can be identified in many cases, revealing
spiral, irregular and gigantic elliptical shapes [53, 54]. Being the most powerful persistent
objects in the universe with intrinsic γ-luminosities reaching 1042 W [55] and observed red-
shifts up to z = 7 [56], AGNs are not only candidates for the origin of high-energy cosmic
rays but also shed light on the evolution of the universe on large scales8.

Historically, many different AGN classes were identified based on observations in dif-
ferent frequency bands creating a somewhat confusing zoo of objects and names. Below,
these AGN types, also listed in Table 2.1, are described systematically before we intro-
duce a unified AGN model. First, AGNs can be divided into radio-loud9 objects (mostly in
the centers of elliptical host galaxies with typically large scale radio jets) and radio-quiet
objects (mostly situated in spiral host galaxies) [54].

7The rapid variability of blazars limits the size of the emission region to < 1 light day [52].
8For example, the most distant detected blazar ULAS J112001.48+064124 at z = 7.085 (0.77 billion

years after the Big Bang) allows the examination of the reionization period of the universe [56].
9A distinction is achieved by the radio (5 GHz) to optical (4400Å) ratio [57].
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Emission lines Radio loud Radio quietFR I FR II

broad - FSRQ, Quasar, Seyfert 1
SSRQ, BLRG QSO

narrow BL Lac, NLRG, NLRG, Seyfert 2or none Radio galaxy Radio galaxy

Table 2.1: AGN types and emission properties. Abbreviations are explained in the text.

The radio-quiet class was first examined by Carl Seyfert. In optical and ultraviolet
(UV) spectroscopies of spiral active galaxies he found objects showing broad10 and narrow
emission lines (Seyfert 1) as well as objects lacking the broad lines (Seyfert 2) [53]. High
luminosity Seyfert 1 galaxies are named Quasi Stellar Objects (QSO).

The sequence of Quasars, Steep Spectrum Radio Quasars (SSRQ) and Broad-Line Ra-
dio Galaxies (BLRG) from high to low luminosity can be seen as radio-loud counterpart
of Seyfert 1 galaxies because of their broad emission lines. The radio-loud objects cor-
responding to the Seyfert 2 class are called Narrow-Line Radio Galaxies (NLRG) or just
Radio Galaxies.

Later, Fanaroff and Riley analyzed the relativistic radio jets within the radio-loud group
and found two separated populations. Luminous radio-loud AGNs show a jet emission
maximum further away from the galaxy (FR II) while the jet brightness declines with the
distance in less luminous AGNs (FR I) [59]. Additionally, FR II AGNs show an order of
magnitude stronger optical emission lines compared to FR I AGNs [54].

Within the radio-loud population, objects with rapid variability, extremely high γ-
luminosities, compact radio cores, and strong radiation polarization are called blazars.
They appear with broad emission lines as a subclass of FR II galaxies named Flat Spectrum
Radio Quasars (FSRQ), as well as with a weak or missing broad line region as BL Lac
(FR I) [54] (Fig. 2.4). A commonly used criterion to divide the blazar subclasses requires
an equivalent emission line width in the rest frame of 5Å for FSRQs [61].

Today, this wide range of emission characteristics is explained by a highly anisotropic
emission profile and, consequently, a strong emission dependence on the observation angle.
The widely accepted unified model (Fig. 2.3) assumes a supermassive black hole surrounded
by an accretion disc of infalling matter in the center of a host galaxy. The incoming
material is heating up and glowing brightly in the optical/UV band [62]. Hot, excited gas
surrounding the central engine forms the broad line region (black blobs in Fig. 2.3), while
narrow emission lines originate from colder, more distant clouds (gray blobs in Fig. 2.3).
A torus of dust prevents the transverse observation of the central engine and the broad
line region. Perpendicular to the disk, relativistic radio jets emanate from the black hole
reaching extents in the order of 106 light years [54]. These jets are possibly powered and

10The width of emission lines is directly connected to the speed/temperature of the emitting atoms by
the Doppler effect.
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Figure 2.3: In the unified model, AGNs are powered by matter accretion in a disk sur-
rounding a supermassive black hole. Relativistic radio jets are emitted perpendicular to the
disk in the radio-loud case. Broad emission lines originate from hot gas close to the center
(broad line region, black blobs) while narrow lines are emitted from colder distant clouds
(gray blobs). On the one hand, the observed emission profile heavily depends on the intrinsic
object type (radio-loud/quiet, FR I/II). On the other hand, it depends on the observation
angle and whether the inner engine and broad line region are obscured by the torus of dust
(NLRG, Radio Galaxy), or can be directly observed (Quasar, SSRQ, BLRG, Seyfert 1, QSO),
or are even viewed along the radio jet (Blazars: FSRQ, BL Lac). Image modified from [58].

beamed by electromagnetic extraction of energy and angular momentum from the black
hole via the Blandford-Znajek process [63].

In this model, the lack of broad emission lines from NLRGs and Seyfert 2 galaxies
is due to absorption in the dust torus around the central engine, while FR I AGNs are
assumed to have an intrinsically weak broad line region. The apparent radio luminosity
could be, among other characteristics, connected to the black hole mass, spin, accretion
rate, and host galaxy type [54].

The emission characteristics of blazars are explained by the line of sight being aligned
with the radio jet [54, 55]. The extreme γ-luminosities in the GeV and TeV band suggest
that blazars could be some of the strongest accelerators of relativistic particles in the
universe. Fermi acceleration due to shocks in the relativistic radio jets might produce ultra
high-energy cosmic rays (UHECR) [29, 55, 64, 65, 66, 67]. The detection of high-energy
neutrinos from blazars would support this scenario and prove hadronic acceleration. In the
alternative AGN emission from pure leptonic processes, no neutrinos would be produced.
These two classes of blazar emission models and the connection to UHECR and neutrinos
are discussed in Section 2.3.1.1.
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Figure 2.4: The upper plot shows a typical optical spectrum of FSRQs with broad emission
lines which are absent in BL Lac spectra as demonstrated in the lower plot [60].

2.3.1.1 Blazar emission models

The spectral energy distribution of blazars basically consists of a low energy bump from
radio to X-ray energies and a high-energy component from X-ray up to γ-ray energies
(Fig. 2.5). The peak frequency fpeak of the lower part of the spectrum, commonly explained
by synchrotron radiation of relativistic electrons [52, 68], further classifies blazars as being
low- (fpeak < 1014 Hz), intermediate- (1014 Hz < fpeak < 1015 Hz) or high- (fpeak > 1015 Hz)
synchrotron peaked (LSP, ISP, HSP) [69].

The γ-emission could, in contrast, originate from pure leptonic acceleration or lepto-
hadronic processes [52, 68]. In both cases a realistic blazar model also needs to reproduce
the observed variability and time dependence within the spectral energy distribution.

Leptonic models: In leptonic models, the high-energy feature in the spectral energy
distribution of blazars is generated by the inverse Compton effect. Soft photons are up-
scattered to gamma-ray energies by relativistic electrons accelerated in the jet. The soft
photon field can be the synchrotron radiation from the very electrons within the jet (self
synchrotron Compton, SSC) or it can originate from external sources (external Comp-
ton, EC). Possible sources outside the jet are the accretion disk, the broad line region, or
infrared emission from the dust torus [71]. While SSC models successfully replicate the
electromagnetic observations from BL Lacs, the more luminous FSRQs sometimes require
external photons, more sophisticated jet topologies and/or hadronic acceleration [71, 72].
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Figure 2.5: Spectral energy distribution of the BL Lac 3C 66A from a multiwavelength
observation in October 2008 [70]. Here, νFν stands for the observed differential flux at earth
weighted by the square of the energy. A leptonic blazar model combining EC emission and
SSC emission is show as a dashed line.

Hadronic models: If protons are accelerated above the photo-pion interaction threshold
in the jet, a significant fraction of the γ-emission could originate from π0-decays [64,
68]. Equation 2.12 shows the interaction chain of the dominant ∆-excitation, having a
branching ratio of 2/3 to 1/3 in favor of π0 and a ∆ cross section of σ∆ ≈ 10−28 cm2 [73, 74]:

pγ −→ ∆+ −→

nπ+ −→ nµ+νµ −→ ne+νeνµν̄µ

pπ0 −→ pγγ
. (2.12)

A second variant of hadronic models considers proton-proton interactions within the jet,
also leading to pion production. High-energy protons can interact with low energy protons
according to [5, 75]

pp −→

pnπ+ −→ pnµ+νµ −→ pne+νeνµν̄µ

ppπ0 −→ ppγγ
, (2.13)

again with the same branching ratios 2/3 to 1/3 favoring the π0 production [5]. As stated
in Section 2.1, these processes generate a flavor ratio of (νe : νµ : ντ ) = (1 : 2 : 0) which
results in an oscillated ratio of ≈ (1 : 1 : 1) at earth.

Hadronic models generally require strong magnetic fields B of several tens of Gauss to
keep the proton Larmor radius RL ∝ EpB

−1 smaller than the size of the emission region,
such that protons are accelerated above the required energies [52, 68]. In the vicinity of
such fields, synchrotron radiation from secondary muons, pions and electrons, and from
the primary protons has to be considered for a self-consistent synchrotron proton blazar
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model (SPB) [52, 68, 75]. SPB models have been demonstrated to successfully reproduce
the spectral energy distribution of different BL Lac and FSRQ types [64, 68, 75]. The
detection of TeV neutrinos from the decay of charged pions, produced along with neutral
pions, would confirm this scenario.

2.4 High-energy neutrino detection
Neutrinos can be detected on the basis of their rare interactions with matter. The main
channels for high-energy neutrino detection are charged current (CC) and neutral current
(NC) interactions with an atomic nucleus N [5]:

NC: νl +N −→ νl +H , (2.14)
CC: νl +N −→ l +H , (2.15)

with the lepton/neutrino flavor l (e, µ, τ) and a hadronic cascadeH. The resulting charged
particles emit Cherenkov radiation (Section 2.4.2), which can be detected by photomul-
tiplier tubes (PMT) in neutrino telescopes (Section 2.5). The light signature depends on
the interaction type and the neutrino flavor. Hadronic cascades reach a maximum extent
of ≈ 10 m [76] and thus cannot be resolved in the coarse grids of high-energy neutrino
telescopes. Thus, all NC interactions appear as point-like, almost isotropic light sources
(cascade in Figure 2.6). The typical range of electromagnetic cascades, created in CC
interactions of electron neutrinos, is of the same order and thus produces a similar light
signature.

Figure 2.6: Cherenkov light signatures for muons on the left and cascades on the right.
Plot from [77].

The light pattern of a ντ CC event strongly depends on the primary neutrino energy
and the range of the subsequent tau lepton. With the extremely short τ lifetime of
2.9× 10−13 s [78], the average range rises linearly with energy [76] (≈ 50 m · Eντ [PeV]).
Below ≈ 1 PeV, the immediate decay results in an almost point-like light source that can
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only be distinguished by identification of double pulse signatures in the individual PMT
waveforms, while above that energy the energy deposition from the CC interaction vertex
and the tau lepton decay vertex may be resolved as so called double bang signature. All
cascade-like light signatures described here only allow a poor angular reconstruction of
10◦ or worse in cubic kilometer neutrino telescopes because of their close to isotropic light
pattern.

However, muons from CCmuon neutrino interactions already create long tracks at GeV-
energies as shown in Figures 2.6 and 2.9. The dimensions of cubic kilometer scale detectors
are exceeded at 1 TeV therefore extending the effective volume, as muons from neutrino
interactions outside the detector still can enter the instrumented volume. The muon
propagation is covered in greater detail in Section 2.4.1. Because of the long muon tracks,
an angular reconstruction with accuracies down to 0.4◦ at highest energies is possible in
the CC νµ-channel as demonstrated in Chapter 3. The interaction angle ψ between the
muon neutrino and the muon depends on the neutrino energy Eν and is given by [79]

ψ = 0.7◦ · (Eν/TeV)−0.7 , (2.16)

which is below the achieved muon reconstruction accuracy at all energies. Hence, the CC
νµ-channel allows for the search for point-sources of astrophysical neutrinos.

The detection probability for high-energy neutrinos depends on the neutrino nucleon
cross section. Only the charged current cross section from [80] is given here, as it is the
relevant interaction channel for this work. The differential cross section can be written as

d2σ

dxdy
= 2G2

FMEν
π

(
M2

W

Q2 +M2
W

)2 [
xq(x,Q2) + xq̄(x,Q2)(1− y)2

]
, (2.17)

with the Bjorken scaling variables x = Q2/2Mν and y = ν/Eν , the invariant momentum
transfer −Q2 between neutrino and muon, the energy loss ν = Eν − Eµ in the target
frame, the nucleon and W-Boson masses M and MW , and the Fermi constant GF =
1.166 32× 10−5 GeV−2. The quark distributions are given by

q
(
x,Q2

)
= uv (x,Q2) + dv (x,Q2)

2 + us (x,Q2) + ds (x,Q2)
2 (2.18)

+ ss
(
x,Q2

)
+ bs

(
x,Q2

)
,

q̄
(
x,Q2

)
= us (x,Q2) + ds (x,Q2)

2 + cs
(
x,Q2

)
+ ts

(
x,Q2

)
, (2.19)

with sea and valence quarks denoted by s and v and the quark flavors u, d, c, s, t, b.
NC and CC cross sections are shown on the left of Figure 2.7 as function of the neutrino
energy. Below 104 GeV, the CC cross section rises linearly, while it is damped by the
W-boson above that energy. Above 106 GeV, ν and ν̄ show equal cross sections, as the
valence quark contribution becomes negligible [80]. A more demonstrative representation
can be given by the interaction length [80]
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Lint = 1
σνN(Eν)NA

, (2.20)

with the Avogadro number NA = 6.022× 1023 mol−1 = 6.022× 1023 cm−3 (water equiva-
lent). The resulting interaction lengths for water are shown in the right plot in Figure 2.7.
It is apparent that the mean free path drops below the diameter of the earth around
100 TeV. Hence, the earth becomes opaque for neutrinos above that energy and the neu-
trino detection at the highest energies is restricted to the horizon and downgoing tracks.

Figure 2.7: Neutrino cross sections and interaction lengths (water equivalent w.e.) both
depending on the neutrino energy. The diameter of the earth is shown as dashed line. Plot
from [49].

With the given cross sections, it is apparent that huge detection volumes are necessary
to obtain sufficient statistics. With the required optical transparency for Cherenkov light
detection, only natural ice or water reservoirs are viable detector sites. This section will
focus on the neutrino detection in ice with IceCube.

2.4.1 Muon propagation
As stated in Section 2.4, neutrino point source searches are based on muons from muon
neutrino interactions. Key to the propagation of muons through matter is the understand-
ing of the different energy loss processes. The continuous emission of Cherenkov radiation
(Section 2.4.2) only accounts for a tiny fraction of the total energy loss and can be ignored
in this context [81]. A muon mainly looses energy by ionization, bremsstrahlung, e+e−-
pair production and photo-nuclear interactions. The energy loss per meter dE/dx from
ionization is nearly constant while the other radiation losses approximately rise linearly
with the muon energy Eµ [82]. Thus, the energy loss can be expressed as [83]

−dE
dx

= A+BEµ , (2.21)
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with A = 0.24 GeV m−1 and B = 0.000 32 m−1 for ice [81]. The radiative losses equal
the ionization losses at a critical energy A/B = 750 GeV. In Figure 2.8, displaying dE/dx
vs. Eµ, the dominance of radiative losses above the critical energy becomes obvious. Hence,
because of the stochastic nature of the radiative losses, only the average muon energy 〈Eµ〉
after x meters and the average range 〈R(E0)〉 of a muon can be evaluated by solving the
differential Equation 2.21, giving

〈Eµ(x)〉 = e−Bx · (A− A · eBx +BE0)
B

, (2.22)

〈R(E0)〉 =
log

(
A+BE0

A

)
B

, (2.23)

with the initial muon energy E0. Figure 2.9 shows a typical range of ≈ 2 km for a muon
with E0 = 1 TeV.
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Figure 2.8: Average muon energy loss per
meter dE/dx vs. muon energy Eµ
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Figure 2.9: Average muon range 〈R〉 in ice
depending on the initial muon energy E0.

The contributions from the particular energy loss processes are e.g. given in [82] and are
the foundation for the simulation of the muon propagation covered in Section 2.5.5.3.

2.4.2 The Cherenkov effect
When charged particles travel through matter faster than the phase velocity of light in
the medium, they emit Cherenkov radiation11. Thus the Cherenkov threshold is defined
by the phase velocity spectral index np as

β ≥ 1
np
, (2.24)

11First observed by Pavel Alekseyevich Cherenkov in 1937 [84].
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with β2 = v2/c2. The spectrum of the radiation is given as number of photons N per unit
length x and wavelength λ by the Frank-Tamm formula [85]

d2N

dxdλ
= 2πα

λ2 ·
(

1− 1
n2β2

)
, (2.25)

with the fine-structure constant α ≈ 1/137. The energy loss due to Cherenkov radiation
is about 0.1 MeV m−1 [86] and thus negligible compared to the contributions discussed in
Section 2.4.1. The photon emission angle depends on the phase velocity refraction index
and is given by [86]

cos (ΘC) = 1
βnp

. (2.26)

One finds ΘC = 40.75◦ for relativistic particles with β ≈ 1 and a refraction index for ice
np = 1.32. With the fixed photon emission angle along high-energy muons, the muon track
can be reconstructed from the detected light in transparent media. The light detection of
an in-ice Cherenkov telescope has to be optimized to yield a good efficiency respecting the
λ−2 Cherenkov spectrum and the optical ice properties.

2.4.3 Photon propagation in the deep Antarctic ice

Light propagation through ice or water and accurate knowledge of the optical properties
of the medium is a key element for the understanding and performance of Cherenkov
telescopes. This topic is covered in much detail in the Photonics propagation framework
publication [87] and IceCube ice model proceedings [88].

The photon propagation in ice is characterized by the speed of light in the medium12,
scattering and absorption. Photons can be absorbed in excitation processes of electrons or
molecules while deflection occurs on dust particles, ice crystal defects or air bubbles [87].

The scattering process on spherical particles is examined theoretically in the Mie the-
ory [89] and depends on the mean free path or scattering length λs and on the scattering
angle θ. The average cosine g = 〈cos θ〉 describes the nature of the process being isotropic
for 〈cos θ〉 = 0. For the Antarctic ice, a highly forward orientated distribution with g close
to 1 is calculated from Mie theory [88]. The evaluated probability density for the scatter-
ing angle f(cos θ) can be approximated by a linear combination of the Henyey-Greenstein
function13 [90] HG(cos θ) and a Liu scattering function [91] SL(cos θ) to [92]

12The speed of light in ice cice is calculated from the light speed in vacuum cvac and the group velocity
refraction index ngroup = 1.35634 as cice = cvac/ngroup.

13The Henyey-Greenstein function was originally used to explain the diffuse interstellar radiation by
starlight scattered on interstellar matter.
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f(cos θ) = (1− fSL) · HG(cos θ) + fSL · SL(cos θ) , with (2.27)

HG(cos θ) = 1− g2

2 (1 + g2 − 2g cos θ)3/2 and (2.28)

SL(cos θ) = (1 + cos θ)
2g

1−g . (2.29)

Absorption is characterized by the absorption length λa, expressing the traveled dis-
tance after which the photon density decreases to 1/e. Hence, the photon propagation
relies on an ice model which has to provide the scattering and absorption coefficients as
well as other free parameters like fSL and g = 〈cos θ〉 at every photon position. The ice
model used in IceCube is covered in Section 2.5.4.

2.4.4 Cosmic ray backgrounds
It can be seen as an ironic twist that, when looking for the origins of cosmic rays with
neutrino telescopes, the main background is caused by the very cosmic rays. Hadronic
interactions of cosmic rays with particles in the atmosphere constantly create large particle
showers. The impact of a single cosmic ray particle can trigger cascades containing up to
several thousand mesons depending on its energy [93]. These mesons are mainly kaons
and pions produced by [94]

p+N −→ π+ + π− +K+ +K− + . . . , (2.30)

for a cosmic ray proton p and an atmospheric nucleus N . Muons and neutrinos are
produced in subsequent decays by [94]

π+
(
K+

)
−→ µ+ + νµ (2.31)

π−
(
K−

)
−→ µ− + ν̄µ . (2.32)

Pions and kaons have rest frame lifetimes of ≈ 10−8 s and thus can loose a fraction of their
initial energy before decaying. As a result, the created atmospheric muon and neutrino
spectra are steeper than the cosmic ray spectrum and develop a power law spectrum with
an index α ≈ 3.7 [93, 94, 95]. Above 100 GeV, muons are mainly created in pion decays and
muon neutrinos primarily originate from kaon decays [96]. Electron neutrinos from muon
decays can be neglected in this context, as muons already reach the ground and the detector
above energies of a few GeV [97]. The flux of the atmospheric particles additionally
depends on the zenith angle due to different density gradients in the atmosphere [94].
Additional to these conventional atmospheric fluxes from kaons and pions, heavy hadrons
with charm contribution (D0, D+, D+

s , Λ+
c ) can be created at sufficient high energies [98].

With lifetimes below 10−12 s these hadrons decay instantly and the resulting leptons are
thus named prompt [93]. Because of the short lifetime, the hadrons do not suffer from
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a significant energy loss and preserve the shape of the primary cosmic ray spectrum.
Although there are large uncertainties in the cross sections for charm production, the
prompt flux is expected to dominate the atmospheric muon neutrino spectrum at Eν >
100 TeV [96]. Figures 2.10 and 2.11 show the atmospheric muon and neutrino spectrum.
In both cases, the steep conventional flux and the harder prompt predictions at higher
energies are clearly visible.

Figure 2.10: Vertical atmospheric muon
flux at ground level for different conven-
tional models (upper labels), prompt mod-
els (indicated by the numbers 1,2,3) and ex-
perimental data (lower labels). The mod-
els shown are further specified in [99]. Plot
modification taken from [95].

Figure 2.11: Average northern hemisphere
atmospheric muon neutrino flux measured
with IC40 [93] with conventional flux pre-
dictions by Honda [100] and Bartol [101] and
prompt flux predictions by Enberg [98] and
Naumov [102]. Plot taken from [94].

According to Equation 2.23, muons can maximally travel several tenths of km through
ice and have an even shorter absorption length in the denser bedrock. This has conse-
quences for arrival directions of different signal types in a Cherenkov telescope. In the case
of IceCube – which is located at the geographic South Pole and described in Section 2.5
– atmospheric muons can enter the detector only from the southern hemisphere while
muons induced by atmospheric neutrinos arrive from isotropic directions. This demands a
different handling of the two background types and hemispheres in background rejection.
The situation is sketched in Figure 2.12.

For the northern hemisphere, the main task is the identification of falsely reconstructed
atmospheric muons mainly caused by two or more coincident tracks14 in the detector mim-
icking an upgoing direction. These can be identified by reconstruction quality parameters
or the investigation of the photon hit pattern. A potential astrophysical neutrino flux
can then be identified in the remaining atmospheric neutrinos by a harder energy spec-
trum and/or a local excess. The searches for astrophysical neutrinos from the southern

14Coincidences can occur from different atmospheric particle showers or also involve both atmospheric
or astrophysical neutrinos.

21



2. THEORY AND DETECTOR

hemisphere are restricted to higher energies, where the strong but rather soft atmospheric
muon flux fades away.

Figure 2.12: Different signal types in IceCube [49]. Neutrinos are shown red and can reach
the detector from all directions. In contrast, muons, shown in green, are absorbed in the
earth.

2.5 The IceCube neutrino telescope
IceCube is a high-energy neutrino telescope deployed into the 3 km thick ice sheet close
to the geographic South Pole. It has been constructed in the Antarctic summer seasons
between the years 2005 and 2010. Figure 2.13 shows the hexagonal detector design with
its 78 holes (60 cm diameter) in a 125 m spacing created with a hot water drill15. Each hole
contains a string with 60 digital optical modules (DOM) attached equidistantly between
depths of 1450 m and 2450 m resulting in a vertical DOM to DOM distance of 17 m. The
DOMs are pairwise connected to the surface with 30 twisted pair cables per string [103].
The optical modules are equipped with large area photomultiplier tubes (PMT) allowing
the detection of Cherenkov radiation emitted by charged leptons traveling through the
detector.

The low energy extension DeepCore consists of eight additional strings, six of them
with high efficiency PMTs, and the bottom third of the seven central IceCube strings. The
average horizontal string distance is 72 m and the vertical DOM spacing of the DeepCore-
only strings amounts to 7 m. The denser instrumentation within the lower central part of

15The hot water drill with a power of 5 MW provides 200 gallons/minute of 88 ◦C hot water. Drilling
takes about 40 h and string deployment about 12 h [103].
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Figure 2.13: The IceCube detector: 86 strings, equipped with photomultiplier tubes, create
an instrumented volume of one cubic kilometer ice in depths between 1450 m and 2450 m
close to the geographic South Pole.

IceCube and the use of the surrounding detector as veto for atmospheric muons expands
the energy range down by a factor of 10 towards Eν & 10 GeV [104]. Finally, two ice tanks
of 1.86 m diameter with two DOMs respectively at the surface of 81 holes form the IceTop
array. It is used as a cosmic ray detector and veto for downgoing atmospheric muons
within IceCube.

The data of all detector components is collected and processed at a surface station
named IceCube Lab (ICL). The partial detector configurations before completion are
named according to the number of deployed strings at that time as IC22, IC40, IC59,
IC79 and finally IC86. As the detector was already operating and collecting data in these
years, the resulting data sets are labeled accordingly.

2.5.1 The digital optical module (DOM)
IceCube’s digital optical modules (Figure 2.14) are the fundamental components of the
detector. Operating under extreme pressure and temperature conditions, they have to
provide reliable high precision light measurements for years, not accessible for mainte-
nance once being frozen. A DOM’s PMT and electronics are enclosed by a 13 mm thick
borosilicate glass sphere with a diameter of 33 cm. The housing has to resist the high
pressure of up to 400 atm during refreeze [105].

The main DOM component is a Hamamatsu R7081-02 photomultiplier tube with a gain
of 107, whose high voltage of 1500 V is provided by a Cockroft-Walton power supply [103].
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The R7081-02 works with 10 dynode stages delivering an average signal of 8 mV per photon,
defining one photo electron (pe) [106]. The photocathode has a diameter of 10 in, consists
of standard bialkali materials and has a maximum quantum efficiency16 of ≈ 25 % at
390 nm, which reasonably matches the maximum transparency of the south polar ice at
≈ 400 nm [88, 106]. The PMT is coupled with the glass sphere by a clear room temperature
vulcanizing silicone gel [105]. The gel-glass combination cuts off short wavelengths at
350 nm which is, however, below the maximum ice transparency. The pressure housing
is equipped with a µ-metal grid to shield the magnetic field of the earth to improve the
PMT electron collection performance [106]. A flasher board, equipped with 12 individually
controllable LEDs (405 nm) can be used for absolute light calibration and ice property
investigations [106].

Figure 2.14: IceCube’s digital optical
module.

Figure 2.15: DOM electronics block dia-
gram [103].

Figure 2.15 shows a block diagram of the DOM electronics. Digital data processing,
buffering, triggering and surface communications are handled in a field-programmable gate
array (FPGA) which can be programmed remotely. The digitization and recording of a de-
tected photon waveform from the PMT is triggered by a discriminator if the charge exceeds
0.25 pe. With a delay17 of 75 ns, the signal is passed to two Analog Transient Waveform
Digitizers (ATWD), which record the waveform with a sampling rate of 0.3 GHz [103].
With 128 capacitors, an ATWD can store 420 ns of data. To reduce dead time during
digitization of the stored data, the two ATWDs are running in an alternating mode.
Additionally, each ATWD chip provides three channels, fed with different amplifications
(0.25, 2, 16) to extend the dynamic range. Slower and longer signals can be recorded by
a fast analog digital converter (fADC) storing 256 samples at a rate of 40 MHz and thus
covering 6.4 µs [105].

16The R7081-02 PMTs spectral response spans from 300 nm to 650 nm [106].
17Accounting for the delay of the trigger.

24



2.5 The IceCube neutrino telescope

The dark photo electron count rate (dark noise) at −40 ◦C is ≈ 500 Hz and is largely
caused by radioactive decays in the PMT and pressure housing glass. In addition to
the dark noise, further processes can create pulses which deviate from the normal PMT
operation. In rare cases of < 1 %, a photon can pass the photocathode and cause a pre-
pulse18 by ejecting a photo electron from a dynode. If the first photo electron is reflected
on the first dynode it might trigger the dynode at the second impact and create a late-pulse
in ≈ 4 % of the cases and cause a delay of ≈ 60 ns [106]. Finally, remaining gas molecules
can be ionized by the electrons and move towards the previous dynode or photocathode,
where a second electron cascade is triggered. These pulses are called afterpulses, have a
probability of ≈ 6 % and occur – depending on the ion – with a delay between 300 ns and
1100 ns [106].

While the latter three are connected to external photons, the dark noise appears ran-
domly and isolated. Thus, it can be suppressed by coincidence checks. A full waveform
is only stored and transmitted to the surface if the neighboring DOMs on the same string
also detected a photon within a time window of 1 µs. This mode is known as hard local
coincidence (HLC). For more sophisticated noise cleaning methods later in the data pro-
cessing, reduced hit information is also send for pulses that missed the HLC conditions.
This method is called soft local coincidence (SLC) and just stores the time stamp and the
charge of the three largest fADC bins [103].

2.5.2 Calibration and data quality

For a later accurate translation of the analog digital converter output into a waveform in
mV, the internal voltages need to be calibrated. Additionally, the PMT and electronics
delays have to be taken in account. This is done on a monthly basis with the DOM cali-
bration software [107]. The calibration of the high voltage and thus the PMT amplitudes
is performed with a 374 nm LED, producing single photon signals in the PMTs. The high
voltage is then adjusted to match the desired gain of 107, resulting in a charge resolution of
30 % for single photo electrons [103]. PMT transit time, electronic delays, linear behavior
and saturation can be evaluated by flashing one or more LEDs on the flasher board.

The synchronization of the DOMs with the surface reference time is realized with the
reciprocal active pulsing method (RAPcal) [108]. A precisely timed pulse is send to the
DOM which – after a fixed delay – returns the same pulse to the surface. With the same
analog digital conversion on both sides an identical transit time can be assumed and the
DOM transit time offset is known. This process is repeated every few seconds and achieves
a timing accuracy of 1 ns to 2 ns.

The quality of the data and the smooth operation of all detector components is con-
stantly checked by an independent monitoring system. In the course of this thesis, an
interactive monitoring web-interface was developed. The system is used regularly by mem-
bers of the IceCube collaboration organized in a shift plan and the shift takers’ feedback

18Pre-pulses commonly result in time stamps shifted by ≈ −30 ns [106].
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is valuable input for the evaluation of the data quality19. The interface is described in
Chapter A of the appendix.

2.5.3 Data acquisition

IceCube’s DOMs constantly send digitized, timestamped waveforms to the IceCube Lab at
the surface. These multiple data streams are combined and an event within the detector
is recorded if certain trigger specifications are fulfilled. For the muon data stream a simple
multiplicity trigger (SMT8) is used, requiring the detection of light by 8 different DOMs
within 5 µs passing the HLC conditions. In case of a trigger, all waveforms within a time
window of ±10 µs are recorded and form one event [103]. For the 79 string configuration of
IceCube, this results in an event rate of ≈ 2.2 kHz [109]. Nearly all of these muons originate
from atmospheric particle showers created by cosmic ray interactions. Only about one
muon within a million events is created by a neutrino of atmospheric origin [109].

From here on, the data is processed event-wise, where one event consists of a collection
of raw digitized PMT waveforms. The next step involves a waveform calibration, where
the DOM output from the ATWD and fADC is translated into mV and corrected for
known electronic effects and possible baseline offsets. Here, the three ATWD channels
with different amplifications are combined into one waveform. The channel with the next
lower gain is used if a bin is saturated.

Figure 2.16: Waveform hit extraction: The ATWD output, covering 420 ns, is shown in
red and the fADC output is shown in orange. The unfolded photon arrival times are given as
blue crosses also indicating the pulse charge. This combination of time and charge is called
hit or pulse and is the basis for all track reconstructions. Refolding the incident photons
results in the gray and cyan response. Plot modified from [110].

19Data taking periods with a problematic detector operation might be excluded in analyses.
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The calibrated waveforms could, in principle, already be used for angular track recon-
structions as introduced in Section 3.1. However, one needs to define a photon arrival time
and a charge from a PMT waveform. In many cases, this is not a trivial task as simple
approaches based on thresholds suffer from various problems. If only an over threshold
region is considered, some portions of the charge are ignored. Additionally, pile-up effects
from consecutive photons – especially important at higher track energies – are handled
poorly [110].

These problems are solved by constructing the observed waveform from a linear com-
bination of single photo electron response functions. Details of the unfolding are given
in [110] and the process is shown in Figure 2.16. The output is given as blue crosses repre-
senting a photon arrival time with a given charge. Large charges are caused by combining
two ore more photons. The result is called hit series or pulse series and is the base for all
following track reconstructions.

2.5.4 Optical properties of the Antarctic ice
The glacier at the geographic south pole shows a layered structure of optical properties.
Down to depths of 1300 m below the surface, the scattering is dominated by air bub-
bles [111] which are compressed to nonscattering air-hydrate crystals [88, 112] at larger
depths. As a result, the photon propagation in the IceCube range between 1450 m and
2450 m below the surface is characterized by thin sub-cm dust layers from ancient volcanic
eruptions and broad dust bands caused by climate changes [111].

The ice properties can be examined by observing well defined artificial light sources at
different locations. A resolution of a few millimeters can be achieved by slowly lowering
a so called dust logger during deployment of IceCube strings, which detects the photon
distribution from its own laser beam [111]. The second method, which is used for the ice
model described here, quantifies the detector response on light injection from the LED
flasher boards of the deployed DOMs (flasher data).

When discussing ice models, it is convenient to combine the scattering length λs and
the scattering characteristic 〈cos θ〉 into one effective scattering length λe [87]

λs
∞∑
i=0
〈cos θ〉i → λs

1− 〈cos θ〉 = λe . (2.33)

It expresses the distance that the center of gravity of photons has traveled into the original
direction after many scatters. Usually, the reciprocal effective scattering coefficient be =
1/λe and absorption coefficient a = 1/λa are given instead of λe and λa.

The ice model currently used in IceCube simulations, Spice Mie, consists of 200 scat-
tering and absorption coefficients in a 10 m binning between 1450 m and 2450 m. These
parameters were optimized in a complex process so that the simulated photon propaga-
tion matches the flasher data. The resulting ice model properties are shown in 2.17 with
fSL = 0.45 and 〈cos θ〉 = 0.9. The most prominent feature is the strong dust layer at
2000 m just below the center of the detector. The clearest ice is found below that re-
gion where the DeepCore sub-detector is located. Other ice parameters describing the
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Figure 2.17: Scattering (left) and absorption (right) coefficients are given depending on
the depth below the surface for the older AHA ice model [88] and the currently used Spice
Mie model [92]. The gray band reflects the estimated uncertainty. Plot from [92].

wavelength dependence of scattering and absorption, or the temperature dependence of
absorption are taken from [88]. In the detailed dust logger data, a slight tilt of the ice
layers was observed (up to 70 m per km), which is also included in the Spice Mie ice model.
Studies show a good agreement between data and Monte Carlo simulation based on Spice
Mie [92].

2.5.5 Simulation
The simulation of the complete detection process is fundamental for the performance of
a detector. The comparison of simulated and measured data gives valuable information
about the understanding of the involved physics, electronic, hardware, and software. In the
case of IceCube, this is the propagation and interactions of cosmic rays, atmospheric muons
and atmospheric neutrinos, the emission of Cherenkov light, the in-ice light propagation
and the complete detector response.

As the Monte Carlo simulation reasonably matches the detector data20, it is an essential
tool to evaluate expected sensitivities (Chapter 5), optimize selection cuts (Chapter 4) or
test new methods (Chapter 3). This section describes the IceCube simulation chain and
the software used.

2.5.5.1 IceTray - The IceCube software framework

IceTray is the software framework for simulation, processing and analysis in IceCube. The
structure represents a chain of independent processing modules, which can be plugged in or
changed without altering the rest of the chain. The complete information for an individual
event is stored in a frame, which is passed from one module to the next module. For
example, the DOM calibration, explained in Section 2.5.3, is implemented in one module
which then sends the frame with calibrated waveforms to the next module extracting the
photon arrival times, and so on.

20A comparison between data and Monte Carlo simulation is shown in Figure B.6 of the appendix.
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The first module in the chain usually reads data from a file or a database or, in case
of Monte Carlo simulation, it creates a frame by generating a primary particle.

2.5.5.2 Generators

Primary particles are created by so called generators in the simulation. Arbitrary neutrino
spectra can be injected by the neutrino-generator module which is based on the ANIS
program [113]. Neutrinos and antineutrinos are created alternating and from all directions
at the earth’s surface. They are propagated towards the detector undergoing CC and/or
NC interactions (see Section 2.4 for cross sections21). If the neutrino reaches the detector,
it is forced to interact within the generation volume and the resulting cascades and leptons
are stored in the frame. The detection probability, production spectrum and the detection
volume are combined into one weighting value, called OneWeight (OW). Simulated events
can later be reweighted according to an arbitrary differential flux function22 Φ, with the
livetime T and the number of generated events n. The resulting weight is

w = Φ ·OW · T/n . (2.34)

Atmospheric neutrino simulation is obtained for analyses by reweighting the flux according
to the predictions given in Figure 2.11 of Section 2.4.4.

Finally, the atmospheric particle showers from cosmic ray interactions are simulated
with the CORSIKA software package [115]. The fraction of muons that reaches the de-
tector is stored in the frame. The generators described above ultimately create muons
and hadronic and electromagnetic cascades. While the light production of the point-like
cascades can be directly obtained from parametrizations [86], the muons have to be fully
propagated.

2.5.5.3 Muon propagation

Muon propagation in IceCube is performed by the Muon Monte Carlo (MMC) mod-
ule [116], evaluating the energy loss processes covered in Section 2.4.1 in small steps.
The primary muon without stochastic energy losses is called bare muon and only emits
Cherenkov light at the Cherenkov angle. In contrast, the Cherenkov emission from the
secondary energy losses (secondaries) along the muon trajectory is smeared around the
Cherenkov angle, due to the deviating directions w.r.t. the primary muon [86]. The secon-
daries with energies above 0.5 GeV are treated individually and parametrizations from [86]
provide the light production. The light yield nl from low-energy stochastic losses below
0.5 GeV can be treated continuously and is given relatively to the Cherenkov light from
the bare muon nb as [86]

nl(Eµ) = nb · (0.172 + 0.023 · log(Eµ[GeV])) , (2.35)
21Neutrino cross section are currently taken from [80], but are about to be updated from [114].
22For example, an E−α power law flux is parametrized by Φ = Norm · (E/GeV)−α with a flux scaling

Norm in units of GeV−1 cm−2 s−1.
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with the muon energy Eµ. The Cherenkov light from the primary muon and secondary
cascades is then propagated with a photon propagator.

2.5.5.4 Photon propagation

The Cherenkov photon spectrum from simulated particles and hadronic and electromag-
netic cascades is folded with the wavelength dependent acceptance of IceCube DOMs.
The different optical properties of the refrozen hole ice, glass, optical gel, and PMT are
taken into account. For the primary muon without secondary energy losses, this results in
an effective emitted number of 2450 Cherenkov photons per meter for wavelengths in the
300 nm to 600 nm range. All geometrical effects of the DOM-track configuration, like e.g.
the angular dependent DOM acceptance, are handled in the propagation.

IceCube’s Monte Carlo simulation provides two different approaches for photon propa-
gation. The older Photonics propagation framework [87] can be used to produce tabulated
light distributions for all possible source-receiver configurations by propagating many pho-
tons on conventional CPUs. These predefined tables can be used in simulations to draw
detected photons which heavily speeds up the simulation compared to direct propagation.
However, the development of graphical processing units (GPU) enables the possibility of
highly parallel computation, perfectly matching the requirements of photon propagation.
The Photon Propagation Code (PPC) [117] can directly simulate every single photon
capitalizing on the GPU speed boost23.

In the practice of simulation the straight path s to the next scattering point is drawn
from the probability density function fλs = exp(−s/λs)/λs [87] where the forward deflec-
tion angle is sampled from the distribution in Equation 2.27 and the azimuthal angle is
drawn from an uniform distribution.

To model the absorption, characterized by the absorption length λa, every tracked
photon carries its own weight wAbs which is updated during the propagation [87]

wAbs = exp
(
w0 −

n∑
i=0

∆xi
λa,i

)
, (2.36)

with the traveled distance ∆xi in a medium with an absorption length λa,i. The exact
treatment of the weighting now depends on the purpose of the simulation. For direct
photon propagation in Monte Carlo simulations the starting weight w0 can be interpreted
as absorption lengths till absorption and is sampled from w0 = − ln(rand) where rand is
a random value between zero and one. The photon disappears when w drops below one
while it is fully recorded or detected before. This approach allows a realistic absorption
representation and is implemented in the Photon Propagation Code (PPC) [117] and thus
called PPC-absorption. However, this technique is not suitable for the creation of light
distribution tables, because it results in very poor statistics in low light regions far from
the track or in dust layers. The photons are absorbed before they reach these regions and
thus no information can be recorded here.

23On a GPU the propagation task can be executed a factor of ≈ 200 faster than on a CPU.
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The solution is the replacement of absorption by a decreasing photon weight. In this
case every photon starts with w0 = 0 resulting in a weight w = 1. During propagation
the weight decreases and photons are recorded with their current weight w < 1. The
tracking is stopped if a photon leaves the simulation volume or a chosen propagation
time is exceeded. This approach is used in the Photonics propagation framework [87] and
referred to as Photonics-absorption. Contrary to the PPC-absorption, many photons can
now reach low light regions – carrying a very low weight – and light timing distributions can
be recorded. Both absorption variants give equal distributions for large photon numbers
and many light sources.

Accurate photon propagation needs a good description of λa and λs for every part of
the detector. In the layered ice at the south pole the ice parameters can be given as a
function of the depth. The most recent collection of ice properties, the Spice24 Mie ice
model, is introduced in Section 2.5.4.

In both cases – the direct GPU propagation and the sampling from predefined tables
– the result is a series of photon impacts at IceCube DOMs which are stored in the frame
and further processed by the detector simulation.

2.5.5.5 Detector simulation

The first step in the detector simulation is a NoiseGenerator module adding the various
noise types described in Section 2.5.1. Afterwards, the DomLauncher simulates the PMT
response waveform, local coincidence checks, the ATWD and fADC digitization and the
DOM mainboard. Finally, the trigger conditions are checked by the trigger-sim module.
From here, the simulation is treated exactly like the real detector data. The next steps
are the waveform calibration and the extraction of the photon arrival times as described
in the data acquisition Section 2.5.3.

2.5.6 Recent results
The first detection of an high-energy astrophysical neutrino flux is not expected from a
single source, but from the integrated diffuse flux from all directions. Given the relatively
soft atmospheric background spectra, a diffuse astrophysical neutrino flux is observable
by an excess over the predicted background at high energies. Indeed, IceCube found first
evidence for a diffuse astrophysical flux at the level of 1.2× 10−8 GeV−1 cm−2 s−1 sr−1 ·
(E/GeV)−2 [118].

The result was obtained in an analysis based on high-energy neutrino interactions inside
the detector. The selection of these events was achieved by an outer veto layer shown in
Figure 2.18. Atmospheric muons entering the detector cross the veto regions, deposit light
in the veto zone and are rejected. Additionally, high energetic atmospheric neutrinos from
the southern hemisphere are accompanied by muons from the same particle shower. Hence,
if the veto holds for a downgoing neutrino, it must be of astrophysical origin. The result of
the analysis is shown in Figure 2.18. The data in black shows an excess at higher energies

24Abbreviation for South Pole Ice
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Figure 2.18: Left: The veto region rejects muons entering the detector and is shown in
gray. Right: Results from the high-energy starting event analysis [118]. The measured data is
shown in black, atmospheric muon predictions in red, conventional atmospheric neutrinos in
blue, background uncertainties in black and white stripes and prompt atmospheric neutrinos
as well as their 90 % upper limit in green and magenta. The best fit of the background and
an astrophysical E−2-flux is given in gray.

and can not be explained by atmospheric background. The background only hypothesis
can be rejected at the 4σ level25.

While the diffuse flux has been observed for the first time, it is still unknown where the
neutrinos come from. None of the IceCube point source searches with data from the partial
and fully constructed detector identified a single point source [120]. In the following, four
approaches with the potential to increase the chances for a point source detection are
listed:

• More statistics: With a longer exposure and increasing statistics IceCube will
improve its point source sensitivity across the years at least by S/

√
B, with the

signal statistics S and the background statistics B. However, it is shown in [120]
that the increase will even be significantly faster in the next years, as the analysis is
not yet background dominated.

• Time dependent searches: The atmospheric neutrino background can be reduced
by restricting the searches to promising time periods. These can be e.g. periods of
higher gamma emission from AGN (flares) or gamma ray bursts. At the time of this
writing, no signal was found [51, 121].

• Stacked searches: The sensitivity for a flux from a uniform group of potential
neutrino emitters can be improved by stacking the data from the directions of the
particular candidates. It is shown in [122] that the required flux from one source
needed for a discovery is strongly reduced. Stacking analyses fill the gap between
the diffuse searches and single point source searches.

25Recently, additional data were added to the analyses, increasing the significance to 5.7σ [119].
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2.5 The IceCube neutrino telescope

• Improved methods: The discovery potential of IceCube can be enhanced by the
development of better methods. These can be e.g. energy and directional recon-
structions as well as improved background rejection and signal efficiency.

The latter two approaches are covered in this work in more detail. Chapter 3 introduces
a new angular muon reconstruction method with better pointing accuracy while Chapter 4
focuses on signal efficiency and improved background rejection. Finally, in Chapter 5, I
describe a stacking analysis, investigating the neutrino flux from blazars.
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3
Improved muon track reconstruction

This chapter describes a new method for the muon track reconstruction in IceCube. To
start with, Section 3.1 reviews the current reconstruction routines and their weak points.
Afterwards, Section 3.2 approaches these issues by discussing a simulation of the muon
light distribution in ice based on a precise ice model. The resulting tabulated light dis-
tributions are fit by a multidimensional spline surface (Section 3.3) to reduce the file size
and to provide a smooth representation. It is then demonstrated in Section 3.4 that the
use of these fitted light distributions significantly improves the angular resolution of recon-
structed muons. Finally, in Section 3.5 I analyze four physically motivated modifications
of the new method which further increase the reconstruction accuracy.

3.1 Muon track reconstruction
The angular reconstruction of muon tracks in IceCube is based on the distribution of
detected Cherenkov photons in space and time. By incorporating emission and propagation
properties of the light emitted along the straight muon trajectory, the direction of the muon
can be evaluated with high precision.

The coordinates used by all reconstructions to define the position and direction of
DOM and muon are sketched in Figure 3.1. The trajectory itself is specified by a vertex
at the time t0 and the position ~r0 of a muon with energy E0. The direction ~p is given
in spherical coordinates by the zenith1 and azimuth angle. A DOM at position ~ri and
perpendicular distance from the track d can be hit by a Cherenkov cone emerging the
track according to the Cherenkov angle ΘC . An unscattered photon arrives at the DOM
at the geometrical time tgeo (Equation 3.6) with an angle η to the DOM axis.

1The zenith angle is defined as Θ = 0◦ for a vertically downgoing particle coming from the southern
hemisphere, Θ = 90◦ for horizontal directions and Θ = 180◦ for perfectly upgoing particles from the
northern sky.
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Figure 3.1: Parameters describing the DOM-track configuration [77].

Usually, the reconstruction chain starts with a fast, analytic first guess algorithm like
the line-fit which then serves as a starting point (seed) for more sophisticated methods.
All the reconstruction methods sketched here are defined in [77] in more detail.

3.1.1 Line-fit
The line-fit, already proposed for the DUMAND II neutrino detector2, uses a plane wave
approximation of the muon light emission and does not rely on a seed track. Optical ice
properties and the Cherenkov cone are not taken into account as the light propagation
is regarded one-dimensional by projecting the DOM positions onto the muon track. The
position of a DOM ~ri is then given by the track vertex ~r, the measured photon arrival
time ti and the light speed along this one-dimensional path ~v as

~ri ≈ ~r + ~v · ti . (3.1)

The most probable track is then evaluated by minimizing the squared sum of the deviation
from Equation 3.1

χ2 =
Nhit∑
i=1

(~ri − ~r − ~v · ti)2 , (3.2)

2DUMAND II was a proposed deep underwater Cherenkov neutrino telescope at Hawaii which was
canceled in 1995 due to technical problems.
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3.1 Muon track reconstruction

with the number of hits Nhit. The main advantage of the line-fit is that this optimization
can be solved analytically quickly, delivering a vertex vector ~r and a velocity vector ~v

~r = 〈~ri〉 − ~v · 〈ti〉 and ~v = 〈~ri · ti〉 − 〈~ri〉 · 〈ti〉
〈t2i 〉 − 〈ti〉

2 , (3.3)

with 〈xi〉 = 1/Nhit
∑Nhit
i xi defining the mean of a parameter x. As the determined velocity

value depends on the light signature it can be useful in the data selection to separate
tracks from cascades.

The resolution of a reconstruction is reflected by the space angle distribution between
the simulated Monte Carlo track and the reconstructed track. The median angular reso-
lution of the line-fit is ≈ 5◦ at 10 TeV as shown in Figure 3.3 at data selection level 3 (see
Chapter 4).

3.1.2 Likelihood reconstructions
To achieve a better resolution than the line-fit, the light emission direction, its absorption
and scattering have to be considered. As a result of respecting the random light prop-
agation, an exact analytical solution does not exist, and the most probable muon track
has to be evaluated with maximum likelihood methods. In general, a set of unknown
parameters ~θ can be estimated from a set of measured data points ~x by maximizing the
overall likelihood L with respect to ~θ. In case of statistically independent data points, L
is given by

L
(
~x|~θ

)
=
∏
i

p
(
xi|~θ

)
, (3.4)

where p
(
xi|~θ

)
is the probability to measure data point xi for a set of parameters ~θ, the so

called probability density function (PDF). In the specific context of muon reconstructions
in IceCube, ~θ is the track hypothesis, fully defined by five parameters (degrees of freedom),
being the vertex position (x, y, z) and the direction given by a zenith and azimuth angle
(Θ,Φ).

For computational reasons, the likelihood is not maximized, but the negative logarith-
mic likelihood − log(L) is minimized. This is done with the Simplex algorithm in the
Minuit software, included in the ROOT Analysis Framework [123], by varying the track
parameters ~θ. All likelihood reconstructions can be performed in multiple iterations with
differing starting parameters to avoid converging into local minima.

For angular fits in IceCube, it is convenient not to define the PDF based on absolute
photon timestamps but on the delay caused by the scattering. This delay is named time
residual tres and can be expressed as the difference between the measured time thit and the
geometrical, unscattered time tgeo

tres = thit − tgeo , (3.5)
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where tgeo is defined by

tgeo = t0 + |~p · (~ri − ~r0)|+ d · tan ΘC

cvac
, (3.6)

with the speed of light in vacuum cvac. The PDF can then be expressed as a function
p
(
tres|~θ

)
of the time residual and the track hypothesis.

The likelihood definition from Equation 3.4 requires all photons measured in an event’s
time window to be included. However, in practice, several simplifications are used in
IceCube. In the simplest and fastest approach, only the first photon in a DOM is considered
as it can be assumed to be scattered least:

LSPE(~x|~θ) =
1st hits∏

i

p(tres,i|~θ) . (3.7)

This reconstruction is called SPE (single-photo-electron) and is usually performed after
the line-fit using its result as starting seed. When using the Pandel function defined in
Section 3.1.2.1 as PDF, this fit is named PandelSPE and reaches an accuracy of 1◦ at
10 TeV in Figure 3.3.

The SPE reconstruction completely ignores the total number of photons detected in
a DOM. However, the first photon in a DOM that detected a total of n photons would
be expected earlier than in a DOM that just measured a single photon. This aspect is
considered in the MPE (multi-photo-electron) likelihood description given by

LMPE(~x|~θ) =
1st hits∏

i

ni · p(tres,i|~θ) · (1− P(tres,i|~θ))ni−1 , (3.8)

P (tres|~θ) =
∫ tres

−∞
p(t|~θ)dt , (3.9)

with the cumulative PDF (CDF) P (tres,i|~θ) and the number of hits in the DOM ni. Analog
to PandelSPE, the MPE likelihood with the Pandel function as PDF is called PandelMPE.
For one detected photon per DOM (ni = 1), the MPE likelihood is equal to the SPE
variant. As a result, both show similar performance at energies below 10 TeV, while
MPE outperforms SPE at higher energies. Figure 3.3 indicates a resolution of 0.6◦ for
PandelMPE compared to 2◦ for PandelSPE at 10 PeV.

The original likelihood definition from Equation 3.4, using the time information from all
detected photons in a DOM, should give the best resolution in theory. However, IceCube
studies show a slightly worse performance than MPE, while being slower in computa-
tion [124]. The reason is not completely understood but it seems that heavily scattered
late photons do not add new information, and, on the contrary, increase systematic un-
certainties. So this approach is not used in IceCube and the usual reconstruction chain is
line-fit, followed by SPE and MPE.

38



3.1 Muon track reconstruction

All likelihood reconstruction methods presented here do not consider PMT noise yet.
Thus, a noise hit with no causal connection to the muon track could cause an infinite
negative logarithmic likelihood even for the right track hypothesis if the hit’s PDF is
equal zero at that position. This is solved by adding a small flat noise probability to the
PDF. Here a value of 10 Hz is usually used3.

3.1.2.1 The Pandel function

It is obvious that the performance of the likelihood methods introduced in Section 3.1.2
heavily depends on the quality of the PDF describing the probability of photon arrival
times. The shape of this PDF changes with DOM-track parameters like distance and
orientation, and thus with the track hypothesis ~θ. For small distances, many unscattered
(direct) photons are expected and the PDF peaks at tres = 0 ns. With increasing distance,
the distribution becomes broader with fewer direct photons.

Studies of the propagation and diffusion of laser light at the Baikal neutrino telescope4
motivated the use of a gamma function to represent the PDF for photon arrival times.
The resulting normalized parametrization is called Pandel function5 and is given by [125]

p
(
tres|~θ

)
= 1
N (d)

τ−(d/λ) · t(d/λ−1)
res

Γ (d/λ) · exp
(
−tres ·

(1
τ

+ cmedium

λa

)
− d

λa

)
, (3.10)

N (d) = e−d/λa ·
(

1 + τ · cmedium

λa

)−d/λ
,

with the distance d, the scattering length λ, the absorption length λa, the Gamma function
Γ (d/λ) and the speed of light in the given medium cmedium. The free parameters λ, λa
and τ have been adjusted to match results from Monte Carlo simulations:

λ = 33.3 m ,

λa = 98 m , (3.11)
τ = 557 ns .

The Pandel function is plotted for three distances in Figure 3.2. An additional mod-
ification is necessary for the downwards oriented PMTs in IceCube. Light from a track
above a DOM needs to be scattered around the module to hit the PMT. Thus, larger time
residuals and a broader PDF are expected which is modeled by replacing the distance d
by the larger, angular dependent effective distance deff

3The photomultiplier noise is typically around 500 Hz. However, coincidence conditions reduce it below
10 Hz.

4Underwater Cherenkov neutrino telescope in the Baikal lake.
5Named after the author Dirk Pandel.
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deff = a0 + a1 · d ,
a1 = 0.84 , (3.12)
a0 = 3.1 m− 3.9 m · cos(η) + 4.6 m · cos2 η .

The time measurements in IceCube – and thus the time residuals – are not exact but are
affected by uncertainties from PMT time information, DOM position and relative DOM
clock synchronization. As a result, slightly negative time residuals could occur which by
definition have a zero probability in the Pandel function from Equation 3.10. The solution
is the convolution with a Gaussian function with a width σPDF usually chosen to be a few
nanoseconds.

Figure 3.2: The Pandel function at three
distances of 10 m, 30 m and 50 m (without
Gaussian convolution).
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Figure 3.3: IC79 median angular resolu-
tion vs. muon energy for line-fit, PandelSPE,
PandelMPE and the bootstrapping variant
of PandelMPE at data selection level 3 (see
Chapter 4).

3.1.3 Bootstrapping
The idea of bootstrapping focuses on a common problem when measuring a sample Xn

of n data points from an unknown probability distribution or population F . As there
is no mathematical description of F available, it is difficult to tell how good the sample
X reflects F . The very simple approach of bootstrapping re-samples Xn → X̂n with
replacement to estimate an accuracy by comparing Xn and X̂n [126].

For IceCube, this technique can in principle be applied to all reconstructions. First, a
track is reconstructed using the original series of photon hits resulting in solution 1 (S1).
Next, the original photon hit series is interpreted as a multinominal distribution, where
the probability of a particular hit is given by its charge divided by the total charge sum of
the event. From this distribution, N new hit series can be re-sampled with replacement.
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3.1 Muon track reconstruction

The result is N sub-samples each with the same total charge as the original hit series but
different combinations of the original hits. Each sub-sample is reconstructed independently
and the resulting tracks are used as seed for further reconstructions with the original
photon series delivering S2 to S1+N . Finally, SN+2 is obtained by seeding an original hit
series reconstruction with the average track of the sub-sample reconstructions.

The resulting track is given by the best of the N+2 solutions, determined by the lowest
negative logarithmic likelihood value. Figure 3.3 shows that bootstrapping outperforms the
normal PandelMPE fit below 1 PeV while it performs worse above that energy. The angular
resolution of the reconstruction, which was the original purpose of the bootstrapping
implementation, can be evaluated from the deviation of the sub-sample tracks. However,
it was shown that bootstrapping does not excel established angular resolution estimators
introduced in 4.1.2. Hence, bootstrapping is not used for this purpose in IceCube at the
moment.

3.1.4 Summary of the discussion
The muon track reconstructions introduced in this section represent a reasonable fit chain
from simple first guess techniques to computing intensive algorithms. Especially the Pan-
delMPE reconstruction achieves a sufficient resolution for point source searches. However,
an improvement of reconstruction methods would boost the sensitivity of IceCube analy-
ses as the theoretical limitation given by the ν-µ interaction angle (Equation 2.16) is still
lower than the angular resolution reached6.

The primary target for possible improvements is a detailed description of the light
distribution PDF which is the centerpiece of all likelihood reconstruction methods. The
Pandel function discussed before works surprisingly well being a rather simple representa-
tion of such a complex process as light propagation in a natural medium. Nevertheless, it
has a few clear disadvantages preventing a better performance. First, auxiliary means like
the effective distance deff are just phenomenological approximations. Second, the gamma
function itself does not perfectly fit detailed simulation especially at the region where
d = λ [77]. But most importantly, it does not consider the depth dependent, layered
structure of the south pole ice and the wide range of scattering and absorption lengths
measured (see Section 2.4.3 for ice details).

These issues can be solved by the construction of the PDF from tabulated Monte Carlo
simulation data for all possible source receiver configurations. In the existing approach
based on the Photonics photon propagation package [87], the light distribution is simulated
for point-like light sources. In a second step, the light yield from a muon track is con-
structed through arrangement of point-like sources along the desired trajectory. However,
in the end, the resulting PDF did not deliver a superior angular resolution in likelihood
reconstructions as the table production method suffers from several technical limitations.

First, the Photonics photon propagation runs on CPUs which limits the achievable
table statistics. To avoid large fluctuations, the table binning is chosen rather coarse.

6Note that for a point source search in the presence of background, the significance improves linearly
with the resolution.
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Second, memory limitations also prevent a fine table binning as the point-like light tables
already allocate tens of GB in the coarse binning [87] and have to be loaded to the main
memory for the construction of the muon light yield. Finally, the combination process for
muon tracks involves binning artifacts, further decreasing the quality of the PDF. As a
result, the old Pandel function is still used in IceCube’s point source analyses up to the
IC79 configuration.

One goal of this work is the development of a precise, high-quality PDF for muon
reconstruction solving the problems mentioned above, and improving IceCube’s pointing
accuracy. This process is explained in Section 3.2.

3.2 Light table production: towards a new PDF
Section 3.1.4 focused on the problems of existing light distribution PDFs from Monte
Carlo simulations preventing a better angular resolution in IceCube. As a consequence,
an improved approach is chosen in this work:

• Direct muon simulation instead of stacking of point-like light sources.

• Photon propagation on graphical processing units (GPU) instead of CPUs to increase
production speed and statistics.

• Data storage in very fine-binned tables.

• Table fitting with a multidimensional spline surface to reduce memory usage and
provide a smooth fit through statistical fluctuations.

The resulting data has to deliver PDFs for all possible DOM-track configurations in Ice-
Cube. The ideal structure is a five-dimensional table representing a cylindrical coordinate
system around the muon track which is sketched in Figure 3.4. The muon is defined by a
vertex in IceCube’s Cartesian coordinates x̂, ŷ and ẑ, a zenith angle ΘS and an azimuth
angle ΦS. The slight tilt of the ice layers (see ice Section 2.5.4) is ignored in this context
and the ice is assumed to be isotropic in the x̂-ŷ-plane7. As a result, the vertex position
in that plane and the azimuth angle are degenerate with respect to light propagation and
do not need to be considered in the table structure.

A possible recording point of two Cherenkov photons (blue in Figure 3.4) is shown,
defining the storage bin in the table. The depth dependence is described by the z-
coordinate ZS of the point of the closest approach along the muon track. Also the distance
ρ is measured from that point. The azimuthal position of the recording point with respect
to the muon is given by the angle φ. Additionally, the size of the table bins in each di-
mension is given by dρ, dφ and dZ respectively. The volume V of the recording cell is
indicated by the gray shaded area and is bounded by the table bins or, in the case of

7The observed deviation from this isotropy is discussed in [127].
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Figure 3.4: Photon propagation coordinate system. Modified from [87].

horizontal tracks, ultimately by the recording box8. Finally, a photon’s time residual tres
is calculated at every recording point with respect to the muon according to Equation 3.5.

The number of bins in each row is summarized in Table 3.1 together with minimum and
maximum values and compared to a typical older coarse binning. The time and distance
dimensions will show sharp peaks and a rapid change of the distributions at small values,
e.g. rather close tracks. Hence, a fine binning is desirable in this case which, however,
would be a waste of memory in the diffuse regime far away from the muon and at large
time residuals with moderate gradients. As a result, the bin width grows linearly with the
bin center value in these two dimensions, while all other dimensions have cells of equal
size.

Given the large amount of data expected from the fine binning, the table can not be
filled in one process. Instead, it is split by its zenith angle bins. As a side effect, this
allows one to create the data of different zenith bins in parallel, speeding up the whole
process. With the coordinate system defined, the Monte Carlo production process will be
described step by step below.

8The recording box has a width of 1200 m and a height of 2000 m around the origin of the IceCube
coordinate system in the center of the detector.
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Dimension # bins per dimension Minimum Maximumold Photonics this work

Zenith angle ΘS 18 18 0◦ 180◦
Depth ZS 75 75 −850 m 650 m
Azimuthal φ 9 36 0◦ 180◦
Distance ρ 30 200 0 m 580 m
Time residual tres 50 210 0 ns 7000 ns

Table 3.1: Photon table binning

In general, the implementation uses IceCube’s standard simulation framework intro-
duced in Section 2.5.5. In a first step, 100 TeV muons are injected with a random zenith
angle ΘS within the chosen zenith bin (e.g. 0◦ to 10◦ for the first bin) by the simulation
module I3SimpleGenerator. The particles are released at random positions within a box
outside the recording volume. Size and position of the starting box depend on the muon
zenith angle and are chosen to satisfy two conditions. First, a minimal distance of 400 m
to the virtual detector in its full IC86 configuration needs to be assured to simulate an
infinite track in every case. Second, the muons starting in the box should be able to fully
enter all ice layers or rather depth bins.

Afterwards, the muon is propagated by the Muon Monte Carlo module MMC, thereby
loosing energy by radiative processes and ionization as described in Section 2.4.1. Accord-
ing to Equation 2.21, the energy loss per meter as well as the emitted light depend on the
current muon energy at the given location. However, to obtain the light yield of a 100 TeV
muon along the whole trajectory, the muon is kept at its initial energy at all times for the
table production. The effect of this modification on the shape of the PDFs was found to
be negligible. This is easy to understand when recalling the small relative, average energy
loss of ≈ 3 % for the 100 TeV-muons after a distance of roughly one photon absorption
length of 100 m (Equation 2.21).

In the next step, the MMC result is passed to a modified Photon Propagation Code
PPC (Section 2.5.5.4) which propagates the Cherenkov light from the primary muon and
the secondary energy losses on GPUs. The Spice Mie ice model introduced in Section 2.5.4
provides the ice properties. As PPC was written for direct Monte Carlo production and
not for light table creation, major changes had to be implemented. First, to allow the
production of light distributions with respect to a certain production process, the light
from the primary muon, the quasi continuous secondary energy losses below 0.5 GeV and
the stochastic energy losses above 0.5 GeV can now be switched on and off separately (see
Sections 2.4.1 and 2.5.5.3 for details on these energy loss processes). Also, the GPU prop-
agation code had to be rewritten to support the Photonics-absorption model necessary for
the production of light tables as discussed in Section 2.5.5.4. Additionally, the possibility
of recording photons along their path through the ice and not only when hitting IceCube
DOMs had to be added. Furthermore, the table structure reflecting the cylindrical coordi-
nate system described above was implemented. Finally, the tilt of ice layers was switched
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off as it cannot be reflected in the table structure chosen and the memory management
was modified to be able to efficiently write thousands of recording points from the GPU
to the table in the main memory instead of a few DOM hits per muon.

The emitted photons are recorded every ∆s meters9 on their way through the ice. At
each recording point, the current photon weight is calculated according to

wγ = wAbs · wEff(~p) , (3.13)

with the current photon absorption weight wAbs according to Equation 2.36 and the angular
sensitivity wEff

10 of IceCube DOMs depending on the photon direction ~p at the current
position. The table coordinates distance ρ, azimuthal angle φ, depth ZS, and time residual
tres, are calculated with respect to the emitting muon and the photon weight is stored in
the corresponding bin.

The expected number of photo electrons np from a DOM in a table cell is evaluated
according to

np = ∆s · ADOM

VTotal

nγ∑
k=1

wγ(k) , (3.14)

with the distance between recording points ∆s, the DOM area ADOM , the total cell record-
ing volume VTotal, and the sum of all nγ photon weights wγ(k) recorded in the current bin.
VTotal is the sum of the bin volumes11 (shaded area in 3.4) from all simulated muons

VTotal =
nµ∑
i=1

VBin(i) . (3.15)

To obtain sufficiently low statistical uncertainties in all table bins a total of 10 000
muons were simulated for each zenith bin, which takes ≈ 2 days on one NVIDIA GeForce
GTX 480 GPU. It was found that the time needed for coping the numerous recording
points from the GPU memory to the main memory limited the propagation calculation
speed, resulting in a GPU load of ≈ 50 %. Hence, two separate processes could be run on
one GPU with alternating copy operations to fully utilize the computation potential. As
a result, the full 18 zenith bins were produced in less than a week on four GPUs.

3.3 Table-fitting with Photospline
The light distribution tables produced in the course of this work and described in Sec-
tion 3.2 represent the time residual PDF for all possible source-receiver combinations with

9For the light of just the primary muon, a value of ∆s = 5 m was used and ∆s = 40 m for high energetic
stochastic losses.

10wEff is modeled by a parametrization that also respects the different structure of the melted and
refrozen bore hole ice.

11Volume calculation code courtesy of Bastian Terlinde.
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roughly 2 billion entries. In principle they contain all information needed for the like-
lihood reconstructions defined in Section 3.1.2. However, the total size of the tables is
about 20 GB. The memory configuration of current high performance computing systems
usually does not allow the use of such large data structures. The possible solution of
partially reading the currently needed section of the table from the hard disk during the
reconstruction process would result in a very poor performance. An additional problem
could arise from fluctuations in lower statistic regions of the table, affecting the likelihood
minimization performance. Finally, the tables don’t consider detector timing uncertainties
and should be convolved with a Gauss function for reconstruction.

In summary, a highly compressed representation of the table, that smooths statistical
fluctuations and is foldable with a Gauss function, is desired. These features are provided
by the Photospline software [128] which is designed to fit large multidimensional tables
with a multidimensional spline surface.

3.3.1 Photospline
Splines are piecewise defined polynomial functions frequently used in interpolation and
fitting problems. The piecewise definition avoids problems like divergences and oscilla-
tions occurring e.g. in high order polynomials. In Photospline, the table is fitted by so
called basis splines (B-splines) of order n, which can be determined and evaluated quickly
and have n − 1 continuous derivatives. They are formed by iterative self convolution as
demonstrated in Figure 3.5 [110]. The fitted surface is a linear combination of B-splines,
each defined by a knot vector ~k.

Figure 3.5: Example for B-splines of order n = 0, n = 1 and n = 2 from [110]. Folding two
B-splines of order 0, results in a B-spline of order 1, and so on.

When recalling the shapes of the time residual PDF (for instance, see Figure 3.2), it
is obvious that the peak value spans several orders of magnitude, mainly depending on
the distance. Thus it is more convenient to fit the cumulative distribution (CDF) which
varies between 0 and 1. The PDF can be obtained from the derivative at any point. The
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monotonicity of the CDF in tres is forced by the non-negative least squares fitting method,
as a decreasing CDF would result in a negative PDF. An adjustable smoothness parameter
λ is used in the B-spline fitting process to penalize rapid changes in curvature, thereby
ensuring a fit that smooths over statistical fluctuations. Finally, the resulting spline sur-
face can be convolved with an Gauss function in the time dimension to account for the
various time resolution uncertainties (Fig. 3.9). A detailed conceptual and mathematical
description of Photospline is given in [128].

3.3.2 Fitting procedure
Several steps are necessary to prepare the table data for the fitting process. It is convenient
to separate the timing information represented by normalized PDFs from the expected light
yield per table cell. Both are fitted independently and the PDFs are converted to CDFs for
the fitting. Due to the large range of the expected light, the data are fit in a logarithmic
scale.

One spline surface covers one zenith angle-depth combination. For the binning shown
in Table 3.1, this results in 18× 75 = 1350 three-dimensional surfaces which are fit inde-
pendently and connected by pseudo-interpolation afterwards [128].

Important tuning parameters are the number of spline knots and the knot spacing in
the knot vector ~k. Corresponding to the size of the table bins, it is reasonable to choose a
denser configuration where rapid gradient changes are expected. Thus, the knot positions
in the time and distance dimension are chosen equidistant on a logarithmic scale while
for the azimuthal dimension a linear spacing was utilized. The number of knots was kept
as low as possible while maintaining a sufficiently accurate fit result. The configuration
finally chosen is summarized in Table 3.2.

Dimension # knots Spacing

Azimuthal φ 25 linear
Distance ρ 40 exponential
Time residual tres 30 exponential

Table 3.2: Photospline knot configuration used in this work.

All dimensions are fit with B-splines of order n = 2 except of the time CDF dimension.
The time dimension has to be derived to obtain the PDF which reduces the spline order
by one. Figure 3.5 shows that at least order-2 splines are necessary for a smooth fit.
Thus, for a PDF represented by order-2 B-splines, the CDF has to be fit with n = 3.
A reasonable smoothing was achieved with λ = 0.01 and the time dimension was forced
to increase monotonously. Figure 3.6 shows a typical CDF fit result (lines) to the table
data shown as crosses for different DOM-track distances. A data-fit comparison for PDFs
is plotted in Figure 3.7. A geometric effect of the downward orientated PMTs is clearly
visible. For large azimuthal angles, the light has to be scattered around the DOM to be
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detected, resulting in longer time residuals. In general, a very robust and accurate CDF
fit was achieved.

The separate fit of the expected number of photo electrons is drawn in Figure 3.8.
The plot nicely shows the effect of the ice layers by the wave structure of the red line
representing a DOM below the track undergoing different absorption lengths. In the
case of a DOM in the same ice layer (green), one constant absorptivity creates a perfect
exponential decline. The blue line enters the big dust layer after 120 m, causing a rapid
light decrease. The given numbers show the expected light from the primary bare muon
and do not reflect secondary energy losses or effects like cable shadowing from IceCube
strings. Additionally, a second set of splines has been produced, representing the light
yield from high-energy stochastic losses (used in Section 3.5).

The light distribution tables produced in Section 3.2 have been successfully fit with
Photospline. The result is a smooth representation of all CDFs and PDFs in one file with
a size of 206 MB and all expected light yields in one file with a size of 7 MB. Compared
to the total table size of 20 GB, the memory load was reduced by a factor of ≈ 100.
Section 3.4 investigates the reconstruction performance with this new PDF.
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Figure 3.6: CDF spline fit (lines) for
muons with ΘS between 50◦ and 60◦, ZS be-
tween −270 m and −290 m and φ between
175◦ and 180◦ for different distances ρ. Cor-
responding table data is shown as crosses.

Figure 3.7: PDF spline derived from
CDF fit (lines) for muons with ΘS
between 50◦ and 60◦, ZS between
−270 m and −290 m and ρ between
23.7 m and 24.8 m for different azimuthal
angles φ. Corresponding table data is
shown as crosses (error bars are too small
to show).
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Figure 3.8: Expected light yield fit (lines)
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3.4 Spline reconstruction results
One advantage of the spline representation described in Section 3.3 is that it fits the CDF
and derives the PDF from it. Hence, all information needed for IceCube’s current best
likelihood reconstruction, the MPE fit (Equation 3.8), is already available. To evaluate
the accuracy, a new reconstruction module called spline-reco was developed12. It replaces
the Pandel function with the spline PDF and the cumulative Pandel function with the
spline CDF. The minimization routine and noise handling (10 Hz) stay unchanged. For
the PDF convolution, the standard value for PandelMPE σPDF = 4 ns is used. Figure 3.10
compares the new method called SplineMPE (orange) with the existing routines. A sig-
nificant improvement in angular resolution is achieved through the whole energy range
relevant for IceCube. The best median resolution of 0.4◦ is reached at the highest en-
ergies while the improvement is smaller at low energies. This SplineMPE reconstruction
with the splines produced in the course of this work is the currently best angular muon
fit in IceCube. It is used in all point source analyses with the full IC86 detector [120].
Compared to PandelMPE, the computation is slower by a factor of 2.7. In Section 3.5 we
investigate whether this SplineMPE reconstruction can be further improved by additional
modifications.
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Figure 3.10: IC79 median angular resolution vs. muon energy for line-fit, PandelSPE,
PandelMPE, the bootstrapping variant of PandelMPE and SplineMPE at data selection
level 3 (see Chapter 4).

12First version by Jacob Feintzeig.
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3.5 Further likelihood-fit improvements
The performance of likelihood reconstruction methods, introduced in Section 3.1, depends
heavily on the quality of the underlying PDFs. The probability distribution of photon
arrival times at a DOM for a certain muon track has to be as close to reality as possible.
The replacement of the workhorse Pandel function, assuming homogeneous ice, by new
spline PDFs, created with a precise, layered ice model (Section 3.2) significantly improves
the angular resolution.

Nevertheless, the time delay distribution is still solely based on the Cherenkov emission
from the primary muon, also referred to as bare muon. Thus, the PDF does not contain
aspects like secondary stochastic energy losses (also named secondaries or cascades), ac-
curate PMT noise modeling and the correct treatment of detector uncertainties. This
chapter addresses these issues and investigates whether the reconstruction based on the
hypothesis of a continuous, averaged light emission from an infinite track can be further
improved.

For detailed resolution analyses it is convenient to examine the full information con-
tained in the actual point spread function instead of the median angular resolution. The
point spread function is built by the normalized distribution of the space angles, or delta
angle, between true Monte Carlo tracks and reconstructions and is shown on the left in
Figure 3.11 for SplineMPE and PandelMPE for an E−2 neutrino spectrum. The cumula-
tive point spread function is shown in the middle. The relative cumulative improvement
of the SplineMPE with respect to the PandelMPE is obtained by dividing the cumulative
SplineMPE distribution by the cumulative PandelMPE distributions. The result is shown
in the right plot in Figure 3.11. Here it is easy to see that SplineMPE reconstructs 10 %
more events closer than 1◦ and 20 % more events closer than 0.4◦ to the true Monte Carlo
track compared to PandelMPE. The statistical uncertainties, hardly visible in Figure 3.11,
have been derived by splitting the total event sample into 10 sub-samples and evaluating
the standard deviation per bin.
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(right) for an E−2 neutrino spectrum.
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This representation will be used in the course of this section to measure the impact
of several modifications. In contrast to Figure 3.11, the results will not be shown relative
to PandelMPE but relative to the best current muon reconstruction in IceCube, which is
SplineMPE. The SplineMPE reference is set up as in Section 3.4 with a PDF convolution
assuming σPDF = 4 ns to account for time uncertainties and a flat noise probability of
10 Hz to handle PMT noise.

3.5.1 Hit cleaning with the Kolmogorov-Smirnov test

As stated above, there are several light emission processes that are not yet covered by the
spline PDF. For example, large stochastic energy losses along high-energy muon tracks do
not fit the PDFs assuming a continuous emission. Figure 3.12 demonstrates how a 0.1 TeV
cascade early along the muon track adds late hits compared to a continuous emission. At
a first glance this might not affect the MPE likelihood from Equation 3.8, as only the time
of the first photon is considered. However, the total DOM charge n defines how narrow
the likelihood function is. Thus, using a PDF which is modeling a continuous emission
alongside with the actual DOM charge also including secondaries can cause too narrow
MPE likelihood distributions with peaks shifted towards lower time residuals. This might
lead to a worse angular reconstruction. In other words, the PDF does not fit the real light
distribution.
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Figure 3.12: The light from a 0.1 TeV cas-
cade (dashed) early on the muon track trav-
els slower than the muon in ice. As a re-
sult, DOMs along the muon track detect
additional late hits from this stochastic en-
ergy loss. The orange shaded area indicates
the additional photons compared to the bare
muon (solid).
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The Kolmogorov-Smirnov test quantifies whether a statistic sample follows a given
distribution. It could help to clean an event’s pulse series from these late hits caused by
stochastic energy losses by comparing it with the CDF of a bare muon. The Kolmogorov-
Smirnov statistic Dn and the empirical distribution function Fn(tres) shown in Figure 3.13
are given by

Dn = sup
tres
|Fn(tres)− P (tres)| with (3.16)

Fn(tres) = 1∑n
i=1 qi

n∑
i=1

Itresi≤tres · qi . (3.17)

Here tres is the time residual, sup the supremum, P (tres) the cumulative probability density
function, n the number of hits, Itresi≤tres the indicator function13, and qi the charge of hit
number i. The hit sample passes the Kolmogorov-Smirnov test if Dn is smaller than the
critical value Kα,n, depending on the sample size n and the desired significance level α.
These critical values are tabulated in Table B.1 up to a sample size of 20 hits and can be
estimated for bigger hit series by [129]

Kα,n =
√

ln( 2
α

)
2n . (3.18)

In the first step of the reconstruction, the measured photon distribution Fn(tres) is com-
pared to the CDF P (tres) based on the reconstruction starting parameters (seed). If the
Kolmogorov-Smirnov test for a DOM fails because there are too many late hits, indicated
by Fn(tres)− P (tres) < 0, the last pulse is discarded. This procedure repeats until the hit
series satisfies the Kolmogorov-Smirnov criterion or until there is just one pulse left. The
method is sketched in Figure 3.13 and was implemented by Bastian Terlinde. Afterwards,
the usual likelihood minimization is performed with every DOM’s Kolmogorov-Smirnov
approved charge. It was tested to repeat the Kolmogorov-Smirnov test from time to time
in the likelihood optimization with updated parameters, but the changing likelihood land-
scape leads to minimization problems. It is obvious that the Kolmogorov-Smirnov test,
being only performed once at the beginning, needs a good starting track to perform rea-
sonably. In this study, a previous MPE reconstruction using the Pandel function was used
as a seed.

Figure 3.14 shows the impact of the Kolmogorov-Smirnov cleaning on the reconstruc-
tion performance for E−1 and E−2 spectra. For E−2 there’s a small relative improvement
as only about 2 % more events are reconstructed closer as 0.2◦ to the true track. For the
E−1 spectrum the effect is even smaller. In both cases, the result does not depend strongly
on the significance level but overall α = 20 % gives the best result. As expected, there
is no significant change for low energy events in E−3 (Figure B.1 of the appendix) where
most DOMs rarely detect more than one photon anyway. One has to conclude that the

13Here the indicator function I is equal to unity if the time residual of pulse number i is smaller or
equal tres and 0 otherwise.
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Figure 3.14: Reconstruction with Kolmogorov-Smirnov cleaned pulses: The plots show the
relative improvement of the cumulative point spread function with respect to the default
SplineMPE for an E−2 spectrum on the left and an E−1 spectrum on the right for three
different significance levels α.

influence of stochastic processes is rather weak. However, the method might improve if a
better starting track is given, which is analyzed in Section 3.5.5.

3.5.2 Including mean stochastic energy losses
The spline PDF used in the reconstruction so far reflects the Cherenkov light distribution
of a bare neutrino induced primary muon. However, with rising muon energy, further
light production processes like ionization, pair production, bremsstrahlung, and nuclear
interactions become increasingly dominant. These hadronic or electromagnetic cascades
not only emit light exactly at but also around the muon Cherenkov angle as displayed
in Figure 3.15. This leads to differently shaped PDFs as visible in Figure 3.16. It has
to be noted that the high-energy secondaries are not emitted continuously but they are
randomly distributed along the muon track, which can not exactly be reflected by the
model of a continuous, averaged light emission used here. Nevertheless, combining the
different shaped PDFs weighted by their light contribution depending on the muon energy
might result in a more realistic overall PDF and improve the reconstruction performance.
The resulting PDF should have the shape of the bare muon PDF at low energies and
be blended into the stochastics PDF with rising energy. For this purpose the PDF and
absolute number of expected photo electrons n of the stochastic energy losses must be
known.

As introduced in Section 2.5.5.3, in practice the light emitting effects are arranged in
three groups:

• Primary bare muon Cherenkov emission (b),

• Cherenkov emission from stochastic energy losses above 0.5 GeV (h) and

• Cherenkov emission from stochastic energy losses below 0.5 GeV (l).
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Figure 3.15: Cherenkov distribution for
300 GeV muons including only secondaries
below 0.5 GeV simulated with GEANT from
[86].
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Figure 3.16: PDFs of bare muon and av-
eraged secondaries only: The light emission
of stochastic energy losses along the muon
track is smeared around the Cherenkov an-
gle, which causes a slightly broader averaged
PDF compared to the radiation from the pri-
mary muon.

The probability density function of the bare muon PDF pb and the expected number
of photo electrons of the bare muon nb are available through the splines described in
Section 3.2. For secondaries above 0.5 GeV another set of splines has been produced
accordingly, but with bare muon light and low energy secondaries switched off. This gives
access to the average high-energy secondary PDF ph and the average expected number
of photo electrons nh(Eµ) of high energetic cascades along the muon track. According to
Section 4.1.1, nh(Eµ) scales linearly with the muon energy Eµ.

Below 0.5 GeV, the emission from stochastic energy losses is assumed to be contin-
uous and the expected number of photo electrons nl of low energy secondaries can be
parametrized depending on the muon energy Eµ and the primary muon light nb by Equa-
tion 2.35. The total expected number of photo electrons ntot(Eµ), calculated by adding
up the three contributions yielding

ntot(Eµ) = nh(Eµ) + nl(Eµ) + nb , (3.19)

is plotted in Figure 3.17. Below 1 TeV, the expected light yield mainly consists of the
energy independent Cherenkov radiation from the primary muon nb with a slight energy
dependence from low energy secondaries nl(Eµ), while it is dominated by high energetic
stochastic energy losses nh(Eµ) above 1 TeV.

The angular distribution of Cherenkov light from [86] is considered to be identical for
low and high energetic secondaries in IceCube’s energy range, and so too the PDFs are
assumed to be identical:

55



3. IMPROVED MUON TRACK RECONSTRUCTION

ph = pl . (3.20)

With the information above, the overall PDF can be constructed as a weighted average

ptot(Eµ) = (nh(Eµ) + nl(Eµ)) · ph + nb · pb
ntot(Eµ) , (3.21)

where Eµ can be estimated with one of IceCube’s muon energy estimators introduced in
Section 4.1.1.
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Figure 3.17: Expected number of photo
electrons ntot(Eµ) from a vertical downgo-
ing muon detected by a DOM at a distance
of 50 m depending on the muon energy.
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Figure 3.18: Relative difference of the cu-
mulative point spread function of the recon-
struction including averaged stochastic energy
losses compared to the default SplineMPE for
three different spectra.

Using this merged PDF ptot in a MPE likelihood reconstruction gives the results shown
in Figure 3.18. No improvement in resolution could be achieved. Especially regarding the
worse performance for high-energy events in the E−1 weighting, one has to conclude that
the highly stochastic nature of the secondary energy losses can not be approximated by
the averaged PDFs in this approach.

3.5.3 Accurate noise modeling
To handle PMT noise hits in reconstruction, usually a flat dark noise probability of 10 Hz
is added to the likelihood. The flatness reflects the noise distribution of uncleaned hits well
as shown in 3.19, where the noise hits form a flat shape between the time residuals -3000 ns
and 3000 ns. The slopes outside this range are due to varying event time window positions.
However, the reconstructions in IceCube rely on cleaned hit series, for which Figure 3.20
displays a rather different situation. As cleaning algorithms basically discard isolated hits,
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the noise is under control very well in the realm where it is unlikely to see photons from the
muon track, which is the case for very negative time residuals for example. However, the
coincidence criteria cause a clustering of noise around photon hits from the track which
cannot be represented by a flat noise term. The use of a PDF that is reflecting the actual
noise probabilities more closely might improve the track reconstruction.

Figure 3.19: Distribution of uncleaned
noise hits in IceCube [130].

Figure 3.20: Distribution of cleaned noise
hits in IceCube [130].

The shape of all different noise contributions, being dark PMT noise, pre/late pulses
and after pulses, has been studied in [130] for different hit cleanings. Instead of a flat
noise probability, these exact noise distributions could be used in reconstructions. To
merge these exact noise terms with the actual spline PDF, their contributions to the
total hit count in the current DOM must be known. This weight mainly depends on the
expected number of photo electrons from the track as a higher photon count from the
track allows a higher rate of dark noise to pass the cleaning. Also, pre/late and after
pulses are directly correlated to photon hits. The contribution w from a certain hit type
in a DOM is defined by the average number of photo electrons per hit DOM and is shown
in Figure 3.21 depending on the expected number of photo electrons ntot calculated after
Equation 3.19. The contribution of photons originating from a muon track is shown in
blue (physics pulses), dark PMT noise in red, after pulses in green and pre/late pulses in
yellow. The left side of the plot represent regions far away from the track, where almost
every hit DOM just contains one dark noise hit (red). With a rising expected number
of photo electrons ntot, more and more DOMs are hit by photons from the muon track
(physics, blue) which lets the dark noise ratio per hit DOM decrease. In the region above
ntot = 1, all DOMs on average see light from the track and all dark noise hits pass the
cleaning, which makes w for dark noise stay stable before the plot runs out of statistics.
Pre/late and after pulses basically follow the photon hits from the muon track.

By studying the noise distributions in [130], the shapes of the different noise contribu-
tions have been modeled and merged with the muon PDF using a parametrization of the
weight w shown in Figure 3.21 depending on the total expected number of photo electrons
ntot(Eµ).

The result of the reconstruction using this more exact noise model is plotted in Fig-
ure 3.22. There are about 2 % more events closer than 0.5◦ to the true track for an E−3
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Figure 3.21: Number of hits per hit DOM
w for different hit types depending on the
expected number of photo electrons ntot cal-
culated after Equation 3.19. Plot taken
from [130].
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Figure 3.22: Relative difference of the cu-
mulative point spread function of the recon-
struction with an accurate noise model com-
pared to the default SplineMPE for three
different spectra.

spectrum. For harder spectra the impact is weaker, because single noise hits loose impor-
tance with much light in the detector. As a conclusion, one can state that a very slight
improvement is possible.

3.5.4 MPE likelihood convolution
The time measurement in IceCube is affected by various uncertainties listed in Table 3.3.
The absolute GPS timing and the relative DOM timing depend on the clock synchro-
nization accuracy and the data acquisition involves uncertainties from signal transmission
times [108]. The PMT time measurement varies with the electron transit time spread [106]
and the exact DOM position in the bore hole involves a geometrical uncertainty constrained
by the hole diameter of 60 cm. Finally, an additional component arises from the frequency
dependent speed of light in ice [131]. These effects are respected in the track reconstruction
by convolving the PDF in the MPE likelihood by a Gaussian. Best results are achieved
with σPDF = 4 ns so far.

However, a closer look into the contributions to the overall timing precision reveals
that only the PMT timing uncertainty affects every hit separately and should be applied
to the PDF. The other effects14 influence every hit in the same way or rather the whole
DOM and should be adopted to the whole MPE likelihood function from Equation 3.8.
In other words, not only the PDF has to be folded by a Gauss function but also the MPE
likelihood. To test this approach, a new MPE likelihood convolution stage defined by σLLH
is needed besides the already used PDF convolution with σPDF.

14The absolute GPS timing is irrelevant for the reconstruction, though, as it affects all DOMs in the
same manner.
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Source Uncertainty
abs. GPS timing 10 ns per 24 hours [108]
rel. DOM timing 1 ns to 2 ns [108]
PMT 2 ns [106]
Data acquisition 0.7 ns [108]
Geometry 1 ns [103]
Dispersion 1.5 ns after 40 m [131]

Table 3.3: Uncertainties in the IceCube
time measurement.
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Figure 3.23: MPE likelihood for three dif-
ferent convolution configurations.

With respect to reconstruction speed, a fast recursive approximation algorithm for
Gaussian convolution [132] implemented by [133] has been added to the existing recon-
struction framework. The MPE likelihood is calculated at several sample points around
the requested time residual based on the convolved PDF, which is accounting for PMT
uncertainties. From these sample points, the smeared MPE likelihood is calculated with
adjustable accuracy depending on sample point density and recursion step count15.

This MPE convolution solves two problems of the old methods especially appearing
with high DOM charge n. Without applying σLLH, the MPE likelihood can be more narrow
than IceCube’s timing accuracy as (1 − P (tres)) is raised by n − 1 in the MPE definition
from Equation 3.8. Secondly, by applying a σPDF that is too big, the MPE likelihood
will be unphysically shifted towards lower time residuals. Both behaviors are displayed in
Figure 3.23 as well as the ideal approach. The default configuration without σLLH applied
will form unphysical sharp peaks for high DOM charges (dashed), which can by solved by
convolution with a likelihood smearing σLLH = 2 ns (solid gray). Applying a realistic σPDF
and σLLH of 2 ns each shifts the MPE likelihood towards positive time residuals (orange).

In order to find the best setup, the PDF convolution has been set to σPDF = 2 ns
to simulate the PMT timing uncertainty. Figure 3.2416 shows the relative improvement
of different σLLH values compared to the previous default setup using σPDF = 4 ns and
σLLH = 0 ns. The optimal setting are determined to be σPDF ≈ 2 ns and σLLH ≈ 2 ns which
reconstructs about 5 % more muon tracks closer than 0.2◦ to the true track.

This improvement comes with a decreased reconstruction speed by a factor of 1.5
mainly caused by the multiple calculation of the MPE likelihood at the sample points.
The execution time per event is not multiplied by the number of sample points (20), as
repetitive spline lookups with the same DOM-track configuration are much faster.

1520 sample points, distributed equidistantly over a range of 6 · σLLH work reasonable with 4 recursion
steps.

16The plot for an E−3 spectrum is shown in Figure B.2 of the appendix.
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Figure 3.24: Relative improvement of the cumulative point spread function with respect
to the default SplineMPE reconstruction with σPDF = 4 ns and σLLH = 0 ns. Different σLLH
values are shown for an E−2 (left) and E−1 (right) neutrino spectrum, while σPDF is fixed
to 2 ns.

3.5.5 Combination
In this section, the modifications examined above are combined into one modified SplineMPE
reconstruction. As the inclusion of the mean stochastic losses spline did not lead to an
improvement it is disregarded in this attempt. The best configuration from the separate
examinations are applied in the combination: The Kolmogorov-Smirnov test is set up with
a significance level α = 20 %, the MPE likelihood convolution works with σPDF = 2 ns and
σLLH = 2 ns and the noise modeling is enabled for the input of cleaned photon hits. The
PandelMPE reconstruction will serve as starting track (seed). The point has been made,
that the Kolmogorov-Smirnov test depends on a good starting track. This motivates the
addition of a second subsequent modified SplineMPE reconstruction with a refined seed
from the first run.

The top plot in Figure 3.25 shows the relative improvement of the cumulative point
spread function with respect to the default SplineMPE reconstruction for an E−1, E−2

and E−3 neutrino spectrum in orange, blue and gray, respectively. The first run, seeded
with PandelMPE, is shown as dashed lines. The second reconstruction, seeded with the
result of the first run, is shown as solid lines and yields an additional improvement by the
refined Kolmogorov-Smirnov test.

For an E−1 spectrum, an additional 10 % of the events are reconstructed closer than
0.3◦ to the true track. The same improvement was achieved for E−2 at 0.2◦. For a soft
E−3 spectrum the gain at 0.2◦ is 5 %. The lower plot gives the median angular resolution
as function of the neutrino energy for the PandelMPE in blue, the default SplineMPE
in orange and the second run of the modified SplineMPE in red. As already suggested
in the upper plot, a better accuracy is realized through the whole energy range by the
modifications with an impact rising with energy. The average interaction angle between
muon and neutrino from Equation 2.16 is shown for convenience. The small differences
to Figures 3.3 and 3.10 are due to a slightly different data selection level. Overall, the
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observed accuracy gain is better than the sum of the separate modifications. It has to be
explained by a synergetic effect of the three different contributions, resulting in a more
realistic likelihood description.

Note that at lower energies, the minimization sometimes does not find the optimal
minimum, which is evident from seeding the reconstruction with the true value known
only in the Monte Carlo. It has been shown [134] that thereby the SplineMPE reconstruc-
tion further improves the angular resolution below 10 TeV, when performed in up to 16
iterations with randomized starting parameters.
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Figure 3.25: Upper Plot: Relative improvement of the cumulative point spread function
of the SplineMPE incorporating three modifications, with respect to the default SplineMPE
reconstruction for three different neutrino spectra. The dashed lines represent the first run
seeded with PandelMPE while the second reconstruction is seeded with the result of the
first run and shown solid. Lower Plot: Median angular resolution depending on the neutrino
energy for the PandelMPE in blue, the default SplineMPE in orange and the second run of
the modified SplineMPE in red. The average interaction angle between muon and neutrino
from Equation 2.16 is shown dashed as a reference.
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3.6 Summary
This chapter described the road towards a significantly improved angular muon recon-
struction in IceCube. Very fine binned Cherenkov light distributions were produced on
graphical processing units for all muon configurations. These tables were fit by a multi-
dimensional spline surface to reduce the memory requirement and to smooth statistical
fluctuations. In addition, detector timing uncertainties can be considered by convolu-
tion with a Gauss function. The splines can be used as a probability density function in
likelihood reconstructions replacing older, less detailed parametrizations like the Pandel
function. This results in a better median angular resolution through the neutrino energy
range from 0.1 TeV to 100 PeV, reaching 0.45◦ at the highest energies compared to 0.7◦
from previous methods. The method was first available for the analysis of the data from
the first year of the fully constructed IC86 detector. As it currently delivers the best angu-
lar resolution it was established as default reconstruction in IceCube point source analyses
since then [120].

Additionally, it was shown here that three modifications in the likelihood further im-
prove the accuracy. These changes reflect an accurate PMT noise modeling, a photon hit
cleaning with the Kolmogorov-Smirnov test and the correct treatment of timing uncer-
tainties. Again, the resolution is improved through the whole energy range above 0.1 TeV
down to 0.4◦ at the highest energies.

As these numbers were evaluated on an intermediate data selection level, a better
resolution is expected at the final analysis level covered in Chapter 4, favoring well recon-
structed and well contained tracks.
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4
Data filtering and event selection

The muon reconstruction method developed in Chapter 3 was used for the data of the fully
constructed detector in the IC86 configuration. Unfortunately, it was not yet available,
when the data of the 79 string configuration of IceCube was processed and analyzed [109].
This chapter describes the reprocessing of that data to include the SplineMPE recon-
struction. There are several reasons supporting this plan. First, the improved pointing
should lead to a better discovery potential for point source searches. Second, the 79 string
configuration is very close to the complete detector. That means that with high event
counts and good angular resolution the impact of this data set in combination with other
detector configurations is significant. Third, a uniform data set is preferable. Finally, as
there already exists a data set based on the old reconstruction approach, this is a good
opportunity to precisely study the changes and improvements coming along with the new
method by direct comparisons.

To begin with, Section 4.1 introduces the cut and quality parameters used in the
selection process. To add the new reconstruction, it is not necessary to start all over
from the output of IceCube’s data acquisition, described in Section 2.5.3. Instead, the
reprocessing, described in Section 4.2.3, is performed on an intermediate selection level,
introduced in Sections 4.2.1 and 4.2.2. Once the SplineMPE reconstruction is added, the
last selection step is based on boosted decision trees as specified in Section 4.3. During this
process, there will be frequent comparisons with the old sample based on the PandelMPE
reconstruction from [109]. The final result, named IC79b, is analyzed in Section 4.4 and
is used in the blazar stacking analysis described in Chapter 5.

4.1 Cut and quality parameters for the analysis
A wide range of variables is used to distinguish between an astrophysical signal and atmo-
spheric background. These reflect different properties of each event and are described in
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this section. The main focus is on the energy estimators, the angular resolution estimator
and the SplineMPE reconstruction (Chapter 3), which are the main components of the
point source analyses introduced in Section 5.2.

4.1.1 Energy estimators
The estimated value of the muon energy Eµ is used as a cut parameter in the data reduc-
tion process, distinguishing the hard astrophysical neutrino flux and the soft atmospheric
background. As most high-energy muons are not fully contained in the detector, the orig-
inal neutrino energy can not be reconstructed. However, the muon energy Eµ can still
be evaluated from the energy loss along its trajectory. Equation 2.21 shows the approxi-
mately linear connection between Eµ and the energy loss per meter dEµ/dx above a muon
energy of 1 TeV. In addition, the expected number of photons detected by a PMT is
directly proportional to dEµ/dx [81]. So Eµ can be evaluated by matching the detector
response by linear scaling of a template track with either a certain dEµ/dx or Eµ. The
template function Λ(~θ), providing the expected number of photons detected by a PMT for
all DOM-track configurations ~θ, is approximated analytically or taken from lookup tables
produced in Monte Carlo simulation.

Monte Carlo approach: In the Monte Carlo approach, Λ(~θ) was evaluated beforehand
from simulation and the data is stored in tables structured like those described in Chap-
ter 3. Here, the template reflects a muon with an average energy loss per meter of
dEµ/dx = 1 GeV m−1. These tables already contain the expected detector response as
well as the position-dependent properties of the photon propagation through the layered
ice [135]. Due to the linearity described above, the event’s dEµ/dx can easily be calculated
by comparing the number of detected photons k in all DOMs with the number of expected
photons Λ(~θ) from the template:

dEµ/dx =
( ∑
DOMs

kj

)
/

( ∑
DOMs

Λ(~θ)j
)
· 1 GeV m−1 . (4.1)

A correction function evaluated from Monte Carlo events then translates the obtained
dEµ/dx into the muon energy Eµ. The Truncated Energy (TE) method introduced in
Section 4.1.1.3 uses a variation of this process.

Analytical approach: Estimating the expected number of photons analytically clearly
cannot represent the complex light propagation through the layered ice; however, it results
in a good computational performance. Thus, such fast methods can be applied early in
the processing chain when the data rate is still high.

For the hypothesis of an infinite muon track, Cherenkov radiation is emitted at the
Cherenkov angle and decreases exponentially with distance due to absorption. Close to
the track within one scattering length, the photon density is proportional to 1/r where
r is the distance of the closest approach [135]. Further away, the light is diffused and
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the photon density is given by exp(−r/λp)/
√
r assuming a random walk. Here, λp is the

characteristic propagation length defined as λp =
√
λaλe/3, where λa is the absorption

length and λe is the effective scattering length, defined in Section 2.5.4 [88][135]. The two
distance regimes are then combined by an empirical functional form, matching both cases.
The number of photons is given by [135]

Λ(r) = l0A ·
1

2π sin Θc

e−r/λp
1√

λµr tanh
√
r/λµ

, (4.2)

with
√
λµ = λc

sin Θc

√
2
πλp

and λc = λe
3 e

λe/λa . (4.3)

Here, l0 is the number of photons emitted per meter along the track, A is the effective
collection area of the DOM and Θc is the Cherenkov angle. In this case, contrary to the
Monte Carlo approach, Λ(r) reflects the expected average number of detected photons from
a template track with a reference muon energy for the given DOM-track configuration.
Again because of the linear connection, the expected number of photons from the muon
can be expressed directly with the muon energy by Eµ · Λ(r). The likelihood to detect
k photons, given an expectation of Eµ · Λ(r) photons plus ρ noise photons and a muon
energy Eµ, follows a Poisson distribution [135]

L = (EµΛ(r) + ρ)k
k! · e−(EµΛ(r)+ρ) , (4.4)

lnL = k ln(EµΛ(r) + ρ)− (EµΛ(r) + ρ)− ln(k!) . (4.5)

Maximizing the likelihood sum ∑ lnL(Eµ) of all DOMs delivers the most probable muon
energy for the given light pattern. If this is not possible analytically, the − lnL is opti-
mized with numerical minimization routines. MuE and MuEX specified in Sections 4.1.1.1
and 4.1.1.2 apply this method.

4.1.1.1 Analytical implementation

The first implementation of the analytic approach described above is called MuE and
gives a moderate energy resolution shown in Figure 4.1 compared to MuEX and TE
(Sections 4.1.1.2 and 4.1.1.3). The reason is that the likelihood description in Equation 4.5
expects a precise model of the expected light yield which clearly cannot be delivered by
the approximation from Equation 4.2. But even with very accurate Monte Carlo tables,
the model still describes an averaged continuous emission and cannot account for high
energetic stochastic losses like e.g. Bremsstrahlung occurring along the muon track. So
the result is very often biased to match the charge detected by DOMs close to such an
energy loss. This is visible in MuE’s larger high-energy tail in Figure 4.1. The advanced
estimators MuEX and TE approach that issue in different ways.

However, the fact that MuE is very sensitive to stochastic losses turns it into a tool to
distinguish between atmospheric muon bundles and single high energetic muons of possibly
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Figure 4.2: The plot shows the muon
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(black) and MuE (gray). Only tracks from
the southern sky have been plotted (zenith
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astrophysical origin. A bundle of a few parallel low energetic muons from one air shower
can produce the same amount of light as one high-energy event but with a much smoother
emission profile. Figure 4.2 shows that MuE and TE have a similar energy distribution for
the astrophysical neutrinos simulating an E−2 spectrum (dashed and solid lines). But for
the higher energy part of the atmospheric muons (shaded areas), where bundles dominate
over single muons, MuE gives lower energy estimations. This is helpful for likelihood
analyses utilizing the energy for signal-background discrimination in the southern sky as
described in Sections 4.4 and 5.2.

4.1.1.2 Improved analytical implementation

Several changes have been applied to MuE resulting in an improved energy estimator
called MuEX. Some parameters in the parametrization of the expected photon density have
been updated. Most importantly, it allows for larger upward fluctuations by folding the
likelihood description (Equation 4.5) with a skewed Student’s t-distribution in ln(x) [135]

GΛ(x) = const.

x
· (e−ωy + (y/σ)2)−1 , (4.6)

with y = ln(x/Λ) , (4.7)

with the skewness parameter ω. This covers high-energy stochastics along the muon track
and leads to an improved energy resolution as shown in Figure 4.1.
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4.1.1.3 Truncated Energy

Truncated Energy (TE) applies the Monte Carlo approach introduced previously, but with
a modification to handle large stochastic energy losses. It divides the muon trajectory into
up to 15 bins, split by planes perpendicular to the track (Bin mode). An alternative mode
defines one bin for every DOM (DOM mode) [81]. For each bin, dEµ/dx is evaluated and
the bins with the largest values are omitted. A cut percentage of 40 % for the Bins method
and 50 % for the DOMs mode have been found to be the ideal values [81]. Afterwards,
dEµ/dx is evaluated for the reduced set of DOMs which gives the improved energy resolu-
tion displayed in Figure 4.1. A modification also considers regions/DOMs without photon
hits and is named AllBins/AllDOMs1.

4.1.2 Angular resolution estimation
The estimation of the angular reconstruction accuracy of individual events is twofold
important in experiments like IceCube. First, it can be used to identify misreconstructed
tracks and improve the background rejection. Second, in unbinned maximum likelihood
point source searches it serves as standard deviation in the Gaussian spatial PDF as
specified in Section 5.2.

Figure 4.3: The paraboloid in blue has
been fit to the reference points (red) spread
in the zenith θ and azimuth φ plane around
the optimum. The z axis shows the negative
logarithm of the likelihood [137].
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construction are correlated with a correla-
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High level reconstructions (see Section 3.1) find the most probable track by converging
towards a minimum in the negative logarithmic likelihood landscape. The accuracy of the

1The modifications give a slightly improved resolution at lower energies [136].
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resulting trajectory can be evaluated by exploring the shape of that landscape around the
optimum. A narrow, well defined minimum indicates a good resolution while a broad,
sketchy surrounding would point to a bad reconstruction.

In the ideal Gaussian case, the minimum can be described by a paraboloid. This
paraboloid is fit to a set of minimized reference points around the given optimum with
respect to the track angles zenith Θ and azimuth Φ [137]. This process is illustrated in
Figure 4.3. The accuracy of the track, also named Paraboloid sigma, can be evaluated
afterward from the semi-axis e1 and e2 of the confidence ellipse of the paraboloid:

σPB =
√
e2

1 + e2
2

2 . (4.8)

Figure 4.4 confirms the correlation of the Paraboloid fit estimation with the space angle
between reconstructed and true Monte Carlo track.

4.1.3 IceTop veto
The wide spread air showers creating IceCube’s main background of atmospheric muons
frequently create hits within the IceTop surface array. Assuming a shower front perpen-
dicular to the in-ice track reconstruction, the number of IceTop hits within a time window
around the shower transit can be evaluated. This number of IceTop veto hits NVeto, coin-
cident with the in-ice hits, can be used for very efficient background rejection.

Figure 4.5: The IceTop veto shown here rejects atmospheric events with more than three
coincident veto hits NVeto and is most efficient at high energies and vertical directions,
reaching a background reduction of over 90 % [109]. δ denotes the declination.

As shown in Figure 4.5, the veto, here rejecting events with NVeto ≥ 3, is most efficient at
high energies and vertical directions sorting out over 90 % of background. The probability
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for accidental coincidences has been examined from off-time window data rates to be below
1 % for all energies and declinations [109]. To further decrease the accidental coincidence
rate, the veto can be restricted to the most efficient regions in the declination-energy
parameter space. This is done for the IC79b sample in Section 4.3.4.

4.1.4 Hit topology variables
Number of channels and strings: The number of channels NCh is the number of DOMs
that registered a hit after hit cleaning and NStr gives the number of strings with at least
one hit DOM after a possible hit cleaning. Both are closely connected to the light deposit
in the detector and the lepton energy.

Depth of hits: Ztravel is the difference between the average depth of the first quartile of
hits in time and the average depth of all hits. It therefore measures the vertical extent
and orientation of the track. Zsigma denotes the standard deviation of the z coordinates of
all channels and can be used to normalize Ztravel for a better comparison.

Charge values: The largest measured DOM charge in an event is called Qmax and the
sum of all DOM charges in an event is called Qtot. The ratio of the two separates tracks
and cascade like events, as tracks create a more distributed light pattern.

Center of gravity (CoG): The DOM charge weighted center of gravity in the z coordinate
ZCoG can help to identify atmospheric muons as they are more likely to be found in the
upper part of the detector. The CoG radius is a containment variable defined with the
center of gravity in x and y coordinates as RCoG =

√
X2

CoG + Y 2
CoG. Contained events

usually have a better reconstruction accuracy.

4.1.5 Hit-track topology variables
Hit distribution along the track: The largest distance along the reconstructed track
without hits within a cylinder with a radius of 150 m is called LEmpty. This value can be
large for two coincident muons falsely reconstructed as one track. The distance between
the center of gravity of the first quartile of hits in time and the last quartile of hits in
time along the reconstructed track is called separation LSep. This value should be large
for high-energy muons.

Direct hits: A photon hit is considered as direct if the time residual lays between −15 ns
and 75 ns. NDir is the number of direct hits for the reconstructed track while LDir is the
maximum of all distances between two direct hits. Both values are typically large for well
reconstructed high-energy muons.
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Reconstructed track distances: The distance between the DOM charge weighted center
of gravity of the hits used for reconstruction and the reconstructed track itself is called
LCoG and can be large for coincident events and tracks clipping the edges of the detector.
For high-energy muons nicely traveling through the detector this value is usually small.
The closest approach to the center of the detector LCoD is the distance between the re-
construction and the origin (0,0,0) of the IceCube coordinate system in the middle of the
detector. The smaller the value the more contained the event is.

4.1.6 Reconstruction quality variables

Reduced likelihood: The negative reduced logarithmic likelihood value found as opti-
mum in a reconstruction is a quality parameter for the fit as it is small for well recon-
structed tracks and large for misreconstructed events. Following the reduced χ2 approach,
it is defined from the optimal likelihood result L as Lreduced = − log(L)/(NCh−Ndof). For
historic reasons, with two track angles and three track vertex coordinates, the number
of degrees of freedom Ndof is five. However, it was found that other variants with e.g.
Ndof = 3.5 and Ndof = 2.5 give a better discrimination power for soft spectra and are less
energy dependent. These variants are then named L

(3.5)
reduced and L

(2.5)
reduced.

Line-fit velocity and smoothness: The line-fit velocity VLF defined in Section 3.1.1 is
sensitive on the light distribution signature, and can identify long muon tracks. The
smoothness parameter Sall measures how equal all photon hits are distributed along the
track.

4.1.7 Reconstruction comparisons

High-noise reconstruction: Usually, likelihood reconstructions use a flat noise probabil-
ity of 10−8 ns−1 as discussed in Section 3.5.3. Raising this value by a factor of 105 can
swamp disadvantageous noise hits and even coincident tracks and turn the reconstruction
result into a largely different direction. Although the overall resolution of this configu-
ration is much worse, the angular difference Ψhigh-noise to the original reconstruction is a
powerful tool to detect misreconstructed and coincident events.

Split reconstructions: Splitting the hits of an ideal high-energy muon into two parts by
time and by geometry should result in four subsets of hits that reconstruct to roughly the
same direction as the whole event. For badly reconstructed or coincident events this is
commonly not the case. For this value, the four subsets of an event are reconstructed and
the angular distance Ψsplit between the smallest (the most downgoing) zenith angle and
the zenith angle of the whole event’s reconstruction is evaluated. A big value can identify
coincident, downgoing muons.
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4.1.8 Status flags
Some of the methods presented here might fail in rare cases due to different reasons. These
could be missed preconditions or a failed likelihood optimization. If the result of a method
is essential for the continuative process, failed events have to be cut. The effects of the
particular status cuts are described later where they are applied.

4.2 Basic data processing
IceCube’s data acquisition, described in Section 2.5.3, creates a data rate of 1 TB per day.
It has to be reduced at South Pole to fit the limited satellite bandwidth of 100 GB per
day [138]. Additionally, CPU intensive methods cannot be applied on such vast event
rates. Thus the data rate has to be reduced in several processing and selection levels (L),
where the complexity of the methods rises with decreasing rates. Trigger, calibration and
hit extraction, covered in Section 2.5.3, are commonly seen as level 0 (L0). The further
data processing in IceCube combines numerous methods and applications on various data
streams designed for different analyses and physics goals. To avoid confusion, the subse-
quent processing stages described below, solely focus on the steps and methods relevant
for this work.

4.2.1 L1 and L2: filtering and first reconstructions
The L1 and the L2 processing are combined into one processing effort. The input from
L0 provides triggered events2 composed by a series of photon hits with a timestamp and
a charge. On L1, a time window cleaning is applied on the hits that passed the HLC
conditions, only keeping hits within a span of 6 µs around the trigger time. This further
reduces the number of noise pulses. A line-fit is performed on these time window cleaned
pulses serving as a starting track for a PandelSPE reconstruction. Afterwards, the data
rate is reduced by a muon filter requiring PandelSPE L

(2)
reduced < 8.1 for upgoing recon-

structed tracks with cos(Θ) < 0.2, where Θ is the PandelSPE zenith angle. This strongly
suppresses falsely reconstructed atmospheric muons. In the downgoing region, a cut on
the total event charge Qtot discards low energetic atmospheric muons depending on the
reconstructed zenith angle

log(Qtot) > u · cos Θ + v , (4.9)

with u = 3.9 and v = 0.55 for 0.2 < cos Θ < 0.5, and u = 0.6 and v = 2.2 for cos Θ >= 0.5.
The data passes the muon filter at a rate of ≈ 40 Hz.

Afterwards, on L2, a more sophisticated hit cleaning method is applied by adding hits
that missed the HLC conditions (SLC hits). Even though the HLC cleaning very efficiently
discards PMT noise hits, it also removes about 30 % of the track related pulses [139]. In

2Containing a data rate of ≈ 2.2 kHz from the simple multiplicity trigger, relevant for this work.
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the seeded RT cleaning, all HLC hits are looped and a SLC hit is added, if it appears
within a certain radius R and a certain time window T of the center of gravity of the
HLC pulses. If no SLC hit complies with the condition, the requirement is expanded and
an SLC hit is added if it is within the RT range of any HLC hit. The procedure can be
iterated until no more hits are added. Here, R = 150 m, T = 1000 ns and two iterations
are chosen, keeping 95 % of the signal related hits while only slightly increasing the noise
rate [139]. Finally, the same time window cleaning as on L1 is used and the result, named
TWSRTPulses, is the base for all reconstructions described below this point.

During the L2 processing, a PandelMPE reconstruction, seeded with a previous Pan-
delSPE fit, is performed. The energy of the resulting track is then estimated by the MuE
method. Finally, the output is transmitted to the northern hemisphere via satellite.

4.2.2 L3: advanced routines and cuts
The processing on level 3 directly aims for high-energy point source searches and thus
contains specifically tailored cuts for this purpose. Additionally, all values needed in point
source analyses are evaluated here. As a result, the output of L3 is also the starting point
of the reprocessing of the IC79 data, which is part of this work and adds the SplineMPE
reconstruction described in Chapter 3.

In a first step, a set of cuts based on the PandelMPE reconstruction is applied on all
data that passed the muon filter

DI > 2.0 & L
(3.5)
reduced <= 12.0 & LSep > 0.0 & LEmpty <= 500.0 (4.10)

with DI = (LDir/60.0)2 + (NDir/15.0)2 . (4.11)

In words, the cuts require that an event has a descent number of direct hits, continu-
ously distributed along a long trajectory with a proper likelihood reconstruction. For the
southern hemisphere, another more sophisticated energy cut is implemented to reduce low
energetic atmospheric muons. It depends on the PandelMPE zenith angle Θ and the total
event charge Qtot

log(Qtot) >= 1.05 · (0.76 + 4.88 · cos(Θ)− 4.78 · cos(Θ)3 + 2.13 · cos(Θ)5) . (4.12)

Both cuts result in a data rate of ≈ 2.2 Hz in the downgoing branch and ≈ 0.9 Hz for
upgoing muons. A signal efficiency between 80 % and 90 % is achieved, depending on the
spectrum.

Afterwards, a topological trigger (TTrigger) tries to split coincident tracks depending
on the hit distribution in time and space. If an event was split, the MPE and MuE routines
from L2 are repeated on the sub tracks. If the sub events pass the L3 cuts above, they are
kept and discarded otherwise.

The reconstructions relevant for this work which are performed on L3 on all events and
potential sub events, are listed in Table 4.1. In addition to the PandelMPE performed on
L2, the same fit is repeated with a noise probability raised by a factor of 105 as motivated
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in Section 4.1.7. The accuracy of both MPE fits is evaluated with the Paraboloid method.
Based on the PandelMPE track, the energy estimators MuEX and TE are performed.
For upgoing tracks, additional routines are used. The hit pattern is split evenly in time
and geometry and the resulting sub events are fit with a 4 iterations PandelSPE (see
Section 4.1.7).

All events Upgoing events
PandelMPE Paraboloid Geometry split PandelSPE, 4 iterations
High-noise PandelMPE Time split PandelSPE, 4 iterations
High-noise PandelMPE Paraboloid
PandelMPE MuEX
PandelMPE Truncated Energy (TE)

Table 4.1: Reconstructions relevant for this work performed on L3 for all events and upgoing
events only.

4.2.3 L3b: Adding the SplineMPE reconstruction
The reprocessing3 of the IC79 data, which has been performed as part of this work, uses
the result of L3 from Section 4.2.2 as a starting point. The ultimate goal is a final
neutrino sample featuring the advantages of the SplineMPE reconstruction investigated in
Section 3.4. Therefore, along with the SplineMPE fit, all values introduced in Section 4.1
have to be reevaluated based on the new reconstruction. From here on, the creation of
the SplineMPE analysis sample IC79b is specified and the original IC79 set from [109] is
used as comparison.

The SplineMPE itself is performed in the standard setting with a flat noise level of
10 Hz. The improvements developed in Chapter 3.5 could not be activated due to the lack
of computational resources as they significantly slow down the reconstruction. The slowest
component in the chain is the Paraboloid fit because it has to optimize the likelihood at
several reference points around the optimum. For experimental data and all Monte Carlo
data sets, the reprocessing took several weeks on 300 CPU cores (Intel Xeon E5345 @
2.33GHz).
All reconstructions in the process are based on the time window cleaned and seeded RT
cleaned DOM hits (TWSRTPulses). The first step in the data flow, displayed in Fig-
ure 4.6, is a PandelMPE reconstruction based on the bootstrapping technique described
in Section 3.1.3. Below 10 TeV it delivers a better angular resolution than PandelMPE
which, however, performs better at higher energies. As a result, both fits together serve
as a good seed for the SplineMPE evaluation, which is therefore performed twice with
different starting parameters storing only the optimal choice.

Based on the result of the new reconstruction, the three energy estimators MuE, MuEX
and TE are applied as well as the angular uncertainty routine Paraboloid. Additional

3The software setup is specified in Table B.3 of the appendix.
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Figure 4.6: L3b data flow: The SplineMPE reconstruction is seeded with one PandelMPE
with bootstrapping and the L3 PandelMPE without bootstrapping. Afterwards, all track
related variables are calculated and the result is stored as ROOT file and in the IceCube file
format.

modules calculate LSep, LEmpty and the IceTop veto (Section 4.1.3). Finally, the whole data
stream is passed to a module4 which not only calculates the missing values specified in
Section 4.1, but also writes output files in the format of CERN’s Data Analysis Framework
Root [123]. Simultaneously, the output is also saved in the IceCube file format. At this
point in L3b, the data are still dominated by atmospheric muons. The reduction to
atmospheric neutrino level in the upgoing region and to high-energy atmospheric muon
level in the downgoing hemisphere, is performed with boosted decision trees and described
in Section 4.3.

4.3 Multivariate classification with boosted decision trees
Classification of signal events from high statistics data sets is an ideal task for multivariate
machine learning methods such as the well-established artificial neural networks (ANN) or
boosted decision trees (BDT). These concepts usually perform superior compared to sets
of manually adjusted cuts and result in an improved efficiency. In this thesis, BDTs have
been chosen for the definition of the final neutrino sample, similarly to what was done in
the original IC79 analysis [109]. While the theoretical performance of ANNs is expected
to be better in many cases in principle, BDTs regularly outperform these in practical use.
The reason is the robustness of the BDT classification with respect to chosen structure,
input variables and number of training samples [140].

BDT training: Usually the available data is split into a training sample and an indepen-
dent test sample for performance evaluation, both consisting of signal (S, astrophysical

4named Small-tree
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Figure 4.7: The BDT structure is formed by splitting the training sample recursively by
the best possible cut c of an input variable x until a stopping condition is met. The bottom
nodes (leaves) are then labeled as signal (S) or background (B), depending on the majority
of events in that respective node [140].

neutrinos) and background (B, atmospheric particles) events. A tree is formed in a re-
cursive process starting with the whole training sample. All input variables are scanned
for the best discrimination between signal and background and the set is split into two
sub nodes by the best possible cut at this point5. For the two created sub containers
this process is repeated until a stopping condition is reached. This can be the maximal
depth of the tree or the minimal number of events in a node which are the main settings
for controlling overtraining6. The resulting, lowest nodes (leaves) are then classified as
signal or background depending on which class of events is the majority [140]. The tree
structure is illustrated in Figure 4.7. Once the tree is fixed an event defined by a tuple of
input parameters can be classified by descending through the tree structure into a signal
or background leaf.

Boosting: A single decision tree is a rather weak classifier and prone to statistical fluc-
tuations. These can change the whole tree structure if a different cut variable is chosen
close to the root due to slight changes in the training events. A process called Adaptive
Boosting increases the stability and performance of the classifier.

After the creation of the first tree, higher weights are assigned to events that ended
up in the wrong leaf – e.g. a signal event in a background dominated leaf – and a second
tree is build with the reweighted training sample. This process is usually repeated a few

5The best cut is identified by the Gini index defined as p · (1− p) with the purity p = S/(S +B) [140].
6Overtraining occurs if the classifier structure is too complex for the given training data. As a result,

the BDT starts to ”memorize” single events instead of common properties of a class which leads to an
excellent performance in the training sample and poor results on new, unknown data. Overtraining is
monitored by executing the classifier on the independent test sample.
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hundred times forming a forest of boosted decision trees. A new event weight is obtained by
multiplying the misclassified event by a boost weight α derived from the misclassification
rate, R, of the previous tree. The training rate can be adjusted by the exponent β [140]:

α =
(

1− R
R

)β
. (4.13)

The whole sample is then normalized again to keep the sum of weights constant. The
result yBDT(x) of such a forest of decision trees for a set of input variables x is calculated
by [140]

yBDT(x) = 1
Ntrees

·
Ntrees∑
i

ln(αi) · hi(x) , (4.14)

where Ntrees is the number of trees in the forest and hi(x) is the response from one single
tree. As this basic tree result hi(x) is defined as +1 for signal and −1 for background, the
overall result of the forest yBDT(x) is large for signal and low for background events.

Pruning: Cost complexity pruning is one way to reduce possible overtraining of the tree
by cutting insignificant leaves. The decrease of the misclassification rate R in the sub-
tree below a node compared to the node itself is related to the number of nodes in the
subtree [140]:

ρ = R(node)−R(subtree below that node)
Nnodes(subtree below that node)− 1 . (4.15)

The node with the lowest cost complexity ρ is removed recursively, while ρ is smaller than
an adjustable PruneStrength.

4.3.1 BDT setup
The multivariate classification in this work is using the TMVA package [140], which is
implemented in the ROOT Analysis Framework [123]. To preserve the possibility for direct
comparison, the basic BDT setup from the original IC79 sample [109] was used. The sky
is divided into 3 different zenith angle regions defined by the SplineMPE reconstruction.
In each of them, different requirements for background rejection are imposed:

• 0◦ to 90◦: In this downgoing region, the main task is the separation of atmospheric
muons and astrophysical neutrinos. This is mainly done by a zenith dependent
energy cut and an IceTop veto. Additionally, poorly reconstructed tracks have to be
identified and discarded.
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• 85◦ to 130◦: The horizontal upgoing range has to be cleaned from slightly false
reconstructed atmospheric muons as well as from falsely reconstructed coincident
tracks. The overlap with the downgoing zone of 5◦ is chosen for two reasons. First,
the region where atmospheric muons are shielded actually extends up to a zenith
angle of 85◦, as IceCube is located 2000 m below the surface. Second, because these
two zenith regions are very different, the overlap is needed for a smooth transition
of the output data. Only well reconstructed non-coincident tracks shall be retained.

• 130◦ to 180◦: In this zone, the background is already very low and mainly consists of
falsely fit coincident events and a few heavily misreconstructed atmospheric muons.
Astrophysical signal events are suppressed at energies above 1 PeV where the Earth
is becoming opaque for neutrinos (see Figure 4.13).

Because of the atmospheric muon background, only at higher energies IceCube is sensi-
tive to hard neutrino spectra in the southern hemisphere. However, in the upgoing regions
the event selection should consider softer spectra in addition. Consequently, in these two
zenith ranges, one BDT is trained with an E−2 neutrino spectrum as signal and a second
BDT with a softer spectrum including an exponential cutoff: E−2.4 · exp(−E/7 TeV).

Region Zenith range Soft spectrum signal Hard spectrum signal
Downgoing 0◦ to 90◦ - BDT1, BDT2
Horizontally upgoing 85◦ to 130◦ BDT1, BDT2 BDT1, BDT2
Vertically upgoing 130◦ to 180◦ BDT1, BDT2 BDT1, BDT2

Table 4.2: The BDT setup for the IC79b final neutrino sample consists of 10 BDTs in 3
zenith regions. Besides the hard E−2 spectrum in all orientations, the upgoing zones also
train a softer cutoff spectrum, parametrized by E−2.4 ·exp(−E/7 TeV). For training stability
reasons, each BDT is split into a BDT1 and a BDT2 (see below).

A reweighted Monte Carlo muon neutrino event set7 is used to model the signal for
the BDT training. It is was produced with the PPC photon propagator and the Spice Mie
ice model (Section 2.5.4). For the background, the actual experimental data from the L3b
data set can be used, as the expected signal ratio is still negligibly small. The possibility to
use real background avoids potential systematic uncertainties and weaknesses introduces
by using simulation. For blindness reasons only 10 % of the whole year are used in the BDT
training. This restriction reduces the available statistic and can lead to slightly unstable
training results when using many input variables (degrees of freedom). Hence, every BDT
is split into a BDT1 and a BDT2 trained and evaluated separately with different input
variables. The result is then combined by:

BDT = (BDT1 + 1) · (BDT2 + 1) . (4.16)

The whole setup contains a total of 10 BDTs and is summarized in Table 4.2.
7Internal IceCube data set number 6359.
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4.3.2 Input variables
The choice of BDT input variables is a process with some trial and error component. A
general approach first starts with the selection of variables providing the best discrimina-
tion between signal and background. This can be done by evaluating the separation 〈S2〉
of all variables given by [140]

〈
S2
〉

= 1
2

∫ (ŷS(y)− ŷB(y))2

ŷS(y) + ŷB(y) dy , (4.17)

where ŷS(y) and ŷB(y) are the signal and background PDFs. A separation of zero reflects
identical signals while a value of one indicates perfect division. The next step is the
reduction of the number of variables by discarding variables with strong correlations. This
part goes along with steady BDT training and evaluation on the test sample to monitor
the resulting efficiency.

For this work, the variables chosen in the original IC79 selection were replaced by their
counterparts based on the SplineMPE reconstruction. This proceeding ensures the direct
comparability of both final samples with respect to the impact of the new reconstruction.

BDT 1 BDT 2
PandelMPE Ψhigh-noise ZCoG

PandelMPE L
(3.5)
reduced PandelMPE Ψsplit

VLF Ztravel/Zsigma
RCoG − log(Qmax/Qtot)
SplineMPE L

(2.5)
reduced SplineMPE LSep / SplineMPE LDir

SplineMPE LCoG SplineMPE σPB
log(SplineMPE MuEX) SplineMPE NDir
abs(Sall) SplineMPE LCoD
SplineMPE LEmpty / SplineMPE LDir

Table 4.3: Input variables of the upgoing BDTs.

However, a few exceptions were made. For the upgoing BDTs, the SplineMPE zenith
angle had to be removed as it created a sharp rate drop below the horizon by cutting low
energy tracks. While this is the expected behavior to reduce atmospheric muons leaking
in, it was not possible afterward to assure a smooth transition to the downgoing region.
Additionally, the use of MuEX instead of TE in the upgoing hemisphere gave a slightly
improved efficiency. Furthermore, the L

(3.5)
reduced value based on the Pandel function is kept

because it gives a slightly better background rejection for very hard cuts compared to
SplineMPE L

(2.5)
reduced. The final choice of input variables is listed in Table 4.3 and Table 4.4

for the upgoing, respectively downgoing hemisphere.

80



4.3 Multivariate classification with boosted decision trees

BDT 1 BDT 2
PandelMPE Ψhigh-noise ZCoG

PandelMPE L
(3.5)
reduced Ztravel/Zsigma

VLF − log(Qmax/Qtot)
RCoG SplineMPE LSep

SplineMPE L
(2.5)
reduced SplineMPE σPB

SplineMPE LCoG SplineMPE NDir
log(SplineMPE TE) SplineMPE LCoD
abs(Sall)
SplineMPE zenith

Table 4.4: Input variables of the downgoing BDTs.

Figure B.5 of the appendix shows examples for the signal-background separation achieved
by single variables before they are combined into a strong classifier by the BDTs.

4.3.3 BDT configuration
As stated in Section 4.3, the BDT performance is relatively robust w.r.t. changes in the tree
structure. Nevertheless, small improvements could be possible, so different settings were
tested alongside with the BDT configuration of the original IC79 sample. Table 4.5 shows
the weighted signal efficiencies of different BDT settings at three background efficiencies
for the downgoing BDT18. The BDTs of the older IC79 sample are identifiable by the
activated pruning, which is not recommended any more [140]. To avoid overtraining, the
configurations without pruning are set up with a minimum number of events within a node
of 400 instead of 100.
From these results it is obvious that an improvement is possible compared to the original
IC79 BDT configuration. Therefore, Ntrees = 800 and depth = 4 was chosen for the
downgoing BDTs, because higher values for the maximal depth increased the effect of
overtraining. The minimum number of events is set to 400 and adaptive boosting with a
learning rate of β = 0.5 is used. In the upgoing hemisphere, the same tests showed no
improvement in the background rejection so the BDT configuration of the old IC79 sample
is used. Table 4.6 lists the final BDT settings.

8The efficiencies for BDT2 can be found in Table B.2 of the appendix.
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Maximal Prune Signal efficiency at bkg eff.(error):
Ntrees depth strength @B=0.01 @B=0.10 @B=0.30
800 5 - 0.605(03) 0.822(02) 0.931(01)
800 4 - 0.598(03) 0.821(02) 0.931(01)
400 5 - 0.600(03) 0.821(02) 0.930(01)
400 6 - 0.599(03) 0.810(02) 0.927(01)
800 6 - 0.601(03) 0.811(02) 0.927(01)
800 3 - 0.592(03) 0.817(02) 0.928(01)
400 4 - 0.594(03) 0.815(02) 0.928(01)
400 3 - 0.587(03) 0.816(02) 0.926(01)
800 3 5 0.564(03) 0.806(02) 0.920(01)
800 2 - 0.565(03) 0.801(02) 0.919(01)
400 3 5 0.563(03) 0.799(02) 0.914(01)
400 2 - 0.559(03) 0.798(02) 0.912(02)

Table 4.5: Signal efficiency of different BDT configurations for the downgoing BDT1 at
three different background efficiencies evaluated for the independent test sample. The BDTs
from the original IC79 sample are identifiable by the activated pruning.

Max. Prune Prune Boost Boost Min. events
Hemisphere Ntrees depth method strength method rate β per node
downgoing 800 4 - - adaptive 0.5 400
upgoing 800 3 Cost Compl. 5 adaptive 0.5 100

Table 4.6: BDT configuration used in this work.
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4.3.4 Pre-classification cuts
Before the L3b data is fed to the BDTs, a set of pre-cuts discards events that are obviously
useless or failed on important reconstructions. Again, the original IC79 variables were
replaced by their SplineMPE counterparts. The following pre-cut was chosen:

SplineMPE Paraboloid status = OK & SplineMPE TE status = OK (4.18)
& SplineMPE σPB <= 6.0 & SplineMPE NDir >= 3.0
& NCh >= 10 & NStr >= 2.0 .

The result of the Paraboloid fit is an important part of the likelihood analysis method
introduced in Section 5.2, thus the status of the fit needs to be ok9. For the same reason,
the TE status is checked. TE fails if there are less than three 80 m bins with hits in a 150 m
cylinder along the track. Hence, as a side effect, this status flag selects track like events
and discards cascade like events from NC interactions. The other cuts discard remaining
events with too few hits, strings or direct hits as well as an angular error estimation above
6◦ which would give a negligible event weight in a point source analysis.

For the Monte Carlo events used as training signal, two additional cuts are applied.
Neutrinos with an energy below 200 GeV are discarded because the neutrino-muon inter-
action angle reaches the reconstruction accuracy (Equation 2.16). Additionally, as the
BDTs should not be trained with badly reconstructed events, tracks with a reconstruction
error larger than 5◦ are cut.

Finally, the IceTop veto introduced in Section 4.1.3 is applied on the data, discarding
events depending on estimated energy (TE), reconstructed zenith angle and IceTop data.
In this case, the configuration of the original IC79 sample remains unchanged as small
improvements in the angular reconstruction are negligible for the veto. The veto is defined
as

¬(cos(Θ) > 0 & log(TE) > 5 & NVeto >= 3) (4.19)
& ¬(cos(Θ) > 0.8 & log(TE) > 4 & NVeto >= 3)
& ¬(cos(Θ) > 0.9 & NVeto >= 3) ,

where Θ is the zenith angle of the PandelMPE reconstruction and NVeto is the number of
IceTop veto hits.

The upgoing (downgoing) cut efficiency of these pre-cuts is 9.7 % (68.3 %) for the data
and 74.5 % (77.4 %) for an E−2 signal. Table 4.7 shows the data rates after the cuts and
the changes compared to the original cuts based on the Pandel function for the whole sky
and the three subregions10. While the signal efficiency is only changed slightly, the data

9The failure rate for the Paraboloid fit is between 1 % and 2 % and mostly caused by badly reconstructed
tracks.

10The sum of the rates in the subregions do not match the all sky rate because of the overlap between
85◦ to 90◦ zenith angle.
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Change w.r.t old IC79 sample
Zenith region Data rate E−2 signal Data
All Sky 1.85 Hz −0.7 % −8.9 %
Downgoing 1.79 Hz −1.8 % −7.0 %
Horizontal upgoing 0.07 Hz −0.8 % −37.7 %
Vertical upgoing 0.01 Hz +0.7 % −60.7 %

Table 4.7: Data rates of the pre-cuts in the three zenith angle regions and for the whole
sky. Rate changes with respect to the old IC79 are given for signal and background.

rates have been decreased up to 60 % in the vertical upgoing zone compared to the Pan-
delMPE based sample. The reason is that the SplineMPE reconstruction, seeded with the
bootstrapping PandelMPE, identifies and corrects many previously upgoing reconstructed
atmospheric muons to be downgoing.

The BDTs were trained with 10 % of the pre-cut data (background) and Monte Carlo
(signal). Section 4.3.5 describes the strategy of finding the best cut values for the BDT
response values and how to combine them into a smooth all sky sample.

4.3.5 BDT cut optimization
After BDT training, the optimal cut value on the BDT response derived with Equation 4.16
has to be evaluated. Figure 4.8 shows this BDT output for different data types for the trees
trained with the hard spectrum in the horizontal region. Most of the data in black and the
simulated atmospheric muons in blue are located at smaller values, indicating background.
The disagreement in rate is caused by a systematic underestimation of coincident events
in the IceCube simulations. At output values of 1.2, the simulated atmospheric neutrinos
in bright blue start to very well match the data while the muon background decreases
quickly. The expectations for example neutrino signal fluxes of 2× 10−7 · (E/GeV)−2 and
1× 10−12 · (E/GeV)−1 (both in GeV−1 m−2 s−1) are shown in orange and red.

The final sample is optimized for a discovery potential on a 5σ level as defined in
Section 5.2.1 for soft and hard spectra. The optimization is done separately for every
zenith region and has to comply with the following conditions:

• optimal discovery potential for hard and soft spectra,

• both sub BDTs give signal-like response: BDT1 > 0 & BDT2 > 0,

• smooth event rate and energy distribution transitions at zenith range edges11.

In a first step, the discovery potential for an E−2 spectrum is evaluated for different
BDT cuts (see Equation 4.16) at a chosen zenith angle for the BDTs trained with the E−2

11Hard edges at the BDT transitions in energy distribution or event rate can cause artifacts in maximum
likelihood ratio analyses as introduced in Section 5.2 and have to be avoided.
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BDT value
0.5 1 1.5 2

E
ve

nt
 r

at
e 

[H
z]

-710

-610

-510

-410

-310

data
atmospheric muons
atmospheric neutrinos
sum atmospheric

 neutrinos-2E
 neutrinos-1E

Figure 4.8: The plot shows the re-
sults from the hard spectrum BDT in the
horizontal region for data (black), atmo-
spheric muons (blue), atmospheric neu-
trinos (cyan), and two neutrino fluxes
of 2× 10−7 · (E/GeV)−2 (orange) and
1× 10−12 · (E/GeV)−1 (red) (both in
GeV−1 m−2 s−1).

BDT cut value
1 1.05 1.1 1.15 1.2 1.25 1.3

]
 s2

G
eV

 c
m

1
D

is
co

ve
ry

 p
ot

en
tia

l [

6.2

6.4

6.6

6.8

7
-910×

Figure 4.9: The plot shows the discov-
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BDT result at a zenith angle chosen to be
100◦ for this example.

spectrum. Figure 4.9 shows the result of this procedure for a zenith angle in the horizontal
region. It is apparent that there is not a very strong dependence on the cut value if one is
not cutting too hard; statistical fluctuations are noticeable. From these plots, the optimal
value is chosen and fixed.

The second step, only applied in the upgoing regions, blends in events from the BDTs
trained with the softer spectrum, while the discovery potential for an E−2 spectrum and
a cutoff spectrum12 of E−2.0 · exp(−EMC/10 TeV) is constantly monitored. The test de-
clinations were chosen to be located in the center of the zenith region. It is clear that

tested BDT cut value
Zenith region zenith angle hard spectrum BDT soft spectrum BDT
Downgoing 24◦ and 79◦ 1.175 -
Horizontal upgoing 100◦ 1.15 1.275
Vertical upgoing 159◦ 1.375 1.31

Table 4.8: BDT cut values obtained in the optimization.

the addition of low energy events can slightly degrade the discovery potential for harder
spectra. Therefore, a fair compromise has to be found to archive a flexible final sample
sensitive to a wide range of spectra. This compromise also involves the requested smooth
transition between the zenith regions. The final cut values are shown in Table 4.8.

12Different soft spectra and cut off spectra have been tried and resulted in a similar performance [141].
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4.3.6 Adjustment of the downgoing event rate

While the two upgoing regions easily connect without additional treatment because of their
similarity, the transition at the horizon needs additional adjustment. On the one hand,
the downgoing event rate after the BDT cuts is still up to a factor of 5 higher compared
to the horizontal upgoing zone. On the other hand background rejection of downgoing
particles is mainly based on rejecting lower energies which also leads to sharp transitions
in the energy distributions at the horizon.

These issues are solved by a combination of two approaches. First, the horizontal
upgoing BDT cut values are gradually raised in the overlap region between a zenith angle
from 90◦ to 85◦ to smoothly fade out the selection characteristics of the upgoing zone
(values in Table B.5 of the appendix). Events cut by the harder values in the overlap can
still enter the sample by passing the downgoing BDT. Second, the optimized cut value
of the downgoing BDT is adjusted in very fine cosine zenith bins where the rate is too
high to match the rate at the horizon and to maintain a constant rate per solid angle.
Stronger intervention is only necessary between zenith angles from 90◦ to 60◦, while at
lower values the original optimized BDT cut value already produces lower event rates than
at the horizon. No large changes in the discovery potential are expected, as it depends
only weakly on small changes in the BDT cuts. The adjusted downgoing BDT cut values
can be found in Table B.4 of the appendix.

Figure 4.10 shows the final IC79b zenith distribution compared to the original IC79
sample after adjusting cuts. No discontinuities are observable at the transitions between
BDT sections. For upgoing cosine zenith values of −0.6 to −0.1, the new selection cuts
about 10 % to 15 % harder which is also reflected in the signal efficiency plot in Figure 4.11.
Around the horizon a slightly higher event rate is obtained.
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Figure 4.10: Zenith distribution of the fi-
nal IC79b neutrino sample (orange) and the
original IC79 sample (gray). Note that the
events for cos(zenith)>0 are dominated by
atmospheric muon background.
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However, the most apparent change is the strong additional background rejection of
up to a factor of 3 in the downgoing region above cosine zenith values of 0.4, while the
signal efficiency only degrades by 10 %. This improvement is, on the one hand, caused
by the optimized BDT configuration and possibly by a slightly better discrimination of
atmospheric muon bundles by the Spline based variables on the other hand. The small
peak in the signal efficiency at cos(zenith) > 0.9 is a result of the IceTop veto extension
to lower energies.

From these plots, an improvement in discovery potential caused by the new selection
only is just expected in the downgoing hemisphere by the more efficient rejection of at-
mospheric muons. Considering the fact that the original IC79 sample already reaches an
atmospheric neutrino purity of nearly 100 % in the upgoing region, this is the expected
result. However, the better pointing of the SplineMPE reconstruction will improve the
sensitivity in the whole sky as shown in Section 4.4.
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Figure 4.12: Energy-zenith angle distribution of the final IC79b sample for data (left) and
a E−2 neutrino signal (right). The energy estimator is MuEX in the upgoing region and
MuE in the downgoing hemisphere with a linear crossover between a zenith angle of 75◦ to
90◦.

Figure 4.12 presents the final result confirming the seamless transition between the
three BDT regions in the energy-zenith plane. Additionally, it is apparent that one has
to cut hard on the estimated energy (≈ 20 TeV) to obtain the optimal sensitivity in the
southern hemisphere.

Additionally, sanity checks have been performed comparing simulation and data of the
IC79b selection. The comparison is shown in Figure B.6 of the appendix and reveals a
similar agreement as in the original IC79 sample.

4.4 Final sample properties and summary
In this section I analyze the properties of the new IC79b sample such as angular resolution
and discovery potential. Moreover, the optimal configuration of energy and angular accu-
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4. DATA FILTERING AND EVENT SELECTION

racy estimators for the use in a maximum likelihood ratio analysis, described in Section 5.2,
is chosen.

Figure 4.13: IC79b final sample effective
area depending on the neutrino energy Eν
and the declination.
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tential given as a scaling factor for an E−2

spectrum, comparing MuEX in black and
MuE in gray.

The IC79b dataset, defined in the previous sections, consists of 93 842 events – 48 904
from the northern hemisphere and 44 938 from the southern hemisphere. A convenient
way to illustrate the response of such a sample to a neutrino flux is given by the effective
area AEff. It connects a neutrino flux with the corresponding expected number of detected
neutrinos and is given in Equation 5.7. Figure 4.13 shows AEff for the IC79b sample. It is
easy to see that IceCube is more sensitive in the northern hemisphere at sub PeV energies.
Above that energy, neutrinos are absorbed in the earth and the sensitivity is better in the
southern hemisphere.

4.4.1 Energy estimator choice
For the point source analyses in IceCube, an energy estimator is used to distinguish soft
background and hard signal spectra. It has been shown in Section 4.1.1.1 that MuE assigns
lower energies to atmospheric muons than the more advanced energy estimators TE and
MuEX. This behavior leads to a better discovery potential in the downgoing region as
shown in Figure 4.14 by further separating this background from an astrophysical flux.
However, in the upgoing hemisphere this effect is useless due to the lack of the atmospheric
muon background. Thus, the energy estimator with the best resolution provides the best
results in this case, which is MuEX (see Figure 4.1).

As a result, the sample is configured with MuEX and MuE in the downgoing, re-
spectively upgoing hemisphere. To preserve a seamless transition, a linear crossover is
applied in the zenith range from 75◦ to 90◦. Figure 4.12 already shows this optimal energy
estimator configuration.
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4.4 Final sample properties and summary

4.4.2 Paraboloid pull correction
An ideal angular accuracy estimator for a point source analysis should be distributed
around the true deviation from the Monte Carlo track. This can be inspected by a value
called pull, comparing the true error ∠(reco - MC) and the estimated error by the Paraboloid
fit σPB:

pull = ∠(reco - MC)

σPB
. (4.20)
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Figure 4.15: Left: Uncorrected SplineMPE Paraboloid pull depending on the number of
hit DOMs. Right: Corrected SplineMPE Paraboloid pull based on the adjusted Paraboloid
error estimation depending on the number of hit DOMs. The mean (median) per NCh-bin
is shown as dots (line).

The left plot in Figure 4.15 shows the mean and the median of the Paraboloid pull
drifting away from the ideal value of 1, indicating an overestimation of the resolution at
higher energies. This characteristic is fixed by correcting σPB with a polynomial depending
on NCh:

σ(PB corrected) = σPB · (0.666 + 6.119 · log(NCh)− 9.883 · log(NCh)2 (4.21)
+ 6.393 · log(NCh)3 − 1.806 · log(NCh)4 + 0.193 · log(NCh)5) .

The correction is applied to the median to reduce the sensitivity on outliers. The right
plot in Figure 4.15 illustrates the pull for σ(PB corrected) and confirms the median to be close
to 1. In likelihood point source analyses, this adjusted value is used in the signal PDF.

4.4.3 Angular resolution and sensitivity
The main purpose of the process described in this chapter is the inclusion of the SplineMPE
reconstruction into the IC79 data and its use in the final neutrino sample. Figure 4.16
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4. DATA FILTERING AND EVENT SELECTION

shows the median angular resolution of the new SplineMPE fit and the older PandelMPE
fit in the final IC79b sample depending on the neutrino energy. The improvement in
resolution still persists at all energies on final level after applying straight cuts and the
BDT classification.

The better pointing and selection lead to a better sensitivity throughout the whole sky.
Figure 4.17 gives the discovery potential and sensitivity for the original IC79 sample in gray
(PandelMPE, MuE) and the new IC79b sample in orange (SplineMPE, MuE and MuEX).
The value given is the flux scaling for an E−2 spectrum. The improvement depends on the
declination and ranges between 20 % and 30 %. A significant improvement could also be
achieved for E−1 spectra and E−3 spectra shown in Figures B.3 and B.4 of the appendix.

The better sensitivity of the IC79b sample, produced in the course of this work, is used
in Chapter 5 to analyze the neutrino flux from blazars.
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5
Analysis: Neutrinos from blazars

This chapter describes an unbinned likelihood ratio stacking analysis searching for neu-
trino emissions from blazars incorporating four years of IceCube data. In a first step,
three promising blazar types are identified forming the source catalogs. After the intro-
duction of the analysis method, the selection and the relative weighting of the blazars are
specified. The chapter then focuses on the choice of a spectrum cutoff, provides details
on the involved detector data and examines the expected sensitivity. After discussing
the systematic uncertainties, the analysis results and generic flux limits are presented.
Finally, specific flux predictions from three theory papers are investigated and limits for
these fluxes are evaluated based on the stacking results.

5.1 Which blazars are neutrino loud?
In hadronic blazar models, pions are created by p-γ (through ∆+) or p-p interactions
resulting in a neutrino flux from decaying charged pions (see Section 2.3.1.1). The ∆+-
resonance or p-p interactions convert a similar amount of the initial proton energy into
neutral and charged pions (branching ratio 2:1). IceCube is most sensitive to sources with
a high flux in the TeV-ν-range. Thus, the intrinsic γ-luminosity in that range would be
a decent indicator for a promising source under the assumption of hadronic acceleration
and a significant contribution from π0-decays to the overall γ-emission. However, the
apparent γ-flux is strongly attenuated above 0.1 TeV due to pair production on soft photons
from internal sources like the broad line emission region, jet and accretion disk or the
extragalactic background light (EBL, Figure 5.1) [29, 75, 142, 143]. As a consequence, TeV-
sources can only be detected at low redshifts and the intrinsic TeV-spectrum is unknown.

Therefore, the closest connection to neutrino and cosmic ray production is given by
GeV-observations which directly point towards the violent proton acceleration also required
for neutrino production at higher energies. Given the high magnetic fields necessary for
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5. ANALYSIS: NEUTRINOS FROM BLAZARS

Figure 5.1: γ-attenuation for different
models of the extragalactic background
light (EBL) as a function of the ob-
served photon energy Eγ for sources at
redshifts of 0.03, 0.1, 0.25, 0.5, and 1.0
derived from the optical depth τ [144].

Figure 5.2: The flux Φν , time-integrated over a
three week flare of 3C 279, is given for jet Doppler
factors of δ = 7 (solid), δ = 10 (dashed) and δ =
15 (dot-dashed). Additionally, the corresponding
curves for δ = 7 (triple-dot-dashed) and δ = 10
(dotted) are shown if external radiation fields are
neglected [64].

proton acceleration, the high-energy hump in the spectral energy distribution of blazars
should be dominated by proton and muon synchrotron radiation [52, 68], complemented
by reprocessed TeV-gamma rays or – in case of p-p-models – even dominated by gamma
rays from neutral pion decays [75]. Hence, a strong TeV-neutrino emitter is expected to
be a powerful GeV-gamma emitter and as a result the neutrino flux is commonly assumed
to be proportional or at least correlated with the GeV-emission [145, 146, 147]. Thus, the
main selection criterion for all catalogs in this analysis is the photon flux in the Fermi
range between 1 GeV to 100 GeV from the second Fermi LAT AGN catalog [55].

The efficiency of the neutrino production from ultra high-energy protons then depends
on further characteristics of blazars, like e.g. the magnitude of the target photon field. In
the following, three promising blazar classes are identified based on intrinsic properties
and specific model predictions. In the end, each group will form its own catalog and each
of the three collections will be analyzed separately.

FSRQs: FSRQs are the most luminous blazars and generally found at larger redshifts
than BL Lacs. It has been shown that the external radiation field from their broad line
emission region could enhance the photopion efficiency by one order of magnitude [64, 143].
As a consequence, these models predict the detection of O(1) neutrinos per year with
IceCube from the brightest sources like e.g. 3C 279. Figure 5.2 shows the predicted ν-
flux integrated over the three week flare of 3C 279 in 1996 with and without the external
radiation field [64]. Objects with a high intrinsic luminosity (> 1046 erg s−1) are more
likely to accelerate protons to ultra high energies [148].
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LSP BL Lacs: Without the external photon field from the broad line region the pho-
tomeson production in BL Lac objects relies on the synchrotron radiation from the co-
accelerated relativistic electrons also forming the lower hump in the spectral energy dis-
tribution of blazars. With the generally larger bolometric luminosity of LSPs compared
to HSPs, a denser photon field can be concluded for these objects. This translates into
a more efficient photopion production and a higher neutrino flux from LSP BL Lacs [68]
(Figure 5.3).

Hard γ-spectrum BL Lacs: Neutrinos and photons from photohadronic interactions are
produced at energies above ≈ 30 TeV [64] because of the high pγ interaction threshold
of Epγ,thr = (mpmπ + m2

π)/ε, where mp and mπ are the proton and pion mass and ε is
the target photon energy [75]. Thus, the GeV γ-observation does not allow for a direct
estimation of the shape of the TeV neutrino spectrum.

However, p-p interactions are allowed at much lower energies above a threshold of
Epp,thr = 2mπ(1 + mπ/mp) ≈ 280 MeV [75], generating neutrinos already at a fraction of
Epp,thr. Under the assumption of a proton power law spectrum and a significant contri-
bution from π0-decays to the total GeV γ-emission, the TeV ν-flux can be extrapolated.
Considering IceCube’s energy dependent sensitivity, the blazars with the hardest GeV
γ-spectra, which are solely BL Lac objects, could be detectable within p-p models (Fig-
ure 5.4) [75].

Figure 5.3: Predicted neutrino flux
at the source for Mkn 421 (labeled
"HSP") and PKS 0716+714 (labeled
"LSP") [68].

Figure 5.4: Spectra of γ-ray (gray) and neu-
trino (green) emission of blazar PG 1553 +11
expected in a p-p model in which the GeV emis-
sion is dominated by the γ-rays from neutral pion
decay. An estimated IceCube sensitivity at two
different declinations is shown in red [75].
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5.1.1 Model uncertainties
The main problem when searching for neutrinos from blazars is the possibility that totally
different gamma emission models could coexist (hybrid approach). Especially the neutrino
prediction heavily depends on the relative strength of hadronic and leptonic acceleration.
Consequently, it is clear that the connection between gamma ray and neutrino emission
fades with rising importance of the inverse Compton scattering. Nevertheless, many pure
hadronic blazar models predict fluxes which are just within or even below IceCube’s sensi-
tivity. That means that decreasing the hadronic content would shift the emission beyond
IceCube’s reach. Thus, a discovery oriented analysis within IceCube has to assume a sig-
nificant hadronic contribution to the gamma flux and a strong connection between gamma
and neutrino flux.

Further uncertainties include the shape of the primary proton spectrum, the composi-
tion of the radio jet and the intensity and spectral shape of the target photon field. All
these values influence the possible resulting neutrino emission. Hence, it is not reasonable
to tailor an analysis for one specific model. We therefore decided to follow a general as
well as a more specific approach. The analysis will on the one hand assume a very general
power law flux and on the other hand, in the more specific approach, an emission following
the spectral shape of the gamma emission as motivated by p-p-models.

5.2 Analysis method
The search for point-like neutrino sources is based on a set of muons with direction,
energy and time information. An unbinned maximum likelihood ratio test is performed
to find a local excess over the atmospheric neutrino flux additionally utilizing energy
to distinguish the possibly harder astrophysical spectrum from the softer atmospheric
neutrinos (a detailed description can be found in [149] and [109]). Here, the null hypothesis
reflects a pure atmospheric data set while the signal hypothesis involves ns astrophysical
source events distributed according to an assumed power law spectrum E−α. The test
statistic TS is defined as the likelihood ratio of null and signal hypothesis:

TS = −2 log
[
L(ns = 0)
L(n̂s, α̂)

]
. (5.1)

The likelihood of the signal hypothesis L is optimized with respect to ns and α1 delivering
TS, n̂s and α̂ as analysis output. Hereby, larger values of TS indicate a lower probability
for the null hypothesis. To calculate the significance – or, respectively, the probability that
the obtained test statistic value is a result of a pure atmospheric data set (p-value) – the
overall TS distribution for randomized data has to be known. This can be achieved either
by repeated pseudo-runs with events scrambled in azimuth or it can be estimated by a

1Here, ns is restricted to positive values and α may vary between 1 and 4.
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χ2-distribution2 with two degrees of freedom [150]. Both methods are shown in Figure 5.5
revealing a more conservative (higher) p-value when referring to the χ2-estimation.

Figure 5.5: P-value evaluation for the
LSP BL Lac catalog in the Wfixed weighting
(see Section 5.3): The TS distribution from
scrambled data is shown in black together
with the evaluated p-value in blue and the
χ2-approximation in red.

Figure 5.6: Energy PDF vs. reconstructed
energy for atmospheric background and an
E−2-signal at a declination of 30◦ [109].

In IceCube, several datasets for different years have to be combined into one global
likelihood value L by multiplying the likelihoods for the particular years j (Equation 5.2).
While the power law index is assumed to be identical within all sets (αj = α), the total
number of signal events ns is split. The expected fraction of source events for a given data
set njs is derived from simulation and depends on the effective area of each data set. L

can then be written as

L(ns, α) =
∏
j

Lj(njs, α) =
∏
j

∏
i∈j

[
njs
njtot
· Sji +

(
1− njs

njtot

)
·Bj

i

]
(5.2)

where Sji and B
j
i are the signal and background PDFs for event i in the data set j and njtot

is the total number of events in the data set j. B
j
i consists of the event density per unit

solid angle Bj
i (δi) which is calculated per zenith band as well as the energy PDF E

j
i (Ei, δj)

giving the probability to observe an atmospheric particle with energy Ei at the declination
δi:

B
j
i = Bj

i (δi) · E
j
i (Ei, δi) . (5.3)

2The χ2-estimation relies on the validity of Wilks’s theorem which holds if the null hypothesis is a
special case of the signal hypothesis. This is the case here for ns = 0.
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The signal PDF S
j
i can be written as

S
j
i = Sji (|~xi − ~xs|, σi) · E

j
i (Ei, δi, α) , (5.4)

where again E
j
i (Ei, δj, α) is the energy PDF expressing the probability to observe a muon

with energy Ei at the declination δi for a power law spectrum with index α. An example
for the energy PDFs of background and signal is shown in Figure 5.6. The spatial term
Sji (|~xi−~xs|, σi) reflects the probability that a particle with direction ~xi belongs to a source
at ~xs and is modeled by a Gauss function:

Sji = 1
2πσ2

i

· e
− |~xi−~xs|

2

2σ2
i . (5.5)

An angular resolution estimator, like the Paraboloid fit introduced in Section 4.1.2, delivers
the standard deviation σi. The sensitivity on a uniform group of astrophysical objects can
be enhanced by performing a stacking analysis testing the summarized flux from a catalog
of potential sources [122]. In case of a stacking analysis, the signal PDF is modified towards
a weighted sum over M sources:

Si → SStack
i =

∑M
k=1W

kRk(α, δk) · Ski (|~xi − ~xk|, σi) · Ei(Ei, δi, α)∑M
k=1W

kRk(α, δk)
. (5.6)

Every source is weighted by a detector term Rk(α, δk), representing the relative detection
efficiency at the source’s declination δk for a given power law spectrum with index α.
Additionally, a theoretical weight W k can be used to scale a source in the likelihood
according to the expected neutrino output.

5.2.1 Discovery potential, sensitivity and limits
For the calculation of discovery potential, sensitivity and flux limits the detector data is
scrambled in azimuth angle and used as background estimate. Simulated signal events
are then injected following a predefined flux function and distributed among the different
years following the method used in the likelihood description. In the stacking case, every
source may inject a different flux. The analysis is then performed multiple times with
different numbers of source events and the test statistic and the p-value is calculated. The
result of the evaluation is the normalization constant for the total injected flux complying
with the following definitions:

• Discovery potential: Flux which yields a p-value smaller than 5σ (2.87× 10−7)
in 50% of the runs.

• Sensitivity: Flux which creates a p-value smaller than 0.5 in 90% of the runs.

• 90% confidence level (CL) limit: Flux which produces a p-value smaller than
the p-value from the analysis with real unscrambled data in 90% of the runs.
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For computational reasons, the p-value is estimated on the basis of the χ2-function in the
intermediate calculations while the final p-value of the analysis is evaluated accurately from
the TS distribution obtained from scrambled data. The discovery potential, sensitivity and
the limits are always given as a scaling factor for the injected test flux function.

5.3 Source weighting
As stated in Section 5.1, a close connection between γ-flux and ν-flux is generally assumed.
Therefore the theoretical source weight W k from Equation 5.6 is chosen to be the inte-
grated γ-flux Fγ =

∫ 100 GeV
1 GeV ΦγdE measured by Fermi LAT [55] and defined as photons

per centimeter and per second. For the detector weight Rk(α, δk) two different weighting
models are adopted:

• variable detector weight (Wvariable): The spectral index α in the detector weight
is identical to the global index fitted in the likelihood optimization. As the detector
weight Rk(α, δk) strongly depends on this spectral index, the source weight is variable
during the likelihood optimization. Aside from the normalization W k, this approach
assumes the same power law flux from all sources and ignores the shape of the gamma
spectrum.

• fixed detector weight (Wfixed): Motivated by the possible extrapolation of the
TeV neutrino flux from the GeV γ-emission in p-p models (Section 5.1), the spectral
index α in the detector weight is defined as the γ-ray power law index evaluated from
the Fermi LAT data. As a result, the source weight is fixed during the likelihood
optimization and hard γ-emitters enter with a higher weight3.

Due to the large uncertainties and the variety of blazar models each of the three blazar
groups discussed in Section 5.1 is analyzed with both weighting schemes resulting in a
total of 6 analyses.

5.4 Blazar selection
The stacking method with weighted sources used in this work could in principle be per-
formed on all Fermi blazars within one of the groups defined in Section 5.1 without a
penalty on sensitivity. Nevertheless, it is convenient to cut the catalog to a small and
clear selection by omitting sources with negligible weight.

Regarding the variable detector weight approach Wvariable, the first selection criteria
is the integrated γ-flux Fγ also used as theoretical source weight. To reflect the fixed
detector weight approach Wfixed, the expected detected number of neutrinos Nν has to be
calculated as second selection criteria for every source under the assumption that the ν-
and γ-flux show the same spectral shape:

3This is a direct result of IceCube’s better sensitivity at energies above 1 TeV, as shown in Figure 4.13
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dNν = c1 · Φγ · AEff(δ, E) · T · dE . (5.7)

Here, c1 is a proportionality constant, Φγ the differential gamma flux in units of GeV−1 cm−2 s−1,
AEff the effective area, δ the declination, E the energy and T the measurement duration.
As Nν is only used as a relative number for source selection the constants can be chosen
arbitrarily to be c1 = 1 and T = 1 yr. The differential gamma flux can be written as

Φγ = Fγ ·
(E/GeV)−αγ∫ 100 GeV

1 GeV (E/GeV)−αγ dE
, (5.8)

with the integrated Fermi flux Fγ and the Fermi power law index αγ. A source enters the
catalog by meeting the γ-flux or theNν requirements listed in Table 5.1. Additional restric-
tions apply for hard γ-spectrum BL Lacs (αγ < 2.3) and for FSRQs (Luminosity(0.1 GeV
to 100 GeV)> 1046 erg s−1). The luminosity is defined as [151]

Lγ = 4πd2
L

S(0.1 GeV to 100 GeV)
(1 + z)2−αγ

, (5.9)

where S(0.1 GeV to 100 GeV) is the energy flux taken from Fermi data between the given
energies [55], z is the redshift, αγ is the photon spectral index and dL is the luminosity
distance4.

Type Nν Fγ Lγ αγ

FSRQs > 1 > 8 >1046 -
LSP BL Lacs > 1 > 3 - -
hard γ-spectrum BL Lacs > 50 > 5 - < 2.3

Table 5.1: Blazar catalog selection criteria. Fγ is given in units of 10−9 cm−2 s−1 and Lγ
in units of erg s−1.

The cut values in Table 5.1, chosen to discard sources with negligible weights in both
weighting models, result in 33 FSRQs, 27 LSP BL Lacs and 37 hard γ-spectrum BL Lacs.
The selected sources and their properties are listed in Tables B.6, B.7 and B.8 of the
appendix.

5.5 Dominant sources and cutoff study
A likelihood stacking is characterized by the particular source weights, defining their con-
tribution to the analysis. This section discusses the dominant sources within the likelihood

4For the calculation of the luminosity distance dL, H0 = 0.673 km s−1 Mpc−1, ΩΛ = 0.685 and ΩM =
0.315 [16] are used for the cosmological parameters.
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optimization, which are listed in Table 5.2. The objects contributing the most span from
weights of 8% to 19% in Wvariable at an extreme spectral index α = 1.5 and vary around
30% for Wfixed. As a first conclusion it can be stated, that no source weight diverges at
extremely hard indexes within Wvariable. Nevertheless, if the highest source weights are a
direct consequence of the assumed spectral shape in the detector weights Rk(α, δk) (Equa-
tion 5.6), a theoretically motivated spectrum cutoff might attenuate these sources, and
further equalize the catalogs.

Catalog Wvariable (α = 1.5) Wfixed

FSRQ 3C 454.3: 19 % 4C +55.17: 30 %
LSP BL Lacs AO 0235+164: 15 % PKS 1717+177: 31 %
Hard γ-spectrum BL Lacs AO 0235+164: 8 % PG 1553+113: 32 %

Table 5.2: The dominant sources in the likelihood stacking for Wvariable at a spectral index
α = 1.5 and Wfixed are shown with their relative, normalized weight.

A neutrino cutoff can be derived from the primary proton cutoff. It is estimated to
be around ≈ 109 GeV from reasonable acceleration scenarios. As a result, the exponential
neutrino cutoff can be assumed to be about a factor of 10 below [75]. Within IceCube,
the effect of such a high neutrino cutoff at 108 GeV is expected to be negligible, hence
additionally a lower boundary at 106 GeV was tested. Both cutoff variants were applied to
the injected spectrum and to the detector weights, and sensitivity and discovery potential
were evaluated.

The likelihood source weights were monitored and revealed only negligible changes
within a few percent due to the cutoffs. Thus, one has to conclude that a cutoff cannot
attenuate the highest weights. The effect on the sensitivities was also negligible for a
cutoff at 108 GeV. When using 106 GeV, the sensitivity degraded by a factor of 1.5 in all
cases except for the hard γ-spectrum BL Lacs in theWfixed weighting. Because of the hard
assumed spectra, this scenario is affected the most and the sensitivity degrades by a factor
of 2.

As a result of the observed small impact, the exponential cutoff at 108 GeV, as mo-
tivated theoretically, is used within this analysis for all injected fluxes and the detector
weight.

5.6 Analysis data
The analysis covers four years of IceCube data including three years from the partially
completed detector with 40, 59 and 79 strings (IC40, IC59, IC79b) and one data taking
period with the finalized experiment (IC86). The data sets from IC40 and IC59 are
described in detail in [109, 122] while the IC86 sample is specified in [120]. The reprocessed
IC79b sample discussed in Chapter 4 is used for the 79 string configuration.

In IC40, the event selection is based on a set of manually optimized cuts on a collection
of heavily studied quality variables complemented by a declination dependent energy cut
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Configuration Livetime [days] Total events upgoing downgoing

IC40 376 36 900 14 121 22 779
IC59 348 107 569 43 339 64 230
IC79b 316 93 842 48 904 44 938
IC86 333 138 322 69 227 69 095
Total 1373 376 633 175 591 201 042

Table 5.3: Analysis data statistics

for the southern sky. In IC59 multivariate signal classification with boosted decision trees
(Section 4.3) has been introduced for the first time to improve the selection efficiency and
sensitivity. Additionally, also the IceTop veto pictured in Section 4.1.3 has been utilized
for atmospheric muon suppression for the first time. The main upgrade for the IC79b
and IC86 data compared to previous years is the improved angular muon reconstruction
developed in Chapter 3. The number of events in a data set depends on the detector
configuration and on the background rejection cuts.

The resulting data collection, summarized in Table 5.3, comprises a livetime of 1373
days, a total of 376 633 events with 175 591 (201 042) originating from the northern (south-
ern) sky. The point source sensitivity reaches 0.5× 10−9 GeV−1 cm−2 s−1 at the horizon
for an E−2 neutrino spectrum.

5.7 Expected performance
The sensitivity and the discovery potential are calculated according to the method specified
in Section 5.2.1. For the variable source weighting Wvariable, every source i injects an E−2-
flux weighted by the source’s integrated gamma-flux F i

γ with an exponential cutoff at
108 GeV

Φi
E2 =

F i
γ

nsources∑
j

F j
γ

· (Eν/GeV)−2 · e−
Eν

108 GeV ·GeV−1 cm−2 s−1 . (5.10)

Due to the weight normalization, the experimentally determined sensitivities refer to the
total E−2 flux from the whole catalog given by

ΦE2 =
nsources∑

i

Φi
E2 = (Eν/GeV)−2 · e−

Eν
108 GeV ·GeV−1 cm−2 s−1 . (5.11)

The corresponding injection for the fixed source weighting Wfixed additionally includes a
source’s gamma spectral index αγ
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5.8 Systematic uncertainties

Φi
MF =

F i
γ

nsources∑
j

F j
γ

· (Eν/GeV)−αγ,i · e−
Eν

108 GeV ·GeV−1 cm−2 s−1 . (5.12)

In this case, the resulting total flux is a weighted, normalized sum of differently shaped
spectra indicated by the abbreviation ΦMF (model flux):

ΦMF =
nsources∑

i

Φi
MF . (5.13)

Table 5.4 summarizes the evaluated expected sensitivities. It is obvious that the E−2

flux normalizations for theWvariable weighting are arranged within a narrow range while the
values for the model function ΦMF for the Wfixed weighting heavily depend on the average
spectral index of the catalog. As a result, the FSRQs and LSP BL Lacs with their spectra
being softer than E−2 require a higher flux normalization than the hard γ-spectrum BL
Lacs for the ΦMF injection.

Weighting Sensitivity Discovery potential

FSRQs
Wvariable 2.8 · ΦE2 9.7 · ΦE2
Wfixed 22 · ΦMF 83 · ΦMF

LSP BL Lacs
Wvariable 4 · ΦE2 16 · ΦE2
Wfixed 6.7 · ΦMF 27 · ΦMF

hard γ-spectrum BL Lacs
Wvariable 3.7 · ΦE2 15 · ΦE2
Wfixed 0.19 · ΦMF 0.65 · ΦMF

Table 5.4: Blazar stacking sensitivity and discovery potential. The flux normalizations are
given in the order of 10−9 relative to the total injected catalog flux. ΦE2 refers to the E−2 flux
function from Equation 5.11 and ΦMF is the total injected model flux from Equation 5.13.

5.8 Systematic uncertainties
The background estimation for the analyses presented in this work is achieved by scram-
bling the final data samples in azimuth angle. As a result, the evaluated p-values are nei-
ther affected by possible systematic uncertainties from the atmospheric muon and neutrino
simulation nor from the modeled detector response. However, the limit and sensitivity cal-
culations rely on the injection of simulated signal events which comprise uncertainties from
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5. ANALYSIS: NEUTRINOS FROM BLAZARS

different sources. Additionally, the energy PDF in the likelihood analysis method is de-
rived from simulated data. In [109], detailed studies were conducted to measure the total
effect on IceCube limits by performing the whole simulation, selection and analysis chain
with data sets based on deviating fundamental simulation values.

The main contributions to the total error originate from the absolute DOM quantum
efficiency and the underlying ice model. Using data sets with the DOM efficiency modified
by ±10% caused limit and sensitivity deviations of +6% and −7%, respectively. The
adjustment of absorption and scattering values by ±10% revealed an ice model uncertainty
of +5% and −8%, respectively. Other contributions, like random coincidences in the
IceTop veto and the relative DOM efficiency, showed a negligible impact on the sensitivity
calculation. The combined maximal uncertainty from muon energy losses, neutrino cross
sections and the rock density is stated as ±4% in [122].

Source Effect on the sensitivity

Absolute DOM efficiency +6%/− 7%
Ice model (Pandel) +5%/− 8%
Ice model (Splines) +16%/− 8%
IceTop veto random coincidences < 1%
Relative DOM efficiency < 1%
Muon energy losses,
neutrino-nucleon cross-section
and rock density +4%/− 4%

Table 5.5: Systematic uncertainties of IceCube point source analyses.

These numbers are valid for the analysis presented here, with one exception: in [109],
the new SplineMPE reconstruction introduced in Section 3 was not yet developed. It is
shown in [120] that this new method is more sensitive to ice model variations and the effect
on the limits and sensitivity increases to +16% and −8%, respectively. As SplineMPE is
used in two of the four data taking periods, the impact is averaged. Hence, the quadratic
sum of the single uncertainties, listed in Table 5.5, results in a total uncertainty of 24%
(+13%,−11%) for the limits and sensitivities presented in this work.

5.9 Results of the blazar stacking
The 6 stacking analyses performed in the course of this work are presented in Table 5.6.
Five over-fluctuations from the atmospheric background have been observed, all of them
compatible with the null hypothesis. Here, all p-values are calculated from the TS distri-
bution as displayed in Figure 5.5. The lowest p-value of 10% originates from the LSP BL
Lac catalog with the Wfixed source weighting where the rather soft spectral index of 3.6
indicates an excess caused by low energy events. The hardest power law index, α̂ = 2.45,
shows up in the FSRQ catalog searches.
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5.9 Results of the blazar stacking

Weighting TS n̂s α̂ p-value Φ90%
νµ+ν̄µ

FSRQs
Wvariable 0.51 9.83 2.45 31.0 % 3.46 · ΦE2
Wfixed 1.05 15.39 2.75 19.1 % 34.3 · ΦMF

LSP BL Lacs
Wvariable 0.30 11.89 3.25 38.4 % 5.24 · ΦE2
Wfixed 2.31 21.81 3.59 10.0 % 13.5 · ΦMF

hard γ-spectrum BL Lacs
Wvariable 0 0 - - 3.73 · ΦE2
Wfixed 0.77 17.48 3.95 29.0 % 0.284 · ΦMF

Table 5.6: Blazar stacking results: Shown are the test statistic TS, the number of signal
events n̂s and the power law index α̂ giving the maximum likelihood, the p-value derived
from the TS distribution, and the 90% confidence level upper limit Φ90%

νµ+ν̄µ for the combined
νµ + ν̄µ flux in orders of 10−9.

Figure 5.7: 90% CL limits are shown for the injected E−2-flux ΦE2 in theWvariable weighting
(dashed) and the model function flux ΦMF in the Wfixed weighting (solid) for the total flux
of each catalog. The error bands illustrate IceCube’s systematic uncertainty.
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5. ANALYSIS: NEUTRINOS FROM BLAZARS

All catalogs show higher TS and n̂s values and a lower p-value for the fixed source
weightingWfixed which prefers hard gamma emitters. However, giving the high probability
that this is a random coincidence and the compatibility with background, it is not possible
to draw further conclusions.

All limits from Table 5.6 are visualized in Figure 5.7, especially showing the shape of
the injected model function flux ΦMF for all catalogs. It is evident that – as a consequence
of the γ power law index – hard γ-spectrum BL Lac objects inject a considerable harder
flux than E−2 for theWfixed weighting while the FSRQ and LSP BL Lac fluxes are assumed
to be slightly softer.

5.10 Model specific limits
The three different blazar groups analyzed in this work have been motivated by theoretical
calculations for specific sources of each object type. The expected neutrino flux from the
FSRQ 3C 279 is given in [64] (Figure 5.2), the neutrino emission from the LSP BL Lac
PKS 07165 is predicted in [68] (Figure 5.3) and the hard γ-spectrum BL Lac PG 1553 is
modeled in [75] (Figure 5.4). These predicted muon neutrino fluxes are shown as dashed
lines in the top plot in Figure 5.8. One observes that the external radiation field from
the broad line region of the FSRQ (red) extends the photo pion production and neutrino
emission towards lower energies compared to the LSP BL Lac (blue). The lowest energies
are expected from the very optimistic model of the hard γ-spectrum BL Lac in the light of
p-p interactions (black). The goal is to evaluate limits for these specific flux predictions.

In a first step, the three modeled objects were analyzed separately in a non-stacking
point source search. The obtained p-values, all well compatible with background, can be
used to evaluate limits for these flux expectations as defined in Section 5.2.1. The resulting
limits are shown as solid bands in the top plot in Figure 5.8, with the systematic errors
discussed in Section 5.8. Figure 5.8 demonstrates that only the very optimistic model for
PG 1553 can be rejected, while the upper limits for 3C 279 and PKS 0716 are still above
the flux prediction. The loose limit for PKS 0716 is a result of its declination at 71◦ where
the predicted high-energy neutrinos are absorbed in the earth.

In the next step, these limit calculations are applied to the stacking results produced
in this work. Therefore, the total expected flux from a whole source catalog has to be
evaluated from the predictions for 3C 2796, PKS 0716 and PG 1553, respectively, which
are used as a template. This is possible under the assumption that the neutrino flux is
proportional to the gamma flux.

These total predicted catalog fluxes are displayed as dashed lines in the bottom plot in
Figure 5.8. The corresponding upper limits can be calculated with the stacking results in
Table 5.6 and are drawn as solid bands, also indicating the systematic uncertainties. Ad-

5PKS 0716 was classified as LSP at the time the paper was published while it is categorized as ISP
today.

6The flux for 3C 279 in [64] is given for the flaring period in 1996. For this work, the average flux is
calculated using a factor 10 lower flux in quiescent state [152], a 10% duty cycle [64] and the prediction
for a jet Doppler factor of 7.
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5.10 Model specific limits

Figure 5.8: In the top plot, muon neutrino flux predictions are shown as dashed lines for
3C 279 [64] (red), PKS 0716 [68] (blue) and PG 1553 [75] (black). The lower plot shows
the muon neutrino flux predictions from the FSRQ (red), LSP BL Lac (blue) and hard γ-
spectrum BL Lac (black) catalogs evaluated from the single source models at the top. In
both cases, the corresponding 90% CL upper limits are drawn as solid bands also indicating
IceCube’s systematic uncertainty.

107



5. ANALYSIS: NEUTRINOS FROM BLAZARS

ditionally, Figure 5.8 demonstrates how a stacking analysis increases IceCube’s sensitivity
relative to an expected flux compared to single source analyses.

Of course, the optimistic p-p model upper limit (black), already rejected from the
single source limit, is again below the prediction (by a factor of ≈ 100). Contrary to
the single source analysis, also the hadronic FSRQ flux calculation is challenged by the
stacking limit, while the LSP BL Lac limit is only a factor of ≈ 1.5 above the prediction.

It is obvious that such a total flux estimation as performed here will involve large
uncertainties. First, it is not clear how good the proportionality assumption reflects the
real ν-γ-connection. Second, even sources within one class can show different emission
profiles which interferes with the concept of a scalable template flux.

As a consequence, only the flux prediction for p-p interactions in PG 1553 from [75] can
be clearly rejected. The FSRQ model from [64] is only challenged under the assumptions
made above and could be saved by a larger jet Doppler factor which would decrease the
neutrino output. Finally, the hadronic emission model for LSP BL Lacs [68] is – even for a
stacking analysis – still slightly below IceCube’s sensitivity but could be reachable within
a few years of data taking.
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6
Summary

The detection of a diffuse astrophysical neutrino flux by IceCube was a milestone in the era
of high-energy neutrino astronomy. Obviously, the next step is the identification of single
neutrino sources in the sky. To this day, all point source analyses were compatible with
the atmospheric background hypothesis. Hence, besides the construction of new detectors
and the accumulation of additional data, the existing analysis methods have to be refined.

The technical part of the thesis addresses this issue by the development of an improved
angular reconstruction for muons. To this end, the muon light production is simulated
and the emitted photons are propagated on graphical processing units following a precise
model of the scattering and absorption in the Antarctic ice. From this simulation, prob-
ability density functions for the light distribution in space and time are stored in very
finely binned tables which are in turn fit by multidimensional spline surfaces. Using these
distributions for the reconstruction of muon tracks improves the angular resolution signif-
icantly throughout all energies above IceCube’s lower threshold of ≈ 0.1 TeV. Additional
modifications, specifically incorporating an accurate noise model, sophisticated photon hit
cleaning using a Kolmogorov-Smirnov test and refined treatment of timing uncertainties,
further improve the accuracy. At the highest energies around 100 PeV, the median angu-
lar resolution on an intermediate data selection level reaches 0.4◦, whereas old methods
achieved 0.7◦. At the final data selection level used in point source analyses, the new
method even yields resolutions down to 0.25◦, a factor of 4 better than anticipated in the
original design of IceCube.

The effect of the new reconstruction on point source analyses is demonstrated by the
reprocessing of the IceCube data from 2010, where 79 strings were operating. The more
accurate pointing improves the discovery potential for point source searches by 20 % to
30 % depending on the declination. At this time, the method developed in this thesis is
the standard muon reconstruction for point source analyses in IceCube.
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6. SUMMARY

An important task in detector operations is the monitoring of the data quality. In
the course of this thesis, a web-interface was developed for this purpose. A wide range of
monitoring quantities are delivered via satellite by the monitoring backbone and processed
and stored in a MySQL database. General status information, trigger and filter rates as
well as various quantities for all IceCube DOMs can be displayed in a web browser for
all data-taking periods. IceCube monitoring shift takers analyze the information and can
report potential issues via the interactive interface. This feedback is valuable input for the
evaluation of the quality of a data taking period.

The sensitivity of point source analyses in IceCube can be enhanced by analyzing
the flux from a uniform group of potential neutrino sources instead of single locations in
the sky. A maximum likelihood stacking approach was used in this work to search for
neutrino emissions from three blazar groups. These are FSRQs, LSP BL Lacs and hard
γ-spectrum BL Lacs. All results are compatible with the background-only hypothesis and
flux limits were evaluated. It was shown that BL Lac models predicting a γ-emission
dominated by neutral pion decays from proton proton collisions can be rejected at least
at a 90% confidence level. Moreover, while LSP BL Lac models are still beyond IceCube’s
sensitivity, hadronic FSRQ models based on proton gamma interactions are challenged
under certain assumptions. A publication incorporating the results of this thesis is under
review [120].

We know there are astrophysical neutrinos, but their origin remains an open question –
for today.
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Appendix A

Data quality monitoring

The monitoring of the data quality and the smooth operation of all detector components is
crucial in experiments like IceCube. As usually only events from flawless detector operation
periods can be used in analyses, problems have to be identified and solved promptly to
maximize the available data. An independent monitoring system collects various quality
parameters, status information and data rates and transmits the result to the northern
hemisphere via satellite. Part of this thesis was the development of an interactive web-
interface, which displays the information and allows interactive feedback.

Figure A.1: Monitoring summary of a 8 h data-taking period (run).

The monitoring interface was implemented as a subsystem in IceCube’s control software
IceCube Live which is based on the Django web framework1. The monitoring backbone
stores the information at the IceCube data storage in the form of XML-files2 and ROOT-

1https://www.djangoproject.com/
2Extensible Markup Language: a syntax to store information in text files.
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A. DATA QUALITY MONITORING

files3. The data is processed and stored in the MySQL database of IceCube Live, from
where it is requested for display in the web interface. Figure A.1 shows the upper part of
the page providing general information about a 8 h data-taking period (run).

Figure A.2: Monitoring trigger/filter rates: Large deviations from a reference run are
shown in red.

Moreover, all trigger and filter rates are displayed as shown in Figure A.2. The sim-
ple multiplicity trigger and the muon filter, both touched on in this work, are given as
IN_ICE_SIMPLE_MULTIPLICITY and MUONFILTER_13, respectively. The rates
are compared to a reference run to reveal potential deviations, which are then shown in

3Readable with the ROOT data analysis framework [123].
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red. By clicking a trigger/filter name, the rates are accessible as a function of time as well
as a 40 day history.

Figure A.3: Monitoring DOM map.

The DOM map in Figure A.3 shows the status and the rates of all DOMs in IceCube
and IceTop. Deactivated DOMs are shown in black and DOMs with permanent serious
problems are shown with a cross. They are not deactivated as they still provide coincidence
information to their neighbors. An automatically detected potential problem in a run is
marked with an A. The selected tab in the picture shows DOM launches, which is the
rate at which a DOM participated in triggered events. Higher rates are obtained from the
high-efficiency DeepCore DOMs on the right (strings 79 to 86) which are located below the
big dust layer. The dust layer appears as a dark horizontal band in the standard IceCube
DOMs. Single DOM rates as a function of time are accessible by clicking a specific DOM.
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Figure A.3 additionally shows the dialog box for reporting potential issues in a DOM.
A quick comment describing the problem can be given before it is stored in the database.
Issues can be reported in the same way for trigger, filter and general information. A list
displays these entries as shown in Figure A.4. The IceCube run coordinator can modify
and delete issues as well as leave comments which also appear in the list.

Figure A.4: Reported data quality and detector issues.

IceCube monitoring is an collaboration wide effort and organized in a shift plan. The
shift-taker in charge supervises the most recent data-taking periods on a daily base through
the interactive interface developed in the course of this work. The reported issues are
a valuable input for the classification of good runs and the identification of potential
problems.
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Appendix B

Additional tables and figures

Some tables and figures have been shifted to the appendix for better readability in the
main sections. They provide complementary information and are referenced at the corre-
sponding locations in the thesis.
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Sample size Critical values Kα,n for different significant levels α
(n) 0.20 0.15 0.10 0.05 0.01
1 0.900 0.925 0.950 0.975 0.995
2 0.684 0.726 0.776 0.842 0.929
3 0.565 0.597 0.642 0.708 0.828
4 0.494 0.525 0.564 0.624 0.733
5 0.446 0.474 0.510 0.565 0.669
6 0.410 0.436 0.470 0.521 0.618
7 0.381 0.405 0.438 0.486 0.577
8 0.358 0.381 0.411 0.457 0.543
9 0.339 0.360 0.388 0.432 0.514
10 0.322 0.342 0.368 0.410 0.490
11 0.307 0.326 0.352 0.391 0.468
12 0.295 0.313 0.338 0.375 0.450
13 0.284 0.302 0.325 0.361 0.433
14 0.274 0.292 0.314 0.349 0.418
15 0.266 0.283 0.304 0.338 0.404
16 0.258 0.274 0.295 0.328 0.392
17 0.250 0.266 0.286 0.318 0.387
18 0.244 0.259 0.278 0.309 0.371
19 0.237 0.252 0.272 0.301 0.363
20 0.231 0.246 0.264 0.294 0.356

Table B.1: Critical values for the Kolmogorov-Smirnov test [153]. Referenced in Sec-
tion 3.5.1.

116



Maximal Prune Signal efficiency at bkg eff.(error):
Ntrees depth strength @B=0.01 @B=0.10 @B=0.30
800 5 - 0.489(03) 0.787(02) 0.911(02)
800 4 - 0.494(03) 0.787(02) 0.911(02)
400 5 - 0.486(03) 0.782(02) 0.910(02)
800 6 - 0.503(03) 0.784(02) 0.907(02)
400 4 - 0.487(03) 0.783(02) 0.909(02)
400 6 - 0.495(03) 0.781(02) 0.907(02)
800 3 - 0.480(03) 0.773(02) 0.913(01)
400 3 - 0.470(03) 0.766(02) 0.909(02)
800 3 5 0.473(03) 0.768(02) 0.908(02)
800 2 - 0.462(03) 0.754(03) 0.900(02)
400 3 5 0.451(03) 0.753(03) 0.900(02)
400 2 - 0.433(03) 0.735(03) 0.890(02)

Table B.2: Signal efficiency of different BDT configurations for the downgoing BDT2 at
three different background efficiencies evaluated for the independent test sample. The BDTs
from the original IC79 sample still use pruning noticeable by the given prune strength.
Referenced in Section 4.3.3.

Component Version or source path

IceRec meta-project 04-01-02
Shield,
DeepCore_Filter
and MuE

replaced from
svn/sandbox/gross/IC79_MUON_L3_META/
releases/V01-00-02/

MuEX svn/sandbox/schatto/mue/wreco/
spline-reco svn/sandbox/schatto/spline-reco_IC86L3/spline-reco/
small-tree svn/sandbox/Sirin/small-tree-IC79/

branches/IC79_MUON_L3_v2
splines /net/user/schatto/InfBareMu_mie_spline/
L3b scripts svn/sandbox/schatto/IC79L3b/

Table B.3: The software setup used for the reprocessing of the IC79 L3 data into L3b
including the SplineMPE reconstruction. Referenced in Section 4.2.3.

117



B. ADDITIONAL TABLES AND FIGURES

cos(Zenith) range BDT cut value

0 to 0.0125 1.39
0.0125 to 0.025 1.343
0.025 to 0.0375 1.298
0.0375 to 0.05 1.268
0.05 to 0.0625 1.262
0.0625 to 0.075 1.253
0.075 to 0.0875 1.249
0.0875 to 0.093 1.254
0.093 to 0.1 1.238
0.1 to 0.11 1.242
0.11 to 0.116 1.239
0.116 to 0.125 1.24
0.125 to 0.1305 1.231
0.1305 to 0.1392 1.236
0.1392 to 0.145 1.221
0.145 to 0.1625 1.23
0.1625 to 0.175 1.219
0.175 to 0.1875 1.222
0.1875 to 0.2 1.216
0.2 to 0.2125 1.212
0.2125 to 0.225 1.212
0.225 to 0.2364 1.212
0.2364 to 0.2419 1.202
0.2419 to 0.25 1.206
0.25 to 0.2588 1.212
0.2588 to 0.264 1.220
0.264 to 0.27 1.182
0.27 to 0.275 1.186
0.275 to 0.2875 1.20
0.2875 to 0.3 1.191
0.3 to 0.3125 1.19
0.3125 to 0.325 1.19
0.325 to 0.3375 1.189

cos(Zenith) range BDT cut value

0.3375 to 0.35 1.182
0.35 to 0.3625 1.173
0.3625 to 0.375 1.178
0.375 to 0.38 1.167
0.38 to 0.3875 1.184
0.3875 to 0.4 1.18
0.4 to 0.4125 1.180
0.4125 to 0.425 1.178
0.425 to 0.4375 1.179
0.4375 to 0.45 1.175
0.45 to 0.4625 1.179
0.4625 to 0.475 1.181
0.475 to 0.4875 1.175
0.4875 to 0.5 1.177
0.5 to 0.5125 1.177
0.5125 to 0.525 1.177
0.525 to 0.5375 1.175
0.5375 to 0.55 1.175
0.55 to 0.5625 1.175
0.5625 to 0.575 1.175
0.575 to 0.5875 1.175
0.5875 to 0.6 1.175
0.6 to 0.6125 1.175
0.6125 to 0.625 1.175
0.625 to 0.6375 1.175
0.6375 to 0.65 1.177
0.65 to 0.6625 1.177
0.6625 to 0.675 1.18
0.675 to 0.6875 1.18
0.6875 to 0.7 1.179
0.7 to 0.7125 1.176
≥ 0.7125 1.175

Table B.4: Adjusted BDT cut values in the downgoing region delivering a seamless transi-
tion at the horizon. Referenced in Section 4.3.6.
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Zenith BDT cut value
range hard spectrum BDT soft spectrum BDT

89.5◦ to 130◦ 1.15 1.275
89◦ to 89.5◦ 1.155 1.28
88.5◦ to 89◦ 1.16 1.285
88◦ to 88.5◦ 1.17 1.295
87.5◦ to 88◦ 1.185 1.31
87◦ to 87.5◦ 1.2 1.325
86.5◦ to 87◦ 1.215 1.34
86◦ to 86.5◦ 1.245 1.37
85.5◦ to 86◦ 1.275 1.4
85◦ to 85.5◦ 1.335 1.46

Table B.5: BDT cut values for the horizontal upgoing BDTs in the overlap zone with the
downgoing BDT. Referenced in Section 4.3.6.
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Name Ra [◦] Dec [◦] class Fγ αγ Lγ Nν

GB6 J0043+3426 10.9409 34.4394 - 1.9 2.12 1.2× 1047 1.07
PKS 0215+015 34.4833 1.73026 LSP 5.66 2.15 1.6× 1048 1.803
PKS 0454-234 74.268 -23.4271 - 22.7 2.21 1.4× 1048 0.6085
GB6 J0654+5042 103.649 50.7181 LSP 2.8 2.04 3.1× 1047 2.377
MG2 J071354+1934 108.512 19.5654 LSP 5.19 2.22 6.3× 1046 1.264
B2 0716+33 109.827 33.1079 LSP 8.29 2.06 2.2× 1047 7.645
4C +14.23 111.331 14.4429 LSP 9.63 2.18 6.3× 1047 3.398
PKS 0727-11 112.572 -11.6955 - 22 2.28 5.2× 1048 0.9398
PKS 0805-07 122.059 -7.84967 LSP 15 2.04 3.5× 1048 9.611
S4 0917+44 140.236 44.6968 LSP 9.1 2.27 5× 1048 1.124
4C +55.17 149.433 55.3817 LSP 11.2 1.95 4.3× 1047 19.81
TXS 1013+054 154.014 5.2291 - 4.4 2.08 1.1× 1048 3.087
4C +21.35 186.226 21.38 LSP 35.4 2.23 3× 1047 7.987
3C 273 187.277 2.04167 LSP 15.1 2.62 2.2× 1046 0.08222
PKS 1244-255 191.681 -25.7828 LSP 8.74 2.26 1.8× 1047 0.09651
3C 279 194.042 -5.79369 LSP 25.6 2.34 4.2× 1047 0.9096
OP 313 197.674 32.381 LSP 5.3 2.22 3.4× 1047 1.222
GB 1310+487 198.212 48.4722 LSP 8.99 2.11 9× 1046 4.333
PKS B1424-418 217.012 -42.1036 LSP 14.7 2.13 2.3× 1048 0.2636
PKS 1454-354 224.363 -35.6709 LSP 11.9 2.27 2× 1048 0.05042
PKS 1502+106 226.095 10.4883 LSP 40.1 2.21 1.2× 1049 9.804
PKS 1510-08 228.207 -9.10336 LSP 40.6 2.39 2.7× 1047 0.7181
B2 1520+31 230.542 31.7436 LSP 17.6 2.37 4.4× 1048 1.201
PKS 1622-253 246.428 -25.441 - 8.15 2.34 3.1× 1047 0.0366
4C +38.41 248.809 38.1712 LSP 11.6 2.41 5.3× 1048 0.5272
PMN J1802-3940 270.664 -39.6791 LSP 16.9 2.23 2.2× 1048 0.09716
PKS 1830-211 278.413 -21.0749 - 11.9 2.62 2.4× 1049 0.004969
S4 1849+67 282.35 67.1035 LSP 7.36 2.23 1.6× 1047 1.067
TXS 1920-211 290.884 -21.0869 LSP 8.33 2.24 3.8× 1047 0.1822
PKS 2023-07 306.416 -7.60522 LSP 10.1 2.32 1.8× 1048 0.3923
PKS 2052-47 314.068 -47.2549 LSP 8.63 2.35 2.1× 1048 0.007158
PKS 2201+171 330.869 17.4363 LSP 6.53 2.23 5× 1047 1.514
3C 454.3 343.497 16.1526 LSP 96.5 2.38 5.8× 1048 5.873

Table B.6: FSRQ catalog: The table lists object name, position in right ascension and
declination (Ra and Dec, epoch J2000), gamma-flux Fγ from 1 GeV to 100 GeV in units of
10−9 cm−2 s−1 and the fitted power law index αγ as stated by Fermi [55]. The luminosity Lγ
from 0.1 GeV to 100 GeV in units of erg s−1 is calculated according to Equation 5.9 and Nν

is defined in Equation 5.7. Referenced in Section 5.4.
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Name Ra [◦] Dec [◦] class Fγ αγ Lγ Nν

MG4 J000800+4712 1.97432 47.2298 LSP 2.13 2.1 6.4× 1045 1.119
PKS 0019+058 5.64299 6.12368 LSP 2.22 2.09 2.2× 1036 1.47
PKS 0118-272 20.1239 -27.0149 LSP 4.35 1.93 4.5× 1036 3.117
TXS 0141+268 26.1561 27.0793 LSP 3.4 2.17 3.5× 1036 1.304
AO 0235+164 39.6753 16.6241 LSP 18.7 2.12 9.4× 1047 10.8
PMN J0334-3725 53.5848 -37.4685 LSP 3.42 1.99 3.5× 1036 0.5455
PKS 0426-380 67.1709 -37.9334 LSP 31.1 2.04 2.1× 1048 2.41
MG2 J043337+2905 68.3886 29.0864 LSP 4.31 2.04 4.3× 1036 4.991
PKS 0537-441 84.706 -44.0838 LSP 37.1 2.09 1.6× 1048 1.043
GB6 J0712+5033 108.228 50.5366 LSP 1.73 2.06 1.7× 1036 1.244
PKS 0735+17 114.524 17.7026 LSP 5.16 2.05 4.1× 1046 6.195
S4 0814+42 124.573 42.3983 LSP 7.21 2.14 7.3× 1036 2.831
PKS 0829+046 127.987 4.48609 LSP 5 2.18 4.3× 1045 1.325
CRATES J0856-1105 134.173 -11.0957 LSP 2.89 2.05 2.9× 1036 1.386
4C +01.28 164.615 1.56646 LSP 5.12 2.22 2.8× 1047 0.8615
S4 1250+53 193.276 53.0467 LSP 3.73 1.97 3.8× 1036 5.333
PMN J1326-5256 201.7 -52.9149 LSP 3.88 2.23 4.1× 1036 0.01421
AP Librae 229.435 -24.36 LSP 5.16 2.05 3.4× 1044 0.8253
PKS 1519-273 230.676 -27.5229 LSP 3.55 2.22 5.1× 1047 0.05779
PMN J1603-4904 240.971 -49.0784 LSP 12.9 2.04 1.3× 1037 0.6984
PKS 1717+177 259.83 17.7425 LSP 2.23 1.84 1.4× 1045 20.42
OT 081 267.876 9.64001 LSP 4.56 2.24 1.6× 1046 0.7967
S5 1803+784 270.147 78.4834 LSP 4.45 2.23 1.3× 1047 0.5805
TXS 2036-109 309.786 -10.7789 LSP 2.22 1.99 2.2× 1036 2.217
B2 2234+28A 339.102 28.4755 LSP 5.08 2.22 1.7× 1047 1.282
PKS 2233-148 339.133 -14.5331 LSP 3.86 2.24 4.1× 1036 0.1906
B3 2322+396 351.331 39.959 LSP 2.33 1.99 2.4× 1036 3.715

Table B.7: LSP BL Lac catalog: The table lists object name, position in right ascension
and declination (Ra and Dec, epoch J2000), gamma-flux Fγ from 1 GeV to 100 GeV in units
of 10−9 cm−2 s−1 and the fitted power law index αγ as stated by Fermi [55]. The luminosity
Lγ from 0.1 GeV to 100 GeV in units of erg s−1 is calculated according to Equation 5.9 and
Nν is defined in Equation 5.7. Referenced in Section 5.4.
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Name Ra [◦] Dec [◦] class Fγ αγ Lγ Nν

GB6 J0100+0745 15.0633 7.77599 - 2 1.71 2.4× 1036 77.63
S2 0109+22 18.0327 22.7637 ISP 7.13 2.07 1.9× 1046 7.109
B3 0133+388 24.143 39.0892 HSP 4.53 1.69 5.6× 1036 125.6
3C 66A 35.6617 43.0358 ISP 25.6 1.91 2.3× 1037 77.62
AO 0235+164 39.6753 16.6241 LSP 18.7 2.12 9.4× 1047 10.8
PKS 0301-243 45.8677 -24.1281 HSP 6.73 1.94 1.7× 1046 4.968
PKS 0426-380 67.1709 -37.9334 LSP 31.1 2.04 2.1× 1048 2.41
PKS 0447-439 72.371 -43.8384 HSP 11.4 1.86 1.7× 1046 8.986
1ES 0502+675 77.0131 67.6252 HSP 2.42 1.49 2.4× 1046 225.2
VER J0521+211 80.449 21.2204 ISP 9.04 1.93 9.3× 1036 33.54
PKS 0537-441 84.706 -44.0838 LSP 37.1 2.09 1.6× 1048 1.043
1ES 0647+250 102.699 25.0965 HSP 1.78 1.59 2.5× 1036 199.5
S5 0716+71 110.476 71.3496 ISP 18.3 2.08 1.7× 1037 8.729
PKS 0735+17 114.524 17.7026 LSP 5.16 2.05 4.1× 1046 6.195
S4 0814+42 124.573 42.3983 LSP 7.21 2.14 7.3× 1036 2.831
1H 1013+498 153.788 49.4324 HSP 7.8 1.85 9.9× 1045 36.69
4C +01.28 164.615 1.56646 LSP 5.12 2.22 2.8× 1047 0.8615
Mkn 421 166.12 38.2134 HSP 29.7 1.77 8.9× 1044 386.7
RBS 0958 169.305 20.2269 HSP 1.86 1.7 1.3× 1045 72.5
1ES 1215+303 184.467 30.1093 HSP 5.49 2.02 2.9× 1045 7.882
PG 1218+304 185.348 30.1787 HSP 2.81 1.71 3.7× 1045 82.88
W Comae 185.374 28.2391 ISP 5.54 2.02 1.8× 1045 8.201
Ton 116 190.78 36.4506 HSP 1.88 1.7 2.3× 1036 52.7
BZB J1418-0233 214.603 -2.5744 - 2.15 1.7 2.6× 1036 94.2
PKS 1424+240 216.76 23.795 ISP 11.5 1.78 1.3× 1037 188.1
AP Librae 229.435 -24.36 LSP 5.16 2.05 3.4× 1044 0.8253
GB6 J1542+6129 235.729 61.4887 ISP 6.37 1.97 6.5× 1036 8.29
PG 1553+113 238.942 11.1902 HSP 14 1.67 1.8× 1037 959.4
PMN J1603-4904 240.971 -49.0784 LSP 12.9 2.04 1.3× 1037 0.6984
Mkn 501 253.481 39.7631 HSP 8.77 1.74 3.2× 1044 151.5
1ES 1959+650 300.02 65.1572 HSP 5.88 1.94 3.7× 1044 9.807
MAGIC J2001+435 300.288 43.8791 ISP 11.8 1.9 1.2× 1037 38.34
MH 2136-428 324.841 -42.608 ISP 5.57 2.1 5.6× 1036 0.1654
PKS 2155-304 329.715 -30.2191 HSP 23.5 1.84 1× 1046 47.43
BL Lacertae 330.707 42.2675 ISP 10.5 2.26 1.3× 1045 1.497
B2 2234+28A 339.102 28.4755 LSP 5.08 2.22 1.7× 1047 1.282
RGB J2243+203 340.998 20.3562 HSP 3.93 1.75 4.6× 1036 89.77

Table B.8: Hard γ-spectrum BL Lac catalog: The table lists object name, position in
right ascension and declination (Ra and Dec, epoch J2000), gamma-flux Fγ from 1 GeV to
100 GeV in units of 10−9 cm−2 s−1 and the fitted power law index αγ as stated by Fermi [55].
The luminosity Lγ from 0.1 GeV to 100 GeV in units of erg s−1 is calculated according to
Equation 5.9 and Nν is defined in Equation 5.7. Referenced in Section 5.4.
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Figure B.1: Relative improvement of
the cumulative point spread function with
Kolmogorov-Smirnov cleaned pulses for an
E−3 spectrum with respect to the default
MPE reconstruction. Referenced in Sec-
tion 3.5.1.
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Figure B.5: Examples for signal-background separating variables on L3b: The atmospheric
muon dominated IceCube data from the upgoing hemisphere on L3b is shown in black, the
corresponding simulated atmospheric neutrino flux is shown in blue and an E−2 neutrino
flux is shown in orange. The figure displays the normalized distributions of the variables
NDir (upper left), SplineMPE zenith angle (upper right), SplineMPE L

(2.5)
reduced (lower left)

and ZCoG (lower right) as specified in Section 4.1. Referenced in Section 4.3.2.
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Figure B.6: Data-Monte Carlo comparison: The atmospheric neutrino dominated IC79b
IceCube data from the upgoing hemisphere on the final selection level defined in Section 4.4
is shown in black while the corresponding simulated atmospheric neutrino flux is shown
in blue. The figure shows the variables NDir (upper left), SplineMPE zenith angle (upper
right), SplineMPE L
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The deviation between data and simulation is displayed in the lower section of the plots.
Referenced in Section 4.3.6.
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