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Summary 

 

In this thesis I investigated, using molecular dynamics simulations, the structure and 

dynamics of complex molecular systems, where strong, specific intermolecular interactions 

are responsible for structural and dynamical heterogeneity. The aim of my work was twofold. 

On one side, it was to unravel the molecular mechanism behind experimental observations, in 

particular time resolved vibrational spectroscopy, and on the other side, it was to develop new, 

accurate force fields capable of extending the power of atomistic simulations to larger size 

systems and longer time scales.  

I specifically investigated two systems: trimethylamine N-oxide (TMAO) and a series 

of alkylammonium nitrates, room temperature ionic liquids (RTILs).  

TMAO is a biomolecule known as osmolyte and chemical chaperone. These functions 

are supposed to stem from the strong intermolecular interaction between TMAO and water, 

via the hydrophilic oxygen (OTMAO) atom of TMAO. To reveal those mechanisms, the 

dynamics of water molecules around TMAO has been experimentally investigated, though the 

extent and molecular origin of the experimentally observed slowdown remained unclear. I 

performed ab initio MD (AIMD) simulations to understand the effect of TMAO on the 

rotational dynamics of water molecules. My simulations revealed that the water rotation is 

strongly slowed down near the hydrophilic OTMAO atom, due to a long-lived and highly-

directional hydrogen bond between TMAO and water. As a further step, I also developed a 

new force field for TMAO, which captures the directionality of the TMAO-water hydrogen 

bonds, providing a better description of water structure and dynamics and structure around the 

OTMAO atom, which closely resembles the AIMD simulations results. The new force field will 

permit to investigate larger scale TMAO solutions, also including proteins, capturing the local 

water dynamics. 

In the second part of my thesis I investigated, using molecular dynamics simulations, 

the dynamics of a series of RTILs (specifically a series of alkylammonium nitrates), which are 

promising new green solvents. I revealed that the dynamics of the constituent ions is 

heterogeneous in two different aspects. Specifically, the rotational dynamics of the two ends 

of cationic chains differ, as a result of the asymmetry of the charge distribution on the cations. 

Additionally, the rotational dynamics of the charged group of cations (Nhead-H groups) has a 

broad distribution, which originates from the different local inter-ionic environment. 
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Zusammenfassung 

 

 In meiner Doktorarbeit untersuchte ich mittels Molekulardynamik Simulationen die 

Struktur und Dynamik von komplexen Systemen, bei denen starke spezifische 

intermolekulare Wechselwirkungen zu struktureller und dynamische Heterogenität führen. 

Das Ziel war es hierbei sowohl die molekularen Wirkungsmechanismen von experimentelle 

Beobachtungen, welche hauptsächlich auf zeitaufgelöster Schwingungsspektroskopie 

basieren, zu ergründenden als auch neue und genauere Kraftfelder zu entwickeln um große 

Systeme mit atomistischen Simulationen  über längere Zeit zu untersuchen. 

 Im Speziellen untersuchte ich zwei Systeme: Trimethylamin-N-oxid (TMAO)  und 

eine Reihe von Alkylammonium Nitraten (ionische Flüssigkeiten). 

 TMAO ist ein Molekül das in der Biologie sowohl als Osmolyt als auch als 

Begleitmolekül auftritt. Es wird vermutet, dass diese Funktionen eng mit der Fähigkeit des 

hydrophilen Sauerstoffs  (OTMAO) starke Wechselwirkungen mit Wasser einzugehen verknüpft 

ist. Experimentell spiegeln sich diese starken Wechselwirkungen  in einer Verlangsamung der 

Wasserdynamik wider, wobei die molekularen Ursachen hierfür ungeklärt blieben. Um diese 

molekularen Ursachen zu ergründen habe ich ab initio Molekulardynamik Simulationen 

(AIMD) durchgeführt. Diese Simulationen zeigten, dass sich die Rotationsdynamik von 

Wasser in der Nähe des hydrophilen OTMAO  Atoms durch die Ausbildung sehr langlebiger und 

stark gerichteter Wasserstoffbrückenbindungen extrem verlangsamt. Auf Basis dieser 

Beobachtungen habe ich ein neues Kraftfeld für TMAO entwickelt, welches die Struktur und 

Dynamik von Wasser um TMAO besser beschreibt und die AIMD Ergebnisse reproduzieren 

kann.  Dieses neue Kraftfeld ermöglicht es die (Wasser-)Dynamik komplexerer Systeme, wie 

zum Beispiel Proteine in wässriger TMAO Lösung zu untersuchen. 

 Im zweiten Teil meiner Arbeit untersuchte ich die molekulare Dynamik einer Reihe 

von flüssigen Salzen (Alkylammonium Nitrat ionische Flüssigkeiten), welche 

vielversprechende Kandidaten für alternative umweltfreundliche Lösungsmittel sind. Hierbei 

zeigte ich, dass die Dynamik der Ionen hinsichtlich zweierlei Gesichtspunkten heterogen ist: 

Die die Rotationsdynamik der zwei Enden der Kationen unterscheidet sich stark, was sich auf 

die asymmetrische Ladungsverteilung innerhalb der Kationen zurückführen lässt. Zusätzlich 

zeigt die Dynamik der geladenen Kopfgruppe eine breite Verteilung, welche auf sehr 

verschiedenen ionischen Umgebungen basiert. 
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Chapter 1 

Introduction 

 

1.1 Molecular dynamics simulations 

 

Molecular dynamics (MD) simulations are simulation methods to obtain the temporal 

evolution of particles. Objects in MD simulations are sometimes termed “molecules”, even if 

they are atoms or ions in the context of chemistry, which is why this simulation technique is 

called “molecular” dynamics simulations. By solving Newton’s equations of motion for the 

particles, MD simulations provide the trajectories of the particles. MD simulations have been 

a powerful tool to obtain the microscopic or atomistic picture of systems, which is often 

buried by experiment or analytical calculations due to different kinds of averaging of given 

quantities, such as time average or average over different molecules. 

The first paper using MD simulations was published in 1957 by Alder and Wainwright 

and described the phase transition in a hard sphere system.1 After that, following the 

development of computer, the area where MD simulations can be applied has broadened.2 

One of the fields where MD simulations are powerfully employed is biochemistry. 

Researchers have used MD simulations to gain insight into microscopic behaviors in 

biological processes. For example, Karplus and co-workers performed MD simulations of 

proteins in 1977, to investigate the dynamics of folded proteins. Karplus was later awarded 

Nobel Prize in Chemistry in 2013 with Levitt and Warshel, for "the development of multiscale 

models for complex chemical systems". As another example, chemical reactions were also 

investigated using MD simulations by Hynes and co-workers in 1987, involving a SN2 

reaction in water.3 These days a lot of research rely on MD simulations to give atomistic 

rationales to experimentally observed phenomena4–7 and MD simulations are been even 

employed to design new drugs8 or develop new materials,9 which promises to make their 

industrial productions more efficient. 

 My PhD research uses MD simulations to investigate the microscopic behavior of two 

types of systems: aqueous trimethylamine N-oxide (TMAO) solution and room temperature 

ionic liquids (RTILs). Both systems are characterized by strong intermolecular interactions 

among constituent molecules. In the first case, TMAO has a hydrophilic oxygen atom, which 
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forms “strong” hydrogen bonds with water molecules. In the second case, RTILs consist of 

liquid ions, which have strong Coulombic interaction among them. Our simulated data are 

compared to experimental data obtained by vibrational spectroscopy, with the aim to provide 

a microscopic picture for the experimental data. The comparison to the experiments, on the 

other hand, provides further validation of the simulation setup.  Therefore, my PhD research 

provides interdisciplinary insight into those two systems based on MD simulations and 

spectroscopic experiments. 

 

1.2 Ab initio MD (AIMD) simulations of trimethylamine N-oxide (TMAO) 

 

The first target of my PhD research is trimethylamine N-oxide (TMAO). TMAO is 

known as osmolyte, a substance that controls osmotic pressure. Osmolytes have been 

exploited to counter the osmotic pressure of salt water of the sea, possibly by the earliest life 

on earth,10 which are believed to have emerged in the sea. Different types of osmolytes have 

been used by different kinds of animals, and TMAO as osmolyte has been widely used by fish 

to counteract the osmotic pressure of sodium chloride in sea water.11 TMAO is also related to 

mammalian animals including humans. TMAO is accumulated in mammalian kidneys, and 

especially for humans, the high concentration of TMAO in the human cardiovascular system 

is related to some diseases including chronic kidney diseases and coronary artery diseases, by 

affecting cholesterol metabilism.12 In the case of humans, some amount of TMAO is derived 

from choline, carnitine, or lecithin contained in foods, which are converted to TMAO by gut 

bacteria.12 Some amount of TMAO is also obtained by eating fish or other animals.13 Another 

aspect of TMAO is that TMAO is a chemical chaperone, a chemical substance that stabilizes 

the structure of proteins.14 It is suggested that the stabilization effect of TMAO on proteins is 

mediated by in-between water molecules, as a result of thermodynamically unfavorable 

interaction between TMAO and proteins.14  

These two functions of TMAO as osmolyte and chemical chaperone possibly depend 

on its strong interaction with the surrounding water molecules, via the hydrophilic oxygen 

(OTMAO) atom.14 In addition to the hydrophilic OTMAO atom, TMAO also has hydrophobic 

methyl groups on the same molecule, which complicates its interaction with water molecules. 

To reveal the mechanism for those functions of TMAO, it is required to understand the 

structure and dynamics of water molecules around TMAO, which are basic information that 

provides us with deeper insight into the mechanisms. 
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Among water properties around TMAO, my PhD research focuses on the rotational 

dynamics of water molecules in aqueous TMAO solutions. Water rotational dynamics around 

TMAO was measured using pump-probe spectroscopy by Rezus and Bakker in 2007. To 

analyze their data, they assumed the presence of “immobilized” water molecules that hardly 

rotate within the timescale of their experiment. This idea of “immobilized” water molecules 

has a long history starting from Frank and Evans in 1945, who assumed the presence of 

“iceberg”-like water molecules near hydrophobic surfaces to give a mechanism to the 

hydrophobic effect based on their thermodynamic measurements. After the paper by Rezus 

and Bakker, Laage and co-workers performed force field MD simulations of aqueous TMAO 

solution in 2007, aiming at investigating the presence of “immobilized” water around TMAO 

molecules. However, they observed only a moderate slowdown of water reorientation around 

TMAO, which they attributed to the lack of hydrogen bond partners as a result of the 

excluded volume of TMAO. In 2012, Hunger et al., performed further pump-probe 

spectroscopy measurements for water reorientation, and suggested that there are O-H groups 

with “very slow” rotational dynamics that have a red-shifted stretch frequency, which 

intuitively means that the O-H groups are hydrogen-bonded to the hydrophilic part of TMAO, 

rather than present near the hydrophobic region. To further understand the water behavior 

around TMAO, more accurate methods were needed, because in general, the intermolecular 

interaction is not guaranteed to be properly described by force field models and the dynamics 

of a molecule is often sensitive to its local environment.  

Therefore, we performed ab initio MD (AIMD) simulations of aqueous TMAO 

solutions, aiming at accurately investigating the water rotational dynamics around TMAO. 

AIMD simulation employs electronic structure theory for force evaluation. One of the 

advantages of this method is that force fields, which are a set of equations and parameters that 

are used for force evaluation in conventional force field MD, are not needed. With this 

method, we can obtain the trajectory of a given system in a reliable way in the sense that force 

evaluation is governed by electronic structure theory. AIMD can be powerful when we 

simulate a mixture of different molecules, and especially when the interaction between 

different kinds of molecules is strong, because force field models are usually fit to reproduce 

properties of pure systems and it is not guaranteed that force field models provide accurate 

values for the quantities of mixture.15 

 We have investigated the rotational dynamics of water molecules (1) near the 

hydrophilic oxygen (OTMAO) atom of TMAO, and (2) near the hydrophobic methyl groups. 

Our results show that the water reorientation is strongly slowed down near the hydrophilic 
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OTMAO atom, which agrees with the finding by Hunger et al., while it is only moderately 

slowed down near the hydrophobic methyl groups, which agrees with the simulation results 

by Laage et al., though detailed comparison can be done after defining the words “strongly 

slowed down” and “moderately slowed down”. Thus we can conclude that there are two types 

of water rotational dynamics around TMAO: One is slow rotational dynamics around the 

hydrophilic part of TMAO, and the other is fast rotational dynamics around the hydrophobic 

methyl groups. This finding is reminiscent of water behavior on the protein surface, where 

fast and slow water molecules are found near the hydrophobic amino groups and hydrophilic 

groups, respectively.16  

We further reveal that the strongly slowed-down dynamics near the hydrophilic OTMAO 

atom originates from the hydrogen bond between OTMAO and water molecules, which we find 

long-lived and highly-directional by AIMD simulations. Our AIMD simulations employed for 

analyzing water behavior around TMAO are expected to add new information for 

understanding macroscopic functions of TMAO as osmolyte and chemical chaperone. 

  

1.3 Force field modification for TMAO 

  

Next, my PhD research was directed to developing a new force field model for 

TMAO. A force field model is a set of equations and parameters that are used to evaluate 

forces acting on atoms, used in conventional force field MD simulations. In contrast to AIMD 

simulations, which require a full electronic structure theory, force field MD simulations have 

the advantage that the simulation is less expensive, enabling large-scale and/or long-time 

simulations. These kinds of simulations are often needed to answer questions involving 

macroscales, and to run reliable simulations, reliable force field models are required. 

However, developing a reliable force field is a tough task, reflecting the fact that force field 

models have a set of parameters which should reproduce several quantities, including 

densities, thermodynamic properties, structural and dynamical properties, and some reference 

data by quantum chemistry calculations such as electrostatic potentials. 

For example, for describing the water molecule, a lot of force field models have been 

developed after the first development by Bernal and Fowler in 1933.17 Some of the widely 

used force fields for water are the SPC18 (1981) and SPC/E19 (1987) models by Berendsen, 

and the TIP3P20 (1983) and TIP4P20 (1983) models by Jorgensen. The SPC/E model, a 

modified version of SPC, provides good density and diffusion constant that compare well 

with experiment.19 TIP3P yields a specific heat that compares well with experiment.21 TIP4P 
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has a dummy atom resulting in a better description of the electrostatic potential.20 Water 

models are implemented in molecular dynamics software as a part of force field sets such as 

AMBER (Assisted Model Building and Energy Refinement), CHARMM (Chemistry at 

HARvard Molecular Mechanics), GROMOS (GROningen MOlecular Simulation), and OPLS 

(Optimized Potential for Liquid Simulations). These sets of force field models have been 

extensively used for simulations of small molecules, macromolecules, DNA, proteins, and 

other biomolecules,22 where MD simulations have been a powerful tool to investigate 

biological phenomena such as protein folding,23 which cannot be fully understood only with 

experiment. 

However, despite the remarkable importance of force field MD simulations, one of 

their shortcomings is the lack of polarizability, which results in problems with describing 

directional hydrogen bonds.  For example, the thermodynamic properties of proteins, which 

are important for the folding of proteins, tend to be inaccurately calculated23–25 using widely-

used MD force fields such as AMBER and CHARMM. One of the origins for this inaccuracy 

is considered to be a lack of atomic polarizability, resulting in inaccurate description of 

directional hydrogen bonds within proteins which are responsible for the secondary structure 

of proteins.23 One direct approach to overcome this problem is taking into account the 

hydrogen-bond directionality via introduction of lone electron pairs26 or via introduction of 

hydrogen-bond energy terms,27–29 or adding the polarizability of protein atoms using Drude 

oscillators.30,31 Studies using these approaches evidence that the inclusion of hydrogen-bond 

directionality or polarizability improve the thermodynamic properties of proteins, which relate 

to the folding of proteins.   

My PhD research here aims at modifying a force field model for TMAO, including the 

“strong” hydrogen bonds with the surrounding water molecules. Our modification was done 

by including three dummy sites around the hydrophilic oxygen (OTMAO) atom of TMAO, 

which mimic the lone electron pairs on OTMAO. This kind of modification has been used to 

modify force field models for the water molecule (TIP5P32) and for small organic molecules 

aiming at improving26 the thermodynamic properties of those aqueous solutions. However, it 

has not been investigated if this kind of modification works well for the current molecule of 

TMAO, which has three lone pairs on OTMAO and forms “strong” hydrogen bonds with water 

molecules.  

 Our force field MD simulations using the modified force field for TMAO provide a 

better description of the hydrogen-bond structure between TMAO and water, and the 

TMAO∙∙∙water hydrogen-bond dynamics, that agree better with AIMD simulation data 
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compared with other force field models for TMAO. Other data involving water properties 

around TMAO produced by the current force field show better agreement with AIMD data. 

These results manifest that the current way of force field modification is a good option to 

modify other organic molecules that have lone electron pairs, which are often important in 

biological processes. My PhD research here also indicates that proper choice of force field 

model crucially depends on what we aim to investigate.  

 

1.4 Dynamical heterogeneities in room temperature ionic liquids (RTILs) 

  

The next target of my PhD research is room temperature ionic liquids (RTILs). RTILs 

are ions that are in the liquid state at room temperature. As a result of strong Coulombic 

interaction between the ions, RTILs have a low vapor pressure and, due to their re-usability, 

RTILs have been called ‘green solvents’. In addition, RTILs are expected to be used as 

embalming fluids that replace toxic formalin,33 for the desulfurization of diesel fuels,34 and as 

lubricants.35 The properties of RTILs can be modified by substituting constituent cations and 

anions. However, the number of potentially obtainable RTILs is at least a million for binary 

RTILs, and 1018
 for ternary RTILs.36 Thus, to obtain useful RTILs, or to design RTILs, 

screening by simulation will be a powerful method, providing important information on the 

microscopic structure and dynamics. 

It has been proposed that RTILs exhibit spatial heterogeneity in the sense that they 

form ionic domains and hydrophobic domains. This spatial heterogeneity was first observed 

by Wang and Voth in 2005, using molecular dynamics (MD) simulations.37 They found that 

the tail carbon atoms of RTILs (1-alkyl-3-methylimidazolium nitrate) tend to aggregate, 

resulting in the spatial heterogeneity. After that, Lopes and Pádua found that RTILs form ionic 

domains and hydrophobic domains at the nanoscale, which they described as “nanoscale 

segregation” of RTILs. Since then, the presence of spatial heterogeneity or nanoscale 

segregation has been an important aspect of RTILs. 

In addition to the structural properties of RTILs, their dynamical properties have been 

widely investigated as well, suggesting that the dynamics of RTILs also show a heterogeneous 

behavior. The dynamic heterogeneity in RTILs was first mentioned by Voth’s group in 2004,38 

earlier than their finding of the spatial heterogeneity. In that paper,38 they showed that the 

diffusions of the constituent ions are heterogeneous in the sense that there exist different 

timescales for the diffusion of the ions. They attributed this dynamical heterogeneity to the 

different local environments with long lifetime, for example, as a result of domain formation. 
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In 2004, Ribeiro observed that, in addition to the translational motion, the rotation of 

constituent ions also exhibit dynamical heterogeneity reflecting their different local 

environments.  

 In addition to the observation that the dynamics of a given aspect (translation of 

cations, for example) have a distribution of timescales, the different dynamics of different 

constituents have been also investigated. In 2010, Fruchey and Fayer dissolved polar and 

apolar probe molecules into RTILs and investigated the rotational dynamics of the probe 

molecules by measuring their fluorescence anisotropy decays.39 They found that the rotational 

dynamics of the polar and apolar molecules differ, which they claimed is due to their different 

local environments: The polar molecules are dissolved in the ionic domains of RTILs, and as 

a result of the strong Coulombic interaction between them, the rotational dynamics of the 

polar probe molecule is slow. On the other hand, the apolar molecules are dissolved in the 

hydrophobic domains of RTILs, and reflecting their weak van der Waals interaction with 

surrounding atoms, the rotational dynamics of the apolar probe molecules exhibit fast 

dynamics. In 2015, Hunger and co-workers used femtosecond infrared spectroscopy to find 

that the thermal relaxations of the stretching vibrations differ in timescale for the two ends of 

cationic chains, reflecting their different environments, i.e., ionic domains and hydrophobic 

domains, which presumably play an important role in thermal dissipation following a 

chemical reaction.  

 To explore the molecular level details of such observations, we performed force field 

MD simulations of RTILs (ethylammonium nitrate, propylammonium nitrate, and 

butylammonium nitrate), aiming at investigating the dynamics of RTILs and providing insight 

into these dynamical heterogeneities. Our research reveals that there are two types of 

heterogeneities in the rotational dynamics. On the one hand, the two ends of the cationic alkyl 

chain exhibit different rotational timescales, reflecting the spatial heterogeneity. We further 

find that this dynamical heterogeneity is enhanced with increasing cationic alkyl chain length. 

Our detailed investigations of the structure and dynamics involving the inter-ionic 

cation∙∙∙anion interaction reveal that this enhanced dynamical heterogeneity results from the 

increased number of anions near the Nhead-H groups as a result of the larger volume of longer 

cationic chains. 

 On the other hand, the dynamical heterogeneity is also manifested in a broad 

distribution of the rotation timescales of the Nhead-H groups. The decay of the Nhead-H 

rotational correlation function can be very well described by a stretched exponential function. 

Our further analyses show that the distribution of the timescales reflects the different local 
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environment around the Nhead-H groups, which is characterized by a different number of inter-

ionic bonds between the Nhead-H group and nitrate anion. The different local environments 

persist for a long time as a result of the long-lived ionic “cage” caused by strong Coulombic 

interaction.38 We believe that these two types of dynamical heterogeneities are a generic 

feature of RTILs and thus should be considered when designing new RTILs. 

 

1.5 Outline of this thesis 

 

This PhD thesis is organized as follows. In Chapter 2, the general concept of 

molecular dynamics (MD) simulation and two types of MD methods including force field MD 

and ab initio MD are explained. In Chapter 3, I report my paper written with my co-authors 

about water dynamics around TMAO investigated by ab initio MD simulations. In Chapter 4, 

I present another paper about the force field development for TMAO, which was based on our 

findings from the AIMD simulations. In Chapter 5, I describe another paper on the dynamics 

of room temperature ionic liquids (RTILs), which investigates the presence of dynamical 

heterogeneities in RTILs. In Chapter 6, the conclusions of my thesis are presented.  
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Chapter 2 

Methods 

 

2.1 Molecular dynamics simulations 

2.1.1 Equations of motion 

Molecular dynamics (MD) simulations are methods of computer simulation for tracing 

the time development of the coordinates and velocities of given atoms. Here “atoms” in 

simulations usually represent the nuclei of real atoms. MD simulations can be subdivided into 

different types, and one way to categorize them is to see if the nuclei are treated by classical 

mechanics or quantum mechanics. Some MD methods including conventional force field MD 

simulations and ab initio MD simulations treat nuclei by classical mechanics: The time 

evolution of the atoms is governed by Newton’s equations of motion. Some other MD 

methods, including path integral MD simulations (including centroid MD40,41 and ring 

polymer MD), treat nuclei by quantum mechanics: quantum effects can be included by 

different approaches. When the quantum effect of nuclei is crucial, for example, in the case of 

proton transfer, such quantum mechanics-based methods should be considered. On the other 

hand, when quantum effects can be neglected, we can use MD methods with Newton’s 

equations of motion for the temporal evolution of the atomic coordinates, to reduce 

computational time. Since the methods mentioned here treat all atoms explicitly, these 

methods are termed all-atom MD simulations. If we are interested in large-scale and/or long-

time phenomena, we can even reduce the computational time by using coarse-grained MD 

simulations, where a group of atoms is approximated by a single “coarse-grained” particle. 

When we are interested in “intermediate” systems in length scale and time scale, the 

MD methods using Newton’s equations of motion for nuclei can be a good option: The 

atomistic behaviors are simulated, which are “averaged” with coarse-grained MD simulations, 

and computational time is relatively reduced by neglecting quantum effects of nuclei. Then 

what we have to do is to solve the Newton’s equations of motion for a given system.  

Consider a system of N atoms with coordinates rN = (r1, …, rN) and velocities vN = (v1, 

…, vN). Then the corresponding Newton’s equations of motion can be written as,2 

 𝑭𝑖(𝑡) = −∇𝑈(𝒓𝑁) = 𝑚𝑖𝒗𝒊̇ (𝑡),                             (2.1) 
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 𝒗𝑖(𝑡) = 𝒓�̇�(𝑡),                                    (2.2) 

where U(rN) is the potential energy function of the system, which is a function of the 

coordinates ri, and mi is the mass of the system. Here, evaluation of the potential energy and 

consequently forces acting on atoms is the key point when performing MD simulations, which 

classifies two types of MD simulations: force field MD simulation and ab initio MD 

simulation. In force field MD simulations, this potential function is termed “force field 

model”, and force evaluation is done using force field models. On the other hand, in ab initio 

MD simulations, this potential function and consequently the forces on atoms are evaluated 

using electronic structure theory. Details for these two MD methods are described below. 

Once we know how to evaluate forces, we can integrate the equations, which yields the 

temporal evolution of the coordinates (and velocities) of the atoms. 

 

2.1.2 Numerical integration 

Since it is usually impossible to integrate the equations of motion analytically, MD 

simulations are performed by numerically integrating the equations. One widely used 

numerical integration method is the velocity Verlet integration, which guarantees that the 

energy of the system is “nearly converged” (termed symplectic integration) and the time 

evolution satisfies time-reversibility. A modified version of the velocity Verlet integration, 

called leap-frog integration, is also widely used. However, note here that numerical 

integration methods implemented in MD software packages seem slightly different from the 

normal methods described above, reflecting complicated equations of motion as a result of a 

lot of parameters such as thermostats, barostats, constraints, and so on. 

Most of the numerical integration algorithms are derived from the Taylor expansion of 

coordinates ri. To derive the velocity Verlet integration, we expand coordinates ri at times t + 

∆t and t - ∆t, as 

                                                                                                                     

𝒓𝑖(𝑡 + Δ𝑡) = 𝒓𝑖(𝑡) + �̇�𝑖(𝑡)Δ𝑡 +
1

2
 �̈�𝑖(𝑡)Δ𝑡2 +

1

6!
 �⃛�𝑖(𝑡)Δ𝑡3 + 𝑂(Δ𝑡4),               (2.3) 

 

𝒓𝑖(𝑡 − Δ𝑡) = 𝒓𝑖(𝑡) − �̇�𝑖(𝑡)Δ𝑡 +
1

2
 �̈�𝑖(𝑡)Δ𝑡2 −

1

6!
 �⃛�𝑖(𝑡)Δ𝑡3 + 𝑂(Δ𝑡4).               (2.4) 

By adding these expansions yields 

𝒓𝑖(𝑡 + Δ𝑡)  + 𝒓𝑖(𝑡 − Δ𝑡)  = 2𝒓𝑖(𝑡) +  �̈�𝑖(𝑡)Δ𝑡2 + 𝑂(Δ𝑡4) .                     (2.5) 

Using Newton’s equation of motion gives 

𝒓𝑖(𝑡 + Δ𝑡)  = 2𝒓𝑖(𝑡) − 𝒓𝑖(𝑡 − Δ𝑡) +
𝑭𝑖(𝑡)

𝑚𝑖
Δ𝑡2 + 𝑂(Δ𝑡4) .                                 (2.6) 
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This integration method is called the Verlet integration. This method indicates that the 

coordinate at t + ∆t can be calculated by the coordinates at t and t - ∆t. This equation still 

holds after replacing ∆t with -∆t, which manifests that the Verlet integration is time-reversible. 

We can see that the Verlet integration method requires the coordinates ri(t) and ri(t - ∆t) to 

calculate ri(t + ∆t). From Eqs. (2.3) and (2.4), the velocities vi(t) can be calculated as,  

𝒗𝑖(𝑡) =
𝒓𝑖(𝑡+Δ𝑡)−𝒓𝑖(𝑡−Δ𝑡)

2Δ𝑡
  + 𝑂(Δ𝑡2),                      (2.7) 

And in the Verlet integration, the velocities vi(t) are calculated as follows, 

𝒗𝑖(𝑡) =
𝒓𝑖(𝑡+Δ𝑡)−𝒓𝑖(𝑡−Δ𝑡)

2Δ𝑡
.                                  (2.8) 

This means that the calculation of vi(t) has “order” 1 (meaning this calculation has error for 

∆t2 and higher orders), resulting in that the calculation of ri(t) has order 2. Thus, the Verlet 

method is classified as “second-order method”.  

We see that the calculation of vi(t) requires the coordinates ri(t + ∆t) and ri(t - ∆t). This 

means that the velocities at present time vi(t) depends on the coordinates at future time ri(t + 

∆t), which complicates the numerical calculation. Also the calculation of velocities using Eq. 

(2.7) can cause a numerical error because the coordinates ri(t + ∆t) and ri(t - ∆t) tend to be 

similar. For those reasons, a different set of equations, called the velocity Verlet method, is 

often used in MD simulations. 

In the velocity Verlet integration, the velocities vi(t) are calculated from the velocities 

at the previous step vi(t - ∆t), instead of being calculated by coordinates. The relation between 

these two velocities can be obtained by adding two equations, 

𝒓𝑖(𝑡 + Δ𝑡)  = 2𝒓𝑖(𝑡) − 𝒓𝑖(𝑡 − Δ𝑡) +
𝑭𝑖(𝑡)

𝑚𝑖
Δ𝑡2 + 𝑂(Δ𝑡4),                                 (2.9) 

𝒓𝑖(𝑡)  = 2𝒓𝑖(𝑡 − Δ𝑡) − 𝒓𝑖(𝑡 − 2Δ𝑡) +
𝑭𝑖(𝑡−Δ𝑡)

𝑚𝑖
Δ𝑡2 + 𝑂(Δ𝑡4),                        (2.10) 

yielding together with Eq. (2.7), 

𝒗𝑖(𝑡)  = 𝒗𝑖(𝑡 − Δ𝑡) +
Δ𝑡

𝑚𝑖

𝑭𝑖(𝑡)+𝑭𝑖(𝑡−Δ𝑡)

2
,                                                           (2.11) 

which describes the temporal evolution of the velocities. Accordingly, the temporal evolution 

of atomic coordinates can be calculated as follows. First, we rewrite Eq. (2.6) as, 

        𝒓𝑖(𝑡 + Δ𝑡)  = 𝒓𝑖(𝑡) +
1

2
𝒓𝑖(𝑡) +

1

2
𝒓𝑖(𝑡) − 𝒓𝑖(𝑡 − Δ𝑡) +

𝑭𝑖(𝑡)

𝑚𝑖
Δ𝑡2 + 𝑂(Δ𝑡4).         (2.12) 

Then, substituting one of the terms (1/2) ri(t) using (2.6) yields, 

  𝒓𝑖(𝑡 + Δ𝑡)  = 𝒓𝑖(𝑡) +
1

2
[𝒓𝑖(𝑡) − 𝒓𝑖(𝑡 − 2Δ𝑡)] + [

𝑭𝑖(𝑡)

𝑚𝑖
+

𝑭𝑖(𝑡−2Δ𝑡)

2𝑚𝑖
] Δ𝑡2 + 𝑂(Δ𝑡4).    (2.13) 

Using the definition (2.8) and subsequently Eq. (2.11) yields, 

  𝒓𝑖(𝑡 + Δ𝑡)  = 𝒓𝑖(𝑡) + Δ𝑡 ⋅ 𝒗𝑖(𝑡) +
𝑭𝑖(𝑡)

2𝑚𝑖
Δ𝑡2 + 𝑂(Δ𝑡4),              (2.14) 
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which describes the temporal evolution of atomic coordinates. This velocity Verlet method is 

widely used for MD simulation, including CP2K,42,43 the MD simulation package that I used 

for my PhD research. 

 

2.1.3 Periodic boundary conditions 

 In MD simulations, a box called unit cell is prepared and periodic boundary conditions 

are used on the unit cell. This means that when an atom gets out of the cell, it is regarded that 

the atom comes back into the cell from the other side of the cell. In other words, a unit cell is 

surrounded by the same cells. By doing this, we can do simulation as if the simulation 

contains a large amount of atoms. When calculating intermolecular interaction on a given 

molecule from other molecules through Lennard-Jones potential, interactions only by the 

nearest molecules in those replicated cells are considered, which is called minimum image 

convention. On the other hand, Coulomb interaction is calculated using the Ewald method,44 

to take into account the long-range behavior of Coulombic potential. 

 

2.1.4 Thermostats 

 Running MD simulations under conditions that correspond to those of the experiments 

such as at constant pressure or constant temperature is important when we are interested in 

those conditions. Here I would like to briefly explain the way how MD simulations are 

performed at constant temperature, which is used throughout my PhD research. 

 The most basic MD simulation method assumes the NVE ensemble (microcanonical 

ensemble), which is described by the Hamiltonian: 

    𝐻(𝒓𝑁, 𝒑𝑁) = ∑
𝒑𝑖

2

2𝑚𝑖
+ ∑ 𝑈(𝒓𝑖, 𝒓𝑗)𝑖<𝑗𝑖 ,                            (2.15) 

Where 𝒓𝑁 = (𝒓1, ⋯ , 𝒓𝑁) and 𝒑𝑁 = (𝒑1, ⋯ , 𝒑𝑁) are the set of coordinates and momenta of the 

molecules. From this Hamiltonian, Newton’s equations of motion are yielded. To yield NVT 

ensemble (at constant temperature), Nosé introduced an extra degree of freedom s to take into 

account the effect of heat bath:45 

  𝐻′(𝒓𝑁, 𝒑′𝑁 , 𝑝𝑠, 𝑠) = ∑
𝑷𝑖

2

2𝑚𝑖𝑠2
+ ∑ 𝑈(𝒓𝑖, 𝒓𝑗) +

𝑝𝑠
2

2𝑄
+ 𝑔𝑘𝑇ln(𝑠)𝑖<𝑗𝑖 ,         (2.16) 

Where p’N is the momenta of molecules in a virtual system that evolves faster than the real 

system: Time t’ in the virtual system is related to time t in the real system as: 

      𝑑𝑡 =
𝑑𝑡′

𝑠
,               (2.17) 
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And then the momenta p’N in the virtual system are related to the momenta pN in the real 

system as: 

      𝒑𝑁 =
𝒑′𝑁

𝑠
.               (2.18) 

ps and Q are imaginary momentum and mass that are related to the heat variable s. 𝑔𝑘𝑇ln(𝑠) 

is included to yield NPT ensemble when g = 3N. By deriving Hamilton’s equations of motion 

for the virtual system, we obtain: 

      �̇�𝑖 =
𝒑𝒊

𝑚
,               (2.19) 

      �̇�𝑖 = 𝐹𝑖 −
�̇�

𝑠
𝒑𝑖,           (2.20) 

      �̇� = 𝑠
𝒑𝑠

𝑄
,            (2.21) 

      �̇�𝑠 = ∑
𝑝𝑖

2

𝑚𝑖
− 𝑔𝑘𝑇𝑁

𝑖 .,           (2.22) 

By using the extra parameters s and ps, we see that the momenta �̇�𝑖 is modified to yield a 

target temperature. Other thermostats also aim at scaling the momenta (or velocities) that 

yield a distribution corresponding to a target temperature. To control the system temperature 

more strongly, it can be considered that the system is surrounded by a larger bath (larger 

baths) introduced by Hoover.46  

 

 

2.2 Force Evaluation 

2.2.1 Force field MD simulations 

  The probably most common way of evaluating forces is to use force field models. A 

force field model is a set of equations and parameters that are used for force evaluation. In 

general, the potential energy function U(rN), called “force field” in the context of force field 

MD simulations, can be divided into the intermolecular term (non-bonded term) UNB(rij) and 

intramolecular term (bonded term) UNB(rij),  

𝑈(𝑟𝑖𝑗) = 𝑈NB(𝑟𝑖𝑗) + 𝑈B(𝑟𝑖𝑗),                                 (2.23) 

where rij denotes the distance between atoms i and j. Here it is assumed that the force field 

can be written in a pair-wise fashion (pair-wise potential).  

 The intermolecular term, or non-bonded term UNB(rij) usually consists of two terms: 

the Coulombic term and the van der Waals term written as, 

𝑈NB(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
+ 4𝜖𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] ,                        (2.24) 
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where, in the first term (Coulombic term) qi denotes the charge on atom i, ϵ0 denotes the 

permittivity of vacuum. On the other hand, in the second term (van der Waals term), which is 

termed Lennard-Jones potential, ϵij denotes the depth of the potential and σij denotes the 

distance where the potential reaches its minimum.   

 The intramolecular term, or bonded term UB(rij) describes the intramolecular degrees 

of freedom such as bonding, bending, and torsional motions. The bonded term can be written 

as 

𝑈B(𝑟𝑖𝑗) = ∑
𝑘𝑏

2
(𝑏 − 𝑏0)2

bonds + ∑ [
𝑘𝜃

2
(𝜃 − 𝜃0)2 +

𝑘𝑢

2
(𝑢 − 𝑢0)2] + ∑ 𝑘𝜙[1 +dihedralsangles

cos(𝑛𝜙 − 𝛿)],                                                            (2.25) 

where the first, second, and third terms describe the potentials for bonding, bending, and 

torsional motions, respectively. In the bonding term, kb
 denotes the force constant, b denotes 

the bond distance, and b0 denotes the equilibrium bond distance. In the bending term, kθ 

denotes the force constant, θ denotes the bend angle, and θ0 denotes the equilibrium bend 

angle. Here in the second term, the Urey-Bradley term (ku: force constant, u: distance between 

the 1, 3 atoms, u0: equilibrium distance between atoms 1 and 3) is included, which describe 

the 1,3 interaction (i.e., the interaction between two atoms that are separated by another 

atom). In the term for torsional motion, n denotes the multiplicity, kφ denotes the torsional 

parameter, φ denotes the dihedral phase, and δ denotes the phase shift. These intermolecular 

terms are used for “flexible” force field models that allow intermolecular motions, while these 

terms are not used for “rigid” force field models. 

 

2.2.2 ab initio MD simulations 

 Ab initio MD simulations43 (AIMD) are a type of MD simulations which use electronic 

structure theory for forces evaluation. By virtue of the electronic structure theory, we can 

obtain a reliable reference that is free of parameters, which are used in force field MD 

simulations. Among AIMD simulations, in this thesis, I have used Born-Oppenheimer MD 

(BOMD) simulation. Note that BOMD can be compared to Car-Parrinello MD simulation 

(CPMD), which uses fictitious mass for electrons that can circumvent the time-consuming 

convergence process in electronic structure theory. Because I have exclusively used BOMD in 

this thesis I briefly explain the principles of BOMD simulation in the following. 

 As in the force field MD simulations, the method is based on Newton’s equations of 

motion for time-evolution of atoms, 

𝐹(𝒓𝑖) = −∇𝑈(𝒓𝑖) = 𝑀𝒗𝑖̇ (𝑡),                      (2.26) 

 𝒗𝑖(𝑡) = 𝒓�̇�(𝑡),                                    (2.27) 
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where, for a given system consisting of atoms with coordinates X(t), velocities V(t), and 

masses M, forces on the atoms F(X) are evaluated through the potential function U(X). The 

evaluation of these forces F(X) is done using electronic structure theory in AIMD simulations. 

Here, Density Functional Theory (DFT) is usually employed for evaluating electronic 

structure, because this method provides reliable electronic structure at limited computational 

cost, compared to other types of electronic structure theory such as Hartree-Fock and post 

Hartree-Fock methods. 

 DFT is one of the approaches to solve the fundamental equation for atoms and 

electrons in nonrelativistic situations, i.e., the Schrödinger equation. Usually, DFT deals with 

time-independent wave functions (steady states of electrons). Therefore, the Schrödinger 

equation that we consider is written as: 

�̂�Ψ = 𝐸Ψ,                                (2.28) 

where �̂� is the Hamiltonian operator for the nuclei and electrons, Ψ is the wave function of 

the system, and E is the energy of the system. Note that this is an eigenvalue equation. E (or 

the set of the energies E) is an eigenvalue (or the set of eigenvalues) of the operator �̂�, and Ψ 

is the corresponding eigenvector (or the set of corresponding eigenvectors). Here Ψ is the 

wave function that describes the atoms and electrons. By assuming that this wave function Ψ 

can be written as the product of electronic component ψe and nuclear components ψn (Born-

Oppenheimer approximation) as 

Ψ = 𝜓e × 𝜓n,                         (2.29) 

we can obtain an equation for the electronic wave function ψe 

     �̂�e𝜓e = 𝐸e𝜓e,                               (2.30) 

Where �̂�e describes the Hamiltonian for electrons. By solving this equation (usually using 

DFT), we can obtain the forces on atoms F(X) as  

    𝐹(𝑋) = −
𝜕𝐸e

𝜕𝑋
= −⟨𝜓e|

𝜕�̂�

𝜕𝑋
|𝜓e⟩,                  (2.31) 

where the second equality holds by the Hellmann-Feynman theorem. 

 

2.2.3 Density functional theory 

 As described above, the forces that act on atoms are evaluated using Eq. (2.31) after 

obtaining the wave function of electrons by usually DFT. Here, I will describe the principles 

of DFT briefly. The main purpose of DFT is to obtain density functionals for electrons, and 

the orbitals of electrons are not the direct target of calculation as in molecular orbital theories 

such as Hartree-Fock and post Hartree-Fock methods. 
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 The derivation of equations in DFT can be obtained from the Schrödinger equation for 

N electrons as the same as Eq (2.28): 

     �̂�Ψ = 𝐸Ψ,                      (2.32) 

Where �̂� denotes the Hamiltonian for the N-electron system, E is the total energy, and Ψ is 

the wave function, which is a function of the coordinates of the N electrons: Ψ(r1, …, rn). The 

Hamiltonian can be written as: 

 �̂� = [�̂� + �̂� + �̂�] = ∑ (−
ℏ2

2𝑚𝑖
∇𝑖

2) + ∑ 𝑉(𝒓𝑖) + ∑ 𝑈(𝒓𝑖, 𝒓𝑗)𝑁
𝑖<𝑗

𝑁
𝑖

𝑁
𝑖 ,                  (2.33) 

where the first term describes the total kinetic energy of the electrons, V(ri) is the nucleus-

electron interaction energy: 

      𝑉(𝒓𝒊) = − ∑
𝑍𝐼𝑒2

|𝒓𝑖−𝑹𝐼|𝑖 ,              (2.34) 

as a result of N nuclei at positions of RI with atomic numbers ZI (hereafter, a set of units that 

satisfies 4πε0 = 1 is used). U(ri, ry) is the electron-electron interaction energy: 

      𝑈(𝒓𝑖, 𝒓𝑗) =
𝑒2

|𝒓𝑖−𝒓𝑗|
,              (2.35) 

 In the Hamiltonian, the effect of nuclei (the coordinates of nuclei) is found in the second term 

as parameter that are regarded constant while solving the Schrödinger equation. 

 The electron density as a function of position r, which is an important quantity in DFT, 

can be obtained by integrating the N-electron wave function Ψ(r1, …, rn) with respect to r2, 

…, rn, to make it a function of the position of a single electron (note that electrons are not 

distinguishable): 

  𝜌(𝒓) = 𝑁∫ 𝑑𝒓2 ⋅⋅⋅ ∫ 𝑑𝒓𝑁 Ψ∗(𝒓, 𝒓2, … , 𝒓𝑁)Ψ(𝒓, 𝒓2, … , 𝒓𝑁),                (2.36) 

where the number of electrons N is multiplied so that this quantity is the electron density that 

yields: 

     ∫ 𝜌(𝒓)𝑑𝒓 = 𝑁.                  (2.37) 

Assuming that we can write the total energy of the N-electron system as a functional of the 

electron density as E = E[ρ], the electron density for the ground state can be obtained as a 

functional that minimizes the total energy (variational principle). This is the main concept of 

density functional theory. However, the expression of the total energy E (or the Hamiltonian 

�̂�) as a functional of the electron density ρ seems difficult, and usually electron orbitals are 

introduced for DFT calculations, as in molecular orbital theories (such as Hartree-Fock and 

post Hartree-Fock methods). The total energy calculated by the Hartree-Fock method is 

related to the first ionization energy by Koopman’s theorem.47 
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 Assume that the N-electron wave function can be written as the Slater determinant of 

one-electron orbitals as  

   Ψ(𝒓1, 𝒓2, … , 𝒓𝑁) =   |𝜙1(𝒓𝟏)   𝜙2(𝒓2) … 𝜙𝑁(𝒓𝑁)|,      (2.38) 

which is a simple mathematical expression that satisfies the anti-symmetry requirement (the 

Pauli exclusion principle) for electrons (fermionic particles). Here, 𝜙1(𝒓𝟏), … , 𝜙𝑁(𝒓𝑁) are 

electron orbitals for single electrons. Using Eq. (2.24), the electron density ρ(r) can be 

expressed as: 

     𝜌(𝒓) = ∑ |𝜙𝑖(𝒓)|2𝑁
𝑖 .             (2.39) 

By substituting Eq. (2.38) into Eq. (2.33) with Eq. (2.34), we obtain the Kohn-Sham equation: 

  (−
ℏ2

2m
∇2 + 𝑉H(𝒓) + 𝑉xc(𝒓)) 𝜙𝑖(𝒓) = 𝜖𝑖𝜙𝑖(𝒓),            (2.40) 

where 𝑉H(𝒓) is the Hartree (or Coulomb) potential written as: 

     𝑉H(𝒓) = ∫
𝑒2𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′,            (2.41) 

which originates from the Coulomb interaction between two electronic densities. This term is 

also found in the Hartree-Fock method and has the classical interpretation that this is a 

Coulomb potential at r generated by the electronic density ρ(r). On the other hand, Vxc(r) is 

the exchange-correlation potential, which is related to the exchange-correlation functional 

Exc[ρ] as: 

     𝑉xc(𝒓) =
𝛿𝐸𝑥𝑐[𝜌]

𝛿𝜌
.             (2.42) 

The exchange-correlation functional Exc[ρ], which is one of the fundamental setups for 

calculating the electronic structure along with basis sets, consists of two contributions: the 

exchange functional and correlation functional. The exchange functional describes quantum 

mechanical interaction between electrons, which originates from the fact that electrons are 

indistinguishable and the wave function of electrons is represented by a Slater determinant. 

This exchange functional corresponds to the exchange integral involving molecular orbitals 

𝜙𝑖(𝒓) and 𝜙𝑗(𝒓) in the Hartree-Fock equation. However, in DFT, the exchange functional is 

represented as a functional of the electronic density 𝜌(𝒓) = ∑ |𝜙𝑖(𝒓)|2𝑁
𝑖 . On the other hand, 

the correlation functional, which is the other contribution to the exchange-correlation 

functional, is introduced to describe the electronic correlation, which is not included in the 

Hartree-Fock method due to the use of a single Slater determinant for electronic wave 

function. This term, which is not present in the Hartree-Fock equation, yields better 

description of the total energy in DFT. This treatment of the electronic correlation is relatively 

inexpensive compared with post-Hartree Fock methods, where a linear combination of Slater 
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determinants is used to describe the electronic wave function, resulting in more expensive 

computational cost than the Hartree-Fock methods. 

 

2.2.4 Exchange-correlation functional 

 As described above, the exchange-correlation functional is needed to solve the Kohn-

Sham equation to obtain molecular orbitals, and consequently the electronic density and 

desired quantities, in our case, forces acting on atoms. There are a series of exchange 

functionals and correlation functionals used for DFT calculations. 

 The exchange functionals are developed based on the approximation for the exchange 

integral in the Hartree-Fock equation into a functional of the electronic density:48 

    𝐸x
LDA[𝜌] = −

3

2
(

3

4𝜋
)

1/3 
∑ ∫ 𝜌𝜎

4/3
𝑑3𝒓𝜎 ,          (2.43) 

Where σ denotes “up” or “down” for electron spin. This type of approximation is called the 

local density approximation (LDA), meaning that it is approximated as a local functional of ρ 

only. To improve the accuracy of the approximation, the effect of the gradient of the electronic 

density ∇ρ is often included, resulting in the generalized gradient approximation (GGA). For 

example, the well-known B88 exchange functional48 is calculated by: 

  𝐸x
B88[𝜌] = 𝐸𝑥

LDA[𝜌] − ∑ ∫ 𝜌𝜎
4/3

{
𝜁𝑥𝜎

2

1+6𝜁𝑥𝜎 sinh−1 𝑥𝜎
}𝑑3𝒓𝜎 ,          (2.44) 

where 

     𝑥𝜎 =
|∇𝜌𝜎|

𝜌𝜎
4/3 ,             (2.45) 

describes the effect of the gradient of ρ in GGA appoximations. ζ is a parameter, and it is 

calculated as ζ = 0.042 to fit exchange energies for a series of atoms by Hartree-Fock 

methods.48 GGA functionals are widely used for calculating electronic structure. There are 

other types of exchange functionals with different function forms and parameters, such as 

PBE and revPBE functionals,49,50 which I have also used in my PhD research. Those 

functionals contains the derivative of are called GGA functionals 

 On the other hand, the correlation functionals have rather complicated form to account 

for the electronic correlation, the effect that is not properly included in the Hartree-Fock 

method. For example, the widely-used LYP correlation functional has the form:51 
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                (2.46) 

Where 
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     𝑡𝑊 =
1

8
(

|∇𝜌|2

𝜌
− ∇2𝜌),                     (2.47) 

and these equations contain a set of parameters:51  a = 0.04918, b = 0.132, c = 0.2533.  

 After assuming specific functional forms for the exchange-correlation functional in the 

Kohn-Sham equation, by solving the equation, we can obtain the molecular orbitals. To 

computationally solve the equation, the molecular orbitals are expanded by basis sets, the 

other important factor in DFT calculations. 

 

2.2.5 Basis set 

 A widely used basis set consists of atomic orbitals such as s, p, d,… orbitals of atoms. 

Molecular orbitals are described as a linear combination of these atomic orbitals. Those 

atomic orbitals, in turn, are written using Gaussian orbitals: exp(-αr2). For example, s orbitals 

are represented as a linear combination of Gaussian orbitals, p orbitals are represented as a 

linear combinations of the funtions x∙exp(-αr2), y∙exp(-αr2), and z∙exp(-αr2), and so on. 

Importantly, by using Gaussian orbitals as basis sets, the integrals in the Kohn-Sham equation 

can be performed analytically, and the Kohn-Sham equations becomes a matrix equation for 

orbital coefficients, resembling the Roothaan equations in the Hatree-Fock method:52 

     𝐅𝐂 = 𝐒𝐂𝛜,                       (2.48) 

Where F is the Fock matrix, C is the matrix of coefficients, S is the overlap matrix of the 

basis functions, and  𝛜 is the matrix of orbital energies. A similar matrix equation is obtained 

for the Kohn-Sham equation with F being replaced by a matrix for  −
ℏ2

2m
∇2 + 𝑉H(𝒓) + 𝑉xc(𝒓) 

using relevant basis set. Therefore, the Kohn-Sham equation can be solved through the matrix 

equation of the coefficient matrix. This equation can be solved iteratively (self-consistent 

field): Using the initial coefficient matrix C, the matrix F is calculated, and the equation is 

solved by diagonalizing the matrix F and resulting coefficient matrix C is compared with the 

original matrix C, the process of which will be repeated until we obtain a converged values 

for the matrix C. Finally, using the coefficient matrix C, we obtain molecular orbitals {𝜙𝑖(𝒓)} 

and the electronic density ρ(t), and consequently the forces on atoms by Eq. (2.32). In the 

CP2K package, Gaussian basis sets and plane wave basis sets are used simultaneously.53  
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Chapter 3 

Ab Initio Liquid Water Dynamics in Aqueous TMAO 

Solution 

  

We employed ab initio molecular dynamics simulations of trimethylamine N-oxide(TMAO)-

D2O solution to investigate the effect of TMAO on the dynamics of surrounding D2O 

molecules. By decomposing surrounding D2O molecules into three groups, namely those near 

the hydrophilic oxygen (OTMAO) atom of TMAO (G1), those near the hydrophobic methyl 

groups of TMAO (G2), and the rest (G3), we find that the rotational dynamics of D2O 

molecules near the hydrophilic OTMAO atom are significantly slow. This slow dynamics are the 

result of the strong OTMAO…DD2O-OD2O hydrogen bond. We find that this rotational motion is 

governed by the two mechanisms: (1) rotation after breaking the OTMAO…DD2O-OD2O 

hydrogen bond, and (2) rotation with the hydrogen bond intact. By checking the spatial 

distribution of the hydrogen bond using angle-resolved radial distribution function and 

hydrogen bond formation correlation function, we reveal that the OTMAO…DD2O-OD2O 

hydrogen bond is highly directional and long lived. These properties of the hydrogen bond are 

not observed by molecular dynamics simulations with a conventional force field. This study 

manifests that careful choice of simulation methods or force fields is crucial to see the 

dynamics of water molecules near negatively-charged atoms, like OTMAO. 

 

3.1 Introduction 

 

 Trimethylamine N-oxide (TMAO) is a molecule that consists of hydrophilic oxygen 

(OTMAO) atom and three hydrophobic methyl groups. This type of molecule is called 

amphiphile and widely found in nature including soaps, detergents, and lipids. When 

dissolved in water, the hydrophilic OTMAO atom forms strong hydrogen bonds with water 

molecules, while the hydrophobic methyl groups prevent surrounding water molecules from 

making hydrogen bonds with themselves.54 TMAO is found in the cell of fish, and used as 

chemical chaperone14,55 (substance that stabilizes proteins56) and osmolyte (substance that 

controls osmotic pressure). TMAO stabilizes the structure of proteins14,55,57 and RNAs,58 and 
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counteracts the destabilization of proteins by urea.11,59 In the muscle tissues of deep-sea 

animals, the concentration of TMAO is elevated, which ameliorates the detrimental effects of 

hydrostatic and osmotic pressure on enzyme function.60–62 It has been proposed that TMAO 

molecules are expelled from protein surfaces, and TMAO stabilized the structure of proteins 

via in-between water molecules, rather than direct interaction between TMAO and proteins.63–

68 This shows that the mechanism of how TMAO stabilizes protein structure is 

complicated14,59,63,69–76 and molecular level understanding of the TMAO-water interaction is 

needed to clarify the role of TMAO in biologically relevant processes. Furthermore, the 

understanding of TMAO-water interaction will be useful to understand the interaction 

between water and other amphiphilic molecules, for example, zwitterionic lipids.77 

 Intermolecular interactions between TMAO and water molecules have been intensely 

investigated by theoretical methods14,59,63,72,74,78–90 and experimental approaches, including 

linear infrared (IR),72,88,91,92 mid-IR pump-probe,93–95 two-dimensional IR,96 Raman,97,98 

NMR,89,99 and dielectric relaxation91,100 spectroscopies. By using pump-probe spectroscopy of 

the O-D groups in isotopically diluted water, Rezus and Bakker have shown that the 

reorientational dynamics of water molecules in aqueous TMAO solutions slows down with 

increasing the concentration of TMAO.93 They investigated the reorientational dynamics of 

water molecules around various types of hydrophobic solutes, and they concluded that the 

slowed-down dynamics of water rotation are caused by the hydrophobic part of the solutes, 

and water molecules are “immobilized” near the hydrophobic parts. This strongly slowed-

down dynamics have been challenged by NMR experiment,99 force field MD simulations of 

aqueous TMAO solution,82 and AIMD simulations of aqueous methanol solutions, which have 

reported that the slow-down of reorientational dynamics of water molecules near the 

hydrophobic parts is not “immobilized”, rather limited.101 A further time-resolved IR study 

has shown95 that the slowdown of water rotational dynamics is less pronounced near the 

hydrophobic regions, and instead, water rotational dynamics is more pronounced near the 

hydrophilic parts. Especially in the case of aqueous TMAO solutions, the interaction between 

water molecules and the hydrophilic oxygen (OTMAO) atom of TMAO is suggested dominant 

for the slow-down mechanism of water dynamics.95,102 In their research, the strong hydrogen-

bond interaction is found between water molecules and the negatively charged OTMAO atom, 

which has been concluded by the significant red-shift (over 100 cm-1) of the O-D stretch 

vibration in the IR absorption spectra with respect to the peak frequency of pure D2O.72 In the 

time-resolved IR study, they have excited the red-shifted O-D stretching mode at a frequency 

of 2440 cm-1 using pump pulse, and they have probed the same mode, yielding selectively the 
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rotational dynamics of water molecules that are considered hydrogen-bonded to the OTMAO 

atom. By their experiment at high concentration of TMAO, they have revealed that the 

rotational dynamics of the O-D group with the red-shifted stretching mode are significantly 

slowed down, and because this red-shift is caused by the strong hydrogen-bond interaction 

between OTMAO and water molecules, they concluded that water rotational dynamics are 

largely slowed down near the hydrophilic OTMAO atom. In this sense, “immobilized” water are 

found near the hydrophilic part of the molecule. This observation agrees with dielectric 

relaxation experiment, which suggests that TMAO strongly binds to 2-3 water molecules at 

all concentrations. 

 Molecular dynamics (MD) simulations have revealed that the rotational or 

reorientational motion of water molecules is governed by large angular jumps (molecular 

jump mechanism).103,104 The reorientation of water molecules is achieved by breaking their 

existing hydrogen bonds, followed by forming new hydrogen bonds. Thus new hydrogen-

bond partners need present near the reorienting water molecules, which brings about short-

lived bifurcated hydrogen bonds. Laage and co-workers have intensely performed force field 

MD simulations of aqueous TMAO solutions to investigate the slowdown of water 

reorientation in this solution.81,82,103–109 In their simulations, they used the SPC/E water 

model19 and the TMAO force field model.110 They have found that the reorientational motion 

of water molecules is only moderately slowed down by the presence of TMAO molecules in 

aqueous TMAO solutions.82 The moderate slowdown near TMAO molecules has been 

explained by the excluded volume caused by the TMAO molecules.82 Due to the presence of 

TMAO molecules, water molecules near the solutes lack their hydrogen-bond partners that are 

needed by the molecular jump mechanism, which suppresses the chance of water rotation. 

Furthermore, they have indicated that the slowed-down dynamics of water molecules in 

aqueous TMAO solution, which has been measured by pump-probe experiment,93 is not the 

consequence of the “iceberg” structure of water molecules near the hydrophobic parts. They 

also addressed that the hydrophilic part of TMAO should contribute to the slowdown of water 

dynamics in aqueous TMAO solutions. This study agrees with the NMR study that no 

“iceberg” structure around the hydrophobic part of TMAO has been observed.99 

 Force field MD simulations depend on parameters such as point charges and van der 

Waals interactions for description of intermolecular interactions. In the case of simulations of 

aqueous TMAO solutions, the intermolecular interactions between water molecules and 

TMAO are described by these parameters. When we would like to investigate the interaction 

between TMAO and water, especially the strong interaction between the hydrophilic OTMAO 
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atom and water, which is characterized by the red-shift of the O-D stretch mode, It is 

important to check the accuracy of the description of the intermolecular interactions. The 

force field MD simulation has reported a red-shift of ~30 cm-1, but this red-shift seems 

underestimated compared with experimental data (more than 100 cm-1,72 ~55 cm-1,95 and 290 

cm-1 red-shifts91). Density functional theory (DFT) calculations of the system consisting of 

one TMAO molecule and three water molecules report that the atomic charge on the OTMAO 

atom reduced by ~10 % upon the formation of the hydrogen bonds between TMAO and 

water.111 This reduction of charge is usually difficult to take into account. Thus, these studies 

suggest that ab initio modeling is required to precisely investigate the effect of the 

intermolecular interactions between TMAO and water molecules on the rotational dynamics 

of water molecules. 

 In this chapter, we perform ab initio MD (AIMD) simulations and force field MD 

simulations of the mixture of deuterated TMAO and D2O, and pure D2O, to investigate the 

reorientational dynamics of water molecules near the TMAO molecule. AIMD has been a 

power tool to investigate the dynamics of liquids, where intermolecular interactions play 

important roles. For example, AIMD simulations of bulk water have revealed cooperative 

hydrogen-bond dynamics, which has been missing in force field MD simulations.112,113 In our 

research here, we selectively study the O-D groups that are near the hydrophilic OTMAO atom, 

and that are near the hydrophobic methyl groups. By doing this, we reveal the different 

contributions of these O-D groups to their vibrational density of states and their rotational 

dynamics. Our AIMD simulations show that the O-D groups that are interacting with OTMAO 

atom contribute to vibrational density of states at a frequency of 2300 cm-1, which is strongly 

red-shifted from the O-D stretch frequency in pure D2O and agrees with experimental 

findings.72,92,95 We find that the lifetime of TMAO-D2O hydrogen bond is very long, and this 

hydrogen bond strongly slows down the rotational dynamics of D2O molecules hydrogen-

bonding to TMAO. The mechanism of this slow-down by the O-D···OTMAO hydrogen bond 

can be explained as follows. While the O-D···OTMAO hydrogen bond is formed, the O-D 

group has to rotate with the large TMAO molecule, which strongly slows down the rotational 

dynamics. Alternatively, one the strong hydrogen bond is broken, the O-D group can moves 

away from the TMAO molecule, then can rotate more freely as in pure water. 

 We compare our AIMD results with the results obtained by force field MD simulations 

and find that the slow dynamics of water rotation near the hydrophilic OTMAO atom is 

underestimated with the force field MD simulations. We attribute this difference between the 

dynamics by AIMD and force field MD to the description of charge on OTMAO. In the force 
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field MD simulations, a point charge is put on the OTMAO atom, which makes it difficult to 

reproduce highly-directional hydrogen bond between OTMAO and water, which we find by 

AIMD simulations. Finally, we briefly discuss the effect of DFT functionals and basis sets on 

the water dynamics in aqueous TMAO solutions. 

 This paper is organized as follows. In section 3.2, we report protocols used for our 

AIMD and force field MD simulations. In section 3.3, we discuss the simulated vibrational 

density of states, rotational dynamics, hydrogen-bond dynamics, and angle-resolved radial 

distribution functions (RDFs) obtained with AIMD and force field MD simulations. In this 

section, the effect of DFT functionals and basis sets on the water dynamics is also discussed. 

Finally, section 3.4 is devoted to our conclusions. 

 

3.2 Method 

3.2.1 Simulation protocols 

 We performed AIMD and force field MD simulations of deuterated TMAO (d-

TMAO)-D2O solutions and pure D2O. The simulation cell size was set to 14.62 Å × 14.62 Å × 

14.62 Å. The cell contained 1 d-TMAO molecules and 100 D2O molecules, yielding a density 

of 1.109 g/cm3. The cell size was evaluated to reproduce the density of corresponding TMAO-

H2O solution.95,114 Here we assumed that the structure is not affected upon the isotope 

exchange. On the other hand, for simulation of pure D2O, the cell size was set to 12.429 Å × 

12.429 Å × 12.429 Å, yielding a density of 1.108 g/cm3. In both cases, periodic boundary 

conditions were used. The simulations were carried out in the NVT ensemble, using the 

thermostat of canonical sampling through velocity rescaling.115 A temperature of 320 K was 

used for both the AIMD simulations and force field MD simulations. The time step for 

integration of equations of motion was set to 0.5 fs. Our Simulations were performed using 

the CP2K package.42 

 

3.2.2 AIMD simulations 

 We performed Born-Oppenheimer AIMD simulations of dTMAO-D2O solution using 

different kinds of functionals and basis sets. As exchange and correlation functionals, we used 

the Becke-Lee-Yang-Parr (BLYP)48,116 and revised Perdew-Burke-Ernzerhof (revPBE)49,50 

functionals, plus the van der Waals correction of Grimme’s D3 method.117 Adding the van der 

Waals correction terms have been recognized crucial to reproduce correct density and 

dynamics of pure water.118–120 We used the Goedecker-Teter-Hutter pseudopotentials121 and 

the hybrid Gaussian and plane wave method implemented in QUICKSTEP.53 As basis sets, we 
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used DZVP and TZV2P for the Gaussian wave functions and a density cutoff of 400 Ry was 

used for the plane waves.122 We performed combinations of BLYP/DZVP, BLYP/TZV2P, and 

revPBE/TZV2P levels of theory to study the effect of functionals and basis sets on the 

structure and dynamics of water molecules. 

 For simulation of dTMAO-D2O solution, two sets of initial configurations were 

prepared for each combination of functional and basis sets by using force field MD 

simulations, and from these configurations we performed MD simulations in a parallel 

manner. First, for equilibration, we ran 15 ps (BLYP/DZVP and BLYP/TZV2P) and 20 ps of 

NVT simulations. After this equilibration, we obtained production runs used for analysis. The 

total lengths of these production runs were 477 ps (BLYP/DZVP), 643 ps (BLYP/TZV2P), 

and 320 ps (revPBE/TZV2P). On the other hand, for simulation of pure D2O, one initial 

configuration was generated using force field MD simulation. From this initial configuration, 

we ran equilibration runs for 35 ps (BLYP/DZVP), 50 ps (BLYP/TZV2P), and 320 ps 

(revPBE/TZV2P). After these equilibrations, we obtained production runs with lengths of 266 

ps (BLYP/DZVP), 457 ps (BLYP/TZV2P), and 374 ps (revPBE/TZV2P). 

  

3.2.3 Force field MD simulations 

 In addition AIMD simulations, we performed force field MD simulations of dTMAO-

D2O solution and pure D2O. For D2O, we used a flexible model of SPC/Fw.123 For dTMAO, 

we used a flexible force field that is parametrized based on quantum chemistry calculation.110 

After 100 ps of equilibration, we obtained 1.4 ns of production run for dTMAO-D2O solution, 

and 0.4 ns production run for pure D2O, respectively. 

 

3.2.4 Categorization of O-D groups 

  Because we aim at investigating the effect of different parts of TMAO on the 

rotational dynamics of water molecules, namely the hydrophilic part and hydrophobic part of 

TMAO, we categorized the total 200 O-D groups of D2O molecules into three subensembles, 

G1, G2, and G3. Ensemble G1 consist of the O-D groups that are hydrogen-bonded the OTMAO 

atom: Here, an O-D group is defined hydrogen-bonded to the OTMAO atom, if the 

intermolecular distance of OTMAO…DD2O is less than 2.7 Å.124,125 For discussion on the 

mechanism of the rotation of D2O molecules, which will be discussed later, we defined 

ensemble G1’ out of ensemble G1, for the O-D groups that remain hydrogen-bonded to OTMAO 

during the simulation time. Next, ensemble G2 consists of the O-D groups that are near one of 

the methyl groups of TMAO: An O-D groups is grouped into G2 if the O-D group is not 
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categorized into G1 and, in addition to that, the intramolecular distance of CTMAO…DD2O less 

than 5.0 Å (CTMAO is one of the carbon atoms of TMAO). This cutoff value of 5.0 Å was 

taken from a study on aqueous tetramethylurea solutions using Car-Parrinello MD 

simulations.126,127 Note that the reason why the cutoff radius of 5.0 Å for G2 is much larger 

than the cutoff radius of 2.27 Å for G1 is because the G2 cutoff radius is defined not from the 

hydrogen atoms that expose to surrounding water molecules, but from the buried carbon 

atoms. Finally, ensemble G3 consists of the rest of the O-D groups which are not categorized 

into either G1 or G2. Note that G1, G2, and G3 are mutually exclusive. 

 Our AIMD simulations yielded that, on average, G1 contains 2.9 O-D groups, which is 

comparable with the numbers of 2 (dielectric relaxation measurement,100 nuclear Overhauser 

effect measurement,128 and thermodynamics analysis76) and 2-3 (dielectric measurement95). 

The average numbers of O-D groups categorized into G1, G2, and G3 are shown in Table 1. 

Table 3.1. Average number of O-D groups contained in sub-ensembles G1, G2, and G3 by 

AIMD and force field MD simulations.  

 BLYP/DZVP BLYP/TZV2P revPBE/TZV2P Force field 

G1 2.9 2.9 2.9 2.5 

G2 46.5 47.1 46.8 47.0 

G3 150.6 150.0 150.3 150.5 

 

 

3.3 Results 

3.3.1 Vibrational density of states 

 First, we investigated a peak in vibrational spectra of aqueous TMAO solution which 

seem to correspond to the O-D groups that are hydrogen-bonded to the OTMAO atom. To this 

end, we calculated the vibrational density of states (VDOS) of the O-D stretch mode. The 

VDOS, which we denote R(ω), can be calculated by Fourier transform of the velocity 

autocorrelation function involving the O-D stretch mode as 

    𝑅(𝜔) = ∫ 〈𝒗OD(𝑡) ⋅ 𝒗OD(0)〉𝑒−𝑖𝜔𝑡𝑑𝑡
𝜏cut

0
  ,                     (3.1) 

Where vOD(t) denotes the relative velocity of the D atom of D2O, with respect to the O atom 

on the same D2O at time t. The time correlation was cut out at time τcut for numerical reason, 

which was set to 1 ps in this study. ‹…› denotes the thermal average. The calculated real parts 

of VDOSs for subensembles G1 (near the hydrophilic OTMAO atom) and G2 (near the 
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hydrophobic methyl groups) are shown in Figure 3.1 as well as the real part of the VDOS for 

pure D2O. 

 

 

Figure 3.1. Real parts of the calculated VDOS, R(ω), for the G1 and G2 O-D groups in the 

TMAO-D2O solution. The VDOS of the pure D2O is also plotted. 

 

 The VDOS spectra of the G1 O-D groups have a peak centered on 2300 cm-1, which 

indicates that the strongly red-shifted peak which was observed experimentally,72 arises from 

the G1 O-D groups (O-D groups that are hydrogen-bonded to the OTMAO atom). On the other 

hand, the VDOS spectra for the G2 O-D groups resemble the VDOS spectra for pure D2O, 

which indicates that hydrogen-bonds in G2 are not so different from hydrogen-bonds in pure 

D2O. Note that the strong red-shift is not observed in the VDOS spectra by classical force 

field MD simulations. This means that AIMD simulations yield substantially stronger 

hydrogen-bonds between TMAO and water molecules, than the classical force field MD 

simulations do. 
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 Here, note that the peak width of the G1 VDOS spectra is broad, although the G1 O-D 

groups are strongly hydrogen-bonded and consequently the distribution of the hydrogen-bond 

strength is narrower. This seemingly contradictory relation originates from the fact that the 

sensitivity of the hydrogen-bond frequency on the hydrogen-bond strength is pronounced in 

the red-shifted region of frequency.129 

 

3.3.2 Rotational Dynamics 

Now we focus on the rotational dynamics of D2O molecules around the TMAO 

molecule. The rotational dynamics of D2O molecules can be investigated via the anisotropy 

decay of the O-D group, which can be experimentally measured using time-resolved IR 

spectroscopy.130 The anisotropy of the O-D group is defined 

                              𝐶2(𝑡) =
2

5
〈𝑃2  (

𝒓OD(𝑡)⋅𝒓OD(0)

|𝒓OD(𝑡)||𝒓OD(0)|
)〉                                (3.2) 

where rOD(t) denotes the O-D vector on D2O molecule at time t, and P2(x)=(1/2)(3x2-1) is the 

second Legendre polynomial. This equation is used for calculating the O-D anisotropy decay 

in the pure D2O system.  On the other hand, for calculating the O-D anisotropy decays in 

dTMAO-D2O solution, we used this equation for G1, G2, and G3 subensembles, 

𝐶G𝑖(𝑡) =
2

5
〈𝑃2  (

𝒓OD(𝑡)⋅𝒓OD(0)

|𝒓OD(𝑡)||𝒓OD(0)|
) 𝜃G𝑖(0)〉,                           (3.3) 

where θGi(t) is a step function whose value is 1 when the relevant D atom is in subensemble 

Gi at time t, and otherwise 0. 

 The calculated anisotropy functions CG1(t), CG2(t), and CG3(t) are shown in Figure 3.2. 

First, we can see that the decay for subensemble G3 resembles the decay for pure D2O, which 

means that the rotational dynamics of O-D groups away from the TMAO molecule (in the 

second hydration shell and beyond) are similar to the dynamics in pure D2O. This agrees with 

an earlier Car-Parrinello MD study on the effect of an amphiphile (tetramethylurea, TMU) on 

the dynamics of water.126,127 The G2 O-D groups show slower decays than the O-D groups in 

G3 or pure D2O, meaning that O-D groups near the hydrophobic methyl groups of TMAO 

rotate more slowly than in pure D2O, or away from TMAO molecules. This slowdown has 

been observed by previous force field MD simulations as well.82,126 Here we note that the 

magnitude of the slowdown depends on the cutoff radius for defining G2: If we take a cutoff 

value of 3.0 Å for G2 instead of 5.0 Å, resulting in ~5 O-D groups included in G2, we have 

more slowed-down dynamics in G2 (See Figure 3.2, dashed green lines). From single 

exponential fits to the anisotropy decays, we evaluated time constants for the decays, and the 

magnitudes of slowdown in G2 compared to G3 were calculated ~1.1-1.3 Å (5 Å cutoff) and 
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~1.2-1.4 Å (3 Å cutoff). Our data show that the slowdown of water reorientation around the 

hydrophobic methyl groups of TMAO is not pronounced (a time constant of 10 ps as 

proposed previously93), but rather moderate. The moderate slowdown of water reorientation is 

in broad accordance with recent studies including force field MD simulations (slowdown ratio 

of 1.3-1.5),82 NMR relaxometry (slowdown ratio of 1.6),99 and a combined measurement of 

dielectric relaxation and fs-IR measurement (slowdown ratio of 2.8),95 which are obtained for 

low concentrations of aqueous TMAO solutions. If we see subensemble G1, namely O-D 

groups near the hydrophilic OTMAO atom, we see that the AIMD simulations yield very slow 

decays for G1 O-D groups. Note that this kind of slow decay is not provided by the classical 

force field MD simulation. This difference between the AIMD data and the force field MD 

data will be discussed later. Overall, for all of the O-D anisotropy decays, we see initial sharp 

drops of decay. These initial drops are due to the librational motion of the O-D groups, 

followed by slower decays which arise from the rotational motion of the O-D groups. 

 

 

Figure 3.2. Semi-log plots of simulated anisotropy decays of the G1, G2, and G3 O-D groups 

in the aqueous TMAO solutions, together with the decays of the O-D groups in pure D2O.  

 

 Then, what is the origin of the significantly slow dynamics of O-D groups in G1, 

namely near the hydrophilic OTMAO atom? To answer this question, now we consider two 

mechanisms for water rotation, which are shown in Figure 3.3: (i) The O-D group rotates by 

keeping the O-D…OTMAO hydrogen-bond intact, or (ii) the hydrogen-bond breaks the 

hydrogen-bond within t < 4 ps, gets apart from the OTMAO atom, and thus rotates as freely as 

in pure D2O. To see the amounts of these contributions, we calculated the anisotropy decays 

for the G1 O-D groups that keep the O-D…OTMAO hydrogen-bond intact (G1’, thus G1’ is a 

subset of G1), via the equation 
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𝐶G1′(𝑡) =
2

5
〈𝑃2  (

𝒓OD(𝑡)⋅𝒓OD(0)

|𝒓OD(𝑡)||𝒓OD(0)|
) ∏ 𝜃G1(𝑡𝑖)

𝑡
𝑡𝑖=0 〉.             (3. 4) 

The anisotropy decays for the G1’ O-D groups are shown in Figure 3.2 as well. The figure 

show that the G1’ decays are even slower than the G1 decays. Since the difference between 

the G1 decay and the G1’ decay originates from the O-D groups that break their hydrogen-

bonds to the OTMAO atom, we can say that the contribution of the break of the O-D…OTMAO 

hydrogen-bond is significant on the rotational dynamics of D2O near the hydrophilic OTMAO 

atom. 

  

 

Figure 3. The two mechanisms for the G1 O-D groups to lose the orientational information. 

The upper route ((a) to (b)) shows that the O-D group keeps O-D...OTMAO hydrogen bond 

intact and rotates as the TMAO + D2O complex (denoted as sub-ensemble G1’), while the 

lower pathway ((a), (c), to (d)) shows the mechanism by which reorientation occurs by 

breaking of the hydrogen bond and subsequent rotation of the O-D group. 

 

 After eliminating the contribution of the O-D groups that have broken their hydrogen-

bond to the OTMAO atom, on the rotational dynamics of O-D groups in G1, as shown as G1’ 

decays,  we still see that the anisotropy functions decay even at a very slow rate. To find out 

the origin for this very slow decay, thus very slow reorientational motion, we calculated the 

anisotropy decays of the O-N group of TMAO molecules, to compare the rotational motion of 

TMAO with the rotational motion of D2O. To calculate the anisotropy decays of the O-N 

groups using the same samples as in the calculation of G1’ anisotropy decays, we projected 

the O-N vector in subensemble G1’ onto the O-N vector of the TMAO molecule. By doing 

this, we considered the rotational dynamics of TMAO that are not affected by hydrogen-bond 
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dissociation between D2O and TMAO. The anisotropy of the G1’ O-D vector projected onto 

the O-N vector is given by 

𝐶TMAO(𝑡) =
2

5
〈𝑃2  (

𝒓OD(p)(𝑡)⋅𝒓OD(p)(0)

|𝒓OD(p)(𝑡)||𝒓OD(p)(0)|
) ∏ 𝜃G1(𝑡𝑖)

𝑡
𝑡𝑖=0 〉, (3.5) 

𝒓OD(p)(𝑡) = (𝒓ON(𝑡) ⋅ 𝒓OD(𝑡))𝒓ON(𝑡),                         (3.6) 

where rOD(p)(t) denotes the projected G1’ O-D group at time t. By definition, the vector 

rOD(p)(t) is parallel to the O-N group of TMAO, and thus the anisotropy decay calculated by eq 

3.6 represents the rotation of TMAO. 

 The projected G1’ O-D anisotropy decays are shown in Figure 3.4, along with the G1 

and G1’ anisotropy decays (see Table 3.2 as well). The decay behaviors of the G1’ anisotropy 

and the projected G1’ anisotropy resemble each other, which indicates that the two 

reorientations of the O-D groups and the O-N group of TMAO are on a similar timescale. 

From this result, we can infer that the O-D group that are hydrogen-bonded to the OTMAO 

atom can mainly rotate by following the rotation of the TMAO molecule. In other word, the 

TMAO molecule and the O-D group rotate as the whole complex. 

 

 

Figure 3.4. Semi-log plots of simulated anisotropy decays of the TMAO molecules with long-

lived hydrogen bonds (with O-D groups in the G1’ sub-ensemble). For comparison, the G1 

and G1’ anisotropy decays are also plotted in red.  

 

Table 3.2. Time constants 𝜏 (ps) of the anisotropy decays. The decays were fit with the 

stretched exponential decay 𝐶(𝑡) = 𝐴exp(− 𝑡 𝜏⁄ ) for 0.5-3.0 ps.  

 BLYP/DZVP BLYP/TZV2P revPBE/TZV2P Force field 

G1 9.3 10 8.5 3.0 

G1’ 17 19 13 7.3 

G2(5Å) 4.8 4.4 2.8 2.5 
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G2(3Å) 5.3 4.8 2.9 2.8 

G3 3.9 3.6 2.3 2.0 

O-D(p) 16 21 16 7.3 

Pure D2O 3.9 3.3 2.1 2.2 

 

 

 As we have seen, significantly slow dynamics of the O-D groups in G1’ are yielded by 

the AIMD simulations. This very slow dynamics qualitatively agree with experimental data.95 

In their time-resolved pump-probe IR experiments, they used pump and probe pulses at 

around 2450 cm-1 which are in a red-shifted region than ordinary O-D stretching mode. 

Because these red-shifted pulses are considered to interact with O-D groups that are 

hydrogen-bonded to the OTMAO atom, by using these pulses, they selectively measured the 

reorientational motion of the O-D groups that are hydrogen-bonded to the OTMAO atom. The 

contribution of these hydrogen-bonded O-D groups on the spectra will be small then the 

TMAO concentration is low, but the contribution will be increased as the TMAO 

concentration is increased. If we see their data of anisotropy decays, at high concentrations of 

TMAO, the experimentally measured anisotropy decays show significantly slower decays as 

the TMAO concentration is increased. These very slow decays agree with the slow decays 

provided with the AIMD simulations. Note here, however, that the pulses at around 2450 cm-1 

which are intended to interact with the O-D groups that are hydrogen-bonded to OTMAO, also 

interact with other O-D groups that have this red-shifted frequency even found in pure D2O. 

Thus the comparison between the AIMD anisotropy decays and the experimental anisotropy 

decays can be done only qualitatively, but we assume that this experimental study supports the 

presence of the very slow rotational dynamics of the O-D groups that are hydrogen-bonded to 

OTMAO. The presence of this very slow rotational dynamics has been also supported by other 

experiments, including nuclear Overhauser effect measurement,128 analyses including density 

and spectroscopy,76 and dielectric relaxation data.95,100 To directly compare simulation and 

experiment on the anisotropy decay, or rotational dynamics, nonequilibrium AIMD 

simulations will be a good option. 

 

 3.3.3 Hydrogen-bond dynamics 

 As discussed above, the difference between the G1 and G1’ anisotropy decays 

originates from the contribution from the rotation involving the hydrogen-bond breaking 

(lower pathway in Figure 3.3). The contribution from this hydrogen breaking to the G1 decay 

is larger in the force field MD simulations than in the AIMD simulations: By eliminating the 
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contribution from the hydrogen-bond breaking (from G1 decay to G1’ decay), the G1’ decay 

by the force field MD show significantly slower dynamics than the G1 decay. Thus the 

lifetime of the OTMAO…D hydrogen bond seems crucial when discussing the rotational 

dynamics of the O-D groups near the OTMAO atom. To see the hydrogen-bond lifetimes, we 

calculated the hydrogen-bond correlation function131 

𝑝HB(𝑡) =
〈ℎ(0)ℎ(𝑡)〉

〈ℎ(0)〉
        (3.7) 

where the hydrogen-bond formation function, h(t), is 1 when 1.59 Å < rO…D < 2.27 Å, and 0 

otherwise.124,125 rO…D denotes the intermolecular OTMAO…DD2O distance for TMAO-D2O 

solutions and the inter molecular OD2O…DD2O distance for pure D2O.  The calculated 

hydrogen-bond correlation functions are shown in Figure 3.5. We can see that the decays of 

the functions by AIMD simulations are remarkably slower than the decays by the force field 

MD simulation, which indicates that the lifetime of the hydrogen bond is much longer by the 

AIMD simulations. On the other hand, if we see the hydrogen-bond dynamics for pure D2O, 

we do not see a pronounced difference between the AIMD data and the classical force field 

data. These observations indicate that the description of the OTMAO…D hydrogen bond is not 

properly done by the classical force field MD simulations, though the description of the 

DD2O…OD2O is fine with the force field MD simulations. Hydrogen-bond lifetimes obtained 

by fitting with single exponential functions are shown in Table 3.3. 

 

Table 3.3. The hydrogen-bond lifetimes 𝜏 of AIMD and force field MD trajectories calculated 

by fitting the exponential function of 𝐴exp(− 𝑡 𝜏⁄ ) to the data in the range of 0.5 ps < t 

< 20 ps. The unit is in ps. 

 BLYP/DZVP BLYP/TZV2P revPBE/TZV2P Force field 

O-D…OTMAO 35 45 33 7.6 

Pure D2O 7.8 6.5 4.3 4.3 

 

 

 Lifetimes of 30 – 50 ps for the O-D…OTMAO hydrogen-bond are yielded by the AIMD 

simulations at 320 K agree with a dielectric spectroscopy study where they showed that at 

least two of the three hydrogen bonds between OTMAO and D2O stay intact, yielding a lifetime 

of at least 50 ps at a temperature of ~300 K.95,100  Note that the difference of the temperatures, 

20 K, changes the dynamics of O-D groups around TMAO due to the at most 20% change of 

the apparent activation energy for rotation. This 20% of difference can be considered to be 
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within the differences involving the hydrogen-bond lifetimes caused by different 

functionals/basis sets. If we focus on the difference of the functionals, it has been known that 

AIMD simulations using the BLYP functional give rise to slightly overstructured water 

configurations ever with the van der Waals corrections. AIMD simulations using BLYP have 

been done at elevated temperature by 15 – 30 K when they want to compare the AIMD 

simulations with force field MD simulations or with experiments, in order to ameliorate the 

overstructure by elevating temperature.132,133 At the elevated temperature, the reorientational 

motion of water molecules will speed up by ~10% compared to 300 K,83,134,135 and the 

discrepancy found here between the hydrogen-bond dynamics by the BLYP-AIMD simulation 

and force field MD simulation will be slightly overestimated due to the overstructure of water 

by the BLYP functional. However, even after considering these details, still it is reasonable to 

say that there is a substantial difference between the hydrogen bond dynamics provided by 

AIMD simulations and force field MD simulations, and this discrepancy originates from the 

description of the OTMAO…DD2O hydrogen bond.  

 

3.3.4. Angle-resolved RDFs 

 Now we will see the origin of the difference between the OTMAO…DD2O hydrogen 

bonds in AIMD simulations and force field MD simulations. To do this, we can check if there 

is a difference between the hydration structures. To check the structural difference, we 

calculated angle-resolved radial distribution functions (RDFs) using our MD trajectories. The 

angle-resolved RDFs of the D atom of D2O molecule with respect to the OTMAO atom can be 

calculated as 

   𝑓(𝑟, 𝜃) =
1

2𝜋𝑟⋅Δ cos 𝜃⋅Δ𝑟

𝑉

𝑁
〈Δ𝑁(𝑟, cos 𝜃)〉,                 (3.8) 

where, for the TMAO-D2O solutions, r denotes the intermolecular OTMAO…DD2O distance, 

and θ (0° ≤ θ ≤ 180°) denotes the angle between the N-O vector on the TMAO molecule and 

the OTMAO…DD2O vector. On the other hand, we also calculated angle-resolved RDFs for pure 

D2O, using the same equation 3.8, where r denotes the intermolecular O…D distance, and  θ 

denotes the angle intramolecular O-D vector and the inter molecular O…D vector for the 

same O atom. ∆N(r, cosθ) denotes the number of D atoms of D2O molecules that are in the 

volume element centered on (r, cosθ). The calculated RDFs are shown in Figure 3.6. 
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Figure 3.6. RDFs and Angle-resolved RDFs for the DD2O atoms (a-e) in the TMAO-D2O 

solution and (f-i) in the pure D2O calculated with the AIMD simulations at BLYP/TZV2P and 

the force field MD simulations. (a, f) Schematic pictures for the distance and angle, (b, c, g, h) 

RDFs, and (d, e, i, j) angle-resolved RDFs. The peak heights of the first hydration shells in the 

angle-resolved RDF are 19.5 for the AIMD (d) and 7.8 for the force field MD (e) for the 

TMAO solution, whereas for the pure D2O the peak heights are 4.4 for the AIMD (i) and 3.7 

for the force field MD (j). 

  

 The calculated angle-resolved RDFs show that there is a sharp peak in the figure (d) 

for TMAO-D2O solution by AIMD simulations at BLYP/TZV2P, which indicates that in this 

AIMD simulation, the hydrogen-bonded D atom is in a confined angle range (around θ ≈ 63°). 

On the other hand, the force field simulation yields a broader distribution of the angle, 

meaning that the hydrogen bond is not confined in a certain direction. In other words, the 

AIMD simulation yields a highly directional hydrogen-bond around OTMAO. As inferred by 



38 

 

the angle of θ ≈ 63°, which seems to involve the tetrahedral structure, the high directionality 

can be considered to arise from the sp3 atomic orbital of the OTMAO atom. The directionality of 

the OTMAO…D hydrogen bond is not yielded as seen in Figure 3.6, and this lack of 

directionality presumably originate from the spherical electrostatic field generated by the 

single point charge on OTMAO. If we see the angle-resolved RDFs for pure D2O, there is no big 

difference between the AIMD data and the force field MD data, supporting that the force field 

can reproduce the water behavior even without the explicit description of the electrons. The 

reason why AIMD and force field MD yield different hydration structures for TMAO-D2O 

solution, but not for pure D2O, presumably originate from the number of lone pairs of 

electrons: The OTMAO atom has three lone pairs of electrons, while the OD2O atom has two 

lone pairs of electrons. Note that the weak OTMAO…DD2O hydrogen bond yielded by the Kast 

model has been pointed out from osmotic activity data.68,90 There have been proposed other 

force fields for TMAO90,136, and it should be checked if these force fields that have single 

point charges on OTMAO, thus generating spherical electrostatic fields, can yield the long-lived 

and highly-directional hydrogen bond between OTMAO and D2O. One way to reproduce the 

directionality of the O-D…OTMAO hydrogen-bond will be to include virtual sites around 

OTMAO, as used in TIP4P20,137 and TIP5P138 water models. We assume that the AIMD data can 

be used as reference to develop a force field for TMAO that includes the charge directionality 

around the OTMAO atom. 

 

3.3.5. Functional/basis set dependence of rotational dynamics in aqueous TMAO 

solution. 

 Finally we will address the dependence of water dynamics around TMAO on different 

functionals and basis sets. Note here that the influence of DFT functionals and basis sets has 

on the structure and dynamics of pure water molecules has been investigated,139–142 but less 

investigation has been done on the effect in aqueous solutions. If we see the rotational 

dynamics of D2O around TMAO (Figure 3.2), the main focus of this chapter, the revPBE 

functional yields faster dynamics than the BLYP for all the cases, namely, G1, G2, G3, and 

pure D2O. The result that the revPBE functional provides a shorter time constant for the 

anisotropy decay of pure D2O agrees with previous research.118 Besides, our data show that 

this trend that revPBE functional provides a faster rotational dynamics of D2O is also valid for 

the rotational dynamics in aqueous TMAO solution. If we see the effect of basis sets on the 

rotational dynamics of D2O, we do not see a qualitative difference between the basis sets, 



39 

 

indicating that the DZVP basis set is enough to reproduce the dynamics of water molecules 

around TMAO.   

 

3.4 Conclusion 

 

 We performed AIMD simulations of dTMAO-D2O solution to investigate the 

rotational dynamics of water molecules around the amphiphile TMAO. Our AIMD 

simulations provided a red-shift of 160 cm-1 for the O-D stretch mode in VDOS spectra for 

the O-D groups near the hydrophilic OTMAO atom, which agrees with experimental data.72 This 

strong red-shift was not yielded with force field MD simulations using a widely-used force 

field for TMAO.110 This difference between the AIMD spectra and force field MD spectra 

originates from the difference in description of the OTMAO…D2O hydrogen bond. If we see the 

rotational dynamics of D2O molecules around TMAO, our AIMD anisotropy decays show that 

the O-D groups that are near the hydrophilic OTMAO atom rotate considerably slowly due to 

the hydrogen between OTMAO and D2O. We revealed that the rotation of the O-D groups near 

OTMAO is governed by the two mechanisms: (1) The O-D groups rotates with the 

OTMAO…D2O hydrogen bond intact, and (2) the O-D groups rotates after breaking the 

OTMAO…D2O hydrogen bond. 

 We also discussed the origin of the different time scales for the O-D rotational 

dynamics around OTMAO provided by AIMD simulations and force field MD simulations: The 

O-D rotational dynamics near the hydrophilic OTMAO atom are very slow by AIMD 

simulations, but not so slow by force field MD simulations. Note that there is no big 

difference between AIMD and force field MD data (rotational dynamics and hydrogen-bond 

dynamics) for pure D2O. By our investigation on the hydrogen-bond directionality around 

OTMAO, the different timescales of rotational dynamics of O-D groups near OTMAO by AIMD 

simulations and force field MD simulations presumably involve the directionality of the 

OTMAO…D2O hydrogen bond. In the AIMD simulations, highly directional hydrogen bonds 

around OTMAO are yielded due to the sp3 atomic orbital of OTMAO, while in the force field MD 

simulations, the directionality of the hydrogen bonds is not pronounced as a result of spherical 

electrostatic field generated by the single point charge on OTMAO.   

 Our simulations show that the strongly slowed-down rotational dynamics of water 

molecules around OTMAO arises from the long-lived and highly-directional hydrogen bond 

between OTMAO and water. This strong interaction of TMAO with water molecules is 

presumably essential for its function as chemical chaperone (chemical that stabilizes protein 
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structure) and as osmolyte (chemical that controls osmotic pressure) as have been proposed 

widely.56,143 
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Chapter 4 

A New Force Field Including Charge Directionality 

for TMAO in Aqueous Solution  

 

We propose a new force field for trimethylamine N-oxide (TMAO) that is designed to 

reproduce the long-lived and highly-directional hydrogen bonds between the oxygen atom 

(OTMAO) of TMAO and surrounding water molecules. Based on data obtained ab initio 

molecular dynamics simulations, we introduce three dummy sited around the OTMAO atom to 

mimic the lone electron pairs on OTMAO. Here we move the negative charge of OTMAO onto the 

dummy sites. The force field developed here improves both structural and dynamical 

properties of aqueous TMAO solutions. Furthermore, the force field provided better 

description of experimentally observed dependence of viscosity upon increasing TMAO 

concentration. This simple procedure of constructing a new force field makes it easy to 

implement in molecular dynamics simulations packages and makes it compatible with 

existing biomolecular force fields. This research will pave the path for further investigations 

of protein-TMAO interactions in aqueous TMAO solutions. 

 

 

4.1 Introduction 

 

 Trimethylamine N-oxide (TMAO) is an amphiphilic molecule that is known as 

osmolyte found in the cells of deep-sea animals.60–62 Futhermore, TMAO stabilizes the 

structure of biomolecules such as proteins14,55,57 and RNA,58 and counteracts the protein-

destabilizing effect of urea.59,62–64 It is suggested that TMAO molecules are repelled from the 

surface region of proteins, thus their protein-stabilizing effect as chemical chaperone is 

mediated by in-between water molecules.14,55,57,63–66 For that reason, both structural and 

dynamical properties of aqueous TMAO solutions have gained a lot of interest. 

 TMAO consists of its hydrophilic oxygen (OTMAO) atom and hydrophobic methyl 

groups, which classifies TMAO as amphiphilic molecule. The hydrophilic OTMAO atom forms 

hydrogen bonds with surrounding water molecules, in other words strongly interacts with 

water molecules. At the same time, the hydrophobic methyl groups of TMAO prevents 
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surrounding water molecules from forming hydrogen bonds among themselves. The effect of 

TMAO on the dynamics of water molecules has been investigated by experiments93,95,144 and 

simulations.81,82 These studies have shown that the rotational dynamics of water molecules 

around TMAO are to some extent slowed down. The similar finding of slowed-down water 

dynamics has been done near protein surfaces.145 We have found, using ab initio molecular 

dynamics simulations (AIMD), that the hydrophilic OTMAO atom forms long-lived and highly-

directional hydrogen bonds with water molecules, which significantly slows down the 

rotational dynamics of water.146 This kind of strong directionality for hydrogen bonds between 

TMAO and water molecules agrees with Ref 147. 

 AIMD simulations have been a powerful tool to investigate intermolecular interactions 

in virtue of electronic structure theory. However, its high computational cost often makes it 

difficult to run long-time and large-scale simulations. For this reason, reliable force fields are 

needed to run force field MD simulations which allow us to run long-time and large-scale 

simulations. For running reliable MD simulations of aqueous TMAO solutions, a reliable 

force field for TMAO is required. However, it is challenging to construct a reliable force field 

model for TMAO, because TMAO forms intermolecular hydrogen bonds with surrounding 

water molecules. 

 So far, a number of force field models for TMAO have been proposed: the Kast 

model,110 the Netz model,90 and the Shea model,136 as well as other models by Canchi et al.68 

and by Hölzl et al.148 The Kast model has been developed in 2003 based on ab initio quantum 

chemistry calculations at the MP2 level of theory.110 The atomic charges were obtained using 

the electrostatic potential fit technique, and the non-bonded parameters were optimized to 

reproduce the structure and energetics of hydrated TMAO molecules by ab initio calculations. 

This Kast model, which has been optimized to reproduce crystallographic data, has been 

widely used to investigate the structure and dynamics in aqueous TMAO 

solutions,68,72,74,79,82,84,85,87,89,149,150 though the model has some limitation, for example, in 

reproducing the density of aqueous TMAO solutions. 

 In 2013, Netz and co-workers developed another force field for TMAO (the Netz 

model), aiming at reproducing experimentally-observed thermodynamic properties involving 

aqueous TMAO solutions.90 The main difference between the Netz model and the Kast model 

is the charges on OTMAO atom and the nitrogen atom of TMAO (NTMAO), as well as the radii of 

the Lennard-Jones parameters of the carbon atoms of the hydrophobic methyl groups. In this 

year of 2013, another force field model for TMAO was developed by Shea and co-workers 
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after modifying the Lennard-Jones parameters, aiming at reproducing experimental densities 

for aqueous TMAO solutions.136 

 Though these force field models reproduce experimentally accessible macroscopic 

observables, it is worth doing to compare their data with the corresponding data by AIMD 

simulations, assuming that AIMD yields reliable data that are comparable with experimental 

data. As shown below (Figures 4.2 and 4.4), these models give rise to either the structure or 

dynamics of TMAO-water hydrogen bond that differs from the structure or dynamics by 

AIMD simulations. The Netz model provides larger coordination number of hydrogen atoms 

of water compared with AIMD, while the Shea model yields shorter lifetime for the TMAO-

water hydrogen bond. The discrepancy between each simulation with the TMAO model and 

AIMD simulations would originates from the description of the negative charge on the 

hydrophilic oxygen (OTMAO) atom of TMAO. In each of those TMAO force fields, a point 

charge is assigned to the OTMAO atom which generates spherical electrostatic potential around 

OTMAO. This spherical potential would not be enough to reproduce high-directional hydrogen 

bond between OTMAO and water, which we have found by AIMD simulations.146 This means 

that a force field for TMAO that takes into account the directionality of the hydrogen bonds 

would yield structure and dynamics that compares with the data by AIMD simulations. 

 In this paper, we present a new force field for TMAO that includes the directionality of 

hydrogen bonds between TMAO and water molecules. We modify the Kast model by putting 

dummy sites around the OTMAO atom and distribute the negative change of OTMAO onto these 

dummy sites, aiming at reproducing the highly-directional hydrogen bond. Our modified force 

field model yields highly-directional hydrogen bond as provided by AIMD simulations, and it 

provides better description of structure and dynamics involving hydrogen bonds, in the sense 

that they resemble the data by AIMD simulations. In addition, using the current force field, 

we investigate the dependence of the viscosity of aqueous TMAO solutions on their 

concentrations. We see that the current force field provides increasing behavior of the 

viscosity with increasing the concentration. 

 This chapter is organized as follows. In section 4.2, we report the details of our force 

field modification for TMAO and the protocols of our MD simulations. In section 4.3, data by 

the current force field are presented and discussed. In particular, we check structural 

properties (RDFs, angle-resolved RDFs) and dynamical properties (hydrogen-bond dynamics 

and rotational dynamics). Here we also report the viscosity of aqueous TMAO solutions as a 

function of their concentrations and temperatures. Finally section 4.4 is devoted to our 

conclusions. 
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4.2 Method 

4.2.1 Force field 

 We developed a new force field by modifying the TMAO force field developed by 

Kast et al.110 We added three dummy sites (M) around the oxygen atom (OTMAO) of TMAO 

and assigned a charge of (-0.65 / 3) e on each of the dummy sites. Note that the sum of these 

charges on the three dummy sites amounts -0.65 e, the charge on OTMAO in the original Kast 

model. We used the same formulation for force field as the Kast model 

𝑈 = ∑
𝑘𝑏

2
(𝑏 − 𝑏0)2

bonds + ∑ [
𝑘𝜃

2
(𝜃 − 𝜃0)2 +

𝑘𝑢

2
(𝑢 − 𝑢0)2] + ∑ 𝑘𝜙[1 +dihedralsangles

cos(𝑛𝜙 − 𝛿)] + ∑ 𝑈𝑁𝐵(𝑟𝑖𝑗)𝑖<𝑗 .                                                                                     (4.1) 

The first term describes bond stretching (kb: force constant, b: bond distance, b0: equilibrium 

bond distance), the second term describes angle bending (kθ: force constant, θ: bend angle, θ0: 

equilibrium bend angle) plus the Urey-Bradley term (ku: force constant, u: distance between 

the 1, 3 atoms, u0: equilibrium distance between the 1, 3 atoms), and the third term describes 

bond torsion (n: multiplicity, kφ: torsional parameter, φ: dihedral phase, δ: phase shift). The 

last term describes non-bonded interaction 

𝑈𝑁𝐵(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗

4𝜋𝜖0𝑟𝑖𝑗
+ 4휀𝑖𝑗 [(

𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

],                            (4.2) 

 where the first term describes the Coulomb interaction (qi: charge, ϵ0: permittivity of 

vacuum) between pairs of atoms (i, j) which are separated by rij, and the second term 

describes the Lennard-Jones potential (εij: well depth, σij: contact distance). The Lorentz-

Berthelot rule was used to yield the interaction parameters between two different kinds of 

atoms i and j: εij = (εiεj)
1/2 and σij=(σi+σj)/2. The Lennard-Jones parameters and charges on the 

atoms of TMAO are identical to the values of the Kast model, expect the values mentioned, as 

shown in Table 4.1. The bond, angle, and dihedral parameters are shown in Table 4.2. This 

table includes the equilibrium distance between OTMAO and M, and the N-O-M and M-O-M 

equilibrium angles, which are set 0.52 Å and 117°, respectively. The equilibrium angle of 

117° was taken from the peak position in the OTMAO…DD2O angle-resolved RDF calculated by 

AIMD simulations using the BLYP/TZV2P level of theory (Ref. 146 and Figure 4.3). The 

equilibrium distance of 0.52 Å was chosen after optimization with respect to the height of the 

first peak in the RDF (Figure 4.2) and the hydrogen bond dynamics (Figure 4.4), in reference 

to the AIMD data, in the range of 0.50-0.60 Å. The dihedral parameters of the force constant, 

phase, and multiplicity of C-N-O-M were chosen as the same as the parameters of O-N-C-H 

and of C-N-C-H. As mentioned above, the angles involving dummy site M were taken from 
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the hydrogen-bond structure around the OTMAO atom that was obtained from AIMD 

simulations.146 The mass of the dummy site was set to 400 a.u. (0.2194 u), so that the dummy 

sites which represent electrons can move faster than the atoms, or nuclei. This value of 400 

a.u. has been used as a fictitious mass for electrons in Car-Parrinello MD simulations, for 

example, of liquid water.151 

 

 

Table 4.1. Lennard-Jones parameters and charges for the current TMAO model. The values 

followed by * are modified or added in the current force field, while the rest are the same as in 

the Kast model.110 

Atom σ (Å) ε (kJ/mol) q (e) 

C 3.041 0.2826 -0.26 

H 1.775 0.0773 0.11 

O 3.266 0.6380 0.00* 

N 2.926 0.8362 0.44 

M 0.000* 0.0000* (-0.65)/3* 

 

 

Table 4.2. Bond, angle, and dihedral parameters for the current TMAO model. The bond (O-

M) and angle (M-O-M and N-O-M) parameters are taken large enough that the bond and bend 

are fixed. The C-N-O-M dihedral parameter is the same as the other dihedral parameters. The 

values with † are optimized in this study, while those with ‡ are estimated, others are the same 

as in the Kast model.110 

 

Bond parameters 

Bond type Force constant kb (Å
-2∙kJ/mol) Equilibrium length b0 (Å) 

O-N 1431.98 1.407 

C-N 1070.79 1.506 

C-H 2470.21 1.082 

O-M 10000 0.52† 

 

Angle parameters 

Angle type Force constant kθ (rad-2∙kJ/mol) Equilibrium Angle θ0 (deg) 

O-N-C 254.7 109.99 

N-C-H 208.7 108.07 

H-C-H 229.5 108.25 

C-N-C 576.1 108.16 

N-O-M 2500 117† 

M-O-M 2500 101† 

 

Dihedral parameters 
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Dihedral type Force constant kϕ (kJ/mol) Phase δ (deg) Multiplicity n 

O-N-C-H 1.129 0 3 

C-N-C-H 1.129 0 3 

C-N-O-M 1.129‡ 0‡ 3‡ 

 

 

4.2.2 Force field MD 

 We performed force field molecular dynamics (MD) simulations of aqueous TMAO 

solution with the current force field model for TMAO. The solution consists of deuterated 

TMAO (dTMAO) and D2O. The cell contains 1 dTMAO and 64 D2O molecules, which yields 

a TMAO concentration of 0.532 mol/L and a density of 1.109 g/cm3.95,114  Periodic boundary 

conditions are employed. The simulations were performed at temperatures of 300 K and 320 

K, using the thermostat of canonical sampling through velocity rescaling,115 with the CP2K 

package.42 After performing 1 ns of equilibration, we ran simulation for 10 ns under each 

condition, and the trajectories are used for analysis. The time step for integration of the 

equations of motion was set to 0.1 fs, and the trajectories were recorded every 2.5 fs (25 time 

steps). 

 To investigate the dependence of viscosity on TMAO concentration, we performed 

MD simulations at different concentrations, with the same setup as described above. We 

investigate TMAO concentrations of 1.025 mol/L (2 dTMAO + 100 D2O in a (14.797 Å)3 

cell), 1.913 molL (4 dTMAO + 100 D2O in a (15.143 Å)3 cell), and 2.690 mol/L (6 dTMAO + 

100 D2O in a (15.474 Å)3 cell). For calculation of viscosity, five initial configurations were 

prepared and from each configuration, after 0.5 ns of equilibration, we obtained 2.0 ns of 

production run (totally 10.0 ns long) used for analysis. The pressure tensors were recorded 

every 1 fs for calculation of viscosity. Other than the concentrations, we used the same setup 

as described in the previous paragraph. 

 

4.2.3 Density calculation 

 As one of the properties for evaluating the validity of a force field, density is a 

fundamental property. Thus here we investigate the density of TMAO-H2O solution as a 

function of TMAO concentration at 298.15 K, which can be compared with experimental 

data.110 To this end, we performed molecular dynamics (MD) simulations of TMAO-H2O 

systems consisting of 2TMAO-200H2O, 4TMAO-200H2O, 8TMAO-200H2O, and 12TMAO-

200H2O, in the NPT ensemble at 1.01325 × 105 Pa (1 atm) and at 298.15 K. Note that for this 

analysis of density, we doubled the system size with respect to the simulations used for 
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calculation of dynamical properties, to make sure that our simulations are free of simulation 

size effect. The simulated densities are shown in Figure 1. Here for describing water 

molecules, we used a flexible model (SPC/Fw) and a rigid model (SPC/E19). For simplicity, 

we used the flexible force field models for TMAO for both the cases (SPC/Fw and SPC/E). 

As a general trend, the SPC/Fw water model yields higher density than experiment, while the 

SPC/E water model yields density that compares with experimental density.152 Note that the 

calculated densities here agree with previous calculations.152 If we look at the data with the 

SPC/Fw model, we see that the Shea model yields densities that compare with experimental 

densities, while the rest of the models provide higher densities than experiment. To see their 

difference here, we can consider the fact that the Shea model was obtained after modifying the 

Lennard-Jones parameters of the Kast model. Since density is sensitive to the Lennard-Jones 

parameters if the charge distributions are similar, it is assumed that the tuning of the Lennard-

Jones parameters improve the densities. We assume that the current force field also be 

improved by tuning their Lennard-Jones parameters,153 but this is outside of the scope of the 

current research. 

 

 

Figure 4.1. Densities of aqueous TMAO solutions as a function of TMAO concentration at a 

temperature of 298.15 K, using (a) SPC/Fw water model and (b) SPC/E water model. The 

experimental densities of aqueous TMAO solutions were taken from Ref 110, while the 

experimental density of pure H2O was taken from Ref 152. 

 

 

4.3 Results 

4.3.1 Structural properties: RDF and angle-resolved RDF 
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 To check the reliability of the current force field model, we start our discussion with 

the two structural properties of aqueous TMAO solutions: radial distribution functions (RDFs) 

and angle-resolved radial distribution functions involving the hydrogen bonds around the 

hydrophilic OTMAO atom. The RDF of the D atom (DD2O) of D2O around the OTMAO atom is 

calculated as  

 

𝑔(𝑟) =
1

4𝜋𝑟2Δ𝑟

𝑉

𝑁
〈Δ𝑁(𝑟)〉,     (4.3) 

Where r is the intermolecular distance between OTMAO and DD2O, and ∆N(r) is the number of 

DD2O atoms found in the region between r and r + ∆r, that is, in the volume element of the 

thickness ∆r. The calculated RDFs with the current model, the Kast model, the Shea model, 

and the Netz model are shown in Figure 4.2, together with the RDFs by AIMD simulations 

from our previous paper.146 If we compare the first peak heights by the force field MD and by 

the AIMD simulations, we see that the current force fields provides a peak height that 

compares with that by BLYP/TZV2P, while the Shea model yields a peak height that 

compares with that by revPBE/TZV2P. 

 

 

Figure 4.2. RDFs for the 1dTMAO-100D2O system at 320 K calculated with force field MD 

(Kast, Netz, and Shea models as well as the current force field model) and AIMD146 

(BLYP/TZV2P and revPBE/TZV2P with Grimm’s D3 method for van der Waals 

corrections117). The details of the AIMD simulations are reported Ref. 146. 

 

In addition, we calculated the angle-resolved RDF for each TMAO force field model 

to investigate the orientational structure of DD2O atoms around OTMAO. The angle-resolved 

RDF of DD2O around OTMAO can be calculated from 
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   𝑔(𝑟, 𝜃) =
1

2𝜋𝑟⋅Δ cos 𝜃⋅Δ𝑟

𝑉

𝑁
〈Δ𝑁(𝑟, cos 𝜃)〉,    (4.4) 

where r is the intermolecular distance between OTMAO∙∙∙DD2O and θ is the angle formed by the 

NTMAO-OTMAO group and the OTMAO∙∙∙DD2O hydrogen bond. ∆N(r, cosθ) is the number of DD2O 

atoms that are in the volume element of the thickness ∆r, around the point (r, cosθ). Note that 

the RDF is obtained by integrating g(r, θ) with respect to θ, 

𝑔(𝑟) = ∫ 𝑔(𝑟, 𝜃)𝑑𝜃
𝜋

0
.     (4.5) 

The calculated RDFs and angle-resolved RDFs are shown in Figure 3. The figure shows that 

the height of the first peak obtained by the current force field compares with that by the 

AIMD simulations, which indicates that the description of the first solvation shell is improved 

with the current force field compared with the original Kast model. Here we note that the Netz 

model provides an similarly good description of the angle-resolved RDFs as the current force 

field, while the Shea model provides the peak height of the angle-resolved RDF that is 

relatively slightly higher than that by the original Kast model. These figures show that the 

inclusion of charge directionality involving the OTMAO∙∙∙DD2O hydrogen bonds in the current 

force field model leads to the improved structure of the hydrogen bonds. 

 

 

 

Figure 4.3. (a) A schematic picture for the distance d and angle θ, used for calculation of 

angle-resolved RDFs, and angle-resolved RDFs for the 1dTMAO-100D2O system at 320 K 
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(color code: oxygen=red, nitrogen=blue, carbon=light blue, hydrogen=white) (b) with AIMD 

using BLYP/TZV2P calculated in our previous paper,146 (c) with the current force field, (d) 

with the Kast model, (e) with the Netz model, and (f) with the Shea model. 

  

4.3.2 Dynamical properties: Hydrogen bond dynamics 

 Next, to test the performance of the current force field in the description of the 

dynamical aspects of aqueous TMAO solution, we calculated the hydrogen bond dynamics for 

the hydrogen bond between OTMAO and DD2O. The hydrogen bond dynamics can be quantified 

through the hydrogen bond formation correlation function131 

𝑝HB(𝑡) =
〈ℎ(0)ℎ(𝑡)〉

〈ℎ(0)〉
          (4.6) 

where the hydrogen bond formation function, h(t), is 1 then 1.59 Å < rO∙∙∙D < 2.27 Å,124,125,154 

and otherwise 0. Here rO∙∙∙D denotes the intermolecular distance between OTMAO∙∙∙DD2O. The 

calculated time traces for pHB(t) are shown in Figure 4. Among the force field models 

investigated here, the current force field yields the slowest dynamics for the hydrogen bond 

which compares with the dynamics by AIMD simulations (BLYP/TZV2P and 

revPBE/TZV2P). Here it is worth mentioning that this slowed-down dynamics was yielded by 

the inclusion of the charge directionality in the current force field, which is characterized by 

the O-M distance and the N-O-M angle. The longer lifetime of the OTMAO∙∙∙DD2O hydrogen 

bond may also contribute to the slowdown of the rotational dynamics of the water molecules 

around OTMAO, which has been suggested in a study on aqueous solutions of tetramethylurea 

(TMU) and urea.155 
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Figure 4.4. The O-D...OTMAO hydrogen bond correlation functions in the aqueous TMAO 

solution for the 1dTMAO-100D2O system at 320 K calculated by AIMD (BLYP/TZV2P and 

revPBE/TZV2P) and force field MD (Kast, Netz, and Shea force field models as well as the 

currently developed force field model). 

 

4.3.3 Rotational dynamics around TMAO 

 As another dynamical aspect of aqueous TMAO solution, we also investigated the 

performance of the current force field in the rotational dynamics of water molecules around 

OTMAO. Here we compare the data by force field MD with the data by AIMD.146 The rotational 

dynamics can be measured by the rotational correlation function, which is experimentally 

accessible as anisotropy decay. The anisotropy decay of the O-D group can be calculated130 

𝐶2(𝑡) = 〈𝑃2  (
𝒓OD(𝑡)⋅𝒓OD(0)

|𝒓OD(𝑡)||𝒓OD(0)|
)〉,                   (4.7) 

where rOD(t) denotes the O-D vector of the D2O molecule at time t, P2(x) = (1/2)(3x2 – 1) is 

the second Legendre polynomial, and the brackets ‹∙∙∙› denote the thermal average. As in our 

previous work,146 we consider three sub-ensembles of G1, G2, and G3: G1 consists of O-D 

groups near the hydrophilic OTMAO atom, G2 consists of O-D groups near the hydrophobic 

methyl groups, and G3 consists of the rest of the O-D groups. The details of this 

categorization can be found in Ref 146. Using the definition of G1, G2, and G3, we can 

calculate the anisotropy decays for these sub-ensembles with the equation 

𝐶G𝑖(𝑡) = 〈𝑃2  (
𝒓OD(𝑡)⋅𝒓OD(0)

|𝒓OD(𝑡)||𝒓OD(0)|
) 𝜃G𝑖(0)〉,    (4.8) 

where θGi(t) is a step function with value 1 when the D atom of a given O-D group belongs to 

Gi at time t, and otherwise 0. CG1(t), CG2(t), and CG3(t) calculated with the force field models 

are shown in Figure 5, together with the data by the AIMD simulations.146 Here we provide 

time constants for the anisotropy decays for G1 and G2, assuming that the decays can be well 

fit with single exponential decay (Table 4.3). The figure show that the current force field 

model yields a large difference between the G1 and G2 decays (τG1/τG2 = 2.3), which 

compares with the difference by the AIMD simulations (τG1/τG2 = 2.3 for BLYP/TZV2P and 

τG1/τG2 = 3.0 for revPBE/TZV2P), which is not yielded by the original Kast model (τG1/τG2 = 

1.4). Here we note that the Netz model also reproduces a ratio between the time constants for 

G1 and G2 (τG1/τG2 = 2.2) that compares with the AIMD value, while the Shea model yields a 

value of τG1/τG2 = 1.6 which is close to the value by the Kast model. 
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Figure 4.5. Calculated anisotropy decays of the G1 (red), G2 (green), and G3 (blue) O-D 

groups in the aqueous TMAO solutions for the 1dTMAO-100D2O system at 320 K. Data are 

shown calculated with AIMD using BLYP/TZV2P and revPBE/TZV2P with Grimme’s D3 

method for van der Waals corrections117 (Data are taken from Ref. 146 Further details can be 

found there), as well as with force field MD using the model developed in the current study, 

the Kast model, the Netz model, and the Shea model. 

 

Table 4.3. Time constants 𝜏 (ps) of the anisotropy decays for sub-ensembles G1 and G2. The 

decays were fit with the exponential decay 𝐶(𝑡) = 𝐴exp(− 𝑡 𝜏⁄ ) for 0.5-3.0 ps.  

 BLYP/TZV2P revPBE/TZV2P Current FF Kast Netz Shea 

τG1 10 8.5 6.1 3.4 5.7 4.3 

τG2 4.4 2.8 2.6 2.5 2.6 2.7 

τG1/ τG2 2.3 3.0 2.3 1.4 2.2 1.6 
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4.3.4 Viscosity 

 Finally, using the current force field model, we calculated the dependence of the 

viscosity of aqueous TMAO solutions on its concentration. This aims at checking the 

reliability of the current force field model for investigating aqueous TMAO solutions at high 

concentration, by comparing the data with experimental viscosity.69 The μν component of 

shear viscosity ημν (μ, ν stand for x, y, or z) can be calculated from equilibrium MD 

simulations by the Green-Kubo equation153 

𝜂𝜇𝜈 =
𝑉

𝑘𝑇
∫ 〈𝑃𝜇𝜈(𝑡)𝑃𝜇𝜈(0)〉𝑑𝑡

𝜏

0
,      (4.9) 

where Pμν(t) is the μν component of the pressure tensor at time t, V is the volume of the 

system, k is the Boltzmann constant, T is the temperature of the system, and τ is the cutoff 

time. Using the values ημν, the isotropy viscosity can be obtained by averaging the off-

diagonal terms, ηxy, ηyz, and ηzx, which is the viscosity which we compare with experimental 

viscosity. In our calculation, integration was done up to τ = 20 ps. The calculated isotropic 

shear viscosity is reported as a function of TMAO concentration in Figure 4.6. First, note that 

the viscosity of 0.765 mPa∙s for pure H2O at 300 K agrees with the value of 0.75 mPa∙s 

reported for SPC/Fw water.123 The figure shows that the current force field model provides 

larger viscosity than the Kast model at all the concentrations. By comparing the viscosities by 

the current force field model, by the Kast model, and by experiment,95 we can see that the 

introduction of local partial charges on OTMAO results is a better description of the viscosity 

of aqueous TMAO solutions at any concentrations. Note that the viscosities calculated by the 

Netz model and the Shea model also provide this increased viscosity at higher concentrations 

as a result of their modifications.  
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Figure 4.6. Viscosities of TMAO-H2O solutions at 300 K at concentrations ranging from c = 

0.53 mol/L to 2.69 mol/L (red) with the current model, (green) with the Kast model, (blue) 

with the Netz model, and (pink) with the Shea model. (black) Experimental data for TMAO-

H2O solutions at 296.15 K are taken from Ref 69. Note that the temperature in the experiment 

(296.15 K) is ~4 K lower than the temperature in the simulation (300 K). 

 

4.3.5 Comparison of the force field models 

 In this short section, we would like to summarize the performances of the different 

force field models for TMAO, which will illustrate their strengths and weaknesses. The Shea 

model yields density of TMAO-H2O solutions that best agrees with experiment. Regarding 

the hydration structure around TMAO, the current model provides a RDF that compares with 

the data by AIMD using BLYP/TZV2P, while the Shea model provides a RDF that compares 

with the data by AIMD using revPBE/TZV2P. Calculated angle-resolved RDFs show that the 

current model and the Netz model provide the highly-directional OTMAO∙∙∙DD2O hydrogen 

bonds that are observed by AIMD simulations, though the Netz model employs a point charge 

on OTMAO. The Netz model results in a coordination number > 3, which however has been 

improved in the latest development reported in Ref 148. Here we would like to note that the 

density provided with the model of Ref 148 is improved with respect to the original Netz 

model. Regarding the dynamics of OTMAO∙∙∙DD2O hydrogen bond, the current force field model 

shows the closest agreement with the AIMD data with slowed dynamics of the first solvation 

shell around OTMAO. The Netz model also shows slow hydrogen bond dynamics that compare 

with the AIMD data. Regarding the rotational dynamics of water molecules near OTMAO, the 
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current model and the Netz model yield slowed-down dynamics compared with the water 

dynamics near the hydrophobic methyl groups. Finally, the current model, the Netz model, 

and the Shea model yield better description of viscosity at high TMAO concentration. 

 

4.4 Conclusions 

 

 We have developed a new force field for TMAO that provides better description of the 

hydrogen bond between the OTMAO atom and water molecules. Starting from the model by 

Kast et al.110 (the Kast model), we introduced three dummy sites around the OTMAO atom to 

mimic the lone electron pairs on OTMAO, and distributed the original charge of OTMAO onto 

these dummy sites. This modification aimed at reproducing the highly-directional hydrogen 

bonds between OTMAO and water molecules which have been found by AIMD simulations.146 

By comparing structural properties involving the hydrogen bonds through RDFs and angle-

resolved RDFs, we found that the current force field provides better description of the 

structural properties that compare with the data by AIMD simulations. Regarding dynamical 

properties involving the hydrogen bonds by checking the hydrogen bond dynamics and the 

rotational dynamics of water molecules near the OTMAO atom, the current force field was 

found to yields better description that are comparable with the AIMD data. In addition, it is 

found that the current force field provides an increasing behavior of viscosity at high TMAO 

concentrations, which compare well with experiment. These improved structure, dynamics, 

and viscosity were gained after the simple modification of the original Kast model through the 

introduction of dummy sites around the OTMAO atom. These results suggest that the inclusion 

of the hydrogen bond directionality has a major impact on the structure and dynamics of water 

molecules involving the hydrogen bonds. This simple procedure of modifying a force field 

can be used in any MD packages and is compatible with other force field models for 

biomolecules, paving the way to further investigating the interactions between TMAO and 

proteins. In particular, accurate description of the N-O group of TMAO can be important for 

investigating the protein conformational properties, since it has been proposed that the 

creation of cavity in water hydrogen-bond network as a result of the presence of TMAO affect 

the process of protein folding.156 

 

 

 

 



56 

 

 

Chapter 5 

Dynamical heterogeneities of Rotational Motion in 

Room Temperature Ionic Liquids Evidenced by 

Molecular Dynamics Simulation 

 

Room temperature ionic liquids (RTILs) have been shown to exhibit spatial heterogeneity, or 

structural heterogeneity in the sense that they form hydrophobic and ionic domains. Yet 

studies of the relationship between this structural heterogeneity and the ~picosecond motion 

of the molecular constituents remain limited. In order to obtain insight into the time scales 

relevant to this structural heterogeneity, we perform molecular dynamics simulations of a 

series of RTILs. To investigate the relationship between the structures, i.e. the presence of 

hydrophobic and ionic domains, and the dynamics, we gradually increase the size of the 

hydrophobic part of the cation from ethylammonium nitrate (EAN), via propylammonium 

nitrate (PAN), to butylammonium nitrate (BAN). The two ends of the organic cation, namely 

the charged Nhead-H group and the hydrophobic Ctail-H group, exhibit rotational dynamics on 

different timescales, evidencing dynamical heterogeneity. The dynamics of Nhead-H group is 

slower because of the strong Coulombic interaction with the nitrate counter-ionic anions, 

while the dynamics of Ctail-H group is faster, because of the weaker van der Waals interaction 

with the surrounding atoms. In particular, the rotation of Nhead-H group slows down with 

increasing the cationic chain length, while the rotation of Ctail-H group shows little 

dependence on the cationic chain length, manifesting that the dynamical heterogeneity is 

enhanced with longer cationic chain. The slowdown of the Nhead-H group with increasing the 

cationic chain length is associated to a lower number of nitrate anions near the Nhead-H group, 

which presumably results in the increase of the energy barrier for the rotation. The sensitivity 

of the Nhead-H rotation to the number of surrounding nitrate anions, in conjunction with the 

varying number of nitrate anions, gives rise to a broad distribution of Nhead-H reorientation 

times. Our results suggest that the asymmetry of the cations and the larger excluded volume 

for longer cationic chain are important for both the structural heterogeneity and the dynamical 

heterogeneities. The observed dynamical heterogeneities may affect the rates of chemical 
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reactions depending on where the reactants are solvated in ionic liquids, and provide an 

additional guideline for the design of RTILs as solvents. 

    

5.1 Introduction 

 Despite the great chemical variety for anions and cations that form room temperature 

ionic liquids (RTILs)38,157–177 – salts that are liquid at room temperature –, ionic liquids appear 

to share a common structural motif: On the molecular level scale, ionic liquids are spatially 

segregated into hydrophobic domains and ionic domains. In 2005, Wang and Voth37,178,179 

have shown by molecular dynamics (MD) simulations that the hydrophobic tail carbon atoms 

(Ctail) of RTILs (1-alkyl-3-methyl-imidazolium nitrate) aggregate with other Ctail atoms. This 

aggregation was observed by their visual observation and higher peak heights for the 

Ctail∙∙∙Ctail radial distribution functions (RDFs). In 2006, Lopes and Pádua also observed the 

aggregation of tail atoms, and revealed the presence of ionic and hydrophobic domains and 

long-range nanoscale segregation in RTILs.180 The formation of ionic and hydrophobic 

domains has been confirmed by X-ray diffraction181 and is now regarded an important aspect 

of RTILs.173,182–185 For example, it has been suggested that the hydrophobic aggregation affect 

the chemical reactivity of solutes when RTILs are used as solvents.172 

  There are several studies, which also suggest that the structural heterogeneity also 

leads to dynamical heterogeneity.39 Dynamical heterogeneity has been discussed in different 

contexts and is often assessed by studying – amongst other properties – the translational and 

rotational motion of RTILs. Differences have been evidenced in the dynamical behavior 

between cations and anions, between ionic domains and hydrophobic domains, and between 

given sub-ensemble within RTILs, where, e.g. the dynamics depends on the local 

environment. The latter type of dynamical heterogeneity is closely related to the behavior of 

super-cooled liquids.186–189 The dynamical heterogeneity for RTILs was first mentioned by 

Voth’s group in 2004, prior to their finding of the spatial heterogeneity.38 In that paper, the 

authors have calculated the van Hove correlation function of RTILs, showing that the 

translational (or diffusive) dynamics of each of the constituent ions are heterogeneous (the 

self-part of the van Hove correlation functions190 show a non-Gaussian behavior), namely 

their life time depends on the local environment. In 2004, Ribeiro and coworkers have 

performed molecular dynamics simulations of RTILs to reveal that the rotational dynamics of 

each constituent ion are also heterogeneous due to their different microscopic environments. 

In 2010, Fruchey and Fayer measured the fluorescence anisotropy decay of a probe molecule 

solvated in different domains (the ionic domains and hydrophobic domains of RTILs), and 
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found that the rotational dynamics of the probe strongly depends on its location.39 In 2015, 

some of the authors of this current paper used femtosecond infrared spectroscopy to find that 

the thermal relaxations of the stretching vibrations differ for the two ends of cationic chains of 

alkylammonium nitrates.191 In 2016, Verma et al. have performed multi-dimensional 

spectroscopy measurement and revealed that there is also a heterogeneity of dynamics 

involving solvation response.192 These studies and other studies on the dynamics of RTILs193–

198 suggest that taking the heterogeneity of dynamics into account is needed to yield accurate 

description of dynamics in RTILs.  

 This paper aims at investigating two types of dynamical heterogeneities in RTILs. The 

first dynamical heterogeneity is the difference between the rotational dynamics of the two 

ends of cationic chains, which form ionic domains and hydrophobic domains, and the second 

heterogeneity is the difference in the time scales of the rotational dynamics of the charged 

Nhead-H groups, which we reveal is a consequence of different surrounding environments as a 

result of very slow relaxation of the structure of RTILs. To this end, we perform force field 

molecular dynamics simulations of a series of alkylammonium nitrates: ethylammonium 

nitrate (EAN), propylammonium nitrate (PAN), and butylammonium nitrate (BAN). The 

alkylammonium nitrates are simple RTILs and have been investigated199–202 since the early 

stage of RTIL research, after they have been reported by P. Walden as early as in 1914.203 

Here, we investigate the structure and dynamics of the two ends of the alkylammonium 

cations: the Nhead-H groups and the Ctail-H groups. We study the rotational dynamics of these 

two groups, which are – at least in principle – experimentally accessible by mid-infrared 

pump-probe spectroscopy.95,130 To reveal the origin of the two types of dynamical 

heterogeneities, we perform further analyses of radial distribution functions (RDFs) involving 

interaction around the two ends of the alkyl chains. Anticipating our results, we find that the 

rotational dynamics of the two ends of cationic chains occur on different timescales, 

exhibiting a dynamical heterogeneity, which is enhanced for longer cationic chains, as it also 

happens for the spatial heterogeneity. To reveal the mechanism behind our observation, we 

investigate the number of inter-ionic bonds and its relationship with the rotational dynamics 

of the charged Nhead-H groups. Additionally, we find that the rotational dynamics of the Nhead-

H groups differ depending on their long-lived, heterogeneous environments. 

This paper is organized as follows. In section II, we describe the details of our MD 

simulations. In section III, we report the dynamics of the two ends of alkylammonium cations 

by means of rotational correlation functions. Further analyses include the rotational 

correlation functions of the second-end bonds of cations, the radial distribution functions 
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(RDFs) involving the two cationic ends, the spatial distribution functions. Finally, in Section 

IV, we provide our conclusions. 

 

5.2 Methods 

5.2.1. MD simulations 

 We carried out force field molecular dynamics (MD) simulations of ethylammonium 

nitrate (EAN),204 propylammonium nitrate (PAN),185 and butylammonium nitrate (BAN)185 

using the force field developed by Umebayashi and co-workers.185,204 These force fields were 

developed starting from ab initio calculations at the MP2/cc-pVTZ(-f)/ and HF/6-31G(d) level 

of theory and their accuracy in describing the structural properties was checked against 

experimental X-ray diffraction data.185 We used charges, Lennard-Jones parameters and 

intramolecular parameters as in ref. 185. In particular the intramolecular flexibility was taken 

into account using AMBER force fields22 for the stretching, bending, and torsional parameters 

of the series of RTILs, and parameters by Jayaraman et al. to describe the stretching and 

bonding parameters of the nitrate anion. For each system (EAN, PAN, BAN) we considered 

48 pairs of ions in each simulation cell. The simulation cells were set to 19.234 Å × 19.234 Å 

× 19.234 Å (EAN), 20.309 Å × 20.309 Å × 20.309 Å (PAN), and 21.390 Å × 21.390 Å × 

21.390 Å (BAN), which correspond to the experimental densities of 1.2109 g/cm3 (EAN), 

1.1620 g/cm3 (PAN), and 1.1089 g/cm3 (BAN), respectively, at 298.15 K from Ref 185. Note 

that these values are in broad accordance with other reports.200 In our simulations, periodic 

boundary conditions were employed. In the simulations of room temperature ionic liquids 

molecular diffusion is very slow,182,205 which may cause sampling issues due to aggregation. 

To circumvent this potential problem, we prepared three sets of initial configurations. The 

first set of initial configurations was prepared using the package Packmol.206,207 The second 

set of initial configurations was prepared after 1 ns of simulations using zero charges on 

atoms to make the atoms diffusive. The third set of configurations was obtained after another 

1 ns of simulations using zero charges on atoms. As discussed below, our results are 

independent from the initial state. Starting from these initial configurations, we performed 

NVT simulations at 298.15 K using the thermostats of canonical sampling through velocity 

rescaling,115 with the CP2K package.42 After 1 ns of equilibration run, 2 ns of MD trajectories 

were obtained after each set of initial configurations (totally 6 ns of trajectories for EAN, 

PAN, and BAN), which were used for our analysis. As shown in the results, such trajectory 

lengths are sufficient to sample the local rotational dynamics. The time step for integration 

was set to 0.5 fs, and the trajectories were recorded every 2.5 fs (5 time steps).  
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5.3 RESULTS 

5.3.1 Rotational dynamics of the two ends of the cationic chains 

 The rotational dynamics can be evaluated by calculating the rotational correlation 

function of a given chemical bond, which can be directly compared to the anisotropy decay in 

polarized pump-probe infrared spectroscopy experiments.95,130,199 The rotational correlation 

function of a given bond is given by:130 

    𝐶2(𝑡) =
2

5
〈𝑃2  (

𝒓(𝑡)⋅𝒓(0)

|𝒓(𝑡)||𝒓(0)|
)〉,              (5.1) 

where r(t) denotes the bond vector at time t, P2(x)=(1/2)(3x2-1) is the second Legendre 

polynomial, and the brackets ⟨…⟩ denote the thermal average. Here this function is multiplied 

by 2/5 to make it easy to compare the computational data with experimental anisotropy 

decays. We calculated the rotational correlation functions of the two ends of cationic chains, 

namely, for the Nhead-H group (charged head group) and the Ctail-H group (hydrophobic tail 

group). The calculated rotational correlation functions are shown in Figure 5.1, and the 

inferred time constants for the decays are reported in Table 5.1. The time constants were 

obtained by fitting the data with a stretched exponential function, C(t)=Aexp{-(t/τ)β}, which is 

often used for analysis of systems exhibiting a distribution of relaxation times, i.e. 

heterogeneous systems. The fits are also displayed in Figure 1 and the corresponding 

parameters are listed in Table 5.1. Using the fitting parameters, we calculated the mean 

relaxation time ⟨τ⟩, which is defined by ⟨τ⟩ = (τ/ β)Γ(1/ β) using the gamma function Γ. The 

mean relaxation times are also displayed in Table 1. These data show that the rotation of the 

Nhead-H group is slower than the rotation of the Ctail-H groups for all the investigated RTIL, 

namely EAN, PAN, and BAN. Thus, the rotational dynamics of the two ends of the cations 

differ, evidencing heterogeneity in the rotational dynamics. By looking at the dependence of 

the dynamics on the cationic chain length, we see that the Nhead-H dynamics slows down with 

increasing length of the cationic chain (from EAN, via PAN to BAN). Conversely, the 

rotational dynamics of Ctail-H (see Fig 5.2) hardly vary with alkyl chain length. The 

heterogeneity of the rotational dynamics is enhanced with increasing the cationic chain length, 

in the sense that the ratio between the time constants (τNhead-H/τCtail-H) is increasing with 

increasing cationic chain length.  

 The observation that the computational data can be described well by a stretched 

exponential suggests that the dynamics of each end of the cationic chain could be associated 

with a distribution of rotational time scales, depending on the local environment of each 
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cation. Such structural heterogeneity is in line with previous studies37,38 and has also been 

observed in super-cooled liquids.186–188 Since the beta values reported here are somewhat 

similar for all studied RTILs and it is hard to deduce the origin for this heterogeneity, we will 

take a closer look at this dynamical heterogeneity below by virtue of MD simulations. 

 

Figure 5.1. (a) Nhead-H rotational correlation functions and (b) Ctail-H rotational correlation 

functions for ethylammonium nitrate (EAN; red), propylammonium nitrate (PAN; green), and 

butylammonium nitrate (BAN; blue) at 298.15 K. The dashed lines denote the fitting 

functions C(t)=Aexp{-(t/τ)β} with the parameters shown in Table 5.1. 

 

 

Table 5.1. Fitting parameters for the Nhead-H rotational correlation functions and Ctail-H 

rotational correlation functions. The decays were fit with the stretched exponential decay 

𝐶(𝑡) = 𝐴exp{−(𝑡 𝜏⁄ )𝛽} at times ranging from 1 to 60 ps. 

 

 Nhead-H Ctail-H 

 A β τ (ps) ⟨τ⟩ (ps) A β τ (ps) ⟨τ⟩ (ps) 

EAN 0.37 0.48 18.4 39.8 0.40 0.44 9.3 24.3 

PAN 0.36 0.49 34.9 72.5 0.38 0.48 12.5 27.0 

BAN 0.35 0.52 50.5 101.0 0.39 0.46 8.3 19.6 
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Figure 5.3. Time constants (ps) associated with the reorientation of the Nhead-H group (red) 

and the Ctail-H group (green) as a function of the number of carbon atoms. 

 

In order to explore the origin of the different time scales for the dynamics of the two terminal 

groups of the cations, we also studied the rotational dynamics of the adjacent bonds, namely, 

the Nhead-C group and Ctail-C group. The calculated rotational correlation functions of these 

adjacent bonds are shown in Figure 5.2. The figure shows that the rotational correlation 

functions of the Nhead-C groups and Ctail-C group are substantially slower than that of the Ctail-

H and Nhead-H groups. This can be rationalized by the fact that a full loss of the orientational 

correlation for the Nhead-C and Ctail-C rotation requires the rotation of the whole molecule, 

which is not required for the Nhead-H and Ctail-H groups, as a propeller-like rotation around the 

Nhead-C (or Ctail-C) axis can largely scramble the orientational correlation for the Nhead-H 

(Ctail-H) groups. Thus, we can conclude that the Nhead-H (Ctail-H) rotations are predominantly 

governed by a local propeller-like motion, which is one contribution to the previously 

reported “rattling” of ions in a long-lived cage of the network of RTILs.38  We can assume that 

the difference between the Nhead-H and Ctail-H rotations stems from different intermolecular 

interactions, because the intramolecular interactions are similar by the force field, and 

especially the torsional parameters involving Nhead-H and Ctail-H are identical.  

An obvious origin of the difference between the Nhead-H and Ctail-H groups is the charge 

asymmetry of the cations. The Nhead-H groups are positively charged (0.57e by the force field 

models) and have strong Coulombic interaction with negatively charged nitrate anions, while 

the Ctail-H groups have zero charge (exactly zero by the force field models) and only weak 

van der Waals interactions with the surrounding atoms. Thus, strong Coulombic interaction 

naturally slows down the rotational dynamics of the Nhead-H groups, while this kind of slow-
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down effect is not present for the Ctail-H groups. In fact, this asymmetry of the cations is 

considered the factor of the aggregation of hydrophobic chains of RTILs or spatial 

heterogeneity.37,38  

 

 

Figure 5.2. (a) Nhead-C rotational correlation functions and (b) Ctail-C rotational correlation 

functions for ethylammonium nitrate (EAN; red), propylammonium nitrate (PAN; green), and 

butylammonium nitrate (BAN; blue) at 298.15 K. 

 

5.3.2 Inter-ionic structure involving Nhead-H 

 To obtain deeper insight into the effect of Coulombic interactions on the slow-down of 

the rotational dynamics of the Nhead-H groups with increasing cation length, we investigate the 

structure of atoms around the cationic group, by calculating the radial distribution functions 

(RDFs) for relevant pairs of atoms, according to 

       𝑔(𝑟) =
1

4𝜋𝑟2Δ𝑟

𝑉

𝑁
〈Δ𝑁(𝑟)〉,          (5.2) 

 where r is the distance between the pair of two given atoms. V is the volume of the 

simulation cell, and ΔN(r) is the number of atoms found in the region between r and r + Δr, 

from the reference atom. The brackets ⟨…⟩ denote the thermal average. From the RDFs, the 

number of atoms within the distance of rc, which is denoted n, can be obtained as: 

    𝑛 = 4𝜋 ∫ 𝑟2𝑔(𝑟) × (
𝑁

𝑉
) 𝑑𝑟

𝑟𝑐

0
,          (5.3) 

where rc is the cutoff value for integration of g(r). Note that the cutoff value rc can be defined 

as the first minimum for disordered systems generally when calculating the first coordination 

numbers, but due to the somewhat blurred first minima in the figures shown below, we will 



64 

 

set the cutoff rc to the distance where the peak appears diminished (defined by visual 

inspection). 

From the calculated RDFs for the pairs of Nhead…Nanion, we extract the number of 

nitrate anions around the Nhead-H group as a function of the cationic chain length. Therefore 

we report the RDFs g(r) multiplied by the number densities N/V in Figure 5.4, or in other 

words the number density weighted RDFs, which vary for different cationic chain lengths. 

Integrating the functions in Figure 5.4 up to the cutoff distance, and multiplying the result by 

4πr2, we directly obtain the number of relevant atoms within the cutoff distance. Here we 

calculated the number of nitrate anions up to the distance of 5.0 Å, where the peak in g(r) is 

diminished. The calculated numbers are shown in Table 5.2.  

The figure and the table show that the number of nitrate anions decreases with 

increasing the cationic chain length. This can be explained by the larger excluded volume of 

longer cationic chains, allowing fewer nitrate ions near the Nhead-H group. The reduced 

number of nitrate anions in the vicinity of the cationic head group may lead to more 

directional hydrogen-bonds, which slows down the rotational dynamics of the Nhead-H group, 

as we will demonstrate below.  

 

 

Figure 5.4. Number density weighted radial distribution functions (g(r) multiplied by number 

densities N/V) for the pair of Nhead∙∙∙Nanion calculated for ethylammonium nitrate (EAN; red), 

propylammonium nitrate (PAN; green), and butylammonium nitrate (BAN; blue) at 298.15 K.  

 

 

 

Table 5.2. The numbers of nitrate anions around the Nhead-H groups, and the numbers of Ctail 

atoms around the reference Ctail atom for the series of alkylammonium nitrates. 
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 Nhead∙∙∙Nanion Ctail∙∙∙Ctail  

 Number of nitrate anions Number of Ctail atoms  

 N N  

EAN 4.94 2.81  

PAN 4.43 2.58  

BAN 4.05 2.66  

 

The figure and the table show that the number of nitrate anions decreases with 

increasing the cationic chain length. This can be explained by the larger excluded volume of 

longer cationic chains, allowing fewer nitrate ions near the Nhead-H group. The reduced 

number of nitrate anions in the vicinity of the cationic head group may lead to more 

directional hydrogen-bonds, which slows down the rotational dynamics of the Nhead-H group, 

as we will demonstrate below.  

 

  

 

Figure 5.5. Number density weighted radial distribution functions (g(r) multiplied by number 

densities N/V) for the pair of Ctail∙∙∙Ctail calculated for ethylammonium nitrate (EAN; red), 

propylammonium nitrate (PAN; green), and butylammonium nitrate (BAN; blue) at 298.15 K.  

 

 

5.3.3 Effect of the number of inter-ionic bonds on rotational dynamics 

 We now investigate the effect of the number of inter-ionic bonds on the rotational 

dynamics of the Nhead-H groups. To this end, we calculated the rotational correlation functions 

(Eq. 5.1) for different number of inter-ionic Nhead∙∙∙Nanion bonds, which is denoted NIB. Here 

the number of inter-ionic bonds is considered only at t = 0: we calculated the rotational 

correlation functions for the Nhead-H groups such that the number of the inter-ionic 

Nhead∙∙∙Nanion bonds (NIB) is 3, 4, 5, and 6 at time t = 0. The calculated rotational correlation 
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functions for NIB = 3, 4, 5, and 6 are shown in Figure 5.6. The results show that a reduced 

number of the inter-ionic bonds yields slower dynamics for the Nhead-H rotation for all the 

cases of EAN, PAN, and BAN. Hence, a reduced number of inter-ionic bonds can be clearly 

related to slowed-down rotational dynamics of the Nhead-H group.  

 

 

Figure 5.6. Nhead-H rotational correlation functions for different number of the inter-ionic 

Nhead∙∙∙Nanion bonds (NIB = 3 (blue), 4 (green), 5 (pink), and 6 (red)) for (a) ethylammonium 

nitrate (EAN), (b) propylammonium nitrate (PAN), and (c) butylammonium nitrate (BAN) at 

298.15 K. The dashed black lines denote the original rotational correlation functions shown in 

Figure 1(a). 

 

 

5.3.4 Mechanism behind slower dynamics for lower number of inter-ionic bonds 

 To explore the molecular-level origin of the correlation between the inter-ionic bond 

numbers and the Nhead-H rotation, we calculated spatial distribution functions (SDFs)208 for 

the pair of Nhead∙∙∙Nanion. The SDF for the pair of Nhead∙∙∙Nanion can be calculated through: 

𝑠(𝑟, 𝜃, 𝜙) =
1

𝑟2 sin 𝜃⋅𝛥𝑟𝛥𝜃𝛥𝜙

𝑉

𝑁
〈Δ𝑁(𝑟, 𝜃, 𝜙)〉,           (5.4) 

where r is the distance between the pair of Nhead∙∙∙Nanion, θ is the angle between the vectors C-

Nhead and Nhead∙∙∙Nanion, ϕ is the angle between the projected vectors Nhead-H and Nhead∙∙∙Nanion 

onto the plane perpendicular to the C-Nhead vector. For determining the angle ϕ, we chose one 

of the three Nhead-H groups. The schematic pictures for defining these angles are provided in 

Figure 5.7. V is the volume of the simulation cell, and ∆N(r, θ, ϕ) is the number of the Nanion 

atoms found in the volume element ∆V = r2sinθ∆r∆θ∆ϕ, from the reference atom Nhead. The 

brackets ⟨…⟩ denote the thermal average. To see the spatial distribution with respect to the 

angles, θ and ϕ, we focused on the following two types of radial distribution functions, 

𝑔polar(𝑟, 𝜙) =
1

2
∫ 𝑠(𝑟, 𝜃, 𝜙) sin 𝜃 𝑑𝜃

𝜋

0
,           (5.5) 
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𝑔azimuthal(𝑟, 𝜃) =
1

2𝜋
∫ 𝑠(𝑟, 𝜃, 𝜙)𝑑𝜙

2𝜋

0
,           (5.6) 

by integrating the spatial distribution function with respect to ϕ and θ in order to obtain spatial 

distribution with respect to the azimuthal angle θ and polar angle ϕ, respectively. Note that the 

RDF can be obtained from: 

𝑔(𝑟) =
1

4𝜋
∫ 𝑑𝜙 ∫ 𝑠(𝑟, 𝜃, 𝜙) sin 𝜃 𝑑𝜃

𝜋

0
 

2𝜋

0
.           (5.7) 

We calculated these distributions for BAN with different number of the inter-ionic 

Nhead∙∙∙Nanion bonds, which are shown in Figure 5.8 and 5.9. Figure 5.8 shows that there are 

peaks around ϕ ≈ 60°, 180° for all the cases, consistent with C3v symmetry. This means that 

nitrate anions are predominantly found at these angles, which are not in the direction of Nhead-

H group from the Nhead atom. We suppose that this is because of the intrinsic nature of force 

field models that, in general, do not take the structural directionality into account. Indeed, an 

AIMD study of methylammonium nitrate reports that the centers of mass of the nitrate anions 

are located at ϕ ≈ 0°, 120°.168 However, regardless of the directionality of the inter-ionic 

bonds, we can conclude that, when the inter-ionic bond number is increased, the distribution 

of nitrate anions widens, which reduces the energy barrier for the rotation of the Nhead-H 

group. 

 The azimuthal distribution of nitrate anions in Figure 5.9 shows that there are peaks at 

around θ ≈ 0°, 90°, which are more pronounced for the cases of NIB = 4, 5, and 6. This means 

that when more nitrate anions come close to the Nhead atom, the average bond length of the 

inter-ionic Nhead∙∙∙Nanion bonds gets longer, resulting in less hindrance for the Nhead-H group 

imposed by the surrounding nitrate anions. 
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Figure 5.7. Schematic pictures for definitions of the angles θ and ϕ. (a) Side view showing the 

definition of the angle θ. (b) Top view showing the definition of the angle ϕ. 

 

 

 

Figure 5.8. Polar distribution function gpolar(r, ϕ) for butylammonium nitrate (BAN) at 298.15 

K for different number of the inter-ionic Nhead∙∙∙Nanion bonds (NIB = 3, 4, 5, and 6). 
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Figure 5.9. Azimuthal distribution function gazimuthal(r, θ) for butylammonium nitrate (BAN) at 

298.15 K for different number of the inter-ionic Nhead∙∙∙Nanion bonds (NIB = 3, 4, 5, and 6). 

 

 We would like to comment here that such correlation between higher number of inter-

ionic Nhead∙∙∙Nanion bonds and faster rotational dynamics of Nhead-H groups is analogous to 

what has been concluded for water reorientation. For water reorientation, it has been 

suggested that over-coordinated water molecules can rotate more easily due to the decreased 

energy barrier for rotation as a result of the extra molecule.209 This kind of over-coordinated 

state triggers water reorientation, which, as a result, is characterized by a series of discrete 

jumps, rather than continuous, diffusive motion .103,104 

 

5.3.5 Comparison with RTIL literature 

 Finally, we would like to compare our simulation data with experimental data191,210–212 

and ab initio MD simulation data.168 In Ref. 199, some of us investigated the rotational 

dynamics of the Nhead-H group using femtosecond-infrared spectroscopy. As detailed in Ref 

40, deconvolution of contributions of molecular rotation and thermal diffusion to the 

anisotropy decay yielded a (single exponential) molecular rotation time of ~80 ps for the 

Nhead-D rotation at 25 C° (298 K). This time scale is slower than the time constant from our 

simulation (18.4 ps). While the isotope difference between the Nhead-D rotation in the 

experiment and the Nhead-H rotation in the simulation may account for a minor part of this 

discrepancy, the difference presumably stems from the fact that the experimental anisotropy 

decays are dominated by thermal effects at early times and the experiments have little 

sensitivity to fast rotational dynamics. In view of the pronounced stretched exponential 

rotational correlation function of the present study, the difference between experiment and 

simulation can therefore be rationalized by the experimental sensitivity towards slow 
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dynamics, that are contained in the broad distribution of relaxation times within the stretched 

exponentials of the present study.  

 Finally, we would like to compare our data with an AIMD simulation study of 

methylammonium nitrate.168 Although the rotational dynamics was not addressed in Ref. 168 - 

presumably due to limited sampling time available in AIMD –  we will compare other 

available data.  In particular, in Ref. 168, the lifetime for the ion-paring of cations and anions 

was investigated, showing that about 85 % of the ion pairs remain connected after 14.5 ps. 

The lifetime for the ion-paring obtained with AIMD seems shorter than that obtained by our 

force field MD simulations by visual inspection. Since the inter-ionic interaction is found to 

play an important role in the dynamical heterogeneities and their dependence on the cationic 

chain length it may be not surprising that AIMD provides somewhat different results also for 

the rotational dynamics. Additional investigations using AIMD is thus certainly desirable. 

 

5.4 Conclusion 

 

 We have reported molecular dynamics simulations of a series of RTILs including 

ethylammonium nitrate (EAN), propylammonium nitrate (PAN), and butylammonium nitrate 

(BAN) to investigate the dynamical heterogeneity and its relationship with the aggregation of 

tail Ctail carbon atoms, or structural heterogeneity.37 The rotational dynamics of the two ends 

of the cations, namely the Nhead-H group and the Ctail-H group of the alkylammonium ions, 

were investigated by their rotational correlation functions. These data show that the two ends 

have different timescales for rotational dynamics, governed by a local propeller-like motion 

where the dynamical heterogeneity originates from the asymmetry of the cationic chain. The 

charged Nhead-H group strongly interacts with the negatively charged anions, resulting in 

slower Nhead-H dynamics, while the hydrophobic Ctail-H group lacks strong Coulombic 

interaction, and is therefore able to reorient relatively quickly. 

 We also observed that the dynamics of the charged Nhead-H group slow down with 

increasing cationic chain length, in other words, the dynamical heterogeneity is enhanced by 

longer cationic chain. We found that the slower dynamics for the longer chains is the result of 

a smaller number of inter-ionic bonds exhibiting higher directionality. A closer investigation 

of the local structure of the Nhead∙∙∙Nanion bonds revealed that three nitrate anions hinder the 

rotation of the rotation of the Nhead-H groups while an increased number of nitrates allows for 

a faster rotation of the Nhead-H groups. Accordingly, the rotational dynamics of the Nhead-H 
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groups exhibits a distribution of rotational time scales as a result of varying numbers of 

surrounding nitrate anions.  

 Our study shows that, in addition to spatial heterogeneity, there are dynamical 

heterogeneities involving rotational dynamics. Since the dynamics of solvent molecules affect 

the reaction rates of solutes, our results imply that the size of hydrophobic chain of RTILs 

may not only affect the location (i.e. solvation) of solutes within spatially heterogeneous 

RTILs, but also their reactivity due to the RTILs heterogeneous dynamics. 
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Chapter 6 

Conclusions 

 

In my PhD research, I have investigated two types of systems, i.e., aqueous 

trimethylamine N-oxide (TMAO) solution and room temperature ionic liquids (RTILs) using 

molecular dynamics (MD) simulations, to reveal molecular-level mechanisms for 

experimentally observed phenomena. 

My first project was dedicated to investigate the rotational dynamics of water 

molecules in aqueous TMAO solutions, and mechanisms behind the experimentally observed 

slow-down of the rotational dynamics of water. Using ab initio MD (AIMD) simulations, 

which is a reliable MD method based on electronic structure theory, I have revealed that water 

rotation is strongly slowed down near the hydrophilic oxygen atom (OTMAO) of TMAO, while 

water rotation is found to be only moderately slowed down near the hydrophobic methyl 

groups of TMAO molecules. Further analyses of hydrogen-bond dynamics and spatial 

distribution of the hydrogen bonds between TMAO and water molecules, revealed that the 

strongly slowed-down dynamics for water rotation near OTMAO is the result of the hydrogen 

bonds between TMAO and water, which are long-lived and highly-directional. Furthermore, I 

have suggested two mechanisms behind the water rotation near the OTMAO atom, which 

corroborated the mechanism that the long-lived and highly-directional hydrogen bond 

significantly affects the dynamics of water molecules hydrogen-bonded to the TMAO 

molecule. This AIMD project has provided a reference data set by reliable AIMD 

simulations on the water dynamics around amphiphilic molecules, which have been discussed 

controversially both in experimental and theoretical studies. Additionally, my findings here 

imply that the action of TMAO as osmolyte is enhanced by the strong hydrogen bond between 

TMAO and water, which enlarges the “net” volume of TMAO.  

My second project was aimed at developing a reliable force field model for TMAO, 

which is indispensable for running inexpensive simulations of biologically interesting 

systems. This was done by modifying an existing force field model for TMAO: Dummy sites 

were added around the hydrophilic OTMAO atom to include the charge directionality, which 

was observed by the AIMD simulations. The modified force field model was found to better 

describe the hydrogen bonds between TMAO and water, in the sense that the data more 
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closely resemble data obtained from AIMD simulations. It was found that this modified force 

field model yields overestimated density for aqueous TMAO solutions, but this shortcoming 

can likely be lifted by tuning the force field parameters. This project showed that introducing 

dummy sites to reproduce directional hydrogen bonds, which are widely found in biologically 

interesting molecules, is an efficient approach to reproduce such directional interactions. 

Therefore, the developed force-field for TMAO is expected to improve MD simulations of 

large biomolecules such as proteins or drugs. 

My third project focused on room temperature ionic liquids (RTILs), which have the 

potential to be used as new and green solvents. One important aspect of RTILs is that they 

have heterogeneous structure, characterized by formation of ionic and hydrophobic domains. 

However, the dynamics of the constituent ions in RTILs, which is a fundamental property that 

determines macroscopic properties, was not well understood. To investigate the dynamics in 

RTILs, I have performed force field MD simulations of a series of alkylammonium nitrates, 

which revealed that the two ends of cationic chain rotate on different timescales: The charged 

Nhead-H group rotates slowly as a result of strong Coulombic interaction with counter-ions, 

while the hydrophobic Ctail-H groups rotate faster as strong interactions are absent. In this 

sense, the dynamics in RTILs are heterogeneous, resembling the structural heterogeneity. The 

difference between the rotational timescales of the two ends was found to increase when the 

cationic chain length is increased, which originates from the decreased number of counter-

ions around the Nhead-H group. This project also revealed that the rotational timescales of 

Nhead-H groups are widely distributed as a result of the structural heterogeneity. This 

microscopic investigation of RTILs provided new insight into the dynamics of RTILs, which 

will be useful to understand reactivity and solubility in ionic liquids and thus help choosing 

RTILs for specific applications. 

The main purpose of the projects, which I have presented in my thesis, has been to 

investigate the structure and dynamics of complex molecular systems, where strong, specific 

intermolecular interactions are responsible for structural and dynamical heterogeneity. My 

worked has contributed, on one side, to unravel the molecular mechanism behind the 

experimental observations, in particular time resolved vibrational spectroscopy, on the other 

side to develop new, accurate force fields. These new developments will permit to accurately 

investigate larger size systems and longer time scales, extending the predictive power of 

molecular dynamics simulations.   
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