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Abstract

In this thesis, the structural characterization of functional, especially crystalline microporous
materials, was performed by electron diffraction tomography (EDT) technique using trans-
mission electron microscope (TEM) and supported in combination with complementary
methods. The structural elucidation of materials at the atomic level is a key step to under-
stand their chemical and physical properties and is therefore of great importance for the
development of specific applications and for the targeted design of novel materials with
desired properties.

Microporous materials show unique structural features - a periodic arrangement of cavities
and channels with high internal surface areas. This type of material is suitable for numerous
applications in industry as well as in daily life. Since microporous materials often emerge
with the factors of nano crystal size, disorder, multiple phase and low crystallinity, the
structural characterization of these materials is challenging with traditional and conventional
diffraction methods like single-crystal X-ray diffraction (XRD) or X-ray powder diffraction
(XRPD). The used method in this dissertation, namely automated diffraction tomography
(ADT), enables structure analysis directly from single nanosized crystals and can overcome
the mentioned challenges. In this work, the structural characterization started with an
electron beam stable ceramic (Al3B,Oy) with a disordered structure and then focused on
several beam sensitive microporous materials. The first phase of structural analysis of
microporous materials comprises of crystal structure determinations of two metal-organic
frameworks (Zr-MOFs) with large lattice parameters and a novel zeolite (THK-2) in a
multiphase mixture. Subsequently, zeolites with industrial interests were structurally
investigated after targeted modifications. On basis of the known crystal structure, the crystal
disorder could be described for the metal interlayer expanded zeolites (M-IEZ-RUB-36) by
structural modelling and simulation of electron diffraction patterns in the program package
DISCUS. In addition, the positions of organic structure directing agents (OSDAs) in the
pore of the porous materials: SSZ-51 and SOD; the Cu atom position in a dehydrogenated
selective catalytic reduction (SCR) catalyst (Cu-chabazite) were determined from three-
dimensional ADT data. This work provides an important contribution to the overall structure
characterization of microporous nanomaterials including ab initio structure determination,
disorder analysis, determining the position of OSDAs in zeolites and detecting the metal
atom position in dehydrated zeolite, which would not be accessible to elucidate the structural
features with a reliable accuracy as shown in this work using the conventional methods.






Zusammenfassung

In dieser Dissertation wurde die strukturelle Charakterisierung funktioneller insbesondere
kristalliner mikropordser Materialen tiber Elektronenbeugungstomographie (EDT) mittels
Transmissionselektronenmikroskope (TEM) durchgefiihrt und in Kombination mit komple-
mentdren Methoden untermauert. Die Strukturaufkldrung von Materialien auf atomarer
Ebene tragt zum Verstandnis chemischer und physikalischer Eigenschaften bei und ist damit
zur Entwicklung spezieller Anwendungen und fiir das gezielte Design neuer Materialien
mit den jeweils gewiinschten Eigenschaften von grofier Bedeutung.

Mikroporose Materialien verfiigen iiber eine einzigartige strukturelle Besonderheit - die
regelmifliige Anordnung von Hohlrdumen und Kanélen mit grofien inneren Oberflachen.
Solche Festkorper werden in der Industrie sowie im tédglichen Leben fiir vielfdltige An-
wendungen eingesetzt. Durch Faktoren wie Nanokristalle, Fehlordnung, Phasengemische
und geringe Kristallinitét ist die Strukturaufklarung von mikropordsen Materialien mit
traditionellen und konventionellen Beugungsmethoden wie der Einkristallstrukturanalyse
(XRD) oder Rontgenpulverdiffraktometrie (XRPD) eingeschrdankt. Die in dieser Disser-
tation verwendete Methode der automatisierten Elektronenbeugungstomographie (ADT)
erlaubt die die Strukturanalyse direkt an einzelnen Nanokristallen und hebt damit diese
Beschrankungen auf. Nach der Charakterisierung einer elektronenstrahlstabilen Keramik
(Al4B20Og) mit fehlgeordneter Struktur lag der Schwerpunkt auf der Strukturanalyse von
mehreren strahlempfindlichen mikropordsen Materialien. Zuerst standen zwei metallor-
ganische Gertistverbindungen mit grofien Gitterkonstanten sowie ein neuartiger Zeolith
(THK-2), der in einem mehrphasigen Gemisch vorlag. In einem zweiten Schritt wurden
industriell interessante Zeolithe nach gezielter Modifikation strukturell untersucht. Auf-
bauend auf der in diesen Fallen bekannten Kristallstruktur, konnte fiir die "metal interlayer
expanded zeolites" (M-IEZ-RUB-36) durch Strukturmodellierung und Simulation von Elek-
tronenbeugungsmustern im Programmpaket DISCUS die Fehlordnung beschrieben werden.
Auflerdem gelang es, in den Poren der pordsen Materialen SSZ-51 und SOD die Position der
organischen struktursteuernden Agenzien (OSDAs) sowie die Cu-Positionen im dehydrierten
SCR-Abgaskatalysator (Cu-Chabasit) aus dreidimensionalen ADT-Daten zu lokalisieren.
Diese Arbeit, die ab initio Kristallstrukturbestimmung, Fehlordnungsanalyse, Lokalisierun-
gen der OSDAs und Ermittlung der Position von Metallatom abdeckt, leistet einen wichtigen
Beitrag zur erweiterten Strukturcharakterisierung mikropordser nanokristalliner Materialien,
was mit den tiblichen Methoden zur Aufklarung von Festkorperstrukturen, in dem hier
gezeigten Umfang und der erreichten Genauigkeit, nicht moglich gewesen wire.
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1 Introduction

Within last decades, the emergence and widespread application of new advanced solid-state
materials ranging from inorganic nano particles to biological macromolecules, have changed
the world and thus accelerated the development of human society. The changes cover almost
evry aspect of our daily lives as well as the industrial innovation. Scientists from academic
research institutes and industrial areas are making great efforts to look for novel materials
with the expectation of improved properties.[*?] The accomplishment of these challenges
require the contributions from various fields including chemistry, biology, physics, earth
science, computer science, mathematics, engineering, etc. The interdisciplinary cooperation
leads to the emergences of plenty of novel materials with outstanding properties.

One of the crucially important tasks in material science lies on finding out the relationship
in among structure-property-performance of materials.35! The properties of solids depend
not only on the chemical composition but also on the three-dimensional (3D) atomic
arrangement inside the matters. The relationship can be exemplified by the polymorphs
of diamond and graphite!®7! which are made of the exact same chemical composition -
carbon exhibiting significantly different properties. So far, diamond is known as the hardest
substance found on earth and can be applied for cutting, grinding, etc. Graphite is extremely
soft and of pliable nature; thus it is widely used in lead pencils. The different structures,
namely the atomic arrangement of carbon atoms, result in the diverse physical properties. (7!
In diamond, the carbon atoms are sp>-hybridized to form a three-dimensional network of
strong covalent bonds. Whereas in graphite, each carbon atom shares electrons with three
neighbouring carbon atoms through a sp?>-hybridization to build a two-dimensional (2D)
layered structure. The industrial catalysts aluminosilicate zeolites, consisting of the same
chemical composition, show also different properties due to their crystalline structures with
various pore sizes or pore styles.!8°l Hence, the structural characterization of solids is a
key step to understand the physical properties in order to optimize the applications or to
design novel materials with desired features.

Most substances exist in the form of solids in the natural or in the synthetic state. Major
solids occur in crystalline phases, in which the atoms, ions or molecules are arranged
periodically in highly ordered structures with a spatially infinite extension.[***?l Various
techniques on basis of modern instruments have been utilized to characterize materials in
order to obtain the insights into the atomic arrangement of the solid state. For instance, a lab
X-ray diffractometer can be used to identify different phases and deliver the crystallographic
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information of a crystalline material. Alternatively, dedicated instrumentation can be used
to collect neutron diffraction or Synchrotron XRPD data.[*378], Utilizing electron radiation
like microscopic techniques!"921], scanning electron microscopy (SEM) and transmission
electron microscopy (TEM), can be performed for chemical or structural characterizations by
means of modern detectors. So far, an atomic resolution can be reached down to of 0.5 Ain
imaging mode with a corrected electron microscope.??l Depending on the working modes
it can provide various information e.g. the chemical composition with energy-dispersive
X-ray spectroscopy (EDX), detecting and quantifying the elements present with electron
energy loss spectroscopy (EELS), the crystal structure by electron diffraction (ED), or even
direct imaging of the atomic arrangement using high-resolution transmission electron
microscopy (HRTEM). Depending on the research questions and the properties of materials,
electron microscopy is combined with other methods, e.g., solid-state nuclear magnetic
resonance (NMR), density functional theory (DFT), differential thermal analysis (DTA) with
thermogravimetric analysis (TGA), etc. to characterize materials.[142373°]

X-ray crystallography is a well-known and most conventional technique for crystal
structure determination often based on a lab X-ray diffractometer with radiations e. g.,
MoK,, CuK,.5332l X-ray diffraction including single-crystal XRD and XRPD, are applied
as the traditional approaches to gain the structural information at a atomic level. [*8:31:33.34]
The major requirement for single-crystal XRD is the crystal size which must be at least
with a few micrometres. Plenty of crystal structures were determined from single-crystal
XRD data.[353°] In fact, not all the crystals can be grown large enough for single-crystal
XRD measurements. XRPD is an alternative option for crystalline materials which are not
accessible for single-crystal XRD.['8l As a most-used technique, XRPD can identify the phase
of well-known structures as well as provide the crystal structure of an unknown phase. Until
now, numerous crystal structures were determined from XRPD data. [37-40] However, there
are some limits, e.g., peak overlapping and one-dimensional (1D) information, resulting in
the difficulties as impossible indexing for complex structure using XRPD approach.

As compared to the established approach for crystal structure determination by X-ray
powder diffraction, electron crystallography has been emerged as an important method
and showed its power in structural characterization of nanocrystalline materials.[4"42] The
method is based on two techniques, ED and HRTEM, using an conventional transmission
electron microscope. In comparison to the X-ray beam, electrons have a stronger interaction
with matters[2'], enabling to elucidate the crystal structure of nanocrystalline material. An
unknown crystal structure can be solved from ED data and the atomic arrangement can even
be directly visualized in a HRTEM image. Since the last decade, several advanced techniques
have been developed to acquire and analyse three-dimensional electron diffraction data
focusing on single nano-scaled crystals. In general, the method for automatically collecting
3D data is named electron diffraction tomography (EDT). The first EDT method, named
ADT43-471 enables a fully automated acquisition of 3D tomographic electron diffraction data.
The ADT technique was developed by U. Kolb and the co-workers in 2007 and combines



nano electron diffraction, tilt series acquisition and precession electron diffraction (PED) to
derive the crystal structure from a single nano crystal.[45! The next emerged technology is
rotation electron diffraction (RED)[4852] using a combination of beam tilt and crystal tilt.
Recently, new techniques, e.g. fast electron diffraction tomography (53! and ultra-fast electron
diffraction tomography 54, were developed on a continuous tilt of a selected crystal. The fast
EDT methods allow a fast collection of ED data using modern high-speed detection cameras
and are ideal for the structure determination of beam sensitive materials. [5475°1 EDT methods
have been applied to plenty of complex crystal structures and become an efficient methods
in crystal structure characterization. 345257631 Dynamical effects are already significantly
reduced for ED data acquisition and can be further reduced by applying electron beam
precession. [%47%°] The structural characterization of electron beam sensitive materials like
organic compounds and metal-organic frameworks (MOFs) are accessible by EDT methods
under mild electron beam radiation or sample cooling with liquid nitrogen.[%7! In recent
years, ADT approach was applied to characterize various crystal structures with complicate
crystallographic features as low-crystallinity sample, multiphase, twinning, disorder, large
unit-cell, etc.[47.57:58,68-73]

In this dissertation, structural investigations using ADT and further complementary
characterization methods started with the ceramic material aluminium borate Al4B,Og
and focused on subsequently beam sensitive microporous materials - zeolites and MOFs.
Aluminum borates, members in the mullite-type family, are a series of silicon-free boron com-
pounds with various Al,O3:B,0O3 ratios according to the binary Al,O3-B,O3 system. [20,74-79]
Aluminum borates can be synthesized from a mixture of AlO3 and B,O3 by a solid-state
reaction at high temperatures!7678l, sol-gel synthesis, thermal evaporation and one-step
combustion. [297477.8°1 Dye to the Al:B ratio and possible vacancy of oxygen atom, defects or
disorder often occur in the structure of aluminium borate. Aluminum borates are important
mullite-type ceramic raw materials with high thermal and chemical stability, outstanding
mechanical properties and low temperature expansion. 768821, Microporous crystalline ma-
terials are a class of solids with unique structural features and are constructed by secondary
building units (SUBs). The assembly of SBUs results in a periodic and porous network
containing pores or channels with high surface area and large pore volume. 38384 Microp-
orous materials have pore sizes of less than 2 nm[®58 and can be metal-organic compounds
MOFs, inorganic zeolites and even pure organic novel porous materials like covalent organic
frameworks (COFs)!87]. MOFs are a new class of organic-inorganic hybrid porous solids
constructed by metal ions/clusters with bridging organic linkers.!8488] Zeolites are a series
of aluminosilicate minerals with a 3D framework constructed by interlinked TO, tetrahedra
(T = Si, Al).[91989] T site can also be B, P, Ga, etc. Zeolites occur originally from the nature
but are nowadays widely synthesized in the industry. Due to the architecture with pores
and changeable building units, microporous materials show the important applications in

[88,90-102] Zeolites and zeolite-type

various areas as catalysis, gas storage, drug delivery, etc.
porous compounds are widely used as catalysts in petroleum cracking and selective catalytic

reductions (SCRs) as well as reforming processes. 91921037111l The structural characterizations
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of these materials are always challenging with traditional X-ray crystallography due to the
following reasons: disordered structure in mullite-type compounds; low crystallinity and
large or extra-large unit-cell of nanocrystalline MOFs; stacking disorder, inter-growth, low
crystallinity, nano-scaled crystals and multiple phases in zeolites. ADT technique, as an
efficient structure characterization method, shows its power and advantage to solve these
complicate problems.

The research tasks of this thesis are the structural characterizations of crystalline materials
at atomic level by means of transmission electron microscope. The major objective is to solve
the crystallographic problems only accessible with ADT method and to deliver a proof for
the applicability of ADT to advanced structural investigation. The study of these structural
features may be supported by a combination of other methods as XRPD, HRTEM, EDX, TG,
structural modelling, simulation for an unbiased structural characterization.

¢ Aluminum borate: Al4B;Og. The structural order and disorder phenomena in AlyB,O9
should be described and elucidated by combined approaches including structure
determination, high-resolution imaging, structural modelling and disorder simulation.

* Microporous materials: Zr-MOFs, metal-containing zeolites and as-synthesized zeo-
lites. For a series of selected materials, important features like the framework topology,
including size and shape of the cavities as well as crystallographic faults, the position of
template molecules, or active centres in zeolite should be investigated. As summarized
in Fig. 1.1, the research questions consist of two topics: (1) arrangement of atom in
the framework on basis of ab initio structure determinations of beam sensitive MOFs
with large crystal lattice and a novel zeolite from polyphasic sample and disorder
elucidation of metal-containing zeolites; (2) arrangement of guest molecule or ion in
the pore on basis of determining the position of organic molecules in as-synthesized
zeolites and detecting the location of metal atom in dehydrated zeolite.

Disorder simulation of
metal-containing RUB-36

Structure determination

of a new zeolite molecule in zeolite

‘ Position of organic

/ Microporous
Materials

Position of Cu atoms
in dehydrated zeolite

Structure determinations
of two new Zr-MOFs

Figure 1.1: Project overview of research on porous materials in the dissertation. Projects about topic (1) marked
with green boxes and topic (2) with red bosxes.
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This chapter comprises of crystallographic basics, the brief introduction to TEM including
its components and work modes, the description of ADT technique, EDX, X-ray powder
diffraction and the introduction to crystal structure determination from ADT and XRPD
data.

2.1 Crystallographic basics

2.1.1 Basic concepts

A crystal is a solid matter formed of a highly ordered three-dimensional periodic arrange-
ment of components which can be atoms, molecules or ions. 31112l The description of
the arrangement is the crystal structure and a compound consisting of crystal particles is
considered as crystalline phase. Matters have the tendency to grow as crystals through
a nucleation and crystallization process, since the crystalline phase usually is the state of
lowest energy. [112] A solid without a long-range 3D structural periodicity is partly or fully
amorphous like glass.[13] The phenomenon that crystalline compounds are made of some
chemical compositions but exist in more than one crystal structure is called polymorphisms.

A crystal lattice, as a mathematical concept, describes the crystal structure as the geo-
metrical basic. A lattice is a 3D periodic arrangement of points, which own the same local
surroundings. Each lattice point can be generated from one to another by translation vector
r which can be described by equation 2.1:

r = n.a+nyb+nsc (2.1)

with 1, n,, ny integers. [31] The independent vectors are called basis vectors: a, b, ¢ describing
the translation of the basic unit along three main orientations of the lattice space. The
smallest 3D repeat unit in a lattice is the unit cell, as shown in Fig. 2.1. It must be noted that
each corner of the unit cell must own the identical surroundings. Since there is more than
one way to present the periodicity, the selection of the origin, the shape and size of unit cell
is highly arbitrary. The shape of a unit cell is decided by lattice parameters including a, b, c
(lattice constants = lengths of the basis vector) and &, B, v (unit cell angles) as shown in Fig.
2.1. A crystal structure is generated through an ideal three-dimensional stacking of unit cell.
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If the perfect periodic arrangement of unit cell is interrupted by factors like missing atoms,
the behaviour of deviation from an ideal crystal is called crystal defect.['?]

C

A

(0,0, 1/1)

K, 0)

B

v
(o)

{1/h, 0, 0)

a

Figure 2.1: Unit cell with lattice parameters and a lattice plane (marked in green).

A lattice plane can be any plane passing through at least three nonlinear lattice points.[*4]
A series of equivalent lattice planes creates a family of parallel planes. As illustrated in
Fig. 2.1, the green lattice plane intersects the three main axes at the lattice points: (1/h, o,
0), (0, 1/k, 0), (0, 0, 1/1). The inverse values of the intercepts on the axes are called Miller
indices31121151 (hkl) where h, k, | are three integers. Miller indices determine the lattice
plane orientation. If the lattice plane runs parallel to one axis, then the index on this axis
is zero. The distance between two neighbouring lattice planes is called interplanar distance
d ki), € g for the cubic crystal system witha =b =cand a = f = v = 90°, d(jy) can be

calculated with equation 2.2:
a

Aty = N (2.2)

2.1.2 Crystal systems

Beside the periodic characteristic, the crystal may bear symmetry as another important
feature, which has direct influence on the physical properties of crystals.['*] The nature of
lattice constants and lattice angles defines the symmetry possibilities of a lattice. According
to the symmetric features, the lattice can be divided in seven crystal systems: triclinic,
monoclinic, orthorhombic, tetragonal, rhombohedral, hexagonal, and cubic (Table 2.1).
Based on the number of lattice points and their positions in a unit cell the lattice can
be distinguished with five lattice types: primitive (P), body centred (I), face centred (F),
base centred (A, B, C), rhombohedral (R). 14 Bravais lattices are resulted from the possible
combinations of seven crystal systems and five lattice types as concluded in Table 2.1.[11114]
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Table 2.1: The seven crystal systems. [11:114]

Crystal system Lattice parameters Possible lattice type
triclinic a#FbFc,u#PF£y P

monoclinic a#b#c a=7y=90° B # 90° PC

orthorhombic a#b#c,a=9==90° P FI1,A(B,NC)
trigonal a=b=ca=757=p%#90° R

hexagonal a=b#c, a=p=90° v=120° P

tetragonal a=b#c,a=7=p=90° P11

cubic a=b=ca=7v=p=90° PFEI

The operation (rotation, reflection and inversion) leaving an object identically after a move-
ment is a symmetry operation. The symmetry operation constitutes of symmetry elements: a
point (centre of inversion), a line (axis of rotation) or a plane (mirror plane). If these mentioned
symmetry elements combine with translation, two more symmetry elements: screw axis
(rotation + translation) and glide plane (reflection + translation) can be generated. The
combination of all symmetry elements results into 17 two-dimensional plane groups (also
referred to as Wallpaper groups) and 32 crystal classes (also called 32 point groups).[1'71 Further
combinations of the 32 crystal classes and the above mentioned 14 Bravais lattices produce
230 three-dimensional space groups. Various information about the crystallographic details

are summarized in the book International Tables for Crystallography: Space-Group Symmetry
(Vol. A)l16l,

2.1.3 Reciprocal lattice

A supporting mathematical tool reciprocal lattice is introduced to describe the diffraction
phenomena of a crystal and represent the diffraction experiment in a simple way.3!! The
experimental diffraction pattern is an image of reciprocal lattice and is generated by a
Fourier transformation of crystal lattice. Each family of lattice planes in a crystal produces
a single point in reciprocal lattice, where the vector is perpendicular to the lattice planes.
Similar as in the direct space, a reciprocal unit cell can be defined using reciprocal axes
(a*, b*, ¢*,) and reciprocal angles among them (a*, 8%, 7*). The construction relationships
between the direct and reciprocal lattices can be described as equation 2.3:

bxc axc , axb

v = v (2.3)
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where V is the volume of unit cell, a, b, ¢ are the direct space lattice vectors, a*, b*, c* are
reciprocal basic lattice vectors. It is also fulfilled that a x a* =b x b* = ¢ x ¢*= 1 and a x b* =
bxa*=o.

Each reciprocal lattice vector h is perpendicular to plane (hkl) and can be described as a
linear combination of the three reciprocal vectors as equation 2.4:

h = ha* + hb* + Ic* (2.4)

and the interplanar distance dyy; (see chapter 2.1.1) is the reciprocal value of magnitude |h|

(equation 2.5).
1
h = —_—— 2-
= (2:5)

2.1.4 Structure factor

During the scattering process, the interaction of radiation with matter varies with the type
of incident waves. While X-rays, as electro-magnetic radiation, interact with the spatial
distribution of electrons, electron radiation, which are charged particles and interact by
coulomb forces, are scattered mainly by the atomic nuclei and by electrons. The scattering
power of a single isolated atom is the atomic form factor also known as atomic scattering
factor. It is proportional to the square root of the cross section, which depends on the atom
type, scattering angle and radiation type. The cross section increases with atomic weight,
thus, the atomic form factor is proportional to the atomic number. In addition, the atomic
form factor reduces with an increasing scattering angle. The structure factor Fy; describes
the amplitude and phase of an incident wave scattered from lattice planes.’3' The structure
factor, as a parameter in reciprocal space, is dependent on the atom positions in real space
(or direct space) and the individual atomic form factors. It can be calculated for all atoms in
a unit cell by equation 2.6:

Fiyg = Z fi 2ri(hHky;+1z) (2.6)

]

where f; is the atomic form factor and x;, y;, z; are the positional coordinates.

In a diffraction experiment intensities of a scattered wave are measured and they are
proportional to the square of structure factor (equation 2.7):

I ~ |Frat]? (2.7)

In the kinematic diffraction theory, electron density p(x,y,z) (or more specific for electrons
function of scattering power) comprises the Fourier transformation of the scattering factors
and the phase information. It can be described by equation 2.8. The maxima in the electron
density map indicate the location of atoms in the unit cell. The phase problem, namely



2.1 Crystallographic basics

loss of phase information in the experiments, should be solved in the process of structure
solution. 1

plryz) = Y Fyq e 2tk tls) (2.8)
E

ar

Equation 2.7 is an ideal case valid in kinematical diffraction theory which can be applied e.g.
for X-ray diffraction. However, due to a stronger interaction with matter multiple scattering
occurs violating equation 2.7 in the case of electron diffraction. Up to a certain level of
dynamical effect a crystal structure analysis is still possible and dynamical diffraction theory
can be applied for a better description of the structure.

2.1.5 Stacking disorder

During crystallization, many crystals do not always grow ideally to form an infinite periodic
dimension, irregular atomic arrangements in a crystalline matter.[1"®119] Crystal defects are
classified by the defect dimension including following types: point defects, line defects,
planar defects and bulk defects. One kind of planar defects (two-dimensional defects) are
stacking faults'*>°l which exist in various materials, such as layered materials like graphite
und layered silicate, porous materials such as zeolite beta 731271231 and ITQ-39[*24! or organic
pigments!7°l. The basic construct units are structurally well-defined layers, which can be
stacked on top of each other by a stacking sequence. The layers may follow a structurally
meaningful relationship, which is achievable by a certain translation vector or exhibit a free
shift. If the stacking sequence of the layers is not regular but in a disordered fashion or
a periodic sequence inserts differently without translation relationship to basic layers, the
disorder faults will occur.

During the structural analysis of disorder defaults in nano sized crystals, electron diffrac-
tion is more powerful than 1D XRPD data. A regular periodic atomic arrangement will gen-
erate a regular electron diffraction pattern with discrete reflections. In the three-dimensional
electron diffraction data diffuse scattering of stacking faults appears along the stacking
direction. The style of the diffuse scattering is dependent on the type of the layer shifts
and the probability of the irregular stacking. The DISCUS program package!'2°123] serves
as a reliable tool to analyse crystal disorder. The main functions comprise of the design of
expected layer types with various shifts, the construction of a superstructure with desired
stacking sequences using a defined crystal size, the expected introduction of layers at certain
position, the simulation of corresponding patterns such as powder diffraction and electron
diffraction patterns. In this dissertation, the analyses of stacking defaults from ED data
were carried out with DISCUS for disordered ceramic material - aluminium borate Al4B,Oq
(section 6.1) and porous material - metal interlayer expanded M-RUB-36 zeolites (section

6.4).
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2.2 Transmission electron microscope

2.2.1 Introduction

Electron microscopy is an important and powerful technique for materials characterization at
nano scale. The electron beam can be described as a wave as well as a charged particle beam.
The electron particles interact strongly with the electrostatic potential of matter and generate
different signals as shown in Fig. 2.2[2*]. The resulting signals consist of primary, secondary
or Auger electrons, partly accompanied by energy loss from the interaction with matter
and electro-magnetic waves (X-ray, visible light) used for various analytical approaches
delivering chemical composition, particle morphologies, atomic arrangement and plenty
of other matter information. For instance, SEM images[*°! are formed with secondary
electron (SE) producing high-resolution images of surface topography, with back scattered
electrons (BSE) producing images a deeper surface. Energy-dispersive X-ray spectroscopy
techniques in TEM and SEM utilize the characteristic X-rays for elemental analysis which
can even achieve a quantitative chemical characterization from a nano particle. The electrons
which pass through the thin specimen are applied for imaging or diffraction.

Incident electron beam

Backscattered electrons (BSE) Secondary electrons (SE)

Characteristic X-rays

Auger electrons (AE)
Visible light
Th|n specimen

Absorbed beam <«

/ \ Bremsstrahlung

Elastically scattered electrons
Inelastically scattered electrons

Direct beam

Figure 2.2: Scheme of the electron interaction with a thin specimen including the generated signals. Adapted
from the ref. [21],

10
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2.2.2 TEM components

A conventional TEM consists of several basic components along the electron column: the
electron beam source (electron gun), illumination system (lenses and apertures), specimen
stage, objective lens, objective and selected area aperture, intermediate lens, magnification
system and detector, as shown in Fig. 2.3. A higher vacuum system and cooling system are
also required.

“@® «——— power cable

Electron gun

Condenser lens

Condenser aperture
Specimen

Objective lens
Objective aperture

Selected area aperture

Intermediate lens

Projector lens

Viewing screen

Detector

Figure 2.3: Diagram of the main components of a conventional transmission electron microscope.

¢ Electron gun
As a part of illumination system, the electron gun produces a beam of high energy
electrons accelerated in the electrostatic potential applied between anode and cathode.
There are two types of electron sources: thermionic emission and field emission. 2],
Thermionic gun provides electrons from heated lanthanum hexaboride (LaBg) single
crystal (commonly) or tungsten (W) filament (nowadays rarely). Field emission gun
works based on the tunnelling effect due to a high extraction potential onto a fine and
sharp tungsten (W needle) tip. The wavelength A (in nm) is dependent on the electron
voltage U (in eV). Ignoring the relativistic effect, their relationship can be described

11
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with equation 2.9:
h ~ 1.226

- v/ 2emoU N Vu (29)

But the relativistic effect can not be ignored for energy higher than 100 keV [l and

A

must be taken into account, the wavelength A can be calculated as equation 2.10:

h 1.226
)\ — =
\/Zemoll(l + 544) vu

2mgc?

(149.79) (2.10)

where h: the Planck’s constant, c: the speed of light, m,: the electron mass, e: the
electron voltage, U: the accelerating voltage . For instance, a TEM at a operation power
of 300 keV produces an electron beam with relativistic wavelength of 0.0197 A2,

Electromagnetic lenses

The lenses installed in electron microscopes are electromagnetic and are applied to
shape the electron beam. A lens is constructed of a coil of metal wire in which the
current is running and a hole in the middle for the electron beam. There are four
types of lenses in the TEM: condenser lens, objective lens, intermediate lens and
projector lens. Dependent on the type two or three lenses are typically applied. The
lens aberrations, comparable to those known from optical lenses, limit the resolution.
Important aberrations are for example chromatic aberration, spherical aberration,
defocus and astigmatism. Correction for the latter two are available in a standard
TEM, for chromatic aberrations dependent on the desired correction a monochromator,
Cc corrector or energy filter is necessary, for spherical aberrations Cs-correctors need
to be applied.

Aperture

Apertures are annular thin metallic plates with aperture strip containing holes of
different sizes. They are placed in the path of electron beam in order to reject the
off-axis and off-energy electrons going down the column. Apertures are available in
connection with the condenser lenses to adjust the beam to the desired size, intensity
and convergence; in the back focal plane of the objective aperture to enhance image
contrast and in the first image plane to select the area of diffraction.

Vacuum system

In order to avoid scattering of electrons by gas molecules, a high vacuum is required
during the electron microscopy experiments. An ultra-high vacuum is necessary for
a high-voltage TEM (higher than 107 Pa) with field emission gun. The ultra-high
vacuum condition is especially crucial for the experiment of a high resolution imaging.

Instrumental parameters of applied TEMs, the details of sample preparation and sample

holders are described chapter 3 (see sections 3.2, 3.3, 3.4).

12
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2.2.3 Imaging system

Imaging and diffraction experiments are performed under two different modes; imaging
mode and diffraction mode as illustrated in Fig. 2.4. The electron diffraction pattern can
be even collected from a selected area of specimen. A modern TEM enables the switching
between two modes very easily.

<+——— Electron source =———

<+<———— Condenser lens ——

mmm <«——— Condenser aperture ————»
+——  Specimen ———»
<+<——  Objective lens ——

First diffraction pattern

irsti Selected area aperture
Objective aperture Firstimage ——

«— Intermediate lens ——

«—— Projectorlens ——

<«<— Screen —

TEM image Diffraction pattern

Figure 2.4: Schematic diagram showing the two basic operations in a TEM: imaging mode and diffraction mode.

The key components in the imaging system are the lens systems which allow to shape the
electron beam for different work modes. The system includes three sections: illumination
system normally at least with two condenser lenses, objective lens and projection systems
containing intermediate and projective lenses. In both operation modes, the electrons
supplied by the electron gun are shaped using condenser lenses (e.g., C1 and C2) and
condenser apertures to form a parallel beam or to focus the electrons onto the specimen
(Fig. 2.6). The objective lens focuses the beam from the specimen to generate the first
intermediate image and contributes the magnification of images. Intermediate lens magnifies
the initial image (or diffraction pattern) formed by the objective lens. The projector lens
serves as magnification system for expanding the beam onto a detector device with high
magnifications. The range of image magnification and diffraction camera lengths can
be set based on different adjustments of projector systems. It must be noted that the
work process of the illumination system is different underscanning transmission electron
microscopy (STEM) imaging. At this situation, the condenser lenses do not generate a
parallel beam, where the illumination system creates a focus probe by converging the beam
with an additional condenser into a sub-nanosized spot. The produced spot scans over the
specimen resulting a scanning mode if necessary.

13
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In the imaging mode, the objective aperture locates in the back focal plane where the first
diffraction pattern are generated. The objective aperture selects the central beam and filters
out the residual electrons, thus resulting in a bright field image. However, using the signal
of a diffracted beam leads to a dark field image. The projection system magnifies the first
intermediate image and projects the final image on a screen. In the diffraction mode, the
selected area aperture is inserted in the first image plane of the objective lens. The projection
system magnifies the information of the back focal plane of the objective lens and produces
a diffraction pattern of the specimen.

2.2.4 Electron diffraction

As one of the powerful methods, electron diffraction can supply plenty of information which
are impossible to collect by any other methods. One important application is to determine
whether the material owns a crystalline phase. For a monocrystalline material, discrete
diffracted spots are projected onto the viewing screen, while the electron diffraction pattern
is composed of a series of concentric rings for amorphous materials or polycrystalline
phases. Analysis of the diffraction pattern of crystalline materials can deliver various
reliable crystallographic parameters as crystal lattice parameter, crystal symmetry etc. or
even detecting crystal defects inside. With a sufficient 3D electron diffraction data set,
a complete crystal structure solution is nowadays frequent applied. The technique of
tomographic electron diffraction, used for quick and simply ED data collection, is described
in the section 2.3.1.

The incident electron beam is diffracted by the crystallographic planes hkl of a thin
crystalline sample if the Bragg condition is satisfied. The electron waves interact with
atomic planes and are focused at the back focal plane of the objective lens, generating
electron diffraction pattern which is actually a Fourier transformation of electron wave.
The traditional approach is called selected area electron diffraction (SAED)!21261 which is
accomplished by inserting the selected area aperture into the first image plane to select a
specific part of the specimen. Only the beams passing through the selected area contribute
to the diffraction pattern. The alternative diffraction mode is named nano diffraction, which
uses a small beam with size of nanometre. In this mode, the free selection of electron beam
size is possible. The effective distance from the specimen to the detector with projected
image is called camera length (L), as shown in Fig. 2.5. The space between pattern reflections
increase with a larger camera length. Fig. 2.5 illustrates the formation of a diffraction pattern
(reciprocal space) including the Ewald sphere and reciprocal lattice.
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2.2 Transmission electron microscope
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Figure 2.5: Schematic presentation for the formation of a diffraction pattern including Ewald sphere and reciprocal
lattice.

Camera length can be calculated where the Bragg angle (0) and electron beam wavelength
(A) play an important role.?'l Note that due to the small wave length most materials have
a Bragg angle much less than 1° (for small 6, sinf = tanf = ). As shown in Fig. 2.5, the
electrons which are scattered at an angle of 26 changes its trajectory and generates a spot
with a distance R to the primary beam centre O or a diffracted ring with a radius of R. The
relationship among them is written as equation 2.11:

% = tan20 = 26 (2.11)
Bragg’s Equation describes the interaction as following:
, A
A = 2dsinf = 2d6 = 20 = 7 (2.12)

Then it can be concluded the camera constant:

R A
=3 = camera constant K = Rd = LA (2.13)
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2 Principle and methods

2.2.5 Scanning electron transmission microscopy

Scanning electron transmission microscope (STEM) combines the principles of the electron
microscopes TEM and SEM. [2*] Like TEM, the specimen must be thin enough to allow the
electron to transmit through the specimen bulk. In STEM mode, the electron beam is focused
strongly by condenser lenses and forms a fine spot. Comparable to the beam in SEM, the
focused beam is scanned across the sample surface in a rectangular box. In comparison to
the signals of backscattered electrons or secondary electrons collected above the sample,
detecting the signal of transmitted beam depends on thin samples and thus shows a higher
spatial resolution. Different types of detectors can be equipped for the formation of STEM
image. A bright field (BF) detector, located in the travel path of transmitted beam, intercepts
the electrons and acquires the electron signal sequentially to generate an image. In contrast to
TEM bright-field imaging where the image is formed directly. The annular dark field (ADF)
collects the signal of the scattered electron around the transmitted beam. An image with
atomic resolution can be achieved by the application of a high-angle annular dark-field
(HAADEF) detector. In STEM mode, additional detectors can be installed for possible analysis
techniques like EDX and EELS.

2.3 Electron diffraction tomography

2.3.1 Principle of ADT method

The ADT technique enables to automatically acquire reliable diffraction data of a random
orientated single crystal, which can be achieved through a crystal tilt with a small controllable
angular step. ADT exhibits obvious advantages such as low dynamical effects and large
coverage of reciprocal space in structure analysis using electron diffraction data.

In the traditional collection of diffraction tilt series, a crystal tilt around an appropriate
crystallographic axis must be selected and used as the tilt axis. It means that the measured
crystal should be specially orientated to arrange the crystallographic axis parallel to the
tilt axis of the goniometer. Because of the low crystallographic index axis prominent two
dimensional in-zone diffraction patterns (Fig. 2.6 left) show a large number of low-indexed
reflections. Three-dimensional data is obtained after combining a set of electron diffraction
patterns including oriented zones. It is possible to index the single zones with a known
cell matrix or to derive from two orthogonal tilt series unknown cell parameters and
further to extract reflection intensities.[*?7] For instance, the crystal structure of Pigment Red
53:2 was solved using electron diffraction data which was recorded by tilting the crystal
sequentially around a main crystallographic axis.[*?!] There are some disadvantages!45!
in this in-zone diffraction method, in spite of the fact that orientated zone diffraction
data has been used for successful structure solution. At first, it takes a lot of time to
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2.3 Electron diffraction tomography

align the crystal with one crystallographic axis along the goniometer axis of the TEM.
Secondly, only using the orientated zones with low-indexed reflections ignores plenty of
high-indexed reflections, resulting in an insufficient number of reflections for the crystal
structure solution (low completeness). Thirdly, the multiple scattering in the in-zone patterns
is much stronger, leading to strong dynamical effects, which reduces the quality of data
because of the unreliable extracted intensity. At last, finding a good oriented crystal increase
the illumination time, which enhances the risk of radiation damage.

Figure 2.6: Sketch of reciprocal spaces of a traditional tilt collection including prominent zones (left) and a scan
of diffraction space using ADT approach (right) viewed along the tilt axis c*.[45! Due to the short wave
length of electrons, the Ewald sphere cuts are approximated as two-dimensional planar slices. Dark
spots: recorded reflections; bright spots: missed reflections. The black areas show the missing cones
(not accessible region limited by TEM geometry).

ADT enables to speed up the 3D diffraction data collection in an easy way. The biggest
difference to conventional in-zone tilt series collection is that ADT data is acquired through
a tilt around an arbitrary axis from a random oriented crystal. In addition, the off-zone
diffraction tilt series (Fig. 2.6 right), recorded by a fixed controllable tilt step, allow a scan of
the diffraction volume in the range of the reachable goniometer tilt and thus increase the
number of recorded reflections (including a vast number of high-indexed reflections). The
increased coverage of reciprocal space is crucial for the structure solution for low symmetry
crystal systems as triclinic and monoclinic lattices. In comparison to traditional electron
diffraction acquisition, the ADT method shows several significant advantages concluded as
following.

* Weak beam damage. The utilization of an arbitrary tilt axis and no requirement of
manual orientation of crystal reduces the illumination time on the sample, decreasing
the radiation damage.

¢ Low dynamical effect. The multiple scattering effects are much lower in the col-
lection of off-zone diffraction patterns, as few spots are simultaneously excited.[*29]
Additionally, PED approach can also decrease the dynamical scattering.

¢ High hkl completeness. The data collection in a high tilt range increases the coverage
of reciprocal space. The off-zone diffraction patterns deliver a large number of high-
indexed reflection.
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2 Principle and methods

* Easy and fast measurement. After a good alignment, the process for data acquisition

runs in fully automatic way. Therefore, using ADT saves a lot of measurement time in
comparison to manual setting.

2.3.2 Precession electron diffraction

In order to improve the quality of extracted reflection intensity data, Precession electron
diffraction (PED) technique can be combined with ADT approach.[45] PED was first devel-
oped by Vincent et al.[3°] to reduce dynamical scattering for collecting electron diffraction
patterns. As shown in Fig. 2.7, the electron beam is precessed around the vertical axis
forming a conical path. The incident beam penetrates the sample from different orientations,
leading to a movement of the Ewald sphere. The resulted “wedge” integrates the reciprocal
volume between the tilted slices, enabling the reflection cut close to the reflection centre and
reducing the uncertainty of intensity extraction caused by excitation error?'l. Hence, the
intensity of a diffracted spot is a merged integration collected from each azimuthal position
of the beam, resulting in quasi-kinematic diffraction intensities. The available hardware,
e.g. DigiStar unit designed by the company NanoMEGAS (641 is now on the market and
fulfils the requirement of coupling PED approach with ADT. Until now, a large number of

structural investigations have been performed successfully on the base of reliable datasets
recorded using the combination of ADT and PED. 447557651

D I D D e R e B

Figure 2.7: Sketch of PED technique showing the electron beam precession and the movement of Ewald sphere.
Image taken from Kolb et al.[42]
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2.3 Electron diffraction tomography
2.3.3 ADT data acquisition and processing

A special developed model implemented to a computer-controlled FEI TEM realizes the
full automation of data acquisition including crystal tilting, crystal tracking, collection of
diffraction pattern and data saving.[43131 The diffraction patterns are taken sequentially
after each tilting using nano electron diffraction mode. The crystal position is tracked
by microprobe scanning electron microcopy (#STEM) imaging. The automatic crystal
tracking procedure relies on the cross-correlation of two neighboring tilt STEM images.
Several related alignments and parameter settings should be done before starting ADT
data collection. The diffraction patterns are saved at the end of each tilt (Fig. 2.8) and
stored finally as a file in the Medical Research Council (MRC) file format[*32l. The process
repeats automatically if all the calibrations are set in a perfect condition. Samples can be
measured under room temperature, high or low temperature. The details about the data
acquisition are described in the section 3.5 of chapter 3. As the raw ADT data is a stack of
off-zone diffraction patterns it cannot be directly indexed. It should be reconstructed to a
three-dimensional space by the programs ADT3 or eADT[44]. Lattice parameters, orientation
matrix information, possible space groups, and reflection indexing can be obtained after the
reconstruction. ADT softwares are also used to extract the intensities of reflections applied
for structure solution. For details about ADT data processing see section 3.6.

e ebeam 0 Tilt series

<

@__Q— Tilt (e.g. 1°)

Diffraction pattern on CCD

Scheme of ADT experiment

3D reciprocal space

\ /
...-l"

Reconstruction

Figure 2.8: Schematic representation of ADT acquisition and data processing. Adapted from Kolb et al.[#2! and

Mugnaioli et al,[133]

19



2 Principle and methods
2.3.4 Structure determination from ADT data

Ab initio crystal structure solution can be performed using the (kki) file extracted from ADT
data with direct methods and real space method (simulated annealing) in the program
SIR2014[34, the least-squares refinement performed with the program SHELX97[%35! or
Charge Flipping in JANA2006 software packet['3°l. It is assumed that the kinematic approxi-
mation Iy ~ |Fyy |2 is valid assuming a low level of multiple scattering. The structural
model, solved from structure solution, can be directly refined based on the kinematical
diffraction theory. If multiple scattering effects in electron diffraction need to be taken into
account, structure refinement from electron diffraction data (dynamical refinement) can be
carried out in the software packet JANA2006 and Dyngo[*3¢]. In this work, the structure de-
terminations were performed in three programs: structure solution in SIR2014, kinematical
structure refinement in SHELX97 and dynamical structure refinement in JANA2006.

Structure solution in SIR2014

An example of input data for structure solution in SIR2014 is shown in the following list 2.3.1
containing in the data section (%data): unit cell (Cell), space group (space group), chemical
content of the full unit cell (Content), used radiation type (electrons), name of reflection file
(reflections), format of the reflection file (format), resolution cut off in Angstrom (resm), data
type as intensity = Fy,? (Fosq), used wavelength (wavelength). The structure solution section
(%phase) contains method for structure solution (BEA), number of refinement cycles (250),
resolution limit for phasing (resid) and the size of the structure (S: small) which means that
the asymmetric unit contains less than 8o atoms. Note that BEA (Best Equivalent Amplitude)
algorithm is applied for diffraction intensities extracted electron diffraction data.[*37!

Listing 2.3.1: An exemplary input file for the structure solution in SIR2014.

%Job Structure solution of Al14B209
%Structure aluminum borate
%Data
Cell 14.81 5.54 15.06 90.00 90.9 90.00
Spacegroup ¢ 2/m
Content Al 32 B 16 0 72
Electrons
Reflections reflection_file A14B209.hk1l
Format(3i4, 2f8.2)
ResM 0.6
Fosq
Wavelength 0.019700
%Phase
BEA 250
Resid 1.00
size S
%End
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2.3 Electron diffraction tomography

Dynamical structure refinement in JANA2006

As mentioned above, dynamical effects in electron diffraction data can be reduced using
precession electron diffraction (PED) data. PED data is considered as pseudo-kinematical
file delivering reflection information with an increased number of structure factors. In
comparison with pure electron diffraction tomographic data the combination with PED
increases the refinement stability and results in more accurate structural parameters. (661381391
Hence, the dynamical refinements in this work were performed against PED data in order to
obtain a reliable structure. The dynamical refinement is more complicate than kinematical
refinement since the reflection intensities are dependent on the thickness and orientation of
measured crystal as well as on the structure factors influenced by other reflections. '39! Thus,
for the acquisition of suitable tomographic data sets with polycrystallinity and disorder
effects should be avoided. For a known structural model, the implementation of dynamical
refinement comprises of three main steps[139'14°]: extraction of reflection intensities; the
refinements of crystal thickness and orientation; dynamical least-squares refinement. The
details of the refinements steps and examples are concluded in the "Jana2006 Cookbook".!14°]

The first step is to extract the reflection intensities from electron diffraction data. The raw
electron diffraction data must be .tif-format which is accepted the program. For a mrc-type
file, each frame can be exported into single .tiff-file using a script implemented in the
DigitalMicrograph software or in Matlab. Similar to data processing in ADT3D (see details
in section 3.6), there are mainly three steps!'39]; determination of reflection position on
each diffraction pattern using PETS!'41; determination of lattice parameters and orientation
matrix in JANA2006: integration of diffraction intensities in PETS.

Listing 2.3.2: An exemplary input file for data processing in PETS.

1noiseparameters 3.25 38
2background 0

3 lambda 0.033492

4 Aperpixel 0.00261
sdstarmax 1.2

6phi 1.0

7omega -90

8 center auto

gpixelsize 0.005

10 reflectionsize 18
11I/sigma 6

12bin 1

13 beamstop no

14 imagelist

15 img\FastADT_Data_cry2_1.tif -33.00 0.00

17 etc.

18 img\FastADT_Data_cry2_78.tif 42.00 0.00
19 endimagelist
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2 Principle and methods

An exemplary input file with pts-format for the program PETS is shown in the list 2.3.2.
Selected explanations to the key words are concluded as following['4!l: the value of rel-
ativistic wavelength of the incident electron beam in Angstroms (lambda); the size of one
pixel in reciprocal angstroms (Aperpixel); the resolution limits as d* (dstarmax); precession
angle in degrees (phi); orientation of the tilt axis of the sample holder with respect to the
positive horizontal axis of the image (omega); intensity over sigma ratio for peak search.;
yes/no for the application of beamstop (beamstop); multi-line (file name; tilt angle and zero)
keyword and each line contains one image (imagelist — endimagelist). The output file from
PETS is CIF-like file with the _dyn.cif_pets-format which consists of a list of reflections with
their indices, intensities on an arbitrary scale and estimated standard deviations of the
intensities. [139]

Subsequently, the dynamical structure refinement starts with a known structural model
or from the structure solution with charge-flipping approach in JANA2006. With a known
structural model, the general steps are shown as following [4°]:

e import the _dyn.cif_pets file in Jana2006 (“File — Structure — New”), where the com-
mands "Single crystal: known diffractometer format” and “Pets — electron diffractome-
ter” should be selected,;

¢ import the structural model from the known CIF file (“File — Import model from —
CIF”);

¢ parameter setting (“Parameters — Electron diffraction”, where “Use dynamic approach”
is selected and "For Fourier rescale to Fcalc" is checked.

e starting the thickness optimization (checking “Thickness” — "Run optimization”, where
the thickness plots should be checked;

”

e starting the orientation optimization (checking " orientation
where the thickness plots should be checked;

" — " Run optimization”,

e first dynamical least-squares refinement (“Right-click Refine — Various — Fixed com-
mands”, where all the atoms are chosen and the “All parameters” is checked. Then
starting with “Refine”;

* repeating the process of orientation optimization;

¢ final dynamical least-squares refinement with the refinements of coordinates, isotropic
(if needed, anisotropical at last step), thermal factors and occupancies. In this step, the
R-value should be strongly reduced.

* checking the temperature factor, occupancies, final R-value etc. in the final refinement
list;

e visualizing the electron potential maps and the structure in the program VESTA.[142]
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2.4 Energy-dispersive X-ray spectroscopy

2.4 Energy-dispersive X-ray spectroscopy

EDX is a conventional approach for the analysis of elemental composition of solid samples.
The applications comprise the identification and quantification of elements for a selected
single point or the elemental distribution of an area in form of EDX-mapping.['431 The EDX
unit is used either together with a SEM[26144l or with a TEM 2!l (preferably under STEM
work mode) and utilizes detection and measurement of the energies of characteristic X-ray
emissions caused by the interaction between incident electron beam and studied material.
While the atom is hit by an incident electron beam, it receives some energy from the electron
at the same time. Due to the energy transfer from external condition the electrons at
low-energy shells in the atom start to jump a higher shell or even leave from the atom. This
movement causes a vacancy in the orbital with a transition state, as shown in Fig 2.9. When
the electrons from outer-shells fill up the vacant sites, the energy difference will be released
in form of X-rays. For example, the transition of electron from L-shell to a vacant state in the
K shell, characteristic X-ray emission occurs and corresponding line is called Ka (Fig. 2.9).

L lines

K lines

M lines

» X-ray (Kg)
AE=E2 -EO

X-ray (k,)
AE =E1-EO

Figure 2.9: Schematic illustration of X-ray emission during electron atom interaction. Electron transitions presents
the production of some typical spectral lines.

In fact, the electrons in K-shell own the highest ionization energies compared electrons
of outer shells for a given atom. It means that more energy is needed to ionize the K-shell,
resulting to a higher energy of the characteristic X-ray line than L or M line series (Ex > Er
> Ejp). For the characteristic X-ray of different atoms, the relationship of the energy and
atomic number can be described by Moseley’s law 45! (equation 2.14):

E=c1(Z—c)? (2.14)
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2 Principle and methods

E: energy of characteristic X-ray, Z: atomic number, c1 and c2: constants for a given X-ray. It
indicates that the energy is proportional to the square of the atomic number and increases
with a higher atomic number for a given line type. Hence, measuring the number and
energy of characteristic X-ray can be used to identify the elemental composition even in a
quantitative way.

2.5 X-ray powder diffraction

X-ray powder diffraction (XRPD) is a rapid analytical approach to identify the crystalline
or amorphous nature of solid matter.['8! Simple sample preparation, quick data collection
under different modes and no damage of the sample make XRPD as a standard but powerful
characteristic technique not only in the academic research but also for the area in production
in the industry. The XRPD pattern is generated by interaction between incident X-ray and
atomic planes of microscaled powder or the surface of investigated crystalline materials.

2.5.1 Bragg’s law

The basic description of the formation of a XRPD pattern is the Bragg’s law with following
equation 81461 5 15 written as:
A = 2dsinf (2.15)

where n: a positive integer, A: the wavelength of incident beam, d: interplanar distance,
q: scattering angle. The law explains the relationship between the wavelength, the lattice
distance and the scattering angle.

Inceident beam Diffracted beam

Lattice plane

——& & e &

Figure 2.10: Schematic representation of Bragg’s law.

As illustrated in Fig. 2.10, the constructive interference occurs only when the difference of
the travel path lengths between the two incident beam waves is equal to an integer multiple
of the beam wavelength. It means that a diffraction ray is generated if this condition is
satisfied. When the beam waves are out of phase, destructive interference occurs, thus no
diffraction pattern will be created.
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2.5 X-ray powder diffraction
2.5.2 X-ray powder diffraction

e X-ray powder diffractometer

The three key components of a powder diffractometer are X-ray tube, sample stage and
detector. X-ray tube provides characteristic X-ray spectra, whose emission is illustrated in
Fig. 2.10. The wavelengths of X-ray source are dependent on the material type of target
anodes. The wavelengths of normal used metals are summarized in Table 2.2. The most
common target materials are Cu and Mo. The sample stage holds the sample holder and
can rotate the sample holder in some work modes. For in-situ experiments, other equipment
as heating oven or cooling system can also be combined with the sample stage. The detector,
e.g. position sensitive detector (PSD), records the numbers of scattered X-ray beam
for the intensity determination.

Table 2.2: Wavelength of characteristic X-rays generated by different anode materials. 33!

Anode Cu Mo Cr Fe Ag Co

A (K )(A) 1.54059 0.70932 228975 1.93609 0.55942 1.78901
A(Kal)(A) 1.54441 0.71361 2.29365 1.94003 0.56381 1.79290

(a) (b)
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Figure 2.11: Powder diffractometer with two geometry modes: (a) Debye-Scherrer geometry and (b) Bragg-
Brentano geometry.

A powder diffractometer differs from its geometry, e. g., Debye-Scherrer mode or Bragg-
Brentano geometry mode as shown in Fig. 2.11. In Debye-Scherrer mode, the sample,
stored in a capillary, rotates and the position of X-ray tube is fixed during the measurement.
The X-ray transmit and forms Debye rings in the detector (Fig. 2.11). Whereas, in the
Bragg-Brentano the sample is prepared on a flat support, the X-ray tube and detector can be
rotated by -6 and 6 in the diffractometer. The incident X-ray beam is reflected on the sample
surface and detected by the movable detector.
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Figure 2.12: An exemplary powder diffraction pattern collected from sodalite silicate using a Stadi-P powder
diffractometer equipped with a linear position-sensitive detector (PSD) using Cu Ka1 radiation (A =
1.5406 A). Lattice parameters of sodalite silicate: a =b =c=8.88Aanda = =y = 90°.

A XRPD diagram is a plot of the intensity of X-ray beam scattered at different Bragg
angles by the atomic planes. Only crystalline materials can produce a peaked diffraction
diagram since they consist of atoms of a periodic array with long-range order. Fig. 2.12
shows the XRPD diagram of sodalite silicate collected by a powder diffractometer using Cu
anode as X-ray source. The sharp peaks with strong intensity and low background indicate
an excellent crystallinity of the material. Due to the high symmetry of sodalite silicate (cubic
crystal system), there is a small number of peaks in the XRPD pattern. The style of a XRPD
diagram is influenced by several factors, as concluded following:

* Lattice parameters (4, b, ¢, a, B, y) decide the peak positions.

¢ Atom type and its arrangement determine the peak intensity. The diffraction intensity
is proportional to the sum of square of structure factors of corresponding atoms.

* Factor like crystallite size, crystal shape, crystal defects and diffractometer optics
determine show effect on the peak width and peak form.

¢ Sample holder and amorphous parts in sample determine the background.

* A higher symmetry increases the possibility of systematic extinction, resulting a
systematic absences of ikl reflections.
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2.5 X-ray powder diffraction

e Applications of XRPD

X-ray powder diffraction is widely applied for the identification and characterization of
different materials ranging from inorganic matters, organic and pharmaceutical compounds,
metal, ceramics, etc. The main common applications are summarized as following;:

* Quick phase identification;

¢ Examination of the crystallinity;

* Quantitative analysis of sample with multiphase;
¢ Texture and orientation analysis;

¢ Determination of unknown crystal structure using Rietveld methods.

In addition, in-situ experiments can be performed by changing the factors, e.g., tempera-
ture (sample heating or cooling), physical pressure, to observe the phenomena as phase
transformation or order-disorder transformation.

2.5.3 Structure determination from XRPD data

e Indexing

The assignment of the (hkl) reflexes to lattice planes is referred to as indexing[*81461 which is
the first step in the structure determination. Since one-dimensional information is obtained
from the XRPD data, reflection overlapping occur very often, which depends on the Bragg
angle 0. After the indexing process, the lattice parameters of three-dimensional unit cell can
be determined from the observed reflections. The programs as McMaillel'47], DICvoLO4 48],
N-TREOR['49] are used to index XRPD data and indexing can be performed in the software
like WwinxPow([*5°l DASHI'51 and EXP02013[*52. The absence of certain reflections is called
systematic extinction. This kind of peak absence is caused by the symmetry operations
and applied to determine the extinction symbol which provides the corresponding possible
space groups of the crystal structure.

e Structure solution

As mentioned before, the intensity of each reflection is proportional to the square of
the structure factor Fj. Thus, the magnitude value of Fjy can be obtained from the
experimental diffracted intensity. The absence of the phase information during a diffraction
measurement is called phase problem. A Fourier transformation on the structure factor and
the phase information is used to calculate the electron density map, in which the maxima
is corresponding the atom position. A structure solution is aimed to find a meaningful
structural model (the atomic coordinates) which are dependent on the distribution of the
electron density. Until now, different methods!45! are available to solve the phase problem:
direct method, Patterson method, maximum entropy, charge flipping etc. The available
programs for structure solution are for example EXP02013 and DASH.
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e Rietveld refinement

Rietveld refinement is the last step in the process of structure determination against XRPD
data. The refinement is performed to check the structural model obtained from structure
solution. The least-squares method['8146153154] is applied at the refinement process. The
difference between the simulated powder diagram from the structural model and the
experimental powder diagram is observed and expected to reduce to a minimum state if
all the parameters are refined to reach a best fit of the total experimental diffraction profile.
Usually the following parameters need to be refined in the Rietveld refinement:

¢ Zero point

¢ Background

¢ Lattice parameters

¢ Atomic fractional coordinates

* Atomic displacement or thermal parameters as isotropic temperature factor (Biso)

¢ Preferred orientation (if present)

¢ Profil function

¢ Absorption

¢ Crystallite size and strain

* Opver all scale factor

The quality of the fit between the observed and calculated XRPD diagrams is described

by the following functions:

* The weighted profile R factor (Ryy) (equation 2.16):

Iy w(Y, — Ye)?
Raup = Luito —Yo) w(z wY? ) (2.16)

where Y,: observed intensity, Y,: calculated intensity; w weighting factor.

* The statistically expected R factor (R.y,) (equation 2.17):

|IN—-P
Rexp = ZTY& (2-17)

where N: number of overall points; P: number of refined parameters.

¢ The goodness of fit (gof) (equation 2.18):

X%ed = = (2.18)
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3 TEM and ADT

3.1 Introduction

This section includes a basic description of the TEMs and relative instruments in this
dissertation as well as corresponding methods e.g. preparation of a TEM grid. ADT data
acquisition and the work-flow for data analysis will be also illustrated in details. In addition,
it includes the experimental details of related TEM techniques. A standard TEM can deliver
a large range of characterization approaches (Fig. 3.1) for nano-scaled materials at atomic
level. After mounting the grid with sample particles onto the specimen holder, the assembly
is inserted into the TEM. The strong coulombic interaction between materials and electrons
enables that TEM shows unique capacities or applications under different operation modes.

S133 |«—
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Kydeibowo] |«

Figure 3.1: Overview of TEM work process and possible applications of TEM.
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3.2 Transmission electron microscope

Fig. 3.2 exhibits two TEM devices in Electron Mircoscope Center Mainz (EMCM). All the TEM
experiments were carried out using these two TEMs except the high angle annular dark
tield (HAADF)-STEM studied with a Jeol TEM at the Technical University of Darmstadt.
Selected instrumental information are listed in Table 3.1. TEM measurements including
phase contrast TEM, STEM, EDX are available for both TEMs. TEM Imaging and Analysis
(TIA) was used to collect STEM image and EDX spectrum. TEM image, electron diffraction
pattern as well as ADT data were acquired or viewed by Gatan Digital Micrograph
software['55. STEM images were collected using a Fischione HAADF detector.

Table 3.1: Selected instrumental details of applied transmission electron microscopes at the University of Mainz.

TEM type FEI Tecnai F30 S-TWIN FEI Tecnai G2 Spirit
Acceleration voltage 300 kV 120 kV

Electron Source field emission gun (FEG)  Thermionic Gun: LaBg emitter
Camera type Gatan US4000 g4kx4k CCD  Gatan US1000 2kx2k CCD
STEM resolution 0.2 nm 1.0 nm

(S)TEM imaging Yes (Fischione detector) Yes (Fischione detector)

EDX measuremnet  Yes (EDAX spectrometer)  Yes (Oxford spectrometer)

ADT measurement ADT and Fast ADT Only Fast ADT

Figure 3.2: Transmission electron microscopes at the University of Mainz applied in this thesis. Left: FEI Tecnai
F30 S-TWIN TEM, right: FEI Tecnai G2 Spirit.
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3.3 TEM grid preparation

3.3 TEM grid preparation

In order to avoid crystal agglomeration and form a homogeneous distribution of particles
on the grid, we prepare the TEM grid very carefully using a method show in Fig. 3.3. There
are different kinds of grids, such as continuous, holey, lacey carbon filmed grids or Cu, Ni,
Au grids. The selection of the grid for application is determined by the purpose of TEM
experiments. Before dispersing sample particles onto the grid, it is sometimes necessary
or beneficial to clean grids in a plasma cleaner. For the grid preparation, a small amount
of the sample is ground in an agate mortar. The sample is mixed and then dispersed in
corresponding solution (e. g., ethanol, water) which is not a solvent of the material, using
an ultrasonic bath. The suspension is transferred into a caved tip with a pipette and then
sprayed onto a thin amorphous carbon film, suspended on standard Cu TEM grids, using
an ultrasonic vaporizer®]. The grid is dried under vacuum. Utilization of this approach
enables a better distribution of nanoparticles on the grid film, which is very helpful for the
investigation especially for ADT measurement.

Grinding Mixing Ultrasonic Dispersion

O/

S
‘ ‘ . ‘
—

Drying in vacuum Grids Dispersion onto Grids

—

Figure 3.3: Sheme of the procedures for preparation of a TEM grid using dispersion method.

3.4 TEM specimen holder

Five types of TEM holders as shown in Fig. 3.4 are introduced. According to the research
motivation and the holder speciality, we can select different holders for the measurements.
The specifications of each holder are given as following.
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3 TEM and ADT

(a) Single-tilt holder

(b) Double-tilt holder

(C) Tomography holder

(d) Heating holder

(e) Cryoholder

Figure 3.4: TEM specimen holders applied in the dissertation.

Single-tilt Holder (FEI)

The single tilt is easy to load and designed for general application such as a quick sample
review. A tilt angle up to & 60° is enough for the usual investigations. The holder movement
is controlled by the TEM CompuStage.

Double-tilt Low Background Holder (FEI, model PW6595/15)

The double-tilt holder is connected with the Compustage. Beside the standard goniometer
movements, there is a second stage tilt, allowing a maximum beta tilt of + 30° for Tecnai
TEMSs. This holder is suitable for HRTEM measurements.

Dual-Axis Tomography Holder (Fischione, model 2040)
The tomo-holder is designed by the company Fischione Instruments, Inc. It has a tilt angular
range almost through 360° plus a 9o degree planar specimen rotation. The extended speci-
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3.4 TEM specimen holder

men movability can maximize the tomographic data. The high accuracy and stability make
it an optimal holder for electron diffraction and imaging tomography at room temperature.
We used it in this work for the ADT data acquisition at room temperature.

Single Tilt Heating Holder (Gatan, model 628)

This holder is designed to heat the sample for TEM investigation at a high temperature. The
temperature can be controlled by a Smartset Hot Stage Controller (model 9o1). It is possible
to operate directly without any cooling system if the temperature is lower than 500 °C. If
the desired temperature above 500 °C (max. 1300°C) a water recirculator must be connected.
The maximumtilt range is & 45°.

High Tilt Liquid Nitrogen Cryo Transfer Tomography Holder (Gatan, model914)

The cryo holder (tilt range: + 80) is used to investigate the materials at a liquid nitrogen
temperature achieved by a liquid nitrogen dewar at the end of the holder. The sample can
be cooled before or after inserting the specimen holder into TEM. It is connected with a
Smartset Cold Stage Controller (model 9oo) to check and control the specimen temperature.

Preparation for inserting TEM specimen holder

If the specimen allows it, the TEM holder and the grid with specimen are plasma cleaned by
gas or a gas mixture as Argon or Oxygen to remove the organic contamination of materials.
In this thesis, Plasma Cleaner model PC2000 CE (South Bay Technology, Inc. USA) is applied
for the plasma cleaning (Fig. 3.5a). Before cooling experiments, the cryo holder must be
evacuated using a pumping station and heated with a zeolite bake out cycle by Smartset
Stage Controller for at least two hours. In this work, pumping on the dewar was carried
out by Turbomolecular Drag Pumping Station (model TSH o71E, Pfeiffer Vacuum GmbH,
Asslar, Germany) as shown in Fig.3.5b.

= o] ]

PLASMA CLEANER

Cold stage controller

Figure 3.5: (a) Plasa cleaner for sample and holder cleaning and (b) pump system for cryo holder pumping.
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3 TEM and ADT

3.5 ADT data acquisition

Using automated diffraction tomography, electron diffraction tilt series are collected ac-
companied by tilting around the TEM goniometer stage. In order to realize this specialty,
an automated acquisition module was developed for FEI microscopes!43!, which owns
routines enabling crystal tracking under STEM imaging mode after each tilt step and to
acquire diffraction patterns with nona-diffraction mode sequentially. The module consists
of totally three types of calibrations: basic TEM calibration, specimen-holder calibration and
diffraction-setting calibration. The specimen-holder calibration can be done and saved as a
file in advance. If there is no changes about the physical settings of TEM, the calibration files
are available and reliable to be used throughout several months. The ADT measurement is
carried out using a TECNAI F30 TEM operating at 300 kV. Microprobe STEM imaging is
used for tracking the measured crystal during the tilting process.

In order to reduce dynamic effects for a better quality of reflection intensity extraction,
ADT was coupled with precession electron diffraction (PED)!, which is realized by a
DigiStar unit designed by the company NanoMEGAS!®4. Usually, the precession angle
is set as 1° for data acquisition. nano electron diffraction (NED) data is collected without
electron beam precession and hence there is no reflection splitting in the data. NED data is
suitable for determination of accurate cell parameters. AS shown in Fig. 3.6, the diffracted
spots cover a larger area in PED pattern than NED pattern. PED enables a quasi-kinematic
diffraction intensities. Hence, the crystal structure solution is usually performed on PED
data.

Figure 3.6: Single ED patterns of Al4B,Og viewed along c* direction. (a) NED data collected without precession
and (b) PED data with precession.
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3.5 ADT data acquisition

ADT measurements depend on a number of TEM alignments as shown in Fig. 3.7.

¢ The first step is to check C1 and C2 aperture. Normally, diffraction tomography is
working with a large C1 (250 ym) and a small C2 (10 ym), which enables a semi-
parallel electron beam and is referred to as NED mode. Based on the beam stability of
samples, the illumination conditions are selected and controlled by means of operating
voltage, selection of gun lens and spot size. For example, gun lens of 8 and of spot
size of 8 or even 10 is normally good for beam sensitive materials.

¢ The second procedure is to align the TEM and STEM basic settings, which include gun
shift, beam shift, beam tilt pivot point and beam focus in TEM Tune and STEM Tune,
respectively. Noted that STEM calibrations and later imaging for crystal tracking are
performed under microprobe mode. A rough HAADF centring with different camera
lengths should also be done. The calibrations should be repeated if the beam changes
a lot after the ADT calibration.

¢ The following process, also as the most important calibration, is to calibrate the
diffraction settings. A number of substeps will be done as accurate as possible.
The corresponding setting parameters are given according to the sample properties
such as beam sensitivity, crystal size, crystal lattice. To view the real image of the
crystal under investigation, the HAADF will be shifted in the middle. Beam size
and diffraction camera length are set based on the crystal habit and the expected
length of cell axes. In addition, the beam should be focused and then centred on the
charge-coupled device (CCD) camera with a data size of 2048 x 2048 pixel (2K) or 4096
x 4096 pixel (4K). Once the calibration runs successfully, all the setting parameters will
be used for the data acquisition.

* The final step is tilt-series acquisition. Selection of a single crystal or big enough corner
of a embedded or agglomerated crystal. A good adjustment of specimen position (Z
height) is crucial to make the crystal stable and visible during the tilt process. CCD
exposure time, tilt angular range (initial and final tilt angle), tilt step as well as switch
on/off of precession unit should be carried out before starting the collection process.
The procedure starts with the beam centring on the fluorescent screen and the stage
rotates to the initial tilt angle (max. or minimum tilt angle) where the first diffraction
pattern is collected. Then the selected crystal must be shifted to the beam position
in the STEM image. After centring the electron diffraction pattern on CCD camera
the tilt-series collection will start. Electron diffraction patterns of each tilt step will be
recorded sequentially and saved as a MRC format data at the end of the procedure.

Beside using low beam illumination (such as low operating voltage, big gun lens or big
spot size), there are some tricks to avoid or reduce beam damage. If the selected crystal
is larger than beam size, we can manually shift the beam from the illuminated area to the
fresh part of the crystal. The other available way is sample cooling, especially for beam
sensitive materials as organic compounds and MOFs.
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* Accelerating voltage

+ Condenser aperture selection
* Gun lens setting

» Spot size setting

* Gun shift

. . » Beam shift
@ (S)TEM calibration +  Beam tilt pivot point

« Beam focus

@ + HAADF centering

+ Beam size setting
3 o
+ Beam centering

» Beam focus

+ Single crystal selection
+ Z-height setting

. + Tilt range
Of - S

* Expose time
*  Precession on/off

Figure 3.7: A brief diagram of TEM calibration sequence for ADT data acquisition using a FEI electron microscope.

3.6 ADT data analysis

ADT3D and eADT softwares are utilized to view and process the recorded electron diffraction
raw data. The purpose of ADT data analysis is to deliver the reliable crystallographic
information of investigated materials as much as possible. Some of the detected features
may be problematic or even impossible to analyse using other methods. As described in
section 2.3 of chapter 2, the recorded raw MRC data is actually a stack of 2D non-oriented
diffraction patterns which cannot be directly indexed. Therefore, the first key step is to
transform the set of 2D diffraction patterns into 3D reciprocal space. Based on visual
inspection and careful handling of reconstructed reciprocal space, the analysis should
deliver unit-cell parameters, symmetry information, indexing of reflections and intensities
of acquired reflections. In addition, other related potential information such as diffuse
scattering, twinning, or intensities of polycrystalline phase can also be delivered through
visualization of diffraction volume. A successful data processing always relies on a datasets
of required quality. The practical operations in the program eADT consist of several steps as
shown in Fig. 3.8. A detailed description of the key procedures, including e.g. preprocessing,
tilt axis determination, lattice determination, intensity extraction, etc., is presented below.
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3.6 ADT data analysis

[ Raw data input: MRC stack ]

\ 4

Background correction

A4 A\ 4

Pattern centering 2D peaks search

A4 A4

Tilt axis determination

4 vV v v v
3D volume 3D peaks calculation
______ l_____‘ vV A 4
1
| Symmetry | Cell search
\ 4 v

Cell adjustment

\ 4 A 4

[ Intensity extraction and processing ]

Figure 3.8: Workflow of the program eADT to process three-dimensional electron diffraction data. Notice: several
functions as data binning, filtering of diffraction slice and pattern blur are not shown here. It is
possible to reload the shift file for centering, 2D peaks, 3D peaks, unit-cell and extracted intensity file.

Figure 3.9: Electron diffraction pattern processing (example sample: aluminium borate). (a) Raw recorded

diffraction pattern, (b) the same pattern after background correction and (c) 2D peaks found on the
pattern.

3.6.1 Data pre-processing

¢ Background correction. The background subtraction is carried out for the 2D diffrac-
tion patterns. It simplifies to find the reliable centres of the diffracted spots at the
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procedures of “2D peaks search” and “patterns centring". It is crucial in particular for the
diffraction peaks with weak intensity. As presented in Fig. 3.9b the diffraction pattern
show the bright spots with smaller radius. Furthermore, background subtraction
speed up the calculation rate of 3D reciprocal volume.

Centring of diffraction patterns. During ADT data collection the centre of electron
diffraction patterns cannot always ideally locate at the same position, namely the centre
shifts slightly in a stack, even under a perfect measurement alignment. Normally, the
reason results from the beam shift on the sample and the related electron beam shift
for crystal tracking. Other factors such as physical stability of holder and goniometer
stage, holder calibration or ADT calibration can also contribute to the centre shift.
Patterns centring is of importance for a successful reconstruction of 3D reciprocal space.
The normal two approaches, searching the centre of strongest beam and analysing the
primary beam shape, can deliver a good result only if the primary beam appears as
the strongest spot in the patterns. The centre of the Friedel pair can be considered as
pattern centre in the case that the data is collected with a beam stopper. Other optional
method is that the user can manually set the centre in the program eADT.

Tilt axis determination. The search and refinement of tilt axis position depend on the
pattern centring and 2D peaks extracted from each diffraction patterns. The process
can be performed using an automatic model in an angle range from -180° to 180° or by
an appointed angular rang and step. The found tilt axis position shows a pronounced
maximum in the variance plot. A accurate value of tilt axis delivers sharp and bright
stereographic projections of the 3D reciprocal space. A correct tilt axis ensures the 3D
reconstruction without distortion, the possibility of unit-cell determination as well as
reliable intensity extraction.



3.6 ADT data analysis
3.6.2 Visual analysis of 3D reconstruction

This step is the key step to analyse the tilt series data for much more information of the
sample. With known pattern centres and refined tilt axis, the 3D reconstruction of reciprocal
space can be achieved by recalculation of 2D pixel-data stack into 3D voxel-data.[4? Tt
should be observed at first sight whether the quality of the tilt series is good and to which
resolution the reciprocal space is covered. A wrong tilt axis leads to a distorted reciprocal
volume. After careful inspection of the reconstructed data, structural features as diffuse
scattering (Fig. 3.10b), polycrystallinity, twinning, superstructure can be directly visualized.
Using derived cell vectors, the unit-cell parameters can be refined in combination with
the 3D reconstructed volume. The projections of main crystallographic direction and well-
known pixel size provide the crystal system and Bravais lattice. Once the correct unit-cell
is determined, the single zones required from extinction analysis can be cut from the 3D
volume. The extinction conditions, namely the appearance of reflections in the single zones,
indicate possible space groups.
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Figure 3.10: Three-dimensional reconstructed diffraction spaces of (a) zeolite chabazie showing the missing cone
and (b) disordered AlyB>0g including diffuse scattering.

3.6.3 Unit-cell determination

The extraction of 2D peaks from single stack slices (as shown in Fig. 3.9c) combines with
tilt axis and the file of pattern centring to construct the 3D reflection positions in the
reciprocal space. Because of the missing cone it happens not often all the three main axis
to be present together in one dataset. The procedure to determine cell vectors, comprising
lattice parameters and orientation matrix, is performed based on clustering of difference
vectors.[4415] The difference vectors of all selected recorded reflections are calculated and
they show the autocorrelation of the peaks based on clustering routine. When the three
shortest linearly independent vectors can be found, it will deliver the initial primitive
unit-cell. Normally, the primitive lattice cannot demonstrate the real crystallographic feature
when the sample has a high symmetry. For instance, there are two methods to solve the
problem if the crystal lattice is actually centred. The extracted intensities can be converted
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3 TEM and ADT

into an intensity file based on MatLab scripts. Alternatively, the initial primitive unit-cell can
be directly transformed into a centred lattice in the reciprocal space using a transformation
matrix. For example, the initial primitive triclinic unit-cell (@ = 14.55 A b=1444A, c=499
A, 0=99.0° B=89.7° v = 119.6 °) of zeolite THK-2 can be transformed into a orthorhombic
lattice (7’ = 24.72 A, b = 14.55 A, ¢’ = 4.99 A, o’ = B’ =7’ = 90°) in the reciprocal space with
matrix [0 -0.5 0; 1 -0.5 0; 0 -0.5 0]. The unit-cell parameters determined from ADT data are
not accurate and shows a error of about 2-5%. [44]

3.6.4 Intensity extraction

With the known unit-cell vectors the recorded reflections in all the 2D diffraction patterns
can be indexed and the corresponding intensities can be integrated. A box overlaid on the
reflection is used for the intensity integration (Fig. 3.11a). The box size depends on the
diameter of the reflection with strongest intensity and the unit-cell parameters. Since the
reflections penetrate normally through several neighbouring slices, the same index may
appear extracted with different intensities on different frames. As shown in Fig. 3.11, the
(110) reflection can be detected from frame 84 to frame 9o and has an intensity maximum in
the frame 87. Only the extracted maximal intensity value is taken in account and used as
the intensity of the reflection. The square of responding reflection intensity is calculated
to serve as the intensity error. The resulting hkl file consists of the indices, corresponding
intensities and intensity errors. Some intensities cannot reach maximal values because the
reflection locates at the edge of missing cone. Therefore, such unreliable reflections should
be deleted with Matlab script.

ENB N OO - (b)
H K L Intensity Scl. Intens.  Fr. Nr.
1 1 0 11868.72 118.69 84
i i 0 30606.80 306.07 85
il il 0 109079.42 1090.79 86
il il 0 27541142 273411 &7
1 1 0 14522943 1452.29 88
1 1 0 6B827T.67 68278 89
1 1 0 2255145 225,51 a0

Reflection Intensity

81 82 83 84 85 8 87 88 8 9 91 92 93
Frame number

Figure 3.11: Reflection intensity extraction in the program eADT. (a) Electron diffraction pattern overlaid with
integration boxes; remarked circle shows the position of reflection (110). (b) List of the extracted
intensities of remarked reflection (110) in different frames. (c) Curve of the intensities distribution;
the yellow line shows the theoretic frame number of maximum intensity.
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4 Introduction to investigated materials

4.1 Aluminium borate

4.1.1 Mullite

Mullite can be found as a mineral in sandstones and in volcanic rocks in the nature.[*57]
Nowadays, a vast number of mullites and related mullite-type compounds are produced
artificially for industrial applications as ceramic materials. The synthetic procedures starting
with different ratios of S5iO,:Al,O3 can be performed through varying reaction conditions
to form various of mullites with general composition of Aly,,,Si>—2,O19—, With x ranging
from 0.18 to 0.881'58] in the SiO,-Al,O3 system. The most common types are 3:2 mullite
(3A1,0325i0,) and 2:1 mullite (2A1,0315i0,), respectively. As described by Schneider
et al.['59] it is possible to incorporate transition metals as Ga, Ti, V, Mn, Cr atoms into the
mullite structure. The amounts of transition metal ions rely on the reaction conditions. Be-
side the aluminosilicate composition of mullite, plenty of silicon-free compounds including
e.g. aluminium borates (7476781 a5 Al;sB4Os3 and AlsBOg as well as gallium borates like
GayB,09[10°] have been captured attention and and many reports were published in recent.
All those compounds show similar remarkable structural characteristics to mullite and form
a series of important ceramic materials described as mullite-type compounds.

Figure 4.1: Technical applications of mullites. (a) Mullite-based refractory bricks. (b) Mullite-coated composite in
panel for reentry space vehicle. Adapted from Schneider et al. 1571,

161].

There are several methods to synthesize mullites!*5 (1) solid-state processes, (2)

solution process and (3) gas-state process. For instance, the 3:2-mullite crystallizes from a
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4 Introduction to investigated materials

solid-state reaction by means of heating the educts below their melt points. Mullite belongs
to one of the important constituents of ceramic materials and shows its importance in
industry due to its physical properties!#2157161] including thermal stability, low density, low-
electric conductivity, excellent creep resistance, high-chemical stability, high-temperature
strength, etc. The main technical applications of mullite comprise of the following three
areas!'57159]; monolithic mullite ceramics , mullite coatings (Fig. 4.1b) and mullite matrix
composites. For instance, mullite can be applied as refractory bricks (Fig. 4.1a) in glass
melting tanks due to its high corrosion resistant.

4.1.2 Mullite-type crystal structure

The most prominent characteristics of the mullite-type structure are linear edge-sharing
MOg (M = octahedral coordinated cations such as Al, Ga, Fe) octahedral forming parallel
octahedral. These octahedral chains build up the backbone of the whole framework. Another
important feature is that all mullite-type compounds must crystallize in a subgroup of the
tetragonal space group P4/mbm (No. 127).[16]

(@) (b)

' ““U,:sg,mo
A W i

Figure 4.2: The chain structure of 2:1 mullite (modified after R. X. Fischer et al.[162], crystallographic data from
Angel et al.[163]) viewed parallel to axis c in (a) and a in (b). 7’ shows the angle between the a and b
basis vectors; w represents the tilt angle between neighbouring octahedral chains.

Fig. 4.2 illustrates the chain structure of 2:1 mullite in the orthorhombic space group
Pbam (No. 55). The AlOg chains perpendicular to (ab)-plane have two types of arrangement,
leading a rotation angle (w) between the adjacent chains (w = 59.76° for 2:1 mullite see Fig.
4.2a). In a mullite-type crystal structure, the value of the rotation angle ranges from 30° to
90° and 7’ should be in the range of 85° - 95°.1159]. The octahedral chains are cross-linked
by various inter-chain units to form different connections, enriching the member in the
mullite-type family. In inter-chain units can be five-, four- or three-fold coordination units
involving e. g. AlOs, TOy4 (T = B, Al or Si), or BOs. For instance, O atom bridges the TO4 (T
= Al, Si) units between the octahedral chains in 2:1 mullite. Due to the substitution of Si**
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4.1 Aluminium borate

by AI**, oxygen vacancy is introduced on the basis of 2Si** + O?>~ — 2AI** + vacancy O,
which makes an extended linkage. The possible logical oxygen vacancy may also occur in
the structure. Furthermore, the coordination and connection of linkage units can result a
complex structure in mullite-type compounds. All the different units in various possible
connections increase the variety of mullite-type family and lead to disordered structures
due to the complex linkages between the chains. Therefore, the diversity of inter-chain
units including the types and corresponding arrangements, the distribution of Si and Al
in tetrahedral centre, the vacancy of oxygen atoms or even the synthesis conditions can
lead to defects in crystals or order-disorder phenomena, which causes difficulties in crystal
structure characterization of mullite-type compounds.

4.1.3 Aluminum borates

The phenomena of B atoms substituting Si atoms to form BOj, tetrahedral connecting AlOg
octahedral chains in mullite was first suggested by Dietzel and Scholze!*®4l. This discovery
extended the binary SiO,-Al,O3 system to a ternary SiO;-Al,03-B,O3 system and added a
large number of new members in mullite-type family. As shown in Fig. 4.3, the S5iO,-Al,Os-
B,Oj3 system covers all the possible boron-mullite introduced by Werding and Schreyer. 165!
The grey field represents the potential intermediate phases between aluminosilicate mullite
compounds and aluminum borates.

Si0
40

60 3:2-Mullite

70 2:1 Mullite

AILSB4033
ALB,O, ~ AIBO,
100 | I - I I ’ | ‘ |
100 9 8 70 60 50 40
ALO, B,0,

Figure 4.3: Plot of potential phases in the SiO»-Al,03-B,03 system (Plot taken from Fischer et al.[78!), The grey
area shows the boron-mullite stability field according to Werding et al.[165],
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One of the most-researched aluminum borates is Al4B,Og. Scholze et al.[26¢] investigated
AlyBy0Oy for the first time and reported an orthorhombic lattice (2 = 14.8(2) A, b=151(2) A,
¢ =5.6(1) A, and Z = 8) with possible space groups of Cmmz2, Cm2m, C222, or Cmmm. The
crystal structure was further studied by Mazza et al.["7l who described an orthorhombic
structure (space group: Pbam) with a pseudo tetragonal symmetry. In the last decades, the
group of Fischer (Bremen, Germany) has made advance in the research of Al4B,Og including
the synthesis and crystal chemical characterization. Fischer et al.77! tried to described the
crystal structure of Al4B,O9 in a monoclinic crystal system using a Rietveld refinement
fromXRPD data and investigated additionally with solid-state NMR spectroscopy.

4.1.4 Synthesis of Al;B>0q

Aluminium borate Al;B,Og was synthesized with sol-gel synthesis approach.© The initial
ratio of Al,O3/B,0O3 was set to 35/65 in the precursor phase using the nitrate decomposition
method described in the literature (291681991, The mixture of aluminum nitrate nonahydrate
AI(NO:3)3 - 9H,O and boric acid B(OH); was dissolved in 10 wt.% glycerol. The produced
foam was dried and then crushed into powder. The sample was continuously heated
using covered platinum crucibles at 1223 K for 44 hours. The sample was cooled to room
temperature. In order to remove the possible excess boric acid, the final sample was washed
with hot deionized water and dried to obtain white powder.

4.1.5 Research questions of Al;B,09

In the previous study of Fischer et al.l771, A1,B,Oy was characterized by a combination of
XRPD and solid-state NMR and the crystallographic information. The crystal structure
was reported in a monoclinic crystal system for the first time. However, due to disorder
phenomenon in the mullite-type family, two oxygen atoms could not be revealed clearly.
Furthermore, one-dimensional XRPD approach has limits on the study of disordered materi-
als and further is hampered to clarify crystal chemical properties of Al4B,Og in details. On
the other side, the achievable small crystal size limited the investigation using single crystal
X-ray diffraction. For these reasons, the material was reinvestigated using TEM approach to
explain the crystal structure feature including following points.

¢ Finding the disordered crystals or domains

Ab initio structure solution of ordered crystal from ADT data

High-resolution TEM imaging of ordered crystal
* Determination of disorder type

Structural modelling ans electron diffraction pattern simulation

®Note: the synthesis of Al4B,Og was carried out by Dr. Kristin Hoffmann (University of Bremen, Germany)
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4.2 Metal-organic frameworks

4.2.1 Metal-organic frameworks

Metal-Organic Frameworks (MOFs), also known as porous coordination polymers (PCPs),
are a new class of organic-inorganic hybrid solids which first appeared about two decades
ago. In recent years, MOFs, as a new type of advanced porous solid materials as shown in
Fig. 4.4, are being drawn particularly strong attention by researchers due to the various
outstanding industrial applications. 88981l The potential applications of this type of crys-
talline materials are based on the unique structural attributes with ultrahigh porosity['7°],
enormous internal surface areas (up to 14600 m?/g)l'7!1, uniform channels and thermal
stability. In consideration of the high degree of design-ability for the structure, various
novel MOFs have been designed and successfully synthesized for the attainment of specific
properties and the optimizations of applications. The design options of MOFs rely on
the controllable synthesis conditions, the extraordinary variable and modifiable structure
building units (metal ions/clusters and linkers) as well as the huge number of potential
combinations of organic ligands, types of transition metals, co-ligands and structure direct-
ing agents. 881721731 Currently, the number of members in MOF-family is still increasing
rapidly. The investigations on the synthesis, characterization and application of new MOFs
are emerging in an immense number of research articles.
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Figure 4.4: The general classification of porous materials. Top: porous organic polymers; organic-inorganic porous
hybrid solids (MOFs) and porous inorganic zeolites. Bottom: an example for the classic construction
procedure of a MOF from organic linkers and inorganic metal. Reproduced from ref. of Li et al.[172],
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4.2.2 Synthesis and structure properties

One of the most significant motivations for synthesis of new MOFs is to find sufficiently
robust and porous solids which can fulfil the technical requirements. The synthesis pro-
cedure of MOFs is typically straightforward and at moderate temperature (< 250°C)[*74],
The synthesis conditions (temperature, pH, solvent, and stoichiometry) play a significant
role in modifying the network topologies.#8! The infinite extended metal-organic porous
structures are established by self-assembly of organic and inorganic building blocks under
the conditions as temperature setting and synthesis time. The well-soluble salts serve as
the source for metal elements, e.g. metal nitrates or sulfates. The metal ions are mainly
transition-metal ions. The organic linkers are typical bidentate ligands or multidentate
molecules with two or more N or O donor atoms. They can be carboxylate linkers such as
di-, tri- and tetracarboxylic acids, imidazolate type linkers['75! as well as phosphonate linker
as show in Fig. 4.5. As compared to azolate- and phosphonate-based frameworks, a major
part of the known MOFs are in fact based on bridging ligands of carboxylate linkers['76l.
Using rigid linear dicarboxylates (denoted as L), Yaghi and co-workers['77! synthesized a
big series of compounds which share the same formula of ZnyO(L)3. One of the well-known
azolate-based MOFs is for instance zeolitic imidazolate framework-8 (ZIF-8), which was
first reported by Yaghi et al.['73] and consists of zinc atoms linked by 2-methy-imidazole

molecules.
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Figure 4.5: Examples of organic linkers in MOFs. The emerged organic linkers own normally rigid backbone. Car-
boxylate linkers: (a) bipodal linker BDC for MOF-5 and (b) tripodal linker BTC for HKUST-1. Phosphonate
linker: (c) bipodal methylenephosphonic acid for phosphonate frameworks. [178]

Most studies about MOFs were focused more on the design of novel types, synthesis
and characterization in the form of traditional bulk crystalline compounds. However, the
applications of MOFs are reliant not only on the controllability of chemical structure but also
on factors as micro/nano-structure, crystal size and morphology. For instance in biology
and medicine, due to the required application of penetration into cells, only nano-sized
materials are achievable, where bulk MOFs show the limits. Therefore, rational design of

46



4.2 Metal-organic frameworks

MOFs is crucial for the consideration of the practical needs as crystal size, shape, rigidity in
the aimed investigation.

MOFs can be synthesized by various possible approaches. In the conventional synthesis
method, MOFs are generated by mixing the starting materials under hydrothermal or
solvothermal conditions at room temperature or through electric heating. For instance,
the well-known MOF-5 and HKUST-1 were synthesized with the direct mixing of reagents
at room temperature. Many other advanced methods are summarized by Stock and co-
workers in the review paper!®l. Recently, the conventional solvothermal synthesis, the
microwave-assisted method, mechanochemical synthesis, the surfactant-assisted method, the
coordination modulation method, and the solvent induced precipitation have been reported
in the MOFs synthesis.[88'99'179‘181] In comparison to the solvothermal synthesis, the new
strategies have exhibited several advantages like less time-consumption, controllable crystal
morphology and size, solvent-free, etc. In particular, some of these methods are very helpful
to gain nano-scaled or hierarchical MOFs. Kitagawa and co-workers['#2] designed a simple
approach - coordination modulation method, using the capping reagents to control the
crystal growth of nano-scaled porous coordination polymers. The other example is the
synthesis of thin patterned MOFs films (SURMOFs) due to the application as sensor[183].
The highly oriented growth of homogeneous MOFs crystals are obtained by so-called

layer-by-layer (LBL) growth at liquid-solid interface under control conditions. [184-186]
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Figure 4.6: Schematic illustration for the design of MOFs involving general networks structure with 1D, 2D and 3D
topologies. The topology of the products is depend on the coordination of metal ions, the geometry of
bridging ligands as well as the synthesis conditions.
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4 Introduction to investigated materials

In order to describe the subunits of a MOF, the term of secondary building units (SBUs),
also called as inorganic building units, has been introduced to organize the classification of
MOF structures. SBUs are metal-containing clusters and molecule complexes.['7%] Depending
on the types of bridging linker and coordination number of transition metal atoms, the
porous supramolecular network can be designed or achieved 1D (chains), 2D (layers) or 3D
(framework) architectures, as shown in Fig. 4.6. MOFs can be characterized by numerous
approaches including single crystal X-ray diffraction (if the crystal big enough), X-ray
powder diffraction (XRPD), transmission electron microscopy (TEM)!8], nuclear magnetic
resonance (NMR)[187.188] thermogravimetric analyses (TGA), etc.

4.2.3 Applications of MOFs

Based on the specific structure feature, chemical design-ability and thermal stability, MOFs
have a vast number of potential industrial applications, which comprise the use as storage
media for gases like hydrogen and methane!95891%°] heterogeneous catalysis!©893.94100l,
drug delivery[101102191192] ' a5 separation. Additional applications in membranes, thin
film devices (8471861931941 and biomedical imaging[191] are increasingly gaining importance.
Some of the applications are detailed as examples below.

e Gas separation/storage

High efficient gas separation/storage are of high importance in the industrial process. MOFs
demonstrate the performance in gas separation. For instance, Cu-BTC (HKUST-1) serves as
a excellent CO; adsorbent for a gas mixture of CO,/N; or CO,/CHa. [98,190]

e Drug delivery

The other important application of MOF nanoparticles is for drug delivery in biomedical
area. Horcajada and coworkers[°! investigated the drug delivery of MOF materials based
on MIL-100 and MIL-101 and reported for the first time the outstanding capacity for hosting
and controllable delivery. Afterwards they published another article[*9*! about specific
non-toxic porous iron(Ill)-based MIL series MOFs for efficient controlled drug delivery.

e SURMOF

The formation of MOF thin films or membranes with well-defined porosity make them
suitable as candidates for the applications like smart membranes, chemical sensors, catalytic
coatings and related nanodevices.['95] The thin films are grown on selected substrates as
gold or silica surface through the controllable stepwise layer-by-layer method. The materials
comprise for instance HKUST-1 thin film 19319419l and ZIF-8 membranes!97).



4.2 Metal-organic frameworks

4.2.4 Syntheses of MOFs

Zr* + AcOH & BDC > [Zrs0,(OH),(OAc),(BDC),]
Zr* + Ni-H,TPPP => [Zr,(Ni-H,TPPP)(OH/F),]-23 H,0

Two new zirconium metal-organic frameworks (Zr-MOFs), [Zr504(OH)4(OAc)4(BDC),] and
[Zr2(Ni-H, TPPP)(OH/F),] - 23H,0 (denoted as CAU-27-BDC and Zr-CAU-30, respectively),
were designed based on the Zr*™ and the bridging ligands of AcOH and BDC for CAU-27-
BDC (Fig. 4.7) as well as NiHgTPPP for Zr-CAU30 (Fig. 4.8), respectively. The syntheses of
both Zr-MOFs @ are briefly described as in the original literature!(721981,

Synthesis of CAU-27-BDC

The CAU-27-BDC was prepared by a hydrothermal method: 232.6 mg terephthalic acid and
20 mL acetic acid were first placed in a PTFE lined steel autoclave. Then 0.892 mL zirconium
acetate solution mixed in dilute acetic acid were added and the autoclave was sealed. The
mixture was heated to 220 °C in one hour and then kept at the temperature for 238 hours.
Finally, the mixture was cooled down to room temperature, 526.8 mg of a white/greyish
solid were yield via filtration and subsequent drying for 1 hour at 60 °C.

A O~

Acetic acid (AcOH) 1,4-Benzenedicarboxylic acid (BDC)

Figure 4.7: Organic carboxylate linkers for the synthesis of CAU-27-BDC.

Synthesis of Zr-CAU-30

The Zr-CAU-30 was synthesized using hydrothermal syntheses method. Previous synthe-
sized Ni-tetra(4-phosphonophenyl)porphyrin (referred to as NiHgTPPP) serves as bridging
linker. The reagents were mixed from NiHgTPPP/ZrOCl, - 8H,O/NaF/NaOH with a molar
ration of 1: 2: 60 : 8. The reaction mixture was stirred in a glass reactor. Using a enlarged
scale of 12 compared to initial amount settings, highly crystalline and stable powder was
obtained at 160 °C for 3 h. In order to obtain the dehydrate phase of Zr-CAU-30, the

@Note: CAU-27-BDC and Zr-CAU-30 were prepared by S. Leubner and Dr. T. Rhauderwiek (Both from
University of Kiel, Germany), respectively.
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4 Introduction to investigated materials

as-made sample was calcined at 250 °C under reduced pressure of 100 kPa in a 0.5 mm glass
capillary. (72!

o\ /OH HO\ //o
P P.
/ N

N

P.
O// \OH HO/ (0]

N

Ni-tetra(4-phosphonophenyl)porphyrin (NiHgTPPP)

Figure 4.8: Linker for the synthes of Zr-CAU-30. Phosphonate linker as tetrapodal ligand coordianted with Zr
atoms.

4.2.5 Research questions of Zr-MOFs

The Stock’s group from Kiel (Germany) has designed and synthesized various novel MOFs
including the CAU-series!©7/68199.2%0] in the last two decades. Most of the crystal structures
in the CAU-family were solved straightforward by X-ray diffraction methods. However,
due to limited crystal size, low crystallinity, twinned crystals and the extra large unit-cell it
impeded to elucidate the crystal structure using single crystal or powder X-ray diffraction.
Electron diffraction tomography was proved as efficient method to solved this kind of
difficulties even for the beam sensitive materials (67482011, The new Zr-MOFs, BDC-CAU-27
and Zr-CAU-30, prepared in form of nanocrystals, are impossible to investigate using single
crystal X-ray diffraction. In addition, the determination of lattice parameters and symmetry
information are also challenging by means of XRPD. Therefore, the Zr-MOFs were investi-
gated using electron diffraction tomography focusing on single nanocrystals but delivering
three-dimensional diffracted reciprocal space. The main works are summarized as following;:

¢ Determination of lattice parameter

¢ Determination of possible space group

e Ab initio structure solution from ADT data
¢ High-resolution TEM imaging
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4.3 Zeolites

4.3.1 Introduction

Since the first zeolite synthesis by Barrer and Milton, numerous zeolites were synthesized
increasing the number of zeolite and zeolite-type materials.[2°>2°3] More than 200 zeolites are
registered in the zeolite data base of International Zeolite Association (IZA).!®! In general,
zeolites are synthesized with an organic structure directing agents (OSDAs) [2041 ynder
hydrothermal conditions between 100 and 200 °C. Due to the pore size less than 2 nm,
zeolite and zeolite-type compounds are crystalline microporous materials with 1D, 2D
or 3D frameworks. [86.205] The networks are construed corner-sharing building units - TO4
tetrahedra with T = Si, Al, P, Ga, Ti, Sn, Ge, etc. to form periodic channels, pores or cavities
with well-defined sizes and shapes. Various zeolites were designed and synthesised based
on the flexibility of combination with different TO,4 types under different conditions. The
numerous possibilities in combination and and connection make the structural diversity of
zeolites and zeolite-type compounds. It is common that the disorder phenomena occurs in
the structure not only in the natural but also synthesized zeolites. There are several reasons
like connection and type possibilities of the basic units as well as the formation conditions.
Due to the highly chemical and physical stabilities, zeolite and zeolite-type materials are
applied in different areas, e. g., catalysis, gas separation, gas adsorption, electronics, ion
exchange, and biomedicine. For instance, zeolites are widely applied as catalysts in the
petroleum and petrochemical industry. [1°5:2°6]

4.3.2 Metal-containing zeolites

Metal-containing zeolites are prepared by ion-exchange process using metal atoms like Al,
Cu, Co, Ti,Fe, Pt, Pd, Sn.[207-212] Thijs type zeolites have attacked strong attention due to the
catalytic performance in selective oxidation. 2127215l

Two type of metal-containing zeolites were studied in this work. The interlayer expanded
zeolites M-IEZ-RUB-36 materials are colourless samples. They were synthesized using a
zeolite precursor as-made RUB-36[2'°1. M-IEZ-RUB-36 materials show highly disordered
structures, but nevertheless show a highly shape-selective catalytic activity and an efficient
catalytic activities in oxidation reactions.[2'4215] The industrial applied Cu-CHA, a copper-
based ion exchanged zeolite catalyst, shows excellent activity for the selective catalytic
reduction (SCR) of NOx with NH3.["°8-111] Chabazite is also called SSZ-13 and occur in
the nature or can be prepared. CHA crystallizes in a trigonal system with space group
of R3m (No. 66). The basic building unit of CHA is the double 6 ring consisting of two
single 6 ring. The double 6 rings stack with a sequence of AABBCC to construct a 3D
framework structure. ¥ The scheme to build the framework is shown in Fig. 4.9 where 8
rings are formed after the stacking. The Cu position serves as the catalytically active sites
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4 Introduction to investigated materials

during SCR reactions. It was described that the Cu atoms distribute in the six and eight
ring through a ratio which is decided by the water atmosphere in the cage. In order to
understand the catalytic mechanisms, the active Cu site in the framework was investigated
at high temperature by electron diffraction in this work.

(@) g N\

Figure 4.9: Building scheme of the crystal structure of CHA. (a): Two single 6-rings stack to build a double 6-ring;
(b, c): The stacking of double 6-rings construct the 3D-structure.

4.3.3 Organic structure directing agent in zeolite

Numerous zeolites were prepared using OSDAs with hydrothermal synthesis approach. 294!
Often specially designed OSDAs were used to synthesize zeolites with new framework
structures, for example, the zeolites ITQ series synthesised using novel OSDAs by the
Corma group.[57'97'124'217]. The application of OSDAs play a very important role in the
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4.3 Zeolites

construction of the unique structure during the synthesis of novel porous materials. Charge
distribution, molecule size and geometry of OSDAs are the important factors for the effect
of structure-directing. 2!

The elucidation of crystal structures of as-synthesized phases, especially finding the
position of SDAs in the framework, is important for the understanding of synthesis mech-
anisms and crystallization processes. For instance, single crystal X-ray diffraction was
applied to determine 4-dimethylaminopyridine in the crystal structure of as synthesized
aluminophosphate SSZ-51.1219] In fact, plenty of porous materials cannot grow as single
crystal of hundreds of micrometers and are thus not suitable for single crystal structure
analysis. X-ray powder diffraction reveals the position of pyrrolidine molecule in RUB-10
using the difference electron density map.[*! Yan et al.[>*'] investigated the locations of
guest molecules in SAPO-34/44 by means of Rietveld refinement combined with simulated
annealing. Burton et al.*??l utilized the approach of molecule modelling to study the
location of SDA in the channel of as synthesizes SSZ-55. However, there are certain limits of
XRPD to characterize the OSDAs location. Firstly, some of the new porous materials can
only be prepared in a nano-sized form, not accessible for XRPD; secondly, it is difficult to
directly detect the position of OSDAs from the structure solution from one-dimensional
XRPD data. Because of weak interactions between organic compounds and framework, the
organic molecules/cations often show some disorder thus smearing out the low electron
density of carbon and nitrogen atoms. Moreover, compared with the corresponding calcined
phase, porous materials in the as-synthesized state possess more independent atoms and
also may possess a different symmetry, which complicate the structural elucidation.

4.3.4 Information of investigated samples

¢ THK-2 zeolite: The THK-2 sample was delivered by Dr. Yasuhiro Sakamoto from
Japan and synthesized by group of Prof. Dr. Yamamoto.

¢ M-IEZ-RUB-36 zeolites: M-IEZ-RUB-36 (M = Zn, Ti) zeolites were supplied by Isabel
Grofskreuz (Group of Prof. Dr. Hermann Gies, Ruhr-University Bochum, Germany).
Both samples were synthesized in an acidic hydrothermal reaction from as-made
RUB-36 and the corresponding metal-acetylacetonate as the metal sources. The XRPD
data were collected at Ruhr-University Bochum and dilevered by by Isabel Grofikreuz.

* S§SZ-51 and SOD: SSZ-51 was supplied and synthesized by Hao Xu (Zhejiang Univer-
sity, China). The synthesis information is summarized in section 5.5.1. As-synthesized
and calcined SOD samples were delivered by Dr. Bernd Marler (Ruhr-University
Bochum, Germany).

¢ CHA zeolites: Cu-CHA zeolite was delivered by Prof. Dr. Xiangju Meng (Zhejiang
University, China). The synthesis approach is described in the Ren et al.["°8] H-CHA
zeolite was supplied by BASF SE, Ludwigshafen Germany.
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4 Introduction to investigated materials
4.3.5 Research questions

Structure determination of THK-2 zeolite

The THK-2 zeolite occurs in mixture sample (with MTW zeolite) with micrometers crystal
size. The ab initio structure solution was changeable using XRPD method. The aim is to
solve the crystal structure from ADT data collected under sample cooling condition. The
structural investigation in this work consist of:

* Determination of lattice parameter and space group
* Ab initio structure solution from ADT data
¢ High-resolution TEM imaging

Disorder simulation of M-IEZ-RUB-36 materials

The disordered structure should be explained by the comparison of calculated and recorded
ED patterns. The calculated ED pattern was generated through structure modelling and
disorder simulation in the program DISCUS.

¢ Confirmation of disorder in the materials

¢ Determination of disorder type

¢ Structure solutions of average structures from ADT data
¢ Structural modelling and disorder simulation

Determination of OSDAs positions in zeolites

ADT technique should deliver the positions of organic templates in SSZ-51 and sodalite
(SOD), respectively. Further structure refinement was performed against XRPD data. Solid-
state NMR confirm the existence of OSDAs in the pores of the framework.

e Ab initio structure solutions from ADT data
e Structure refinements with Rietveld method
¢ Additional approaches as solid-state NMR and in-situ XRPD

Determination of Cu position in dehydrated Cu-CHA zeolite

Two materials, Cu-CHA and H-CHA (as reference), should be heated at high temperature
for dehydration and further investigated by ADT method. Dynamical structure refinements
were performed to indicate the position of partial occupied Cu in the CHA framework.

e Structure solutions from ADT data
e Kinematical structure refinements

¢ Dynamical structure refinements
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5.1 Al;B,0

5.1.1 X-ray powder diffraction

X-ray powder diffraction data was collected on a Philips X'Pert diffractometer (CuKj,
radiation) using Bragg-Brentano geometry at room temperature. In the primary beam the
instrument was equipped with a 0.25° divergence slit, a 0.5° anti scatter slit, a soller slit of
0.04 rad and a mask of 10 mm. In the secondary beam, a soller slit (0.04 rad), a Ni-filter and
a X'Celerator detector system was applied. XRPD data was recorded from 3° to 120° with a
step size of 0.0167° and the measurement time of 50 s per step. The tube settings are 45 kV
and 40 mA. Pawley fit and Rietveld refinement based on XRPD data were carried out in the
program TOPAS-Academic(223]. The unit-cell parameters derived from ADT data (see 5.1.3)
were further corrected with XRPD data. As shown in Fig. 5.1, the Pawley-fit converged with
an excellent goodness of fit (gof = 1.422)and delivered the refined the Pawley-fit converged
with an excellent goodness of fit (gof = 1.422) and delivered the refined lattice parameters
used for the ab initio structure solution from ADT data.
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Figure 5.1: Pawley-fit plot of Al4B;Og. Black circles: observed powder diagram; red solid line: simulated powder
diagram; gray solid line: difference profiles; and blue ticks: reflection positions. Inserted table:
parameters of Pawley-fit.
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5.1.2 TEM experiments

TEM experiments including TEM and STEM imaging, EDX, HRSTEM and ADT data
collection were performed for the investigation of Al4B;Og.

Table 5.1: ADT measurements details of Al4B0Og.

Parameter Value
Temperature (°C) RT

Holder Tomo-Holder
Number of spot size 8

Number of gun lens 8

Beam diameter (nm) 75

Tilt angular range (°) + 70

Tilt angular step (°) 1

Exposure time for each frame (s) 4
Precession angle (°) 1

Electron dose rate (e- A2-s™) 10

e ADT experiment

ADT experiments were processed with TECNAI F30 TEM as the description in section 3.5.
Details of ADT data acquisitions are summarized in Table 5.1. Cu-TEM grids were prepared
as described in section 3.3.

e HRTEM-Holography

HRTEM image series were acquired using TECNAI F30 TEM under suitable TEM settings.
TEM in-line holography was achieved using focal image series reconstruction. 24! Twenty
HRTEM images were collected at a primary magnification of 790,000 with a focal increment
of 6 nm. Hence, the images comprise a focal range of 114 nm including Gaussian focus. The
accumulated dose per focal series was calculated as about 21,000 e - A2, The initial images
were binned by hardware and an additional software sequentially, which resulted 1k x 1k
images with a pixel size of 0.0576 nm. After image alignment, a small region of 350* pixel
was selected for exit wave reconstruction, employing a Gerchberg-Saxton algorithm written
in Python[??5]. Residual axial aberrations were corrected by an automated minimization
routine also implemented in Python.[2*#! Simulation of TEM exit waves were carried out
using a multi-slice algorithm included in the Dr.Probe software!22°l.



5.1 AlyByOg

e HAADF-HRSTEM

All the aberration-corrected HAADF-HRSTEM images were collected on a probe-corrected
JEM-ARM200F TEM equipped with a Schottky emitter. For data acquisition, the TEM was
operated at 200 kV, with a 0.08 nm probe, 22 mrad convergence and HAADF angles of 9o
- 370 mrad. Cu-grid with holey amorphous carbon film was used for the HAADF-STEM
experiments. HAADF-STEM images were recorded by the Gatan’s DigitalMicrograph soft-
ware!55], In order to reduce noise, the HAADF-STEM images were processed using Fourier
filtering. Simulation of HAADF-STEM image was performed in the QSTEM software 2271,

5.1.3 Lattice parameter determination

In order to check the purity of the sample and to record reliable data, several ADT tilt series
were recorded from randomly selected single crystals. The crystal lattice was determined
after a reconstruction of 3D reciprocal space of ADT raw data in the program eADT 44651,
After reconstruction of eight datasets, all the ADT data delivered C-centred unit-cells (Table.
5.2), similar as the C-centred lattice in Fischer et al.[77]. No diffuse scattering were observed
in the diffraction volume. The mean values of parameters determined from four NED data
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