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Abstract

The P2 Experiment intends to determine the weak mixing angle sin2θw at low mo-
mentum transferQ2 by measuring the parity violating asymmetry in elastic electron-
proton scattering. The targeted relative uncertainty on sin2θw is 0.15 %. The exper-
iment is at the same time a precision test of the Standard Model of particle physics
and a search for New Physics at the intensity frontier. It will be carried out at the
Mainz Energy Recovery Superconducting Accelerator (MESA), which will provide a
150 µA beam of alternatingly polarized 150MeV electrons with excellent beam stabil-
ity. While the parity violating asymmetry will be measured with integrating Cheren-
kov detectors, the tracking detector is developed to determine the four momentum
transfer Q2 of the electrons in the liquid hydrogen target, and to reconstruct indi-
vidual electron tracks for systematic studies. The novel technology of High Voltage
Monolithic Active Pixel Sensors (HV-MAPS) will be used in order tominimize thema-
terial budget and thus reducemultiple scattering. Onemain difficulty for the tracking
detector design is the demand to minimize the material of the infrastructure needed
for mechanical support, powering, readout and cooling of the sensors. Moreover, the
rate of about 0.1 THz of electrons being scattered into the acceptance of the tracking
detector is challenging for the data acquisition system and the radiation hardness of
all used components.

This work presents feasibility studies on the tracking detector of the P2 experiment.
In the first part, the signal and background particle rates as well as the overall radia-
tion load are estimated based on a detailed Geant4Monte Carlo simulation. Photons
represent the most abundant background type. The detection probability of photons
is therefore further investigated in experimental tests.

In the second part of this work, the technical design of a tracker module is worked
out. The full tracking detector will consist of eight identical modules, each containing
around 630 sensors of dimensions 2 cm × 2 cm that are arranged in two planes. A
thermo-mechanical detector prototype has been constructed based on this design,
demonstrating its feasibility. In this prototype, a flexprintwith heatable copper traces
is implemented as a mock-up of the actual sensors mounted on polyimide foil. The
sensor cooling concept based on gaseous helium was integrated into the mechanical
design and investigated in computational fluid dynamics simulations. The assembled
prototype will allow to compare these simulations to experimental cooling tests.
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Zusammenfassung

Das P2 Experiment beabsichtigt, den elektroschwachen Mischungswinkel bei niedri-
gem ViererimpulsübertragQ2 mit einer Genauigkeit von 0.15 % zu bestimmen. Hier-
zu soll die paritätsverletzende Asymmetrie in elastischer Elektron-Proton-Streuung
gemessen werden. Das Experiment ist ein Präzisionstest des Standardmodells der
Teilchenphysik. Es wird dabei der Ansatz verfolgt, mit Hilfe sehr hoher Teilchen-
raten mögliche Hinweise für sogenannte Neue Physik zu finden. Das Experiment
wird am Mainz Energy Recovery Superconducting Accelerator (MESA) stattfinden,
der einen zeitlich abwechselnd polarisierten Elektronenstrahl bei 150 µA Intensität
und 150MeV Energie mit hervorragender Stabilität bereitstellen wird. Die paritäts-
verletzende Asymmetrie wird mit integrierenden Cherenkov-Detektoren gemessen.
Zudem wird ein Spurdetektor entwickelt, der für die Messung des Viererimpulsüber-
trages der Elektronen im Flüssigwasserstofftarget vorgesehen ist. Die Rekonstruk-
tion einzelner Elektronentrajektorien wird zudem auch für systematische Untersu-
chungen verwendet. Um das Material im Detektor und somit Vielfachstreuung zu
minimieren, werden neuartige High Voltage Monolithic Active Pixel Sensoren (HV-
MAPS) verwendet. Eine der größten Herausforderungen bei der Entwicklung des
Spurdetektors stellt die weitgehende Minimierung des Materials für die Infrastruk-
tur, die für die mechanische Fixierung, die Stromzufuhr, die Auslese und die Kühlung
der Sensoren benötigt wird, dar. Zudem ist die Rate von 0.1 THz an gestreuten Elek-
tronen innerhalb der Akzeptanz des Detektors anspruchsvoll für das Auslesesystem
und die Strahlenhärte aller verwendeten Komponenten.

In dieser Arbeit werden Machbarkeitsstudien zum Spurdetektor für das P2 Experi-
ment vorgestellt. Im ersten Teil werden die erwarteten Signal- und Untergrundraten
sowie die gesamte Strahlenbelastung auf der Basis einer detaillierten Geant4 Monte
Carlo Simulation abgeschätzt. Photonen stellen hierbei den häufigsten Untergrund-
typ dar. Die Detektionswahrscheinlichkeit von Photonen wurde daher zudem in ex-
perimentellen Versuchen untersucht.

Die Entwicklung der technischen Ausführung eines Detektormodules stellt den zwei-
ten Schwerpunkt dieser Arbeit dar. Der komplette Spurdetektor wird aus acht iden-
tischen Modulen bestehen, wovon jedes etwa 630 Sensoren mit einer Fläche von
2 cm × 2 cm beinhaltet, die auf zwei Ebenen angeordnet sind. Die Umsetzbarkeit des
technischen Konzeptes wurde durch die Konstruktion eines thermo-mechanischen
Prototypen gezeigt. Auf diesem Prototyp werden die Sensoren durch heizbare Kup-
ferbahnen auf Polyimidfolie imitiert. Das Kühlkonzept für den P2 Spurdetektor sieht
vor, die Sensoren mit gasförmigem Helium zu kühlen. Dieses Konzept wurde mit
numerischen Strömungssimulationen untersucht und in das vorgestellte technische
Konzept eingearbeitet. Der zusammengebaute Prototyp wird es daher ermöglichen,
die Kühlungssimulationen mit experimentellen Tests zu vergleichen.
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1 Introduction

Over the past century, huge progress has been achieved in our understanding of
the universe. Our experimental knowledge is today best described by the Standard
Model of Particle Physics (SM). The predictions of the SM agree to the observations
of numerous particle physics experiments at a remarkably high level of precision.
It is today clear that the SM as a theory of nature is at least an excellent approxi-
mation down to a distance scale of 1 × 10−16 cm. With the discovery of the Higgs
Boson, announced in 2012 by the ATLAS¹ and CMS² experiments [1, 2], both placed
at the Large Hadron Collider (LHC), all elementary particles included in the SM have
been directly or indirectly observed in experiments. All properties of the Higgs bo-
son predicted by the SM so far agree with the measured properties of the detected
particle.

Although the SM succeeds to describe almost all phenomena observed with ordinary
matter, several observations expose that the SM is an incomplete description of the
universe. For example, it does not explain the abundance of dark matter and dark
energy, which together make up about 95% of the universe [3]. The composition of
dark matter remains a mystery and thus motivates plenty of ongoing and planned
particle physics experiments. Furthermore, another example of observed phenom-
ena which are not described within the SM is the evidence of neutrino oscillations
obtained in various experiments [4–6]. It shows that neutrinos have a finite mass,
although being considered massless in the SM. Finally, the SM does not explain the
matter-antimatter asymmetry in the universe and it does not include gravity. As a
consequence, there is a quest for Physics beyond the SM, so-called New Physics, in
order to solve these and some further observed discrepancies.

There are several experiments planned or already running that search for NewPhysics.

¹ A Toroidal LHC ApparatuS
² Compact Muon Solenoid
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1. Introduction

With two colliding proton beams at 14 TeV, the LHC today provides the highest cen-
ter of mass energy of all present particle accelerators. Consequently, the experiments
placed at the LHC can look for new phenomena emerging at theTeV scale whichwere
not detectable with past experiments at lower energies. However, the energy frontier
is not the only possible way to find New Physics. The presence of Physics beyond the
SM, which is supposed to manifest itself mainly at energies at or above the TeV scale,
is expected to cause tiny deviations from the predictions of the SM even at lower
energy scales, so that very precise experiments might be able to detect these anoma-
lies. The detection of such small discrepancies usually requires very high statistics
and therefore very many particle interactions. Such precision experiments therefore
feature very high beam intensities. This way to search for New Physics is therefore
often designated as the intensity frontier. In addition, another promising approach
to gain further insight to the composition of the universe is represented by cosmic
particle physics experiments.

The MESA³ beam facility [7–9] which is currently under construction in Mainz will
offer perfect conditions for precision tests of the SM using an intense electron beam.
It will offer an energy recovery mode in which a windowless gas target is used so
that it is possible to reuse the energy of electrons that did not interact considerably
in the target. The gas target and a spectrometer detector system are the main parts of
the MAGIX experiment [10, 11]. The MAGIX experiment will offer a high luminosity
and and excellent resolution. It will enable a wide physics program in hadron and
nuclear physics, including for example the search for dark photons or measurements
on the magnetic radius of the proton.

The P2 experiment [12–14] is the second high precision experiment which will be
placed at MESA. For this experiment, an electron beam with alternating polarization
is extracted and directed on a liquid hydrogen target. The setup gives the possibil-
ity to measure the parity violating asymmetry in elastic electron-proton scattering
with high precision. The measurement can be used to determine the weak mixing
angle, a fundamental parameter in the Standard Model. Extensions of the SM pre-
dict slightly different values of this parameter, so that the P2 experiment tests these
kinds of theorymodels. In addition, the setup can be used to measure parity violating
asymmetries with different target materials, promising to provide further insights on
nucleon density distributions [15].

This thesis presents investigations on the tracking detector for the P2 experiment.
The main purpose of the tracking detector which will be installed in the P2 detector
is the reconstruction of the electron momentum transfer inside the liquid hydrogen
target. The tracking of individual electron trajectories will also help to detect sys-
tematic deviations of operational parameters as for example the beam position. The

³Mainz Energy Recovery Superconducting Accelerator
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work on the tracking detector presented here focuses on background estimation stud-
ies based on Monte Carlo simulations and the development of the technical design.

The structure of this text is as follows: In the introductory part, the role of the weak
mixing angle in the Standard Model of particle physics is discussed as theoretical
background in chapter 2, before the basic concept of the P2 experiment and its track-
ing detector are described in chapter 3. The second part focuses on simulation studies
concerning the tracking detector. The simulation setup is presented in chapter 4, fol-
lowed by studies on the signal and background rates in chapter 5. Photons are the
most abundant background type, which is why their detection was further tested
experimentally, as described in chapter 6. The third part is dedicated to the actual
construction of the tracking detector modules. The technical design presented in
chapter 7. The tracking detector will be built with active pixel sensors, which need
to be cooled. The feasibility of the cooling concept based on gaseous helium is inves-
tigated in computational fluid dynamics simulations which are discussed in chapter 8.
In order to test the practicability of the technical design and its detector components,
a thermo-mechanical prototype is constructed. These developments are presented in
chapter 9. The thesis then finishes with conclusions and an outlook in chapter 10.
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2 The Weak Mixing Angle θw in the
Standard Model of Particle

Physics

Elementary particle physics addresses the question of what the universe is made
of. The most fundamental constituents of matter in the universe do not have any
substructure and are therefore called elementary particles. Which types of elemen-
tary particles exist and how they interact is presently best described by the Standard
Model of Particle Physics (SM). The following section will introduce the basic build-
ing blocks of this theory. The subsequent sections address the theory aspects which
are most relevant for the P2 experiment, in particular the weak mixing angle θw as a
fundamental parameter in the electroweak theory and its measurement via electron-
proton scattering. The contents of this section are based on the references given
within the text.

2.1. Introduction to the Standard Model

The Standard Model of Particle Physics was developed over the past century as a
striking interplay between experiment and theory. Unexpected experimental obser-
vations like the photo-effect [16, 17] or P- and CP-violation [18, 19] were explained by
evolving theoretical models, and the predictions of those models were subsequently
confirmed by even more sophisticated experiments, such as the recent discovery of
the Higgs boson at the Large Hadron Collider (LHC) [1, 2].

The elementary particles included in the SM are depicted schematically in figure 2.1.
Since the SM is a quantum field theory, elementary particles can be categorized ac-
cording to their quantum numbers. The first group of elementary particles are the
matter particles, which form the matter in the universe. They all have spin 1/2. Since
this is a half-integer spin, they belong to the group of fermions. Important features
of fermions are that they follow the Pauli exclusion principle and obey Fermi-Dirac

7



2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

Figure 2.1.: Particles in the Standard Model of Particle Physics. Based on figure taken
from Ref. [20].

statistics. Note that for each massive matter particle shown in figure 2.1, there is a
corresponding anti-particle which has opposite charges while all other properties are
identical. The elementary fermions are further subdivided into leptons and quarks
according to their electric charges and color charges. Leptons do not carry color
charge. They come in three different generations, or lepton flavors, differing only
in the particle masses. For each generation, there is a lepton with integer electric
charge (electron, muon and tau lepton) and the corresponding uncharged neutrino.
As mentioned before, the SM neutrinos are considered to be massless, however, ex-
perimental evidence for finite neutrino masses was found already more than 20 years
ago [4]. Quarks are fermions that carry both color charge and electric charge. Simi-
lar to the leptons, there are three different generations with different quark masses
and two quarks per generation with different electric charge. The particle masses
and their quantum numbers spin and electric charge are also given in figure 2.1.

The three fundamental forces between the matter particles are themselves imple-
mented in the SM by the exchange of particles. The exchanged particles have integer
spin and are therefore bosons. The strong force is mediated by massless gluons. Glu-
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2.1. Introduction to the Standard Model

ons couple to all color charged particles and have a color charge themselves. That
means that quarks participate in the strong interaction while leptons do not. Gluons
and quarks always form color neutral bound states. The strong force is therefore only
relevant at short distances ≤ O(10−15m), at which it is about two orders of magnitude
stronger than the electromagnetic force. For the electromagnetic force, the photon
serves as the exchange particle. Since the photon is massless and has no charge, the
range of the force is infinite, but its strength decreases with the distance squared. The
third fundamental interaction in the SM, the weak force, has three different exchange
particles, namely the neutral Z-boson and the chargedW±-bosons. In contrast to pho-
tons and gluons, the exchange bosons of the weak force have masses at the 100GeV
scale. Therefore, the weak force only takes place at subatomic distances. Its field
strength at given distances is typically several orders of magnitudes less than that of
the electromagnetic or strong interaction. Nevertheless, it plays an important role
since many processes can not be mediated by gluons or photons. One example is the
muon decay to an electron and two neutrinos.

The Higgs boson is the only elementary particle with zero spin, which makes it a
scalar boson. In order to incorporate particlemasses to the SM, especially themassive
weak exchange bosons, the Higgs mechanism [21–26] was developed in the 1960’s.
In this formalism, particle masses are generated by the interaction with a Higgs field
penetrating all of space. This field comes with an additional particle, the Higgs boson.
The experimental confirmation of this theory took several decades and was obtained
only recently with the detection of the Higgs boson at LHC [1, 2].

There is much evidence that the three generations of matter make up the visible
matter in the universe and that there is no fourth one [27]. The masses of the mat-
ter particles and the Higgs boson mass are empiric parameters, meaning that these
ten parameters are not predicted by the theory but are free parameters. This also
holds true for the three coupling constants of the fundamental forces in the SM. In
total, there are nineteen free parameters in the SM (if neutrinos are massless), how-
ever, different sets of independent free parameters are possible so that their choice
is arbitrary. The inclusion of massive neutrinos requires to add another seven free
parameters to the SM.

The forces in the SM can not only change a particle’s momentum, as it would be in
classical mechanics, but also alter other properties and therefore yield different final
state particles. However, in addition to energy and momentum conservation, there
are several conserved quantities whichmust be the same for the particle system in the
initial and in the final state. One quantity that is always conserved is the total electric
charge Q of the system. According to Noether’s theorem [28], a conserved quantity
is linked to a symmetry of the underlying physics. In the case of charge conservation,
this symmetry is given by the global gauge invariance of the electromagnetic field.

9



2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

The SM is a gauge theory and therefore its Lagrangian has to be invariant even under
local gauge transformations, which will be discussed further in sections 2.2 and 2.4.

The weak isospin I3 is another conserved quantum number. For fermions, it depends
on the chirality (see section 2.3) of the fermion. Leptons with negative chirality and
(in the same way) anti-fermions with positive chirality can be grouped into weak
isospin doublets ϕL with I3 = ±1

2 in the following way:

I3
+1

2

(
νe
e

)
,
(
νµ
µ

)
,
(
ντ
τ

)
−1

2
. (2.1)

Quarks can also be grouped into isospin doublets, however, it has to be considered
that the quark mass eigenstates q are not the eigenstates q′ of the weak isospin oper-
ator, but related by the Cabibbo-Kobayashi-Maskawa matrix VCKM [29, 30]:

©«
d′

s′

b′

ª®®¬ =
©«
Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ª®®¬ ·
©«
d
s
b

ª®®¬ (2.2)

The weak isospin quark doublets ϕL then read

I3
+1

2

(
u
d′

)
,
(
c
s′

)
,
(
t
b′

)
−1

2
. (2.3)

All fermion isospin doublets behave in the same way under the weak force. Fermions
with positive chirality and anti-fermions with negative chirality are weak isospin
singlets I3 = 0. They do not interact weakly, which also means that there are no
neutrinos with positive chirality or anti-neutrinos with negative chirality present in
the SM since they would not interact at all.

Further conserved quantities are the lepton flavor and quark flavor numbers. As seen
before, there are three different lepton flavors (electron, muon, tau lepton) and six dif-
ferent quark flavors (up, down, charm, strange, top, bottom). The number of particles
of each flavor is strictly conserved under the strong and under the electromagnetic
force. Lepton flavor violation has so far only be found experimentally in neutrino
oscillations, which are not part of the SM. The search for lepton flavor violation in
the massive sector is therefore ongoing research. The quark flavor is not conserved
in the weak interaction. The reason for that are the different mass and weak isospin
eigenstates for the quarks, as seen in equation 2.2. The elements of the CKM-matrix
correspond to the additional coupling factor between quarks of the flavors given in
the indices, so for example Vud gives the coupling u ↔ d in the weak interaction.
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2.2. Quantum electrodynamics (QED)

2.2. Quantum electrodynamics (QED)

Quantum electrodynamics (QED) is the theory describing the interaction of relativis-
tic charged particles via the electromagnetic force. The elementary matter particles
are fermions, while the photon is a massless boson. Therefore, we search for a theory
that describes spin-12-particles which interact by the exchange of a massless spin-1-
particle. Any quantum field theory can be described in the Lagrangian formalism. In
this section, the Lagrangian of QED is constructed starting with the Lagrangian for
free fermions and then demanding local gauge invariance. This procedure serves as
a template for the construction of the electroweak Lagrangian in section 2.4, which
will then lead to the definition of the weak mixing angle θw . Both sections aim to
give only a short outline on the mathematical formulation of the electroweak part of
the SM in order to introduce all quantities necessary to understand the motivation
and measurement principle of the P2 experiment. A more detailed description and
derivation of all the formulas given in the following sections in this chapter can be
found in several particle physics textbooks, as for example Ref.s [31–34], which were
used as input for this text. There one can also find the definition of several quantities
which are used in the following and considered to be known like the Dirac spinorψ
or the gamma matrices γ µ .

The Dirac equation is the relativistic wave equation of a fundamental fermion with
massm:(

i γ µ∂µ −m
)
ψ = 0. (2.4)

The corresponding Lagrangian for free fermion fields reads

L = iψγ µ∂µψ −mψψ . (2.5)

It can be shown quite easily that the Dirac equation in 2.4 is obtained from this La-
grangian by applying the Euler-Lagrange equation toψ . Since QED is a gauge theory
and its symmetry group is U(1), the QED Lagrangian and the derived wave equation
are demanded to be invariant under local phase transitions of the fermion fields

ψ → ψ ′ = e−iqθ (x)ψ (2.6)

with θ (x) a space-time dependent phase factor and q the electric charge. However,
the free Lagrangian in 2.5 is not invariant under such phase transitions, but trans-
forms like

L → L′ = L +
(
qψγ µψ

)
∂µθ (x). (2.7)

Local gauge invariance can be achieved by adding some additional vector field Aµ to
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2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

the Lagrangian, if this field transforms as

Aµ → A′
µ = Aµ + ∂µθ (x). (2.8)

With this new field Aµ , the locally gauge invariant Lagrangian becomes

L = iψγ µ∂µψ −mψψ −
(
qψγ µψ

)
Aµ = iψγ

µDµψ −mψψ (2.9)

with Dµ = ∂µ + iqAµ the covariant derivative. Consequently, all what was needed
to ensure local gauge invariance was to replace ∂µ by the covariant derivative Dµ .
However, the Lagrangian in equation 2.9 is still not the complete QED Lagrangian
since it does not include any term for a free particle that must be connected to the
newly introduced field Aµ . The only candidate for such a particle in QED is the
photon, which is a boson. The Lagrange density for a spin-1 particle with massm is
given by the Proca Lagrangian

L = −1
4
F µνFµν +

1
2
m2AνAν (2.10)

with the field tensor F µν = (∂µAν − ∂νAµ). The first term fulfills local gauge invari-
ance under U(1) symmetry, however, the mass term does not. Nevertheless, since
the photon is massless, this term vanishes and the complete gauge invariant QED
Lagrange density results in

LQED = iψγ
µDµψ −mψψ − 1

4
F µνFµν (2.11)

and describes fermions in an electromagnetic field.

2.3. Helicity and Chirality

Theelectromagnetic field couples to all particles proportionally to their electric charge.
In order to describe processes involving the weak force, however, the concepts of he-
licity and chirality need to be introduced first.

The helicityh of a particle is defined as the projection of its spin on its three-momentum
vector p (with the notation p ≡ | ®p |):

h ≡ S · p
p

(2.12)

with the spin vector S. In Dirac space, the helicity operator acting on a Dirac spinor

12
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becomes

ĥ =
1
2p

(
σ · p̂ 0
0 σ · p̂

)
(2.13)

with the three Pauli matricesσ and themomentum operator p̂ = −i∇. For a spin-half-
particle, the eigenvalues of the helicity operator are±1

2 . Hence, there are two possible
helicity states for a fundamental fermion, positive and negative helicity. With the
helicity projection operators

P± =
14 ± ĥ

2
, (2.14)

any Dirac spinorψ can be written as the sum of its helicity eigenstates

ψ = P+ ψ + P− ψ ≡ ψ+ +ψ−. (2.15)

In contrast to the spin operator Sz (with some externally defined z-axis), the helicity
operator commutes with the free particle Dirac Hamiltonian, meaning that helicity
is a conserved quantity along the motion of a particle. More over, it is a conserved
quantity within the interaction of particles, which makes it an important concept in
particle physics. Nevertheless, it is not Lorentz-invariant for massive particles, as
one can always find a Lorentz-transformation for them which flips the direction of
the particle, but leaves the spin direction unchanged.

Chirality instead is a Lorentz-invariant concept. It is a purely quantum mechani-
cal phenomenon and hence does not have any simple physical interpretation. The
chirality operator is given by the matix

γ 5 = iγ 0γ 1γ 2γ 3 =

(
0 12

12 0

)
. (Dirac-Pauli representation) (2.16)

The eigenvalues of the chirality operator are ±1. Particles with negative chirality are
often labeled as left-handed, particles with positive chirality as right-handed¹. For
massive particles, the representing Dirac spinor always has a left-chiral and a right-
chiral component and is therefore no eigenvector of the chirality operator by itself.
It is indeed possible to decompose the Dirac spinor into its chiral components using
the chiral projection operators

PR =
1
2

(
1 + γ 5

)
and PL =

1
2

(
1 − γ 5

)
(2.17)

¹ Unfortunately, the terms left- and right-handed are sometimes also used for particles with negative
and positive helicity, respectively. In this chapter, the handedness of a particle always refers to its
chirality state if not explicitly stated otherwise.
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2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

such that

ψ = PL ψ + PR ψ ≡ ψL +ψR . (2.18)

Unlike the helicity of a particle, chirality is not conserved in time. This is on the
first glance surprising since it was shown already in section 2.1 that changing the
chirality of a particle also changes its weak isospin, which is a conserved quantity.
The solution for this puzzle is the continuous interaction of massive particles with
the Higgs field that breaks the isospin symmetry.

Although helicity and chirality are different concepts, the eigenstates are the same for
massless fermions. The right-chiral component of the Dirac spinor vanishes so that
massless fermions are always purely left-handed and have negative helicity. In the
same way, massless anti-fermions are always purely right-handed and have positive
helicity. For massive fermions, helicity and chirality are different, but not completely
independent of each other. For example, taking a spin-half fermion with positive
helicity, it can be shown that its Dirac spinor ψ+ expressed in terms of its chiral
componentsψR andψL gives

ψ+ ∝
(
1 + κ
2

)
ψR +

(
1 − κ
2

)
ψL with κ =

p

E +m
. (2.19)

The probability to find such a particle in a left-handed state is therefore proportional
to (1 − κ)2 and vanishes in the limit E ≫m.

The weak force distinguishes between left-handed and right-handed particles, as de-
scribed in the following sections. In order to test this chiral structure of the SM
experimentally, the helicity of particles needs to be manipulated. It is not possible
to prepare massive particles in a defined chirality state because it is not conserved
in time. Nevertheless, by knowing the energy and momentum of a particle in a de-
fined helicity state, the probability for it to be in a particular chirality state can be
evaluated.

2.4. Electroweak Theory at Tree Level

The electroweak theory describes the electromagnetic and the weak force in a unified
way as the electroweak force. It was formulated in the 1960’s by Glashow, Salam and
Weinberg [35–37] and is therefore often referred to as the GSW model.

The underlying gauge symmetry group of the GSWmodel isU (1)Y ×SU (2)L. The sub-
script Y refers to the weak hypercharge, which is the generator of the U (1)Y group.
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2.4. Electroweak Theory at Tree Level

It can be related to the electric charge (operator)Q and the third weak isospin (oper-
ator) component I3 via the Gell-Mann-Nishijima formula

Y = 2Q − 2I3. (2.20)

The subscript L for the SU (2)L group indicates that only left-handed fermions couple
to weak isospin currents. In order to describe the chiral structure of the weak force,
it is helpful to use equation 2.18 and to write the Lagrange density decomposed to
the chiral components of the Dirac spinor. The Lagrangian for free fermion fields in
equation 2.5 then becomes

L = ψ L

(
iγ µ∂µ −m

)
ψL +ψR

(
iγ µ∂µ −m

)
ψR . (2.21)

Left-handed particles can be written as isospin doublets ϕL, as it was shown in equa-
tions 2.1 and 2.3. In order to fulfill the demand of local gauge invariance, the La-
grange density needs to be invariant under local SU(2) phase transformations of the
left-handed doublets, which read

ϕL → ϕ′L = exp

[
i
д

2
σ · α (x)

]
ϕL. (2.22)

The three Pauli matrices σ are the generators of the SU(2) group, multiplied by some
new coupling constant д, and α (x) is a three-dimensional function specifying the
space-time dependent local phase. In order to make the Lagrangian in equation 2.21
gauge invariant, new vector fields must be introduced analogous to the previously
discussed electromagnetic case. However, in contrast to QED, this time three vector
fieldsW µ

1 ,W
µ
2 ,W

µ
3 need to be introduced. The derivative for the terms involving left-

chiral fields must then be replaced by the covariant derivative:

∂µ → D
µ
L = ∂

µ + i
д

2
σ ·Wµ . (2.23)

In addition, local gauge invariance must also hold for U (1)Y phase transitions of
both the left-chiral weak isospin doublets ϕL and the right-chiral weak isospin sin-
glets ϕR :

ϕL → ϕ′L = exp

(
i
д′

2
Y β(x)

)
ϕL (2.24)

ϕR → ϕ′R = exp

(
i
д′

2
Y β(x)

)
ϕR (2.25)

with another space-time dependent phase factor β(x) and a new coupling constant д′.
Gauge invariance under U (1)Y transformations therefore requires the introduction
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2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

of one more vector field Bµ . The complete covariant derivatives ensuring local gauge
invariance under U (1)Y × SU (2)L symmetry then become

∂µ → D
µ
R = ∂

µ + i
д′

2 YB
µ (2.26)

for the right-handed field terms and

∂µ → D
µ
L = ∂

µ + i
д
2σ ·Wµ + i

д′

2 YB
µ (2.27)

for the left-handed field terms. Inserting these covariant derivatives into the La-
grangian in equation 2.21 and adding terms for the self-interactions and kinematic
energy of the newly introduced fields results in

L = ϕL
(
iγ µDL

µ −m
)
ϕL +ψR

(
iγ µDR

µ −m
)
ψR −

1
4
WµνW

µν − 1
4
BµνB

µν (2.28)

with the field tensors

W i
µν = ∂µW

i
ν − ∂νW i

µ − дϵijkW
j
µW

k
ν (2.29)

Bµν = ∂µBν − ∂νBµ . (2.30)

However, it turns out that this Lagrangian is only gauge invariant for the case of
m = 0 for all fermion fields. In addition, it does not account for anymass of the gauge
bosons in the weak interaction. This contradiction to the experimental observations
is in the SM resolved by adding the Higgs mechanism. For the further discussion
of the theory aspects with regard to the P2 experiment, the mass problem is not of
particular relevance and therefore omitted here. The Lagrangian in equation 2.28
includes the fermion coupling terms which are necessary for the further discussion
and the introduction of the weak mixing angle.

2.4.1. The Weak Mixing Angle θw

The easiest way to assign the four fields with the observed gauge bosons is to identify
the fieldsWµ with theW +-,W −- and Z -boson fields and the field Bµ with the photon
field. It can however be seen quite easily that this assignment is not realized in nature.
First, it would imply that the Z-boson only couples to left-handed particles, which
is in contradiction to experimental observations. In addition, the photon does not
couple to the neutrinos, but the Bµ field does according to the Lagrangian above.
Hence, the observable fields must be mixtures of the Wµ fields and the Bµ field. The
actual composition of the physical fields can be derived in a formal way from the
Higgs mechanism. Having said that, the field mixtures can also be motivated by the
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�νL
eL

W +

�eL
νL

W −

Figure 2.2.: Feynman graphs for the transitions in the electron weak isospin doublet via
the weak charged current interaction. Time axis from left to right.

experimentally observed couplings of the gauge bosons. These couplings must be
reproduced by the electroweak theory.

For example, one can consider the transitions in the electron weak isospin doublet,
which are realized by interactions with theW ± bosons, as shown in figure 2.2. In the
weak isospin space, the isospin is increased or lowered by the action of the raising
operator σ+ or the lowering operator σ−, respectively. The action of the σ± operator
can be associated with the absorption of aW ±-boson or with the emission of aW ∓-
boson. The two operators can be written in terms of the Pauli matrices σ

σ+ = 1
2 (σ1 + iσ2) , σ− = 1

2 (σ1 − iσ2) . (2.31)

Considering the Dirac probability current jµ , the weak currents jµi =
д
2ϕLγ

µσiϕL in
the first term of the Lagrangian in equation 2.28 can be written

jµ ·Wµ = j
µ
1W

1
µ + j

µ
2W

2
µ + j

µ
3W

3
µ = j

µ
+W

+
µ + j

µ
−W

−
µ + j

µ
3W

3
µ (2.32)

with the weak charged currents jµ± = 1√
2

(
j
µ
1 ± ij

µ
2

)
and the identification of the phys-

ical W-bosons as the linear combinations

W ±
µ =

1
√
2

(
W 1

µ ∓ iW 2
µ

)
. (2.33)

The current jµ+ corresponds to the absorption of aW +- or the emission of aW −-boson
(see figure 2.2) and can then be evaluated for any fermion doublet. For the electron
doublet ϕL as an example, the probability current is

j
µ
+ =

д
√
2
ϕLγ

µσ+ϕL =
д
√
2
νLγ

µeL , (2.34)

and similarly it can be derived that

jµ− =
д
√
2
ϕLγ

µσ−ϕL =
д
√
2
eLγ

µνL (2.35)
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2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

for the absorption of aW −- or the emission of aW +-boson. Here, νL and eL denote
the dirac spinors for a left-handed electron-neutrino and a left-handed electron, re-
spectively.

Since theW ± boson fields are composed of the fieldsW µ
1 andW µ

2 , the photon field
Aµ and the Z-boson field Z µ must be composed of the fieldsW µ

3 and Bµ . Without any
further assumption,Aµ can therefore be parametrized asAµ = αW

µ
3 +βB

µ with α, β ∈
C. The current of a photon coupling to a neutrino can be calculatedwith the covariant
derivative in equation 2.27 entering the Lagrange density in equation 2.28:

j
µ
em = νL

(
α
д

2
γ µσ3 − β

д′

2
γ µ

)
νL =

1
2
νLγ

µ (
αд − βд′

)
νL with σ3 · νL = νL (2.36)

This current has to equal zero so the terms in the brackets need to cancel out. With
the additional normalization condition α2 + β2 = 1, this leads to the result

β =
д√

д2 + д′2
. (2.37)

Seeing that α and β turn out as real parameters, the weak mixing angle θw is intro-
duced such that α = sinθw and β = cosθw . Consequently, θw can be defined via the
relations

cosθw =
д√

д2 + д′2
(2.38)

sinθw =
д′√

д2 + д′2
. (2.39)

Theweakmixing angle is a key parameter in the electroweak theory and so in the SM
since it quantifies themixing of the neutral fields of theU (1)Y and SU (2)L symmetries.
The linear combinations of the photon and the Z-boson thus are

Aµ = +Bµ cosθw +W
3
µ sinθw (2.40)

Zµ = −Bµ sinθw +W 3
µ cosθw . (2.41)

Next to the vanishing coupling of the photon to neutrinos, the electroweak theory
also needs to reproduce the coupling of the photon to the electron as it is predicted by
QED. It must be the same both for left- and right-handed electrons, since QED does
not distinguish them. The current for the electromagnetic interaction can anyway be
written in terms of the chiral components of the electron, eL and eR . It then becomes
(see the QED Lagrange densitiy in equation 2.11)

j
µ
em = e

(
qγ µ

)
e = eL

(
qγ µ

)
eL + eR

(
qγ µ

)
eR (2.42)
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with the electric charge of the electron q = −e . Calculating the same quantity by
using the electroweak Lagrange density in equation 2.28 and by inserting the photon
field composition in equation 2.40 yields

j
µ
em = eL

(
−д
2
sinθw γ

µ − д′

2
cosθw γ

µ

)
eL − eR

(
д′ cosθw γ

µ ) eR . (2.43)

Hence, the electromagnetic and the two electroweak couplings are related by the
weak mixing angle:

e = д sinθw = д
′ cosθw . (2.44)

These relations between the weak mixing angle and the coupling constants are equiv-
alent to a relation of the weak mixing angle to the masses of the weak gauge bosons,
as it can be derived from the Higgs mechanism. With the massmW of theW ±-bosons
andmZ as the mass of the Z -boson, the weak mixing angle θw can be related to them
via

sin2θw = 1 −
(
mW

mZ

)2
. (2.45)

The masses of the gauge bosons can be measured quite precisely, so that this relation
allows for the most precise determination of sin2θw . The current best value for the
so-defined weak mixing angle is sin2θw = 0.2223(21) [38].

It is very important to notice that the discussions and relations of the weak mix-
ing angle derived in this section are only valid at tree-level, meaning that they do
not consider higher order (loop) corrections. A precise test of the SM is certainly
only possible factoring in these corrections, which means that the theory needs to
be renormalized. The necessity of renormalization and the consequences for a con-
sistent and handy definition of the weak mixing angle are outlined in section 2.5.

2.4.2. The Neutral Weak Current and Weak Charges

The mixture of the electroweak fields is one of the key features of the electroweak
theory. Whereas theW ±-bosons exclusively couple to left-handed particles, the Z-
boson couples to both left- and right handed particles, but not with equal strength.
The relative coupling strengths are determined by the weak mixing angle. Accord-
ing to the Lagrangian in equation 2.28 and the Z-field-mixture in equation 2.41, the
fermion neutral weak current is at tree-level given by

j
µ
Z = ϕL γ

µ

(
−д

′

2
Y sinθw +

д

2
σ 3 cosθw

)
ϕL −ψR γ

µ

(
д′

2
Y sinθw

)
ψR . (2.46)
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2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

The operator σ 3/2 can be identified as the weak isospin operator I3. The term for
the left-handed isospin doublets ϕL can be written component-wise, so that for any
particular fermion and its chiral states uL and uR , the current for the interaction with
the Z-boson becomes

j
µ
Z = uL γ

µ

(
−д

′

2
Y sinθw + I3 д cosθw

)
uL − uR γ

µ

(
д′

2
Y sinθw

)
uR . (2.47)

The weak hypercharge operator Y can be replaced according to equation 2.20 by
the charge operator Q and the weak isospin operator I3. In addition, the coupling
constant д′ can be replaced using д′ = д tanθw , see equation 2.44, and hence

j
µ
Z = uL γ

µ

(
−д sin

2θw
cosθw

(
Q − I3

)
+ д cosθw I3

)
uL − uR γ

µ

(
д
sin2θw
cosθw

Q

)
uR . (2.48)

The operators can be evaluated and give the eigenvalues Q f and I
f
3 for the corre-

sponding fermion f . In addition, a coupling constant to the physical Z-boson can be
defined by

дZ =
д

cosθw
, (2.49)

so that the neutral weak current can finally be written as

j
µ
Z = дZ uL

(
I
f
3 −Q f sin2θw

)
γ µ uL + дZ uR

(
−Q f sin2θw

)
γ µ uR . (2.50)

The couplings of the chiral states are therefore identified as

cL = I
f
3 −Q f sin2θw and cR = −Q f sin2θw (2.51)

as illustrated in figure 2.3.

�fR
fR

Z

∼cRдZ �fL
fL

Z

∼cLдZ

Figure 2.3.:The Z-boson interaction vertex for the chiral states of a fermion f .

Alternatively, the neutral weak current can equally be expressed in terms of its vector
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and axial-vector couplings, so that for any fermion and its Dirac spinor u one gets

j
µ
Z =

1
2 дZ u γ

µ
(
cV + cAγ

5
)
u, (2.52)

where the couplings cV and cA can be identified as

cV = cL + cR = I
f
3 − 2Q f sin2θw and cA = cL − cR = I

f
3 (2.53)

by comparing equations 2.17, 2.50 and 2.52. The fact that both the vector and axial-
vector couplings of the weak neutral current are nonzero directly shows that it vi-
olates parity. Table 2.1 lists the charges and the corresponding couplings to the Z-
boson for the fundamental fermions in the Standard Model.

Fermion
Charge Isospin Couplings

left-chiral right-chiral vector axial
Q I3 cL cR cV cA

νe, νµ, ντ 0 +1
2 +1

2 0 +1
2 +1

2

e−, µ−, τ− -1 −1
2 −1

2 + sin
2θw sin2θw −1

2 + 2 sin
2θw −1

2

u, c, t +2
3 +1

2 +1
2 −

2
3 sin

2θw −2
3 sin

2θw +1
2 −

4
3 sin

2θw +1
2

d, s, b −1
3 −1

2 −1
2 +

1
3 sin

2θw +1
3 sin

2θw −1
2 +

2
3 sin

2θw −1
2

Table 2.1.:The fermion electroweak charges and the respective couplings to the Z-boson.

The vector couplings of the neutral weak current, as given in table 2.1, can be inter-
preted as a weak charge of the respective fermion, analogous to the electric charge
for the electromagnetic current. It is conventional to add another normalization fac-
tor to the definition of the weak charge, so that the weak charge of fermion f is given
by

Q
f
W = 2c fV . (2.54)

The weak charge of nucleons is then at leading order simply given by the sum of the
constituent quark weak charges. The weak charge of the proton at tree level hence
is:

QW (p) =
∑
q

Q
q
W = 2Qu

W +Q
d
W = 2

(
1 − 8

3
sin2θw

)
+

(
−1 + 2

3
sin2θw

)
= 1 − 4 sin2θw .

(2.55)

The neutron weak charge can be calculated in the same way and yields QW (n) = 1.

21



2. The Weak Mixing Angle θw in the Standard Model of Particle Physics

With the observedweakmixing angle sin2θw ∼ 0.22, the protonweak charge emerges
to be highly suppressed. The neutral weak current explicitly prefers neutrons to
protons, while the electromagnetic current does the opposite. The weak charge of
the proton is therefore particularly sensitive to sin2θw .

2.5. The Scale-dependance of sin2θW

The discussions in the preceeding sections so far considered processes invoking a
minimum number of vertices necessary for a particular interaction, so-called tree
level processes. These processes are in fact accompanied by various additional pos-
sibilities to manifest an interaction with more vertices, so called higher-order pro-
cesses. The quest for theory predictions on the sub-percent precision level makes it
essential to take into account corrections due to these higher order processes.

One example for the realization of additional vertices is a fermion that emits a virtual
particle and then absorbs it again, as shown in figure 2.4. Such a process can be added
to any interaction involving massive fermions. The virtual particles in the loop can
violate energy conservation so that corrections need to account for the entire energy
range. In some cases, this leads to diverging integrals. The procedure to treat these
infinities and to specify effective parameter relations at a given energy scale is called
renormalization. The bare parameters appearing in the tree-level electroweak theory
and their relations to measurable quantities do not exactly represent what can be
observed in nature, but need to be replaced by renormalized quantities [39]. The
predictive power of the electroweak theory in perturbative calculations is hence only
possible because it is a renormalizable theory [40–43].

�f f

γ , Z

f �f f ′

W +

f
�

f f

H

f

Figure 2.4.: First order loop corrections to the fermion propagation.

Parameters that need to be renormalized in the StandardModel aremasses, couplings
and mixing angles. The weak mixing angle sin2θw is directly affected by higher order
corrections, as it can be motivated by the diagrams shown in figure 2.5. Various par-
ticle loops can be added to the Z propagation and also Z -γ -transitions are possible.
The exact value of the renormalized weak mixing angle depends on the renormal-
ization scheme chosen. Several definitions of renormalized weak mixing angles can
be found in the literature, as discussed e.g. in [44, 45]. The on-shell renormalization
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�Z
f

Z , γ �Z W
Z , γ �Z Z , γ

W

�
Z

H

Z �Z Z

H

Figure 2.5.: Z-γ transitions and first order loop-corrections to the Z propagation.

scheme fixes the weakmixing angle sin2θon-shellw to the gauge bosonmass relationship
given in equation 2.45 for all orders in perturbation theory. The advantage of this
definition is the direct relation to physical observables. However, it induces radiative
corrections of O(αm2

t /m2
W ) to neutral current amplitudes [45], which is unfavorable

because of the large top quark mass mt . For measurements at the Large Electron-
Positron Collider (LEP), an effective weak mixing angle was defined in terms of the
ratio of the leptonic vector and axial-vector coupling strengths at the Z pole, дlV and
дlA, so that [46]

sin2θ LEP
w =

1
4

(
1 −

дlV

дlA

)
. (2.56)

Unfortunately, this definition still requires additional radiative corrections for non-Z-
pole applications, which become non-negligible for high precision asymmetry mea-
surements.

In the modified minimal subtraction (MS) renormalization scheme [47–51], the di-
vergent parts arising in (higher order) loop calculations and an additional constant
are absorbed into counterterms. This renormalization scheme is computationally
convenient and the relations of renormalized MS parameters are equal to the corre-
sponding ones of bare parameters. Due to the absorption of radiative corrections,
the weak mixing angle in the MS scheme, sin2θw (µ)MS, now depends on an arbitrary
sliding mass scale µ ≡ µMS. The LEP definition of the weak mixing angle in equation
2.56 and sin2θw (mZ )MS are numerically related by [52]

sin2θ LEP
w − sin2θw (mZ )MS = 2.8 × 10−4. (2.57)

The choice of a particular renormalization scheme allows to compare measurement
results of the weak mixing angle at different energies with the theory prediction
of the scale dependence. The absolute scale of the weak mixing angle remains a free
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parameter in the SM and needs to be determined experimentally for one particular en-
ergy, which is usually chosen as the Z-boson mass. The most precise measurements
of sin2θw (mZ )MS were obtained at the Stanford Linear Accelerator Center (SLAC) and
at the LEP, for which an averaged value of [53] ²

sin2θw (mZ )MS = 0.231 25(16) (2.58)

is obtained.

0,0001 0,001 0,01 0,1 1 10 100

Q [GeV]

0.225

0.230

0.235

0.240

0.245

s
in

2
θ

W
(Q

 )

LEP 1

SLAC

(a) Scale dependence of the weakmixing an-
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Figure 2.6.: Scale dependence of the weak mixing angle sin2θw normalized to the ex-
perimental Z-pole average (see eq. 2.58) obtained from the measurements at LEP and
SLAC [53].

The scale dependence of the weak mixing angle in the MS scheme is shown in fig-
ure 2.6a. The minimum of the curve corresponds to the W-boson mass. As one can
see, there are unphysical discontinuities of the slope at theW-boson mass and also at
the fermion masses. This problem is often avoided defining a more physical running
effective weak mixing angle, as for example done in Ref. [56], by

sin2θw (Q2) = κ(Q2) sin2θw (mZ )MS. (2.59)

Radiative corrections mainly due to γ -Z-mixing (see fig. 2.5), WW box diagrams

² The results in reference [53] are given for sin2θ LEP
w , but can be translated using equation 2.57
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and photonic vertex and box diagrams, are incorporated into the scale dependent
quantity κ(Q2). Figure 2.6b shows the result of a one-loop calculation performed in
Ref. [56], in which the fermion and boson loop contributions were calculated seper-
ately, such that κ(Q2) = κ f (Q2) + κb(Q2) with the subscripts f and b for fermions
and bosons, respectively.

The fermion loops effectively lead to a screening of the weak charge, and with more
fermions contributing at higher energies, this leads to a reduction of the weakmixing
angle with rising energy. The shift of sin2θw from Q = 0 to Q =mZ is about 3% [56].
However, since boson loops lead to anti-screening of the weak charge and therefore
to the contrary effect on sin2θw (Q2), the running effective weak mixing angle quickly
increases for energies higher than the W-boson mass.

The running of the weak mixing angle is experimentally poorly measured and might
be affected by New Physics beyond the Standard Model. The P2 experiment is one
experiment in a broad measurement program that will test the electroweak theory by
determining theweakmixing angle experimentally very precisely at various energies.
The measurement method exploited by the P2 experiment is parity violating electron
scattering (PVES).

2.6. Parity Violation in Electron-Proton Scattering

The scattering of electrons on nucleons is a powerful method in order to test the nu-
clear structure and has been exploited by various past measurements in Mainz and
elsewhere. While the measurement principle is well known for many decades, tech-
nological progress nowadays allows to perform measurements with unprecedented
precision at which higher order processes become relevant. In particular, using po-
larized electron beams, very small parity violating asymmetries become accessible
and the V-A-structure of the weak force can be probed. This section discusses main
principles employed to measure the weak mixing angle by scattering polarized elec-
trons on a proton target, while the experimental challenges will be discussed later in
this thesis.

2.6.1. Cross Sections and Kinematics

Elastic electron-proton scattering is dominated by the electromagnetic interaction.
The parity violating effects induced by the weak interaction when using polarized
electrons are tiny and can be neglected for the discussion of the scattering kinematics
in this section. The differential cross section for a relativistic spin-half particle with
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energy E scattering elastically on a static, spinless and point-like particle is given by
the Mott cross section(

dσ
dΩ

)
Mott
=

α2

4E2 sin4 θ2
cos2

θ

2
, (2.60)

whereθ denotes the scattering angle in the laboratory frame andα is the finestructure
constant. The Mott cross section corresponds to the well-known Rutherford formula
with an additional angular factor due to the electron spin. In order to describe the
electron-proton scattering properly, the proton recoil and its spin need to be taken
into account. With E′ being the electron energy after scattering, the elastic scattering
cross section including these two effects becomes(

dσ
dΩ

)
=

(
dσ
dΩ

)
Mott

E

E′

(
1 + 2τ tan2

θ

2

)
(2.61)

with the Lorentz-invariant factor

τ = −4 q
2

m2
p

, (2.62)

depending on the four-momentum transfer q and the proton massmp . The additional
factor relating the initial and the final electron energy describes the effect of the
proton recoil, while the additional angular term is due to the spin-spin-interaction.
The electron energy after scattering is related to the incoming electron beam energy
by

E′ =
mp E

mp + E (1 − cosθ ) , (2.63)

where the electron mass was neglected with respect to the proton mass. One of the
main goals of the P2 tracking detector is the determination of the (average) four-
momentum transferQ2 = −q2. From energy and momentum conservation and using
the energy relation in 2.63, it follows directly that

Q2 = 4EE′ sin2
θ

2
=

2mpE
2 (1 − cosθ )

mp + E (1 − cosθ ) , (2.64)

and therefore Q2 only depends on the incident electron energy and the scattering
angle θ .

The above cross section still neglegts the finite size of the proton. This can be ac-
counted for by introducing structure functionsGγ,p

E (Q2) andGγ,p
M (Q2), which are fur-

ther discussed in the following section. Inserting these two structure functions yields
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the general Rosenbluth formula(
dσ
dΩ

)
Rosenbluth

=

(
dσ
dΩ

)
Mott

E

E′

(
(Gγ,p

E )2 + τ (Gγ,p
M )2

1 + τ
+ 2τ (Gγ,p

M )2 tan2 θ
2

)
. (2.65)

It can be seen that for low momentum transfer,Q2 ≪m2
p and hence τ → 0, the term

in brackets reduces to the electric charge form factor squared.

2.6.2. Proton Form Factors

The correct description of elastic electron-proton scattering requires to account for
the finite proton size. Since it is not possible tomodel the dynamics of valence quarks,
gluons and sea quarks inside the proton in QCD theory with sufficient accuracy, the
proton is described by so-called form factors that are determined in scattering exper-
iments. Experimentalists usually prefer using the Sachs electric and magnetic form
factors included in the Rosenbluth formula (eq. 2.65), Gγ,p

E (Q2) and G
γ,p
M (Q2). They

describe the electric charge distribution and the distribution of the magnetic moment
of the proton, respectively. For the low-Q2 limit, where the time-like component of
Q2 is relatively small and Q2 ≈ q2, the Sachs form factors can be interpreted approx-
imately as the Fourier transforms of the charge and magnetic moment distributions
of the proton [34]

G
γ
E(Q

2) ≈ G
γ
E(q

2) =
∫

eiq·rρ(r) d3 r (2.66)

G
γ
M (Q

2) ≈ G
γ
M (q

2) =
∫

eiq·rµ(r) d3 r (2.67)

The electromagnetic proton form factors are normalized such that in the static limit
one gets Gγ ,p

E (0) = 1 and Gγ ,p
M (0) = 2.79, equal to the observed anomalous magnetic

moment of the proton.

The Sachs electromagnetic form factors are relevant for the electromagnetic interac-
tionmediated by the photon, dominating the electron-proton scattering cross section.
In order to quantify this process, both the photon-electron coupling vertex and the
photon-nucleon vertex need to be calculated. The coupling of the photon and the
electron is described by the current given in equation 2.42. The nucleon vertex is
more complicated, but can be written with the help of the Pauli and Dirac form fac-
tors for the photon exchange, Fγ1 (Q2) and F

γ
2 (Q2), as [57]

j
µ
em = ψ

(
F
γ
1 (Q

2)γ µ + Fγ2 (Q
2) iσ

µνqν
2mp

)
ψ , (2.68)
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with σ µν = i
[
γ µ ,γ ν

]
. The two electromagnetic form factors can be written in terms

of the contributing quark flavors weighted by their electric charges, so that one
gets

F
γ
1,2 =

2
3
Fu1,2 −

1
3
Fd1,2 −

1
3
F s1,2 . (2.69)

Contributions of heavier quarks can be neglected [58]. In addition, the Pauli and
Dirac form factors are related to the Sachs electric and magnetic form factors by the
linear combinations

G
γ
E = F

γ
1 − τFγ2 (2.70)

G
γ
M = F

γ
1 + F

γ
2 . (2.71)

Experiments examining parity violating effects in electron-nucleon scattering aim to
reveal the parity violating effects induced by the neutral weak current and hence neu-
tral weak form factors have to be considered in addition. The neutral weak electron
vertex was given in equation 2.52. In contrast to the photon exchange, the exchange
of aZ -boson does not conserve parity, which is why another axial form factorGZ

A(Q2)
is needed in addition to the Dirac and Pauli Form factors FZ1,2(Q2) to describe the weak
neutral proton vertex in elastic scattering. The nucleon neutral weak current then
reads: [57]

j
µ
Z = ψ

(
FZ1 (Q2)γ µ + FZ2 (Q2) iσ

µνqν
2mp

+GZ
A(Q2)γ µγ5

)
ψ . (2.72)

Again, the weak form factors can be decomposed into contributions by the individual
quarks, but this time weighted by their weak charges, reading

FZ1,2 =

(
1 − 8

3
sin2θw

)
Fu1,2 +

(
−1 + 4

3
sin2θw

) (
Fd1,2 + F

s
1,2

)
. (2.73)

Note that the in the sameway as for the electromagnetic form factors, the weak Sachs
form factorsGZ

E,M (Q2) are defined as linear combinations of the Dirac and Pauli form
factors analogous to equations 2.70 and 2.71.

2.6.3. The Parity Violating Asymmetry APV

The elastic scattering of electrons with protons can either be mediated by the ex-
change of a photon or the exchange of a Z-boson, as shown in the leading-order
feynman graphs in figure 2.7. The total scattering cross section is dominated by
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the electromagnetic interaction. Nevertheless, the proton weak charge and the weak
mixing angle θw can be determined by quantifying the parity violating effects caused
by the neutral weak current interaction.

�
γ

p

e

p′

e′

�Z

p

e

p′

e′

Figure 2.7.: Leading order Feynman diagrams for elastic electron-proton scattering. The
’blob’ at the proton vertex illustrates the finite size of the proton entering the cross sec-
tions in the form of structure functions.

For low Q2, the scattering process can be described in terms of effective electron-
quark couplings. In such an effective theory, the parity violating neutral current
term in the Lagrangian reads [55, 59]

LPV
eq = −GF√

2

∑
q

[
e γµγ5 e ·C1q q γ

µ q + e γµ e ·C2q q γ
µγ5 q

]
(2.74)

with the Fermi constantGF . The first term with the electron axial-vector current cou-
pling to the quark vector current has the helicity dependence in the electron vertex,
which is the main parity violating contribution for PVES experiments. The quark
vector couplings C1q can be calculated as the product of the corresponding vector
and axial-vector couplings given in table 2.1, while again an additional normaliza-
tion factor of two was absorbed into the couplings. For the up- and down-quark, the
effective quark vector couplings are

C1u = 2 ceAc
u
V = −1

2
+
4
3
sin2θw

C1d = 2 ceAc
d
V = +

1
2
− 2
3
sin2θw .

(2.75)

In this notation, the proton weak charge is by definition given as

QW (p) = −2(2C1u +C1d). (2.76)

In order to quantify parity violation in polarized electron-proton scattering, one de-
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fines the parity violating electroweak asymmetry

APV =
σR − σL
σR + σL

, (2.77)

where σL(σR) is the cross section for left-handed (right-handed) electrons in terms
of helicity. The parity violating neutral weak current Lagrange terms in equation
2.74 give rise to interference with the parity conserving contributions. However, it
is straightforward to see that many terms cancel out at leading order. The only dif-
ference in the matrix elementsML(R) =Mγ +ML(R),Z for left-handed (right-handed)
electrons is that the matrix element MPV

Z of the above Lagrangian switches sign, so
that:

ML −MR = 2MPV
Z . (2.78)

Taking this relation when inserting the squared matrix elements into the above de-
fined asymmetry and approximating the term in the denominator using |Mγ |2 ≫
|MZ |2, the parity violating asymmetry becomes

APV ≈
2ℜ

[
MγMPV

Z

]
��Mγ

��2 . (2.79)

Calculating the matrix elements in the laboratory frame with the proton at rest, one
gets for the leading order parity violating asymmetry

APV = − GFQ
2

4
√
2πα

(
QW (p) − F (Q2)

)
≡ A0

(
QW (p) − F (Q2)

)
. (2.80)

The normalization is such that the hadronic structure function F (Q2) vanishes at
zero momentum transfer, but has to be taken into account for non-zero momentum
transfer.

Following the explanations in Ref. [13], the structure function can be written as the
sum of three contributing terms

F (Q2) ≡ FEM(Q2) + FA(Q2) + F S(Q2). (2.81)

The first term describes the contribution of the electric and magnetic form factors of
the proton and the neutron:

FEM(Q2) ≡
ϵG

γ ,p
E G

γ ,n
E + τ G

γ ,p
M G

γ ,n
M

ϵ (Gγ ,p
E )2 + τ (Gγ ,p

M )2
. (2.82)
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The second term includes the axial form factors for the neutral weak current interac-
tion and can be written as

FA(Q2) ≡
(1 − 4 sin2 θw )

√
1 − ϵ2

√
τ (1 − τ ) Gγ ,p

M G
Z ,p
A

ϵ (Gγ ,p
E )2 + τ (Gγ ,p

M )2
. (2.83)

Finally, the last term contains the contributions of the strange electric and magnetic
form factors Gs

E,M , but also the isospinbreaking form factors Gu,d
E,M :

F S(Q2) ≡
ϵG

γ ,p
E Gs

E + τ G
γ ,p
M Gs

M

ϵ (Gγ ,p
E )2 + τ (Gγ ,p

M )2
+
ϵG

γ ,p
E Gu,d

E + τ G
γ ,p
M Gu,d

M

ϵ (Gγ ,p
E )2 + τ (Gγ ,p

M )2
. (2.84)

The kinematic factor τ was already defined in 2.62, while ϵ is defined as

ϵ ≡
[
1 + 2 (1 + τ ) tan2

(
θ

2

)]−1
(2.85)

with θ being the electron scattering angle.

The choice of the average Q2 of electron scattering on a nucleon is crucial for any
PVES experiment. It decides which contribution to APV dominates and therefore to
which contribution the experiment is mainly sensitive. As shown in equation 2.64,
the momentum transfer is defined by the incident electron energy and the scattering
angle.

Figure 2.8 shows the contributions to APV depending on the electron scattering an-
gle for an electron incident energy of E = 155MeV, the beam energy chosen for the
P2 experiment. It can be seen that the contribution of the proton weak charge dom-
inates for lower scattering angles, corresponding to lower values of Q2. However,
the overall parity violating asymmetry decreases with decreasing scattering angle,
making the measurement more challenging. The central scattering angle of the P2
experiment is 35°, which yields APV = −67.34 ppb. It is the result of analyses opti-
mizing the expected precision of the weak mixing angle determination (see Ref. [13,
14]), which are outline in section 3.4.3.

Since the proton weak charge is at tree level directly related to the weakmixing angle
byQW (p) = 1−4 sin2θw , the determination of the asymmetry is a direct measurement
of the weak mixing angle on the condition that the proton structure function F (Q2) is
sufficiently well known. In addition, since the weak charge of the proton is small, it is
straightforward to deduce by error propagation that the relative precision measuring
the weak mixing angle is about ten times higher than the relative precision of the
determination of APV and QW (p).
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Figure 2.8.: Dependence of APV on the electron scattering angle, here denoted as θ f , for
an electron incident energy of Ei = 155MeV. Plotted are the absolute values of the
asymmetry and the contributions by the proton’s weak charge and the nucleon form
factors to APV . Picture taken from [13].

The P2 experiment as a high precision scattering experiment is sensitive to phenom-
ena triggered by higher order processes. In section 2.5, it was shown that the inclu-
sion of such corrections manifests in the running of the weak mixing angle. In order
to obtain theory predictions with higher precision than the experiment, such correc-
tions also need to be taken into account when relating the proton’s weak charge to
the weak mixing angle and to the parity violating asymmetry [13]:

APV = A0

[
Q

1-loop
W (p) − F (Q2) + ∆□(Q2) − ∆□(0)

]
(2.86)

and

Q
1-loop
W (p) = (ρnc + ∆e)

(
1 − 4 sin2θw (µ)MS + ∆

′
e

)
+ ∆□(0). (2.87)

Here, ∆e and ∆
′
e are due to contributions to the electron vertex, ρnc is a renormal-

ization factor for the neutral and charged current strengths. These corrections are
known to high precision at the one-loop-level [60]. However, two-loop corrections
need to be considered for the P2 experiment additionally. The term ∆□ describes
contributions due to processes indicated by so-called box graphs. These Feynman
diagrams are shown in figure 2.9.

The calculation of these corrections is part of ongoing research. Further theory chal-
lenges for a complete NNLO description include the calculation of initial two-photon
radiation. A brief status report on these developments is e.g. given in Ref. [13].
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Figure 2.9.: Box graphs for electron-proton scattering. The diagrams show theWW -,
the ZZ -, the γZ - and the γγ -exchange (from left to right). The shaded blobs indicate
possible excited intermediate proton states.
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3 The P2 Experiment

The forthcoming P2 experimental facility is dedicated to measuring parity violating
asymmetries in electron-proton scattering with unprecedented precision. These pre-
cise asymmetrymeasurements will enable awide physics program searching for New
Physics beyond the Standard Model at the intensity frontier. In particular, they al-
low to determine the weak mixing angle at low momentum transfer. The P2 detector
is currently under development and will be placed at the upcoming Mainz Energy-
Recovering Superconducting Accelerator (MESA). The conceptual design and the
main challenges for this experiment will be shortly presented here, while a more
detailed description of the planned facility being developed by the P2 collaboration
and its physics program was recently published in Ref. [13].

3.1. Physics Motivation

Themeasurement of parity violating asymmetries in electron scattering experiments
is a well-established experimental method in order to precisely measure SM param-
eters. Many necessary techniques for such kind of experiments were developed al-
ready 20 to 30 years ago [61–63]. However, it is nowadays possible to perform similar
experiments with much higher precision, which allows for an accurate experimen-
tal determination for example of the proton weak charge. The Qweak collaboration
recently published its result on the weak charge of the proton [64]

Q
p
W = 0.0719(45) , (3.1)

which was obtained by measuring a parity violating asymmetry of

APV = −226.5(93) ppb (3.2)
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for polarized electrons scattered on protons. The weak charge of the proton is sup-
pressed in the SM and therefore a perfect place to search for New Physics that might
induce tiny changes on electroweak SM parameters. The P2 experiment will add an-
othermeasurement of the protonweak chargewith improved precision and therefore
check the result obtained in the Qweak experiment.

Parity violating electron scattering precision experiments are also a perfect tool in
order to study the running of the weak mixing angle. Several proposed complemen-
tary experiments will allow to accurately test the running of the weak mixing angle
predicted in the SM. The P2 experiment intends to measure the weak mixing angle
at lower momentum transfer and to improve the precision by another factor of three
compared to the Qweak experiment. The MOLLER experiment [65] at Jefferson Lab
aims to measure the weak mixing angle using Møller scattering and by that improve
the according previous measurement of the SLAC E158 experiment [66] by a factor
of five. The SOLID experiment [67] will measure the parity violating asymmetry
in deep inelastic scattering of an 11GeV electron beam. It will allow to obtain an
accurate measure of the weak mixing angle at intermediate momentum transfer. Fig-
ure 3.1 shows the predicted running of the weak mixing angle in the Standard Model
together with the values obtained in past experiments and with the anticipated sen-
sitivities of future experiments. The combination of the results obtained in the dis-
cussed upcoming weak polarized electron scattering experiments will put stringent
constraints on New Physics models.

3.1.1. Sensitivity to Physics Beyond the Standard Model

The parity violating asymmetry in electron-proton scattering and the weak mixing
angle sin2θw might be influenced by New Physics beyond the Standard Model. In the
previous chapter, the influence of loop diagrams (see figure 2.5) on the self-energies
of the electroweak gauge bosons and the resulting energy dependence of the weak
mixing angle in the Standard Model were discussed. The presence of new particles
and corresponding additional loop contributions could lead to an observable shift
of sin2θw . The sensitivity of parity violating electron scattering experiments to New
Physics beyond the StandardModel is reviewed e.g. in Ref.s [44] and [68], some ideas
are reported in the following.

Possible New Physics manifesting at an energy scale Λ ≫ Q2 might still be observ-
able in the P2 experiment as it could induce tiny deviations from the SM expectations
also at the electroweak scale. The sensitivity of precision experiments like P2 can be
analyzed in an effective Lagrangian approach. Here, new contact interaction terms
interfering with the SM amplitudes are considered. The effective Lagrangian can be
realized by various New Physics scenarios, such as composite fermions, leptoquarks,
and heavy Z’ bosons, among others [44]. The effective theory approach allows to
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Figure 3.1.: Scale dependence of the weak mixing angle in the MS renormalization
scheme compared with past and forthcoming measurements. The points for the proposed
experiments are put to arbitrary vertical positions, but their error bars represent their
predicted precision. Picture updated from Ref. [13] with the published Qweak result.

establish the expected reach to the New Physics scale Λ for different experiments af-
ter choosing a common convention for the coupling scale д of the new interactions.
The bounds on scenarios with different coupling strength can then be obtained by
rescaling. Precision parity-violation experiments are sensitive to New Physics on the
multi-teraelectronvolt scale [44, 68] and therefore competitive to direct searches at
collider experiments.

The possibility of a new light vector boson Zd in the mass range 10MeV ≤ mZd ≤
10GeV has recently been discussed as the so-called dark Z scenario [69–72]. Due to
the relatively light new degrees of freedom, it cannot be absorbed into contact inter-
actions. The presence of the Zd boson is explained by a new spontaneously broken
U (1)d gauge symmetry that may be related to dark matter. The couplings of any new
light particle to SM particles must be very small because otherwise it would have
been observed in high-energy experiments. The presence of the Zd would lead to a
modified running of the weak mixing angle sin2θw at low energies. Parity violation
experiments at low Q2 will therefore provide strong bounds on such models.

Shifts of the electron and proton weak charges can also be obtained in the scope
of supersymmetry (SUSY) scenarios. It is therefore possible to deduce complemen-
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tary information on the possible realization of SUSY scenarios from the analysis of
precision electroweak measurements [73].

3.2. Measurement Principle

In the P2 experiment a parity violating asymmetrywill bemeasured in elastic electron-
proton scattering. The measurement principle is schematically shown in figure 3.2.
A beam of longitudinally polarized electrons with an energy of Ein = 155MeV is di-
rected on a liquid hydrogen target. The P2 spectrometer will select those electrons
which are scattered on protons within the angular range between 25◦ to 45◦, and they
will be detected with an azimuthally symmetric Cherenkov detector system. The pre-
dominant number of beam electrons interact solely with hydrogen electrons within
the target and are therefore scattered at low angles, under a few degree or less. These
electrons will be dumped.

The main challenge for the P2 experiment is to measure the extremely small parity
violating asymmetry with high precision. As one can see in figure 2.8, the parity
violating asymmetry for electrons within the selected scattering angle range is be-
tween about 30 ppb and 100 ppb. It is therefore considerably smaller compared to
the Qweak experiment. Finally, achieving a precision on the one percent level re-
quires high statistics and a good control of any systematic uncertainties.

Proton Target (lH2)
Electron Beam

Detector

Helicity

+
-

Figure 3.2.: Sketch of the measurement principle to be used in the P2 Experiment. The
rate in the Cherenkov Detector will be measured for each helicity state.

In order to collect a maximum achievable number of scattered electrons in the in-
tegrating Cherenkov detectors, a high beam current of Ibeam = 150 µA is used. In
addition, the liquid hydrogen target is chosen to have a length of L = 600mm, which
results in an instantaneous luminosity aroundL = 2.38 × 1039 cm−2 s−1. The expected
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rate of detected electrons is in the order of 0.1 THzwhich makes it necessary to do an
integrating measurement of the event rate. The high rate and the resulting radiation
dose has to be taken into account carefully when developing detector components.
The P2 experiment will be the first experiment to use the upcomingMESA accelerator
described in the following section. The runtime schedule will allow the experiment
to make use of a running time of about 11 000 h. Despite this effort, the precision of
the P2 experiment will anyway be dominated by the statistical uncertainty, as it will
be discussed later in section 3.4.3.

An important requirement for the P2 experiment is the control of any helicity corre-
lated uncertainties, which particularly concerns the electron beam. This challenge is
one of the reasons for the development of the MESA accelerator. MESA will allow to
switch the beam polarization at a rate of around 1 kHz. By integrating the number of
electrons detected in the Cherenkov detectors for each helicity cycle, the parity vio-
lating asymmetryAPV as defined in equation 2.77 can be measured. The high helicity
reversal rate helps to suppress any systematic effects occurring on larger timescales.
The measurement of APV makes it possible to finally extract the weak mixing angle.
At leading order, combining equations 2.55 and 2.80 yields

APV =
σR − σL
σR + σL

= − GFQ
2

4
√
2πα

[
Qw (p) − F (Q2)

]
= − GFQ

2

4
√
2πα

[(
1 − 4 sin2θw

)
− F (Q2)

]
.

(3.3)

The suppression of the weak charge of the proton in the SM makes it very sensitive
for a measurement of the weak mixing angle, as it can be understood quite easily
using Gaussian error propagation. Any determination of the weak charge of the
proton leads to an about ten times more precise determination of the weak mixing
angle:

∆ sin2θw
sin2θw

=
1 − 4 sin2θw
4 sin2θw

· ∆Qw (p)
Qw (p)

≈ 0.09 · ∆Qw (p)
Qw (p)

for sin2θw ≈ 0.23. (3.4)

Note that that higher order corrections need to be considered in the evaluation of the
actual experimental data and will modify the relation given in equation 3.3 as it was
already outlined in section 2.6.3.

The measurement of the parity violating asymmetry APV with unprecedented pre-
cision requires the development of a dedicated experimental facility. The demand
for extensive availability and for a very precise control of any beam fluctuations rep-
resents one of the motivations to build the new accelerator facility MESA, which
is summarized in the following section. The P2 detector system consisting of the
spectrometer setup and the tracking detector are described afterwards.
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3.3. The MESA Accelerator

TheMainz Energy-Recovery Superconducting Accelerator (MESA) is currently being
developed and built in Mainz. It will mainly be placed in a new experimental hall, for
which civil construction has started and will presumably be completed by 2020. The
development and construction of the new MESA accelerator facility profits from the
experience of successfully operating the Mainzer Mikroton (MAMI) beam facility at
the Institute for Nuclear Physics in Mainz for more than 25 years [74–76]. The P2
experiment puts demanding stability constraints on beam parameters like intensity
and position, which can not be fulfilled by the existing MAMI accelerator. However,
many of the concepts proven to be working at MAMI are adopted and advanced for
the MESA design.

The MESA accelerator features an energy recovering linac (ERL) operation mode,
which is developed in conjunction with the gaseous target of the MAGIX experi-
ment [10, 11]. In this operation mode, unpolarized electrons are accelerated and
then pass the gas target. Those electrons which traverse the target without any con-
siderable deflection are directed back to the first accelerator module. Instead of being
accelerated again, their trajectory length is chosen such that they arrive at a phase
in time at the superconducting radio frequency (SRF) acceleration modules that will
lead to a deceleration. In this way, the energy of the electrons is transferred to the SRF
module and therefore reused. This allows for a beam current of up to 10mA, which
would not be feasible with conventional techniques due to an unaffordable power
demand. For the P2 experiment, a beam of polarized electrons is needed, which will
be extracted from the accelerator, directed to the experiment and afterwards stopped
in a beam dump. This section aims to shortly summarize the MESA parameters and
components which are important for the P2 experiment. More details on MESA can
be found e.g. in Ref.s [7–9, 13]. The main accelerator layout and the placement of its
components and the connected experiments in the experimental hall are shown in
figure 3.3.

The electron production for MESA is based on photo-electron emission from semi-
conductors. The electrons will be emitted from a 100 keV GaAs photo-cathode that
is illuminated with laser light. For P2, a beam of 155 µA with at least 85 % spin-
polarization is needed. The electron spin polarization is controlled by the polariza-
tion of the laser light with a Pockels cell and needs to be flipped at a rate of about
1 kHz. The source developed and used for MAMI [77, 78] is well capable of providing
this polarization level and beam intensity. A copy of the design can therefore also
be used for MESA.

The electrons produced in the source are injected into the Mesa Low-Energy Beam
Apparatus (MELBA), which is a spin manipulation system. An α-magnet directs
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Figure 3.3.: View of the MESA accelerator with indicated areas of specific importance
for P2. Electron optical components are labeled in black, beam and spin control in red
and polarimeters in green [13].

the beam to the beam bunching and collimation system, before it reaches the pre-
accelerator MAMBO (MilliAmpereBooster) [79, 80], which is a room temperature
linac that will accelerate the electrons to an energy of 5MeV. The main acceleration
is achieved by recirculating the electron beam three times through two supercon-
ducting radio frequency acceleration modules (SRF cryomodules), which are labeled
MEEK (Mesa Elbe-Enhanced-Kryomodule). There are two 9-cell TESLA/XFEL-type
cavities per cryomodule [81]. The cavities are operated at a frequency of 1300MHz
and provide an energy gain of 12.5MeV each, resulting in 50MeV acceleration per
turn. After that, the beam has reached its final energy of 155MeV and is extracted
via magnets. It is directed to the P2 experiment through a straight beam line in front
of the experiment to be used for beam diagnostics and stabilization.

One of the key requirements for the P2 experiment is a very precise knowledge of
the beam spin polarization. In order to achieve a total systematic error on the polar-
ization value of around 0.5 %, a dedicated polarimetry concept was worked out [82].
It consists of three independent polarization measurements.
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A double scattering Mott polarimeter (DSP) [83, 84] operating at the source energy
of 100 keV is reached by switching off the α-magnet behind the source. The second
polarization measurement is done with a single scattering Mott polarimeter which
operates at 5MeV and is placed behind the pre-accelerator. Both types of polarime-
ters determine the beam polarization by measuring an asymmetry of Mott scattering
on a thin target. This measurement requires a precise knowledge of the effective
analyzing power of the target with finite thickness due to multiple scattering. For
the single scattering Mott polarimeter, a calibration is necessary which extrapolates
from asymmetry measurements on a series of targets with different thicknesses. The
achievable precision of this procedure is restricted by background contributions, the
uncertainty on the extrapolation and theoretical uncertainties on the target analyzing
power. The single scattering Mott polarimeter used for MESA will follow the design
of the 3.5MeV Mott polarimeter used at MAMI [85] and is expected to provide an
accuracy better than 1 %. A double scattering Mott polarimeters uses Mott scattering
on two identical thin targets in order to evaluate the analyzing power of the target
within the setup and therefore reduces the associated uncertainties. The precision is
mainly limited by the control of instrumental asymmetries during this internal cal-
ibration. Once the thin target is calibrated, the beam polarization is determined by
single scattering. Both Mott polarimeters represent invasive devices, but allow for
fast polarization measurements. The measurement with the double Mott polarimeter
must be done at beam currents at the order of a few nA, while the dynamic range of
the single Mott polarimeter is larger. It allows for measurements near the P2 beam
intensity and is therefore used to check that the beam polarization did not change
compared to the DSP measurement.

The third polarization measurement will be performed at the final beam energy with
a Hydro-Møller polarimeter [86, 87] located in front of the P2 experiment and offers
the possibility of an online measurement. The beam polarization is determined with
an asymmetry measurement while scattering the electron beam on atomic hydro-
gen. The hydrogen atoms are enclosed radially by the wall of a storage cell, which
is covered with a superfluid film of helium. In that way, the hydrogen atoms are
cooled down to about 0.3 K by wall collisions, but adsorption and recombination are
suppressed. The necessary polarization of the hydrogen atoms is provided by an 8 T
solenoid magnet. The cryogenic environment for the Hydro-Møller experiment and
its operation in a high intensity electron beam are very challenging. The design of a
refrigerator has been developed and is currently under construction. The scattered
electrons must be separated from the electron beam to be detected on a segmented
detector. In a conceptual design, this is achieved by a focusing quadrupole magnet
centered on the beam axis followed by a dipole chicane. Further investigations on
this subject are ongoing. According to first studies, it seems possible to achieve a to-
tal systematic error around 0.5 % on the beam polarization measurement integrated
over the full running period [13].
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Aprecise knowledge of any helicity correlated fluctuation of the beamposition, angle,
energy and intensity is crucial for the P2 experiment to be able to correct for false
asymmetries. The main uncertainties contributing to the achievable precision of the
P2 experiment will be discussed later in section 3.4.3. The uncertainty on the false
asymmetry contribution due to beam instabilities must satisfy ∆Afalse ≤ 0.1 ppb. In
order to achieve this goal, improvements compared to the fluctuations measured at
MAMI of one order of magnitude or more need to be achieved concerning beam
intensity, angle and position. The energy stability of MAMI would be sufficient for
MESA, but still needs to be taken special care of to ensure a comparable value for
MESA.However, these precision goals are considered to be feasiblewith an optimized
design and elaborate beam control system. The beam control system planned for
MESA will include beam cavity monitors both for beam current monitors and beam
position monitors. A digital readout and control system is currently being tested at
MAMI.

3.4. The P2 Detector Design

The P2 detector consists of three major parts: The high power liquid hydrogen target,
the solenoid spectrometer to measure the asymmetry of the scattered electrons and
the tracking system which will be used to reconstruct the momentum transfer in the
target. Since thework presented in this thesis concerns simulation studies and design
development for the tracking system, a short summary of the target and spectrometer
design will be followed by a more detailed description of the tracking system in the
following section.

3.4.1. High Power Liquid Hydrogen Target

A closed recirculating cryogenic liquid hydrogen (lH2) target loop is currently being
developed for the P2 experiment. The target cell is planned to have a length of 60 cm.
This target length still allows electrons scattered over the whole target length and
within the polar angle range 25◦ to 45◦ to be directed to the detector for the asym-
metry measurement. The target geometry within the beam has to provide azimuthal
symmetry and the material in the path of the electrons after scattering must be min-
imized. The target cell geometry that is currently investigated for the P2 experiment
is cylindrical and has a hemispherical window at the downstream end. This design is
based on the target design for the G0 experiment [88, 89]. It will be further validated
and optimized with extensive Computational Fluid Dynamics (CFD) studies. The cell
design features an internal conical flow diverter consisting of 75 µm thin aluminum
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foil. The cell wall thickness is supposed to be 250 µm, which is sufficient for a self-
supporting structure. A rendering of the current target cell design can be seen in
figure 3.4a. The target diameter in this figure is 10 cm, while the final diameter still
needs to be evaluated, but likely it will be in the range between 10 cm and 15 cm. The
target cell will be mounted on a movable table with motion control system.

The operation of the liquid hydrogen target requires additional components that will
be placed outside of the beam. The main components of the hydrogen target loop
next to the target cell are the lH2 centrifugal pump, the heat exchanger (HX) and the
high power heater (HPH). All these components will be placed inside one vacuum
chamber, but only the target cell will be within the P2 solenoid (see section 3.4.2).
A rendering of the P2 target loop design including the mounting table is shown in
figure 3.4b.

(a) G0 type cell design for P2 (b) Configuration of the P2 target loop

Figure 3.4.: Current design for the P2 high power liquid hydrogen target setup. Both
pictures taken from [13].

Theheat deposit of the electron beam in the target is expected to be 3135W. The total
heat load including other effects like viscous heating will be around 4 kW and needs
to be cooled using liquid helium. The heat load is about 50 %more than for the target
of the QWeak experiment, which is currently the highest power lH2 target in the
world. The liquid helium cooling power must be supplied by the MESA refrigerator
and has to supply cooling to the hydrogen target loop through the heat exchanger.
The heat exchanger is also used to liquefy the hydrogen in the beginning. The P2
target loop will be operated with constant heat load, which means that the heat load
is kept constant independent from the beam. This is achieved by the high power
heater, which is integrated to a feedback-loop with temperature sensors placed in
the target fluid.

The desired precision of the P2 experiment puts constraints both on target density
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reduction and on density fluctuations. Density reduction occurs if the target fluid
heats up and therefore decreases its density. The design goal for the P2 target is less
than 2 % density reduction. Density fluctuations are a time dependent noise effect
caused by an imbalanced heat load due to the electron beam. The P2 target must
satisfy less than 10 ppm density fluctuations over the time period of one electron
helicity reversal [13]. This goal represents a noise reduction of a factor five compared
to the Qweak target. A control system will be integrated into the target design in
order to ensure safe operation and control. In addition, it is currently evaluated
whether larger target density fluctuationsmight be detectable for the tracking system
during operation of the experiment.

3.4.2. P2 Spectrometer Setup

The P2 spectrometer is the main part of the P2 detector setup. It is designated to mea-
sure the number large angle electron scatterings in the target for each helicity period.
The main challenge here is the development of a suitable detector geometry to sepa-
rate the signal of large angle scattered electrons from various background processes
that need to be suppressed. Møller scattered electrons and bremsstrahlung photons
from the target are the most prominent ones. The separation of these processes is
achieved by a solenoid magnet and a lead shielding system. Cherenkov light produc-
ing fused silica bars are chosen as detector technology primarily because of a very
low detector response to photons and excellent radiation hardness. The development
of the P2 spectrometer geometry and the choice of detector components includes de-
tector simulations, material studies and prototype tests in beam test experiments.

The concept of the detector geometry chosen for the P2 spectrometer is illustrated
schematically in figure 3.5. Note that this schematic is not to scale. Only the parts
which are essential for the understanding of the detector geometry are shown, while
for example the tracking system (see section 3.5) is omitted. The plotted electron
tracks are only for illustrative purposes and originate from an arbitrary point in the
target.

Electrons traversing a magnetic field travel on helix shaped trajectories. The spec-
trometer geometry is optimized such that the electrons scattered in the target within
the signal angle range between 25◦ and 45◦ are focused onto the Cherenkov detectors.
Most electrons scattered under larger angles will hit the inner wall of the magnet,
while those being scattered under lower angles will mainly hit theMøller shield. Pho-
tons produced in the target cannot hit the Cherenkov detectors directly on a straight
track. The geometric concept of this shielding is illustrated in figure 3.5 by the line
of sight which is defined by the beginning of the target and the barrel shield.
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Figure 3.5.: Schematic projection view of the P2 spectrometer geometry (not to scale).
Electron tracks (in red) are for illustration and do not represent physical tracks. Modified
from Ref. [13].

The magnetic field for the P2 experiment will be provided by a superconducting
solenoid. The current detector geometry is based on a magnetic field along the beam
axis of Bz = 0.6 T. The field strength and geometry of the magnet are adopted from
the magnet used for the FOPI [90] experiment. Figure 3.6 shows a CAD rendering
of the complete P2 detector setup. The liquid hydrogen target being placed within
the solenoid magnet needs to be operated in a vacuum chamber (also referred to as
scattering chamber). However, it is not possible to operate the whole experiment
in vacuum since the tracking detector needs to be operated in a helium atmosphere
for cooling reasons. Although the layout of the tracking detector in this figure is
simplified, it illustrates that several tracking detector modules are placed between
the Møller shield and the inner magnet wall. The tracking detector geometry will be
discussed in section 3.5. The placement of the tracking detector in any case requires
a large gas window that separates helium and vacuum environments and withstands
the pressure difference. In addition, the material of the gas window needs to be mini-
mized to prevent additional scattering. For the P2 detector, a Kevlar® windowwill be
developed. It is inspired by the NA48 detector, where a 0.9mm thin Kevlar® window
was used in a similar geometry with 2.3m outer diameter [91]. A Kevlar® window of
1mm thickness corresponds to about 0.3 % of a radiation length. The gaseous helium
over a length of 2m at atmospheric pressure in comparison only contributes with
about 0.04 % of a radiation length.

Electrons passing the target without considerable scattering traverse the magnet ap-
proximately in beam direction and are further focused by the solenoid magnetic field.
The vacuum in the scattering chamber extends across the inner circular opening in
the Møller lead shield to the P2 beam dump. The shield will be held by a steel support
system. The outer lateral surface of the lead cylinder is enhanced by a pattern of tri-
angular profiles, which serves to suppress the reflection of photons on the surface.

The Cherenkov detector consists of 82 wedged fused silica (SiO2) bars, wrapped in a
highly reflective aluminum foil, that are arranged in a circular pattern. They provide
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Figure 3.6.: CAD drawing of the P2 experimental setup [13].

nearly full azimuthal coverage. A photomultiplier tube (PMT) is attached to each
bar at the outer end. The SiO2 bars span over the radial range from 45 cm to 110 cm,
but only the inner part of 45 cm length is used as active detector area. The PMTs
and the outer 20 cm of the silica bars, which serve as light guides to the PMTs, are
covered by an additional 10 cm thick lead shielding. The fused silica material is not
only the Cherenkov medium, but at the same time also an effective light-guide. The
geometry is optimized both for production and transmission of photons. In particular,
light collection is improved by choosing a design that increases the likeliness of total
internal reflection. Since the spectral distribution of the photons produced in the
Cherenkov medium is enhanced for small wavelengths in the UV-region, both the
bar material and the PMTs are selected to be working well with UV light.

The average rate of scattered electrons hitting the Cherenkov detector is expected to
be around 20MHz/cm2. This high rate leads to an estimated total radiation dose of
80Mrad over the whole running period and hence requires a radiation hard design
for all components. It was shown that synthetic fused silica features an excellent
radiation hardness.

Even though the detector geometry was optimized such that photons from the target
can not hit the Cherenkov detectors directly, detector simulations have shown that
the signal electron rate is dominated by photon background, which is more than one
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Figure 3.7.: Current design for the integrating Cherenkov detector elements and their
arrangement. Both pictures taken from [13].

order of magnitude higher than the signal. The photon rate therefore needs to be
drastically reduced by the detector response, and the response needs to be well un-
derstood. Studies including simulations and beam test experiments have shown that
the Cherenkov detectors suppress the photon background very successfully. Con-
sidering the rate of photo-electrons emitted at the PMT cathode, divided into the
particle type producing this signal, the signal of scattered electrons is now more
than two orders of magnitudes enhanced compared to the photon background [13,
14]. Photons hitting the Cherenkov detector need to convert to an electron-positron
pair first in order to produce Cherenkov light. In addition, the produced electron or
positron need to have an energy above the Cherenkov threshold of about 0.7MeV.
Since photons in the P2 experiment are mainly produced by Bremsstrahlung, most
of them have very low energies.

The high rate of electrons makes it impossible to detect single electrons via the Che-
renkov effect. Instead, the quartz glass PMTs are operated in a charge integrating
mode. This operation mode is also referred to as current mode, since the individual
pulses overlap to a continuous current, making counting statistics and any cuts based
on pulse shapes impossible. For the current mode operation at low gain, the PMT
must support high cathode currents and have a good linearity. The Cherenkov de-
tector system is additionally designed to support a tracking mode operation at lower
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beam current and therefore reduced particle rates (≳ 100 reduction factor). In this
mode, tracks that are reconstructed with the tracking detector will be matched to a
signal on the Cherenkov detector. This measurement serves as a systematic study in
order to ensure the proper operation of all detector components. For this operation
mode, the PMTs must provide fast charge collection at high gain.

The readout electronics for the integrating detectors are based on the design for the
QWeak experiment. The current signal at the anode of the PMT is converted to
a voltage with a trans-impedance preamplifier. This voltage signal is then further
filtered and digitized with an Analog-to-Digital Converter (ADC).TheADC is located
away from the detector with a shielding wall in between which implies that a cable
driver is necessary for the signal transmission. An external clock synchronized to
the helicity reversal will be used to control the ADC. The voltage difference of the
electron signal within one helicity cycle which is attributed to the parity violating
asymmetry APV is much smaller than the expected RMS signal width dominated by
shot noise at the PMT anode and also smaller than the bit resolution of the ADC. In
order to resolve the tiny voltage difference, the voltage signal will be sampled by the
ADCmany times within one helicity cycle. The voltage is then evaluated as the mean
of the sampled distribution. This oversampling procedure allows to detect very small
differences, given that the RMS width is much larger than the ADC resolution; this
is necessary in order to exceed the digitization error.

The signal of the integrating detector is normalized to the MESA beam current mon-
itor signal in order to get rid of any drifts and fluctuations of the beam current. The
readout chain for both detectors is therefore kept identical. The usage of a fast helic-
ity reversal rate of about 1 kHz ensures that this time scale is much shorter than any
random drifts of beam current or noise level that might cause false asymmetries. In
addition, helicity quartets (+−−+ and −++−) with a pseudo-random initial state are
used as helicity patterns, thus removing linear and quadratic drifts.

3.4.3. Estimation of Relevant Uncertainties

The development of an experiment requires a careful analysis of its achievable ac-
curacy and precision. All possible systematic uncertainties which might influence
the result of the experiment should be investigated and quantified before its opera-
tion. Otherwise, unforeseen or underestimated sources of uncertainties might lead
to less meaningful results. Such an analysis was performed for the P2 experiment in
Ref. [14] and is also summarized in Ref. [13]. Themethod and results are very shortly
summarized here.

The easiest approach in order to calculate the achievable uncertainty ∆ sin2θw would
be an analytical calculation based on Gaussian error propagation for each source of
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uncertainty. However, this approach is not possible since the parameter relations
involve integrals which need to be solved numerically. Consequently, the analysis is
done with the Monte Carlo method by generating randomized pseudo-experiments.
All sources of uncertainty are assumed to be independent from each other, so that
all parameters are kept constant while the parameter of interest is randomly varied
within its expected uncertainty according to a Gaussian probability density function
around its expectation value. For each pseudo-experiment, the weak mixing angle
sin2θw is calculated, so that the uncertainty∆ sin2θw can be derived from the obtained
distribution. The dominating uncertainty contributions considered in this analysis
include the statistical uncertainty, any false asymmetriesAfalse, the beam polarization
P , the nucleon form factors (see sections 2.6.2 and 2.6.3 for definitions) and the the-
oretical uncertainty ∆□ on the contribution of so-called box-graphs (see figure 2.9).
The nucleon form factors were parametrized for this analysis.

For the beam energy Ebeam, the central electron scattering angle θ̄ f and the angular
detector acceptance δθ f , an additional analysis was performed in which the expec-
tation value of these three parameters were varied separately in order to scan for
their optimal values with respect to the total uncertainty on the weak mixing angle.
Figure 3.8 shows the result for a scan of the central scattering angle. This analysis re-
vealed the optimal values for the beam energy Ebeam = 155MeV, the central electron
scattering angle θ̄ f = 35◦ and the angular detector acceptance δθ f = 20◦, which are
the basis for the detector geometry as presented in the previous section. The total
uncertainty is clearly dominated by the statistical uncertainty.

As a result of this analysis, the expected, uncorrected (meaning that it includes all
systematic effects that need to be corrected for) parity violating asymmetry for signal
events is obtained to be Asig

PV = (−39.94 ± 0.56) ppb. This result is valid for a running
period of 10 000 h. The corresponding relative uncertainty on the weak mixing angle
measurement for signal events is obtained to be 0.14 %. A full Geant4 [92–94] sim-
ulation allows to investigate the influence of detector effects and background events
on the measurable parity violating asymmetry. The Geant4 simulation of the P2
detector is explained in detail in Ref.s [13, 14]. In addition, the simulation used to
simulate the tracking system is based on this simulation and will be discussed in
the following chapter. The expected uncorrected parity violating asymmetry incor-
porating effects induced by the detector geometry is reduced to (−24.03 ± 0.57) ppb.
In this case, the uncertainty was already scaled to the scheduled running time of
11 000 h. The largest contribution on the reduction is observed to be caused by elec-
trons with lower scattering angles hitting the Cherenkov detector, but also electrons
scattering off the target entry and exit windows as well as the realistic treatment of
beam-target interactions have an influence. Finally, the relative precision of the P2
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Figure 3.8.: Dependence of ∆s2W ≡ ∆ sin2θw on the central scattering angle θ̄ f for
Ebeam = 155MeV and δθ f = 20◦ with the most dominant error contributions [13, 14].
The statistical uncertainty is calculated for a running period of 10 000 h.

experiment regarding the measurement of the weak mixing angle is derived to be

∆ sin2θw
sin2θw

�����
exp

= 0.15 %. (3.5)

This relative precision value corresponds to the error bars plotted for the P2 experi-
ment in figure 3.1.

3.5. The P2 Silicon Pixel Tracking Detector

The analysis and interpretation of the asymmetrymeasuredwith the integrating Che-
renkov detectors requires advanced knowledge on the distribution of the electron
momentum transfer Q2 in the liquid hydrogen target. A tracking detector (also re-
ferred to as “tracker”) based on silicon pixel sensors will be installed in the P2 detec-
tor for this task. The reconstruction of full electron tracks with the tracking detector
will give further insights into the kinematics of electrons hitting the Cherenkov de-
tectors. In particular, the scattering angle and energy must be reconstructed for a
representative set of these particles. After successful operation of the P2 experiment,
the value for the average momentum transfer ⟨Q2⟩ reconstructed with the tracking
detector will finally fix the position of the P2 data point on the X-axis in a plot like
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that shown in figure 3.1. In addition, the reconstruction of individual electron tracks
with pixel sensors allows further studies of backgrounds or systematic effects that
turn out to be position or momentum dependent.

The tracking detector will on the one hand be operated at reduced rates, for which the
Cherenkov detectors will be operated in a single electron mode (see section 3.4.2), so
that coincident hits can be matched. This mode of operation requires that at least all
electrons collected on one fused silica bar are principally accessible for the tracking
detector. In addition, the material in the active region of the tracking detector must
be reduced as much as possible in order to suppress multiple scattering. On the
other hand, it is investigated whether the tracking detector can also be operated
at full beam rate. In order to achieve that, the silicon pixel sensors themselves as
well as any infrastructure inside the solenoid that is needed for the sensor powering
and readout must be sufficiently radiation hard. Given that suitable components
can be found, the tracking detector will need to be operated in a gated mode. This
means that data is only taken for a small fraction of time in order to keep the readout
data rates manageable. The option to keep the tracking detector installed even at
full beam rate would require to reduce any material even for mechanics outside the
active tracker area. As an alternative, the tracking detector could be taken out of
the experiment when running at full rate. However, this option then requires to
develop a sophisticated technical design for the removal and insertion of the tracking
detector.

This section aims to give an overview of the tracking detector concept, including
its geometry, the sensor technology and the track reconstruction. The research con-
ducted for this thesis, which includes Monte Carlo simulations of signal and back-
ground rates, investigations on the photon response of the pixel sensors, develop-
ment of the tracker module technical design, development and simulation of the
cooling system as well as the implementation of a thermo-mechanical prototype of
one tracker module, will be covered in detail in the subsequent chapters.

3.5.1. Concept and Geometry

The tracking detector system is developed to reconstruct momentum and scattering
angle of a representative set of signal electrons with the best achievable resolution.
Both the sensor technology and the detector geometry must be optimized with the
objective of reducing any systematic uncertainties. The momentum of electrons scat-
tered in the target is limited by the beam energy of Ein = 155MeV. At such low
momentum, multiple Coulomb scattering in the detector material is the dominant
uncertainty contribution to the tracking resolution.
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Electrons traversing matter are scattered many times consecutively under low angles
from the material nuclei, resulting in one effective scattering angle. The projected
scattering angle θ0 for an electron scattering on some material with radiation length
X0 and thickness x can be approximated as being Gaussian distributed. The mean
projected scattering angle vanishes, while the expected scatteringwidth is then given
by [55, 95, 96]

θ rms
0 ≡ 1

√
2
θ rms
space =

13.6MeV
βc p

√
x

X0

[
1 + 0.038 ln

(
x

X0

)]
∼ 1
p

√
x

X0
. (3.6)

Here, p is the momentum of the track and βc the velocity. The formula does not
account for non-Gaussian tails. For the P2 experiment, the reduction of any detector
material is crucial not only because of multiple scattering, but also due to the fact that
the interaction of electrons with any material other than the target protons might
induce false asymmetries.

The spatial uncertainty of the track measurement points contributes additionally
to the momentum and angle reconstruction resolution. A highly granular detec-
tor system for fast and precise position measurements with a low material budget
can be achieved either using silicon pixel sensors or gaseous detectors. While tra-
ditional gaseous detector systems were usually limited to timing resolutions at the
order of microseconds, timing resolutions better than 10 ns and at the same time spa-
tial resolutions of less than 70 µm were already realized some time ago with Micro
Mesh Gas Detectors (Micromegas) at a low material budget below 0.35 % of a radia-
tion length [97]. There is also large progress made regarding the rate capability of
this technology, however, the single particle detection is limited to particle rates of
O(10MHz/cm2)[98]. In addition, the readout of large area gas detectors with high
granularity is a huge effort due to the large amount of analog channels. High par-
ticle rates can be detected reliably with novel silicon pixel sensor technologies; the
P2 experiment intends to use High Voltage Monolithic Active Pixel Sensors (HV-
MAPS) [99–103]. More details on this pixel sensor technology will be given in the
next section.

The HV-MAPS made of silicon are 50 µm thin with only little additional aluminum
material needed for signal traces. For the P2 tracking detector, they will be assem-
bled on polyimide flexprint strips containing aluminum traces. The material budget
at the active tracker area is in that way minimized to around 0.1 % of a radiation
length. The pixel sensors are active electronics which implies that they consume
electric power and hence produce heat. The exact heat load depends on particular
chip operation parameters and is not finally known yet, but it will be in the range of
100mWcm−2 to 400mWcm−2. As mentioned before, the tracking detector modules
will be placed in a helium atmosphere for cooling reasons. Furthermore, additional
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cooling by forced convection will be necessary. A detailed description on the me-
chanical design and research on the cooling requirements for the tracking detector
modules will be presented later in this thesis.

The reconstruction of the electron momentum relies on measuring the curvature
of the trajectory in the magnetic field. Consequently, the tracking detector system
needs to be placed within the solenoid magnet. Unfortunately, the geometry of the
P2 spectrometer does not allow for a geometric shielding of the tracker against pho-
tons produced in the target. It is therefore essential to use a sensor technology which
ensures a low detection probability for photons. The detector response of HV-MAPS
to photons was investigated for different photon energies, as it will be discussed later.
In addition, the good timing resolution of these sensors helps to suppress electron
track misidentification because of randomly distributed background contributions.
This is of particular importance when operating the tracking system at full beam
current.

An electron trajectory in a solenoid magnetic field can be reconstructed reliably by
measuring its position on four tracking planes. The optimal distance between the
planes depends on whether the reconstruction resolution is dominated by multiple
scattering or by the positional measurement. With multiple scattering as the limit-
ing factor, a wide drift region between two tracking planes improves the transverse
momentum reconstruction. In particular, the relative momentum resolution is pro-
portional to the scattering angle θMS divided by the track deflection angle Ω (defined
in the plane perpendicular to the magnetic field, see figure 3.9) between two position
measurements [104]:

σp

p
∼ θMS

Ω
(3.7)

A large deflection angle Ω between at least two tracking planes is therefore essential
for an excellent momentum reconstruction. The placement of two tracking planes
close to each other in turn facilitates the track finding. The geometry chosen for the
P2 tracking detector hence consists of two tracking plane pairs. The two plane pairs
allow for a direction measurement at two points along the trajectory. The optimal
plane pair distance is around 1 cm to 2 cm, which roughly corresponds to the typical
spatial distance of two trajectories within the time resolution of the pixel sensors,
evaluated at full beam current. The distance in the built P2 tracking detector will be
slightly larger than 2 cm due to mechanical constraints.

Ideally, the first position and direction measurement is done as close to the scat-
tering vertex as possible. Unfortunately, it is not possible to build the tracking de-
tector directly around the target because the overwhelming bremsstrahlung photon
background would make any electron track finding impossible. In addition, using
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Figure 3.9.: Projection of a charged particle track in a magnetic field deflected at the
sensor plane due to multiple scattering. The relative uncertainty on the curvature mea-
surement is reduced for larger deflection angle Ω.
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Figure 3.10.: Schematic projection view of the P2 tracker geometry (not to scale). Two
double tracker planes are placed within the solenoid and separated by a wide drift region.
Electron tracks (in red) are for illustration and do not represent physical tracks. Modified
from [13].

identical detector modules for the two plane pairs facilitates their development. The
optimal placement was subject to intensive Monte Carlo simulation studies, finding
that placing one tracker plane pair at the beginning of the Møller barrel shield and
the other one at the end of the magnet will allow for a robust track reconstruction.
The placement of the tracker planes is sketched in figure 3.10.

A very simplified track reconstruction algorithm which neglects all second order
effects can be constructed quite easily. Such a simplified algorithm is presented in
the following in order to further illustrate the functionality of the tracker geometry
described above. First, a constant homogeneous magnetic field along the beam axis
is assumed and hence a helix shaped electron trajectory with its origin near the beam
axis is supposed. Using a coordinate systemwith the z-axis along the beam axis, each
of the four tracking planes i = 1 . . . 4 provides ameasurement of xi andyi coordinates
at fixed zi-coordinate. The xy-projection of a helix trajectory in amagnetic field along
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the z-axis is a circle whose radius R is defined by the transverse momentum pT of the
electron track:

pT = e · Bz · R. (3.8)

This relation is obtained by equating Lorentz force and centripetal force. The simple
model can be demonstrated by reconstructing an arbitrarily chosen signal electron
trajectory from theMonte Carlo detector simulation. In order to show the limitations
of this simple track reconstruction, an electron trajectory is reconstructed both for
the realistic simulation and in addition for an idealized simulation. The following
changes are applied in the idealized simulation with respect to the realistic one:

• A constant magnetic field along the beam axis is used instead of a realistic field
map

• Any secondary scattering in the target occurring after the large angle electron-
proton scattering is suppressed

• Multiple scattering in detector material is turned off.

The fit of a circle in the xy-plane to the projection of the positional measurements in
the tracker planes is illustrated in figure 3.11. The coordinate system center is placed
at the center of the solenoid. The data coordinates represent the exact intersection
of the electron trajectory with the tracker plane since the finite granularity of the
pixel sensors is not considered. For this illustrative reconstruction example, a simple
least-squares fit was applied that does not consider any uncertainties on the fitted
data points. Any error propagation is omitted here. Note that for the fit to the data
points of the realistic simulation, an additional point at the origin was fitted. This is
motivated by the constraint that the trajectory originates from the target placed on
the beam axis, but it is only an approximation due to the target diameter of 15 cm.
Nonetheless, it improves the reconstruction result because the additional constraint
with a long flight path and the large lever arm for the curvature measurement to the
first tracking plane help to reduce uncertainties induced by multiple scattering in the
tracking planes. The target constraint is not used for the fit of the idealized event as
any sources of uncertainty are switched off in this proof of concept.

Along a helix shaped trajectory in a constant magnetic field, the polar angle θ for the
track direction in a local coordinate system with ez∥B is conserved. At the scattering
vertex, this angle corresponds to the scattering angle, supposing an electron direction
along the beam axis before the scattering event. Therefore, the scattering angle can
be reconstructed by determining θ at any arbitrary point along the track. As the
distance of two tracking planes of one pair is quite small, the electron trajectory
between the two planes can be linearized. The track direction at this point is then
given directly by the connection vector between the hit positions on the two tracking
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Figure 3.11.: Illustration of least-squares circle fit on projection of two exemplary tracker
hits from simulation. The fit is illustrated both for a realistic simulation event and for
an idealized simulation, see explanations in the text.

planes. The scattering angle thus corresponds to the polar angle θ of this direction
vector in spherical coordinates.

Table 3.1 summarizes the results obtained with the simplified reconstruction algo-
rithm. Comparing the reconstructed parameter with the Monte Carlo truth informa-
tion shows that both momentum and scattering angle are well reconstructed in the
idealized case. The slight deviation in the reconstruction of the transverse momen-
tum might be attributed to the finite precision of track propagation in a magnetic
field in the detector simulation. At the same time, it can be noticed that the results
differ notably for the realistically simulated electron track. While the reconstruction
of the transverse momentum is acceptable, the deviation in the reconstruction of the
scattering angle is too large in order to precisely determine the momentum transfer
Q2 in the target, which is the main task for the tracking detector. The most likely rea-
son for the bad reconstruction is additional scattering in the hydrogen target, which
can easily distort the angle under which the track leaves the target. The tracking de-
tector system has no insight to the interactions taking place within the target, but is
limited to reconstructing the direction and momentum of the electron when it leaves
the target. The difference in the scattering angle reconstruction leads to the observed
discrepancy in the determination of the total track momentum.

In addition, the θ angle is only conserved on a perfect helix track. However, the
magnetic field in the P2 detector will not be perfectly uniform along the z-axis so
that tracks will not be perfectly helix shaped. The expected field map for the P2
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Realistic Event Idealized Event

Fit Data Coordinates
[0,0,0]
[−860.3,−4.7, 1079.9] [−719.9, 24.6, 1079.9]

[x,y,z] [−863.6,−17.5, 1099.9] [−723.8, 13.6, 1099.9]
[−827.8,−301.2, 1639.9] [−696.0,−291.9, 1639.9]
[−824.0,−307.9, 1659.9] [−690.2,−302.0, 1659.9]

pT simulated / MeV 80.98 68.19
|p| simulated / MeV 137.82 135.08
θ simulated / ◦ 35.99 30.32

pT reconstructed /MeV 79.70 68.24
|p| reconstructed /MeV 144.34 135.17
θ reconstructed/◦ 33.52 30.32

Table 3.1.: Reconstruction results for one realistic and one idealized sample event. Both
the simplified reconstruction method and the idealized simulation setup are described
in the text.

solenoid which is based on the field map determined by the FOPI [90] collaboration
and which is implemented to the P2 detector simulation is shown in figure 3.12.

As a summary, the tracking detector geometry is appropriate for track reconstruction,
but more involved algorithms for reconstruction need to be developed that take care
of uncertainties attributed to effects as additional interactions in the target, multiple
scattering in detector material or the inhomogeneous magnetic field. The develop-
ment of sophisticated track finding and reconstruction algorithms is not part of this
thesis, but some results on the achievable Q2 reconstruction performance will be
summarized in section 3.5.4.

Unfortunately, building a tracking detector that is able to reconstruct all possible sig-
nal particle trajectories is not affordable because the area to cover would be too large.
However, the P2 detector system is azimuthally symmetric so that covering slices of
space in azimuthal direction to first order selects a representative set of particles.
Investigations on the azimuthal coverage and the rotation angle of the downstream
tracker modules relative to the front ones will be presented in section 4.2.1. The
current design foresees each tracker module to cover around 15◦ in azimuthal direc-
tion. Four modules with this coverage will be arranged in a circle, so that up-down
and left-right asymmetries can be tested. The optimal rotation angle is found to be
around 17◦ for the tracking detector plane positions along the z-axis as depicted in
figure 3.10.
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Figure 3.12.: FOPI [90] magnetic fieldmap assumed to be appropriate for the P2 detector.
Courtesy of Y. Leiffels (FOPI collaboration). The placement of the tracker planes is shown
for illustration. The φ-component of the magnetic field is considered to be zero.

3.5.2. Silicon Pixel Sensors

Silicon pixel sensors are the most common detector technology used for high rate
tracking applications like the P2 tracking detector. There are plenty of different sil-
icon pixel sensor types used in particle physics which all specialize on particular
requirements like material budget, detection efficiency, high rate capability or ra-
diation hardness. Nevertheless, the fundamental functional principle is always the
same and known as a p-n-junction-diode which is for some sensors operated with
an additional reverse bias voltage.

Semiconductor materials like silicon are characterized by a relatively low energetic
difference between the electrons in the valence band and the free electrons in the
conduction band. This energy difference, usually referred to as band-gap, is at the
order of electronvolts for most semiconductor materials and gives rise to electrons
jumping from the valence to the conduction band due to thermal excitation, leav-
ing a “hole” in the covalent bond. The random generation of electron-hole pairs is
reversed again by recombination of pairs. The concentration of free electrons and
holes as charge carriers can be artificially enhanced by so-called doping. In this
process, silicon atoms in the lattice are replaced by donor atoms with either five (n-
doped) or three (p-doped) valence electrons (compared to four valence electrons in
a silicon atom), which results in one additional weakly bound electron or an artifi-
cial hole in the atom bond, respectively. Putting together differently doped volumes,
the difference in the charge carrier concentration is compensated by electrons and
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Figure 3.13.: Schematic representation of the p-n-junction region. Both charge carrier
concentration and space charges are shown. Figure taken from Ref. [105].

holes which diffuse to the neighboring volume and then recombine. As a result, a
region without free charge carriers, also referred to as depletion zone, develops at the
transition region between the doped volumes. Note that this region is now however
electrically charged, as it is indicated by the alternative label “space charge region”.
The process is stopped by the emerging electric field preventing further diffusion of
charge carriers. The p-n-junction region is depicted schematically in figure 3.13.

Operating the p-n-junction region in reverse bias voltage implies applying an exter-
nal voltage between the two doping volumes with the plus pole connected to the
n-doped volume and the minus pole to the p-doped volume. The reverse external
voltage increases the width of the depletion zone as the charge carriers are pushed
away from the transition region. This is beneficial as the depleted area acts as the
sensitive volume of a silicon pixel sensor. Charged particles traversing the sensor
material deposit energy due to ionization, photons might eventually deposit energy
by absorption. In both cases, electron-hole pairs are created in the sensor volume.
As there are no free charge carriers in the depletion zone, pairs created in this region
usually do not recombine, but the electrons and holes drift in the electric field to the
anode and cathode, respectively. The charge collected at the anode and/or cathode is
taken as the signal indicating the detection of a particle. Electron-hole pairs created
in non-depleted detector material most likely recombine and do not produce a signal,
but some of them can cause a slow signal contribution due to diffusion.

The functional principle of particle detection in silicon pixel sensors as described
above allows to vary and optimize many design, production and operation param-
eters so that different sensor types vary for example in their thickness, pixel size
(corresponding to the size of the electrodes), the external voltage or the substrate
resistivity. In addition to the particular sensor configuration, there are two differ-
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ent main concepts concerning the realization of the sensor readout. Standard pixel
sensors currently used in particle physics are so-called hybrid pixel sensors, which
means that they consist of separate chips for detection and readout. The two chips
are connected by one bump-bond per pixel to transfer the analog signal. This concept
is outlined in figure 3.14a. The main disadvantage of the hybrid pixel technology is
the additional material attributed to the bump-bond and the readout chip.

Monolithic pixel sensors integrate both sensor matrix and readout in one piece of
silicon. The P2 tracking detector will be built using High Voltage Monolithic Ac-
tive Pixel Sensors (HV-MAPS), which combine high-voltage CMOS (complementary
metal-oxide-semiconductor) technology with standard low-voltage CMOS transis-
tors to implement complex internal electronics for the readout. The sensor taken
for P2 uses a P-substrate process; the CMOS logic is then embedded in deep N-wells.
The PMOS (p-type metal-oxide semiconductor) transistors are placed directly in the
N-well, while the NMOS (n-type metal-oxide semiconductor) transistors are in P-
wells which are placed inside the deep N-well. The concept is shown in figure 3.14b.
An external high voltage of 60V to 90V is used as reverse bias voltage, allowing for
fast charge collection via electron drift. The depletion zone width at these voltages is
at the order of 10 µm. The remaining non-depleted P-substrate is not needed so that
these sensors can be thinned down from the back to 50 µm.

The sensors which will be used for the P2 tracking detector are primarily developed
for the Mu3e experiment [107]. Several prototypes of this type of sensors - known
as the MuPix chips [108, 109] - have been built and tested. The newest prototype
is the MuPix8 sensor [110], which is the first large area prototype with a size of
1 cm × 2 cm. The final sensor is supposed to have a size of 2 cm × 2 cm with a pixel
size of (80 µm)2. Any test measurements presented in this thesis were performed
with the MuPix7 prototype sensor [111, 112]. This prototype sensor has a smaller
active area of 3.8mm × 4.1mm and consists of a pixel matrix with 32 × 40 pixels
of size 103 µm × 80 µm. It is the first prototype sensor that contains all components
required for the readout scheme of the final sensor. The electronics implemented
in each pixel include a signal amplifier and a line driver. Four high voltage pixels
are depicted in figure 3.15. Further processing steps such as signal discrimination,
digitization or timestamp generation are done in the sensor periphery at the bottom
of the sensor.

The MuPix sensors have been tested extensively in several beam test measurements
(see the references given for detailed results). The detection efficiency for charged
particles was measured to be above 99 % with background noise rate below 1Hz per
pixel. The efficiency was also tested for high electron rates at MAMI. An area of
about 0.2mm2was illuminated on theMuPix7 sensorwith 800MeV electrons at a rate
around 10MHz/mm2, leading to only a slight decrease of the efficiency which can
be explained by the deadtime for every pixel of around 1 µs. The timing resolution
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(a) Hybrid pixel concept. One bump-bond
per pixel connects sensor and readout chip.
Picture taken from [106].

O(10 µm)

(b) HV-MAPS pixel concept. Complex pixel elec-
tronics is placed directly inside the diode cathode
of the sensor. Picture taken from [99] with modi-
fied annotation.

Figure 3.14.:Hybrid pixel sensor andmonolithic pixel sensor in comparison. The integra-
tion of readout electronics into the sensor chip reduces the material budget and makes
the complex bump-bonding process redundant.

P-substrate

N-well

Particle

e- drift

Figure 3.15.: Four high voltage pixels with electronic readout circuitry embedded in N-
well. Picture taken from Ref. [99] with modified annotation.
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of the MuPix7 was determined to be below 15 ns. Due to the high rates and long
running time of the P2 experiment, radiation hard sensors are required. The MuPix7
sensor was found to feature an excellent radiation hardness in a dedicated irradiation
study [113].

3.5.3. Readout

The data rate generated in the sensors while running the experiment at full beam
rate with the tracker modules put in place would be excess of 1 Tbit/s, as it will be
shown in section 5.2. Such a high data rate is more than any affordable readout
system can possibly manage. In case that track reconstruction at full beam rate is
actually aimed for, it would require to operate the pixel sensors in a gated mode. The
sensors would then collect data only for short time slices and be inactive for the re-
maining time. Again, for the reconstruction ofQ2 in the target or for any systematic
studies, a representative subset of particles is perfectly sufficient, as the reconstruc-
tion uncertainties will anyway be dominated by systematic uncertainties. For the
operation of the experiment in a tracking mode, where the Cherenkov detectors are
detecting single electrons which can be matched to reconstructed tracks, the beam
rate is not determined yet, but it will be reduced such that continuous data taking
becomes possible.

The MuPix HV-MAPS include a state-machine collecting and serializing the hits.
Each sensor will then send triggerless, fully digital and zero suppressed hit data, in
particular column and row positions of the hit and the timestamp generated on the
sensor, via a Low Voltage Differential Signaling (LVDS) link at a rate of 1.25Gbit/s.
The further processing of the data is foreseen to be controlled using Field Program-
mable Gate Arrays (FPGAs) on front-end boards. These boards are placed outside
the P2 detector volume in order to avoid radiation damage. As the sensor chips are
not capable of driving the signal over such long distances, either LVDS repeaters or
radiation hard optical links need to be implemented on the tracker modules.

The data streams of several nearby sensors of a tracker plane pair will arrive at one
front-end board. After synchronizing the data, the rate can be reduced by finding
hit pairs being compatible with particle tracks traversing a tracker plane pair and by
rejecting the hits for which no matching hit is found. In particular, this approach is
efficiently rejecting photons that get absorbed in a sensor and thus create only one
hit. The data containing hits with one or more matched hit is afterwards transferred
to computers on which the sophisticated track finding and reconstruction algorithms
will be executed.
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3.5.4. Reconstruction Performance

The track reconstruction has to be done in two steps, namely track finding and track
fitting. Track finding in the P2 experiment is a very challenging task since the high oc-
cupancy allows for numerous possibilities to combine hits on all four tracker planes
to one trajectory. Instead of analyzing all those possible combinations and check for
physical electron trajectories originating from the target, a less computational power
intensive algorithm was developed [114]. This track finding algorithm tries to find
a track by following it backwards, starting with hit pairs on the tracker plane pair
farther away from the target at the end of the magnet. This starting point is chosen
as the occupancy at this plane pair is lower compared to the front plane pair. The
algorithm then aims to match further hits on the front plane pair which are compati-
ble to a helix trajectory originating from the target. However, explicit extrapolation
based on two hits on the back plane pair is not possible since three measurement
points are necessary for a momentum estimate. The two measurements on the plane
pair are very close to each other so that using the extended target as the third point
does not define sufficient constraints for a proper momentum estimate. The main
challenge hence is defining a region of interest (ROI) for each of the two front track-
ing planes in which possible matching hits are searched for. Using rather large ROI is
inefficient due to the overwhelming combinatorial background while using smaller
ROI might increase the possibility of missing the correct hits. Themain feature of the
mentioned algorithm labeled “parametrization based tracking” is the pre-calculation
of search windows based on Monte Carlo simulation. The possible hit combinations
within the determined regions of interest are then accepted or rejected as track can-
didates based on the χ 2 of a track fit. It was shown that this algorithm is capable of
providing a signal-to-background ratio better than 10 and an efficiency around 85 %
even at full beam rate [114]. Further analyses are ongoing evaluating possible biases
in the reconstructed Q2 distribution due to inefficiencies or misidentifications of the
track finding algorithm.

The second step in the reconstruction chain is track fitting. The full fit must take
into account the inhomogeneous magnetic field and multiple scattering in detector
material. The fit developed for the P2 tracking detector [115] makes use of the Gen-
eral Broken Lines track fitting method [116]. A rough seed track is needed for this
fitting method. It is constructed in a similar way as the method described in sec-
tion 3.5.1. The propagation of the track in the inhomogeneousmagnetic field between
the tracker planes and to the target is implemented using an adaptive Runge-Kutta-
Nyströmmethod [117–120]. This track fitting framework takes into account multiple
scattering in the tracking planes, which implies that not only momentum and polar
angle θ of the helix trajectory are determined, but also shifts in the measurement
planes and the projected angle of multiple scattering for each of the tracker planes
are fitted. The momentum and θ angle are reliably reconstructed considering their
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values on the very front tracking plane. Figure 3.16 shows the residuals for the re-
constructed values of these two parameters evaluated with Monte Carlo simulations.
It can be seen that the momentum resolution is around 2MeV and the polar angle
resolution is around 3mrad.
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Figure 3.16.: Reconstructed minus simulated parameters of simulated electron tracks
determined at the first tracking plane with a requirement on the track fit χ 2 ≤ 10. The
fit to the residual distribution is the sum of two Gaussians, the resolution σ is the area-
weighted mean. The given standard deviation is calculated from the histogram. Figures
taken from [13].

The extrapolation of the trajectory from the first tracker plane back to its vertex in-
duces additional uncertainties. Scattering is possible both in the Kevlar® window
and in the target itself, the latter one represents the dominant contribution. While
scattering uncertainties mainly affect the reconstruction of the scattering angle, the
total momentum |p| is altered by additional energy loss in the target. Consequently,
taking the momentum and angle reconstructed on the first tracking plane, as shown
in figure 3.16, and inserting them into equation 2.64 for the Q2 determination might
lead to substantial deviations from the true momentum lossQ2 actually occurring in
the target. The treatment of energy loss and scattering processes in the extended tar-
get hence is the main challenge in order to achieve an unbiased estimate of Q2. This
is particularly difficult as the energy loss and the detector acceptance feature non-
Gaussian distributions. The same issue appears when considering corrections due to
initial state radiation when an electron emits a photon before scattering. All these
processes occurring in the target will need to be modeled with the help of a Monte
Carlo simulation. The simulation must be tuned such that it agrees with control dis-
tributions observed in data. Above all, the parameter distributions of reconstructed
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tracks that can be extrapolated back to the target envelope must be reproduced. The
development of such algorithms is ongoing. Figure 3.17 shows the residuals for a
current version of the Q2 reconstruction algorithm. It can be seen that the statisti-
cal precision is sufficient even with only a few reconstructed tracks. The observed
resolution per track is 3 × 10−4 GeV2, which corresponds to around 4 %. The overall
uncertainty will hence be determined by systematic effects. The uncertainty on the
applied multiple Coulomb scattering models describing the target interactions are
currently presumed to be the largest contribution.
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Figure 3.17.: Reconstructed minus simulated momentum transferQ2 for simulated elec-
tron tracks. Figure taken from [13].

The reconstruction of electron tracks with the P2 tracking detector requires a proper
sensor alignment. The tracking detector will be built with the premise to achieve
the best possible mechanical alignment. However, mechanical detector alignment
is expected to be limited to O(100 µm) precision. The results can be improved to
micrometer precision with several iterations of track based alignment, a technique
that is used in several particle physics experiments. Shifts in the positioning of single
sensors or complete detector modules can be identified using tracks recorded at very
low beam rate, preferably originating from a small-sized target for easier locating of
the track vertex. The track based alignment for the P2 tracking detector will make
use of alignment software developed for the Mu3e experiment [121] based on the
Millepede II framework [122, 123].

66



Part II.

Simulation and Background Studies
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4 Detector Simulation

The feasibility of the P2 experiment in general and the tracking detector in particular
are studied with a Geant4 [92–94] based detector simulation. The simulation allows
to consider both individual particle tracks and accumulated particle distributions on
different detector parts. The possibility to evaluate the physics results for various
different detector configurations makes the simulation an important tool for the op-
timization of the detector geometry. With the Geant4 framework, the outcome of
an experiment is predicted based on the Monte Carlo method. A given number of
initial incoming particles, in the case of the P2 experiment electrons of 155MeV, are
simulated consecutively. Every particle is followed along its track and subject to
randomized interactions based on the corresponding cross sections. Several physi-
cal processes lead to the creation of new particles, which are then simulated with
the same approach as the initial particle. Every particle is simulated until it is ab-
sorbed, leaves the defined detector volume or is artificially killed. The Monte Carlo
approach leads to a large amount of simulated particles and an even higher number
of calculated and randomized physical processes and is therefore computationally
intensive.

The generation of meaningful simulation results requires a sufficient statistical sam-
ple of simulated particles. At the same time, the simulation run time to produce
the results must be kept reasonable. The time to simulate a given number of initial
particles is mainly determined by the complexity of both the implemented detector
geometry and the models used to simulate particular physical processes. Different
physical models for the same process are available within the Geant4 framework.
They vary in their complexity, thus providing more accuracy for the cost of more
computations. The implementation of a detector simulation for a particular experi-
ment requires considerations on which physical processes are most relevant for the
outcome of the experiment and therefore need to be modeled most accurately. The
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interpretation of the simulation results needs awareness for this intrinsic model de-
pendence.

The P2 detector simulation was originally written by Dominik Becker and used for
the development of the P2 spectrometer geometry and extended sensitivity studies,
which were outlined in the previous chapter. These efforts are described in detail in
Ref. [14] and are also summarized in Ref. [13]. The original version of the P2 simu-
lation was adapted to the specific requirements of analyses concerning the tracking
detector as a part of this thesis. The main changes and their motivation are reca-
pitulated in this chapter. In addition, the main experiment specific features of the
P2 simulation itself are summarized.

4.1. Physics Models

The choice of suitable physics models is crucial in order to obtain meaningful simula-
tion results. The Geant4 framework is the standard tool used for the detector simu-
lation of basically any particle physics experiment, but also for other applications for
example in medical science. A variety of standard physics list constructors is there-
fore available, each of them matching specific use cases. The choice of a suitable list
of physics processes is mainly determined by the energy range of the experiment.
The beam energy in the P2 experiment is 155MeV so that processes in the energy
range far above the proton mass are not relevant. However, for the correct represen-
tation of hadronic background and for radiation load analyses, electro-nuclear and
hadronic processes need to be considered.

As the physics lists provided by the Geant4 collaboration are regularly validated
both technically and physically, it is recommended to make use of them. The P2
tracking detector simulation was hence reconfigured to use the QGSP_BIC_HP_EMZ
physics list. It is slightly adapted in order to remove events interfering with the cus-
tom signal event generator described later in this chapter. This physics list uses a
quark gluon string model for high energy interactions of hadrons. However, the en-
ergies where such physics processes happen aremuch higher than those appearing in
the P2 experiment so that thismodel will actually never be applied. Protons, neutrons
and pions at lower energies are simulated using a binary cascade model [124], which
is recommended to be used for energies below 200MeV [125]. In addition, a high pre-
cision neutron model is used for neutrons below 20MeV. It was observed that the
inclusion of this more precise low energy neutron transport model has a notable influ-
ence on the neutron background observed in the simulation. The chosen physics list
includes the electromagnetic physics of the G4EmStandardPhysics_option4 pack-
age, which applies the most accurate electromagnetic models available.

70



4.1. Physics Models

4.1.1. Single and Multiple Scattering Models

Multiple Scattering in detector material is the dominant contribution to the resolu-
tion of reconstructed momentum and scattering angle. It is therefore crucial to cor-
rectly model this process in the simulation, otherwise any reconstruction study could
possibly be biased. The scattering models available in Geant4 were therefore com-
pared in a test simulation to investigate whether changes in this sector with regard
to the default physics list configuration are necessary.

For the passage of particles through dense materials, numerous interactions with
atoms take place. Single scatteringmodels are available which take into account each
of these interactions. However, simulating each individual interaction quickly be-
comes very computationally intensive, thus making the simulation intolerably slow.
Several multiple scattering models are available within the Geant4 framework in
order to solve this problem [126]. Instead of simulating each individual scattering in-
teraction, these models parametrize the scattering process based on the incident par-
ticle and its energy as well as the scatter material and its thickness. These models are
expected to model the scattering process quite accurately for dense materials [127],
while they might easily fail for materials with lower density.

The available scattering models were tested considering the passage of 155MeV elec-
trons through 50 µm silicon and through 1m helium. Both are materials that con-
tribute to the multiple scattering interactions appearing within the P2 detector. As a
single scattering model, the default single scattering model G4CoulombScattering
was tested. For multiple scattering, the models G4UrbanMscModel, G4Goudsmit-
SaundersonMscModel and G4WentzelVIModel were tested. The GoudsmitSaun-
derson model was updated from version 10.1 to 10.2 of Geant4 so that both mod-
els are considered for this analysis. This model was again updated for version 10.4,
but this newest version was not considered. For each model and material configu-
ration, 100000 electrons were directed orthogonally on the scatter volume and the
angle θspace between the ingoing and the outgoing electron direction after traversing
the material was investigated. No limits to the internal Geant4 step length calcu-
lation were applied. Other electromagnetic processes such as ionization and brems-
strahlung were simulated simultaneously using the respective default models.

Figure 4.1 shows the resulting normalized angular distributions. The graph labeled
as Highland formula gives the normalized distribution described by the scattering
width based on equation 3.6 and was added for comparison. The underlying scatter-
ing widths are calculated to be 0.782mrad for 1m helium and 1.446mrad for 50 µm
silicon. This formula only models the central 98 % of the projected scattering angles
and assumes them to be Gaussian distributed. The Geant4 scattering models addi-
tionally take into account non-Gaussian larger angle scatterings and are therefore
not expected to perfectly match this distribution. Beside that, the space angle θspace
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Figure 4.1.: Test of Geant4 multiple scattering models for 155MeV electrons scattered
on helium and silicon. The curves show the normalized space angle distributions. The
prediction of the Highland formula is shown for comparison. The ratio of the multiple
scattering models to the single Coulomb scattering model is shown in the bottom. More
details on the simulation configuration are given in the text.

considered here is not Gaussian distributed as it includes an additional geometrical
factor sinθ . The ratio plots at the bottom of figure 4.1 show the ratios of the mul-
tiple scattering models to the single scattering model for better visualization of the
differences in the distributions.

The comparison of the different multiple scattering models shows that most of the
models agree with each other quite well. However, considerable differences can be
observed for particular models andmaterial configurations. The old (Geant4 version
≤ 10.1) GoudsmitSaunderson model fits best to the Highland curve both for helium
and silicon, but hardly produces any larger scattering angles. It is therefore not rec-
ommendable to use this model if larger angle scatterings are relevant, as it is the
case in the P2 experiment. The new implementation [128] of this theory model [129]
shows good agreement with the single scattering model [130, 131] as well as with
the Urban [132] and Wentzel [130, 133] multiple scattering models for the scattering
of electrons in silicon.
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However, larger deviations of these models appear for the scattering in helium. The
angle distribution obtained with the new GoudsmitSaunderson implementation is
clearly shifted to lower angles compared to the othermodels and the prediction by the
Highland formula. All multiple scattering models seem to generate less large angle
scatterings than the single scattering model. Nevertheless, the Urban and Wentzel
multiple scattering model still show fairly good agreement with the single scattering
model.

As a summary, both the Wentzel and the Urban multiple scattering model produce
adequate results in helium and silicon. The newer implementation of the Goudsmit-
Saunderson model works well in silicon. These models should potentially be further
evaluated experimentally with a particle beam.

4.1.2. Signal Generation and Event Normalization

The P2 spectrometer is designed such that it selects electrons which leave the tar-
get under a scattering angle in the range of 25◦ to 45◦. It is expected to scatter one
electron into the signal angle and energy range for about 10 000 simulated beam
electrons. Note that electrons which scatter on many electrons and/or protons in the
target under low angles and by that leave the target under an accumulated effective
large scattering angle are considered as background. This distinction is of course
only possible with Monte Carlo events. The low probability of signal events makes
it hard to simulate a sufficient number of them in order to get statistically meaning-
ful results. It is therefore necessary to bias the simulation and generate more signal
events relative to background events as there are in reality. For that purpose, a tai-
lored signal generator was developed and implemented to the P2 detector simulation
by Dominik Becker [14]. Although it would be possible to bias the simulation with
tools implemented into the Geant4 framework, the implementation of a custom sig-
nal generator will allow to consider more complex processes such as initial state
radiation in the future. The signal event generator is simulating exclusively large an-
gle scatterings, while all other energy loss and low angle scattering processes in the
target are further modeled with standard Geant4 libraries. The artificial enhance-
ment of signal events is balanced by weighting events corresponding to their cross
section in any analysis of simulation results, thus ensuring the correct representation
of signal counts.

The signal generator is implemented such that large angle scattering events are in-
duced at random positions along electron trajectories through the target. A reference
length parameter lref is introduced which defines the average track length between
two generated large angle scattering vertices. Technically, the simulation is done in
three steps. First, only the interaction of the beam with the target is simulated. The
trajectories of the electrons along the target are tracked and vertex positions for the
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large angle scatterings are sampled. Only electrons with an energy above 20MeV are
considered for vertex generation, as the signal generator is implemented in order to
enhance the abundance of rare events while large angle scatterings become rather
likely at low energies. In addition, electrons with lower energies will not reach the in-
tegrating detectors. The sampled vertex positions and the corresponding track states,
defined by energy and direction of the electron, are logged to a ROOT [134] file, while
the particle itself and all secondary particles are further simulated unaffectedly until
they leave some volume defined around the target. The positions and track states
where the particles leave this volume are again logged and the simulation is stopped.
The signal and background events are then simulated in further independent simu-
lation runs based on these saved initial states. This approach has the advantage that
any change in the setup that does not affect the target interactions can be simulated
without simulating the target again. The background simulation simply continues
the particle tracks as they were stopped when leaving the defined volume around
the target without any changes of parameters, so that the simulation of these events
in two steps is only a technical feature without any physical implications.

In a signal production run, an electron track is started at each previously generated
initial vertex. The scattering angle θ and the azimuthal angle φ of the electron track
are randomized according to flat probability density functions within a defined angu-
lar range. For the simulation results presented within this thesis, the angular ranges
were chosen to be θ ∈ 10◦ to 90◦ and φ ∈ 0◦ to 360◦. Note that this θ -range is larger
than the angular range selected by the P2 spectrometer which means that not all
events generated with the signal generator represent signal events as defined before-
hand, but are labeled as signal events within this section. In addition to the elec-
tron track, a proton track is initiated at the same vertex position with an initial four
momentum that corresponds to the proton recoil caused by the associated electron
track.

The main part of the signal generator is the weighting of the generated signal events.
Both signal and background events in the P2 simulation are normalized such that the
results can be interpreted as event rates. The event weight is therefore defined as the
ratio of the particle flux expected in real data divided by the corresponding number of
simulated particles. The event weights hence have dimension s−1. The beam current
of 150 µA in the P2 experiment corresponds to an incoming flux of beam particles
Φ = 9.36 × 1014 s−1. In the case of background events, the event weight is therefore
simply given as

wbkg =
Φ

N
(4.1)

with N being the number of simulated beam electrons.

The events produced by the signal generator are weighted according their cross sec-
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tion. In the real experiment, the probability dp
dΩ for an electron to be scattered within

an infinitesimal trajectory segment dl in the target to a given direction can be calcu-
lated to be

dp

dΩ
= η · dl · dσ

dΩ
(4.2)

with the target particle density η. The differential cross section dσ
dΩ is calculated based

on the Rosenbluth formula given in equation 2.65. It can be seen from this formula
that the energy of the incoming electron E at the interaction vertex and the scattering
angle θ determine the probability of the scattering event. As the energy dependence
of the cross section will enter the weight of each signal event, the signal generator
relies on the correct simulation of energy loss processes within the target. In the
simulation, the infinitesimal trajectory segment dl is approximated by a step length
∆l . The step length is limited to a maximum of 1mm within the target. The proba-
bility to create a signal vertex within a simulation step in the target is given by the
ratio ∆l/lref. For each simulation step, the probability psim(Ω) for an electron to be
scattered to a given direction is then given by

dpsim
dΩ

=
∆l

lref
· dρ
dΩ
=

∆l

lref
· 1
sinθ ∆θ ∆φ

. (4.3)

In this case, ρ is the probability to pick a particular set of (θ, φ) values. As flat proba-
bility densities are used, it is given as the reciprocal of the angle ranges within which
the angles were randomly picked. With the approximation dl → ∆l , the weight
of each signal event generated as described above is given by the ratio of the two
preceding scatter probabilities multiplied by the background weight for the overall
normalization:

wsig = wbkg ·
p

psim
=

Φ

N

(
η · lref · ∆φ ∆θ · sinθ · dσ

dΩ

)
. (4.4)

Any analysis following the detector simulation must take into account the weight
associated to each event, as the pure event count does not have any physical meaning
for a biased simulation.

As the signal generator described as above adds additional signal events to the out-
come of the simulation with only the Geant4 physics models applied, large angle
scatterings might be considered twice and therefore overestimated. It is therefore
crucial to suppress the occurrence of scattering events in the background simulation
if they fall into the scattering angle and energy range covered by the signal gener-
ator. More details on how this suppression is achieved in the P2 tracking detector
simulation will be given in the following section.
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A signal generator taking into account initial state radiation is available as a proto-
type version and further developed by the P2 theory group. The radiation of a photon
has an influence on the momentum transfer Q2 in the target and hence needs to be
considered for such analyses. However, this new signal generator was not used for
any of the results presented in this thesis.

4.1.3. Combination of Signal and Background Scattering
Models

The simulations performed for this thesis were done using version 10.2 of Geant4.
In this software version, the default multiple scattering configuration of the chosen
“option 4” for the electromagnetic physics list is to use the Urban multiple scattering
model up to a particle energy of 100MeV¹. At energies above this value, the Wentzel
model is used combined with the single Coulomb scattering model. The combination
works such that a limit angle between the twomodels is computed dynamically based
on the kinematics and material [128]. As mentioned in section 4.1.2, the simulation is
done in three consecutive simulation runs. First, the target interactions are simulated.
After that, signal and background are simulated in two additional runs based on the
vertex positions and particle states generated in the first run. For these two runs, the
original configuration of the “option 4” electromagnetic physics list is used without
any additional changes.

When simulating the target interactions, and generating vertices for the custom sig-
nal generator, scattering angles in the range covered by the signal generator must
not appear in a single scattering event. Nonetheless, a large scattering angle due to
the accumulation of many small scattering angles in multiple scatterings is an addi-
tional background that needs to be considered. Single scattering events are hardly
distinguishable from the parametrized multiple scatterings within the Urban multi-
ple scattering model. In the unadapted version of the simulation, the Urban model
was replaced by a modified version of the old GoudsmitSaunderson implementation,
which allowed to remove particles interfering with the signal generator. Unfortu-
nately, this model was shown previously to systematically underestimate larger scat-
tering angles. It was therefore decided to use other scattering models and therefore
to rewrite the removal of large angle scatterings for the simulation used in tracking
detector analyses.

Single scattering events can easily be identified in the case that the Wentzel model
is used in combination with the single scattering model. Here, every event in which
the single scattering model is invoked is interpreted as a single scattering event,

¹ From version 10.4 of Geant4, the default configuration is to use the again updated implementation
of the GoudsmitSaunderson model in this energy range
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for which the scattering angle can easily be recorded. The physics list is therefore
changed such that the Urbanmodel is used only up to 10MeV kinetic energy, which is
outside the application range of the signal generator. The combination of theWentzel
multiple scattering and the single Coulomb scattering model is then used down to
this energy. It is possible to assign an upper limit for the dynamically calculated limit
angle between these two models². Larger angles are then always simulated by the
single scattering model independent of the kinematics. The upper limit is therefore
set to 10◦, which is in the default simulation parameter configuration the low angle
limit of the signal generator. The default single Coulomb scattering model is replaced
by a slightly modified custom model, which is implemented as a class derived from
the original scattering model. The only difference to its base class is that it addition-
ally checks the scattering angle after the calculation of the scattering process. In case
that a scattering angle above the limit appeared for a beam electron within the liquid
hydrogen target volume, the corresponding electron track is killed at the scattering
vertex. This procedure ensures that the scatterings treated by the signal generator
are not added twice to the simulation.

The correct operation of the custom signal generator and the removal of scattering
events interfering with it were tested by comparing kinematic distributions of the
removed electrons with those of the generated ones. Figure 4.2 shows the results
for the angular distribution of the scattered electrons and for their kinetic energy
before the scattering. It can be seen that in both cases, the kinematics of the gen-
erated electrons agree very well with those of the removed ones. The distributions
are normalized to the foreseen beam current of the P2 experiment by weighting the
corresponding events in the way described in section 4.1.2. The good agreement of
the distributions hence not only shows the signal generator and the removal of in-
terfering events to be working properly, but also proves the correct normalization of
the generated signal events relative to the background processes.

4.2. Detector Geometry

Thedetector simulation as used for the development of the P2 spectrometer geometry
and for asymmetry analyses uses an interface based on the Standard Triangulation
Language (STL) in order to import the detector geometry. This approach is useful for
such analyses as it allows to investigate different geometries in every detail without
any changes in the simulation code. However, the description of the geometry with
triangulated surfaces increases the simulation runtime significantly. In addition, for
most analyses concerning the tracking detector, many geometry details are irrele-
vant. It was therefore decided to implement a slightly simplified detector geometry

² This is achieved using the SetMscThetaLimit() method of the static G4EmParameters class
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Figure 4.2.: Kinematic distributions of electrons produced by the signal generator for
large angle scattering compared to electrons removed from the background simulation.
The distributions are normalized independently to the P2 beam flux.

which is completely modeled with shapes that are natively supported by Geant4.
The main simplifications are documented in the following. The detector geometry
as implemented in the simulation together with some signal events is shown in fig-
ure 4.3. The simplifications applied to the detector geometry can easily be identified
by comparing this figure to the CAD rendering of the actual detector design shown
in figure 3.6.

The detector elements of the Integrating Cherenkov Detector (ICD) and the lead
shielding protecting the photomultipliers are greatly simplified in the tracking de-
tector simulation. The individual fused silica bars are replaced by one quartz volume
with perfect azimuthal coverage. For analyses within the scope of this thesis, the
only interesting information is whether a particular simulated electron trajectory
will cross the volume of the ICD or not. The detector is therefore implemented to
perfectly detect electrons but not any other particles.

The target is currently installed with a diameter of 15 cm. As mentioned earlier, the
target diameter for the final experiment is not yet fixed. The most relevant features
of the target shape shown in figure 3.4a are reproduced in the simulation. The in-
ternal flow diverter however is omitted. No mechanical attachment of the target
and no cooling pipes are considered so far. The electron beam entering the target is
usually simulated to point along the z-axis, but any extended beam profile could be
investigated with little additional effort.

The magnetic field in the simulation makes use of the FOPI field map. The field
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Figure 4.3.: Visualization of the detector geometry implemented to the tracking detector
simulation. Some parts are cut in the xz-plane for visualization. The tracking planes are
colored in yellow, the integrating detector in dark green. Trajectories (red = electrons,
green = photons, blue = positrons) are shown for 50 signal events with electrons generated
in the target using random scattering angles θ ∈ [25◦ , 45◦].
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map gives a field value every 1.5 cm and is interpolated in between. The magnetic
field is set to zero outside the field map range. The FOPI field map and its extent
can be seen in figure 3.12. There is also the possibility to run the simulation with a
constant magnetic field along the z-axis with given field strength. This simplification
is useful in order to investigate the influence of the inhomogeneous magnetic field
in reconstruction studies, but not further considered here.

4.2.1. Tracking Detector Geometry

The most important simplification of the detector geometry concerns the tracking
detector modules. The actual mechanical assembly of such a tracker module will be
presented later in this thesis and is quite complex. Moreover, many details of this
assembly are not expected to add anything essential to the simulation results. The
active detector area of each module is currently modeled as one continuous volume
instead of individual sensor chips. Particular sensors can be considered by segment-
ing the active area during analysis. The active area has the shape of an azimuthal
slice of a disc-like geometry, see figure 4.3. In this area, the detector material is
silicon with 50 µm thickness, followed by 100 µm of Kapton® polyimide and 20 µm
aluminum. Only part of the silicon thickness is implemented to be sensitive, which
means that a hit is recorded for every particle traversing the sensitive section of the
silicon volume. The same holds true for particles being created or absorbed within
this area. The sensitive section is centered in the silicon volume and has a thickness
of 15 µm. Regarding the real HV-MAPS sensors, it was described earlier in section
3.5.2 that the active material is mainly limited to the depletion zone with a thickness
of O(10 µm). The setup in the simulation intends to account for this internal struc-
ture. In addition, the mechanical mounting for each tracker module is implemented
as a 20mm thick plastic frame surrounding the active area.

As described in section 3.5.1, the tracker modules are placed at the beginning of the
barrel shield and the end of the magnet, respectively. These positions are chosen in
order to ensure a robust track reconstruction while taking into account the geometric
constraints in the P2 detector. Only slices of space in azimuthal direction are covered
with pixel sensors as covering the full area is not affordable. To first order, the smaller
covered area reduces the number of reconstructable tracks by the ratio of the area
covered, but selects a representative set of particles. However, the track loss will
be larger compared to this purely geometric ratio as signal electrons might hit the
front tracker planes and the Cherenkov detector, but miss the downstream tracker
plane pair due to its limited azimuthal coverage. The effect was analyzed by running
the simulation several times with different values of azimuthal coverage ∆ϕ of each
tracker module. The downstream tracker modules were rotated by φrot = −16.85◦
relative to the front ones. In this simulation run, the front tracker plane pair was
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still placed 10 cm farther away from the target compared to the described geometry
as the optimization of plane positions was done later than this particular analysis.
Figure 4.4a shows the resulting relative hit count on all tracker planes relative to the
first one. As the electrons were not required to hit the Cherenkov detector in this
analysis, a constant fraction of electrons is lost because they hit the barrel shield or
the magnet. Nonetheless, it can be seen that the hit loss increases for lower values
of ∆ϕ. The additional relative hit loss due to the limited azimuthal coverage must
be kept reasonably low as it might bias the set of selected particles. Figure 4.4b
shows the normalized distribution of the difference ∆φ evaluating the hit positions
on the second and third tracker plane of electrons traversing both planes and hitting
the Cherenkov detector. For this analysis, a coverage of ∆ϕ = 15◦ and a rotation
φrot = 17◦ were used. The shape of the distribution can be explained by the Landau-
distributed energy loss in the target, which leads to the long tail of larger absolute
values of ∆φ.
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Figure 4.4.: Simulation analyses investigating the required azimuthal coverage of track-
ing modules and the rotation of the downstream tracker modules relative to the front
ones.

The azimuthal coverage must be adjusted additionally such that all electrons that
hit one particular fused silica bar can be reconstructed since this is needed for the
operation of the experiment in the single electron detection mode. Figure 4.5 shows
the result of such an analysis done by a colleague in our working group. It can be
seen that almost all particles hitting one fused silica bar are covered by the front
tracker module covering ∆ϕ = 15◦.
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Figure 4.5.: Position of electrons which hit one particular fused silica bar evaluated at
the front tracker plane. The area covered by the tracker module is depicted additionally.
Figure taken from [13].

4.3. Data Selection

The main advantage of a simulation using the Monte Carlo approach is that in prin-
ciple any parameter and the trajectories of all particles appearing in the detector are
perfectly known. However, only very little of this information is really interesting
and therefore relevant for analysis. Filtering the information available in the simu-
lation can be done effectively in two steps: First, it has to be defined which particle
trajectories are considered at all. Second, the variables that are stored for each of
these trajectories are determined. For simplicity, the same set of parameters is stored
for each trajectory that is selected. The simulation results for every run are stored
in a single ROOT file, replacing the text file based output of the original simulation
version. This approach is considered to be most effective for analysis, as it makes
it very easy to match and link data from different particle trajectories and detector
parts.

Relevant information on the trajectories is stored for all particles that traverse one
of the sensitive detectors in the simulation setup, namely the tracking planes or the
integrating detector (only electrons). Photons that do not hit any detector are not
saved. Electrons and positrons without hits are not considered if their initial kinetic
energy is below 10MeV. All remaining particles are recorded if they travel more than
5mm in the simulation volume outside the target.

Three categories of parameters are recorded. The first category concerns event spe-
cific information, such as the event weight, the scattering angle generated by the
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signal generator or the total number of trajectories in the event. The second cate-
gory includes all the information that is stored on the particle trajectories. Both the
vertex position and the momentum are recorded. Every particle in a particular event
has a unique identification number and another integer value defining its type. In
addition, the production process number and the particle number and type of the
mother particle are stored. An extra truth value is written to file that is true for elec-
trons that hit the integrating detector. The third category contains the information
on the hits recorded by the tracking planes. Every particle traversing the silicon vol-
ume creates a hit since no minimum energy deposit is required. However, the total
energy deposit and the non ionizing energy deposit are stored so that cuts are possi-
ble on the analysis level. For each hit in a particular tracker plane, the plane number,
the hit position and the momentum of the corresponding particle are stored as well
as its type and identification number. This makes it possible to link hits in the silicon
sensors with the corresponding particle trajectory and its properties.

The simulation can be tuned with several input parameters. In particular, the tracker
modules can be placed at different positions in the detector and the parameters for
the signal generator can be changed. Table 4.1 gives the default configuration of the
simulation which was used for the results presented in the following chapters, if not
explicitly stated otherwise.
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Parameter Value Description
z1 1080mm front plane z-position of the upstream tracker modules

z2 1640mm
front plane z-position of the downstream tracker
modules

∆z 23mm Distance of tracker planes within one tracker module
Rmin 555mm Min. radial coordinate covered by the tracker modules
Rmax 1175mm Max. radial coordinate covered by the tracker modules
∆ϕ 15◦ Azimuthal coverage of each tracker module
φrot −17◦ Rotation of the downstream tracker modules
dSi 50 µm Silicon material thickness in active tracker area

δSi 15 µm Sensitive silicon thickness centered within the silicon
volume

dKapton 100 µm Kapton® material thickness in active tracker area
dAl 20 µm Aluminum material thickness in active tracker area
Nsim 1 × 108 Number of simulated beam electrons
lref 600mm Reference length parameter of the signal generator

θep, min 10◦
Min. scattering angle generated by the signal
generator

θep, max 90◦
Max. scattering angle generated by the signal
generator

φep, min 0◦
Min. φ angle of tracks generated by the signal
generator

φep, max 360◦
Max. φ angle of tracks generated by the signal
generator

Ekin, min 20MeV Lower kinetic energy limit for the signal generator

Table 4.1.: Default simulation parameters
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The detector simulation is used for extensive studies on the signal and background
rate distributions that are expected on the tracker planes. The rate capability is one
of the major requirements for which the tracking detector must be designed. It has
implications on the operation of the pixel sensors and their readout, but also on
the mechanical design in terms of radiation hardness. Evidently, a good estimate
of the instantaneous particle rates and of the accumulated amount of particles over
the operation time of the experiment is crucial for the development of the tracking
detector. The studies presented in this chapter are followed by currently ongoing
more detailed track finding [114] and reconstruction [115] studies which are not part
of this thesis.

5.1. Instantaneous Particle Rates

The P2 experimental facility is developed for New Physics searches at the intensity
frontier. It is in the nature of such kind of experiments that the associated particle
rate environment represents very challenging working conditions for any detector
system. It was mentioned already that the Cherenkov detector system will therefore
be operated in an integrating mode for most of the experiment time, meaning that
only the accumulated current of arriving electrons will be assessed. In contrast, the
tracking detector system has to reconstruct individual electron tracks, but does not
require to detect the full set of electrons.

The hit rates on the four tracking planes per area categorized into different types of
particles are shown in figure 5.1, depending on the radial coordinate R in cylindrical
coordinates. The radial range of the x-axes in this figure corresponds to the space
between the barrel lead shield and the solenoid magnet, see figures 3.6 and 4.3. As
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the area covered by each individual bin depends on its position in R, the bin contents
were weighted correspondingly. This plot considers all particles traversing, being
created or absorbed within the active silicon area of the tracker planes in the detec-
tor simulation, without any cuts on the energy deposit in the active volume. The
accumulated particle rates per plane are given in table 5.1. As each detector plane is
made up of four modules with 15◦ azimuthal coverage each, and the particle rates are
expected to be equally distributed in azimuthal direction, every module is expected
to be exposed to one fourth of the particle rates given in this table.
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Figure 5.1.: Hit rate distributions on the four tracking planes for full beam current. The
bin contents are normalized according to the covered area. Every particle moving within
the active silicon volume inside of the planes is counted, irrespective of its energy deposit.

In any real particle physics experiment, the particle rate measured by a detector is
composed of two factors, namely the number of particles actually traversing the sen-
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5.1. Instantaneous Particle Rates

Particle Type First Plane Second Plane Third Plane Fourth Plane
Rate [s−1] Rate [s−1] Rate [s−1] Rate [s−1]

Signal electrons 1.894(2) × 1010 1.916(2) × 1010 1.958(2) × 1010 1.959(2) × 1010

Other generated
primary electrons 5.735(5) × 109 5.742(5) × 109 4.606(5) × 109 4.533(5) × 109

Secondary
electrons 5.02(7) × 1010 4.69(7) × 1010 3.00(6) × 1010 2.80(6) × 1010

Primary low
angle scattered
electrons

5.0(3) × 109 4.9(3) × 109 4.9(3) × 109 4.9(3) × 109

Photons 9.43(1) × 1012 9.17(1) × 1012 5.262(7) × 1012 5.097(7) × 1012

Neutrons 4.4(2) × 109 4.3(2) × 109 4.7(2) × 109 4.5(2) × 109

Protons 2(2) × 107 2(2) × 107 7.1(9) × 104 6(2) × 104

Positrons 4.0(5) × 108 4.1(5) × 108 4.1(5) × 108 4.6(5) × 108

Table 5.1.: Accumulated particle rates on the four tracker planes for full beam current.
The uncertainties given represent statistical errors and do not contain any systematic
effects.

sor and the detection efficiency for different types of particles. The detection effi-
ciency of the silicon pixel sensors used for the P2 experiment can be treated to be
close to 100 % for charged particles with energies in the keV range or above. The
plots in figure 5.1 however show that the raw particle rates are dominated by pho-
tons. Photons interact in the pixel sensors mainly via photoelectric effect and Comp-
ton scattering, depending on their energy. In each case, some energy is transferred
to secondary electrons, which are then possibly detected. The amount of photons
that will contribute to the background hit rate can therefore be estimated by the
secondary electron rate. Only secondary electrons that reach the 15 µm active sili-
con layer centered in the 50 µm silicon plane are counted. As they might move back
and forth between the active layer and the passive one, it must be taken care that
only one hit per plane and secondary electron is counted. Although most of the
secondary electrons are attributable to photons and are “created” within the tracker
plane itself, they can also originate from other detector parts. It can be seen in fig-
ure 5.1 by comparing the photon and secondary electron rate distributions that the
photon background contribution is largely reduced due to the low photon detection
probability. Additionally, it is in fact much more unlikely that a photon creates a hit
on two neighboring tracking planes, and even impossible if it is absorbed via photo-
electric effect on the first plane. More detailed studies on the photon background are
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given in section 5.1.2 within this chapter. As the amount of background created by
the large number of photons is specifically relevant for the operation of the tracking
detector system, experimental tests of the photon detection efficiency were done and
are presented in the next chapter.

The rate contribution of primary electrons, defined as electrons originating from the
particle beam, is further divided into three categories: signal electrons, other gener-
ated primary electrons and low angle scattered electrons. The first two categories are
electrons generated by the custom event generator described in section 4.1.2. Signal
electrons are defined as electrons from the event generator that hit the integrating
Cherenkov detector. Note that they are allowed to have a scattering angle outside
the nominal signal angle range of the P2 experiment, θ ∈ [25◦ , 45◦]. As the tracking
detector has primarily the aim to reconstruct the average momentum transfer of all
electrons that are integrated in the Cherenkov detectors, and since these detectors
cannot distinguish between different electrons anyway, all electrons that contribute
to the measured parity violating asymmetry are considered as signal for the tracker
system. The second category represents the remaining electrons originating from the
event generator, which do not reach the Cherenkov detector. Low angle scattered
electrons are all electrons originating from the electron beam that are modeled ex-
clusively with Geant4 scattering models. As scattering events interfering with the
event generator are removed from the simulation (see section 4.1.3), no single scat-
tering event with scattering angle above 10◦ can appear for this electron category.
These electrons can however leave the target with larger effective scattering angles
due to the accumulation of many low angle scattering events, so that they can hit
the tracker planes and even the Cherenkov detectors. Further discussion is needed
on whether it might therefore be reasonable to count those electrons in this cate-
gory, that hit the Cherenkov detectors, as additional signal electrons for the tracking
detector or whether they have to be considered as irreducible background.

The signal electron rate quickly decreases for larger radii. This effect can be observed
on all four tracker planes. The signal rate drop starts at R ≈ 1m for the planes
on the front tracker modules and already at R ≈ 0.9m for the downstream planes.
Electrons at larger radii are likely to hit either the magnet or the barrel shield due
to the geometry of the P2 spectrometer. The highest signal electron rates can be
observed near the barrel shield at lower radii. It has to be considered that for the
construction of the real tracking detector, more space will be needed for mechanics
than the 2 cm circular frame implemented in the detector simulation. The shape of
the signal rate distribution shows that this is probably not problematic formechanical
mountings at the outer end of the tracker modules near the magnet walls. However,
any infrastructure next to the barrel shield should be hidden within the triangular
surface structure of the barrel shield if this is mechanically achievable. Otherwise
it would be necessary to further optimize the spectrometer geometry such that the
particle loss due to these mechanical mountings is minimized. The rate of electrons
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5.1. Instantaneous Particle Rates

from the signal generator that do not reach the Cherenkov detector and the rate of
low angle scattered electrons are similar. Both rate contributions are rather flat on
the front tracker planes, but drop with the signal electron rate on the rear ones.

The rate distributions on the tracker planes show that the particle rate caused by sec-
ondary electrons exceeds the signal electrons on the complete first two tracker planes
and for most of the area on the rear two detector planes. Although this background
contribution can be effectively suppressed by combining hits on the tracker plane
pairs, the amount of combinatorial background induced by this high background par-
ticle rate makes the P2 tracking detector a very challenging environment for track
finding. Only on pixel sensors at lower radii on the downstream detector planes, a
signal-to-background ratio larger than one is observable in the hit rates. These sen-
sors are hidden by the barrel shield for photons being produced within the target, so
that photons traversing this region must be produced or scattered in other detector
parts. The lower photon background on the downstream detector planes motivates
that the track finding algorithm developed for the P2 tracking detector starts by build-
ing pairs of coincident hits close in space on the two downstream detector planes. It
then matches hits on the front detector planes which are compatible with electron
tracks originating from the target. With this approach, being summarized in section
3.5.4, a signal electron track finding efficiency of 85 % can be reached at full beam
current with a signal-to-background ratio of 10 at the same time [114].

Neutrons represent another background contribution. The rate is rather equally dis-
tributed over the tracker area and one order of magnitude less than the signal rate.
This background contribution is therefore not the most relevant one for the challenge
of track finding, but the impact regarding the radiation load needs to be considered
more carefully. Results on that will be given in section 5.3. Protons and positrons
are the remaining particle types which appear in the P2 experiment, but their contri-
bution to the background rates is negligible.

In the following sections, more detailed studies on the individual rate contributions
of the different particle types are presented. As in general the hit distributions are
very similar for the two planes of each plane pair, it is sufficient to consider only the
first and the third plane for most of these analyses.

5.1.1. Primary Electrons

Reconstructing tracks of primary electrons being scattered in the liquid hydrogen
target is the main task the tracking detector system is built for. It aims to determine
the average momentum transfer in the target for all electrons that contribute to the
parity violating asymmetry. For this task, it is vital to carefully analyze the track pa-
rameter distributions of electrons which are accessible to the Cherenkov detector and
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compare them to the subset of electrons which can be reconstructed by the tracking
detector.

Although the P2 detector is designed in order to direct electrons with scattering an-
gles within 25◦ to 45◦ to the integrating detectors, one has to keep in mind that such a
selection of particles by the detector geometry cannot work perfectly. It is therefore
possible both that electrons outside the nominal signal angle range hit the integrat-
ing Cherenkov detectors (ICD) and that electrons within the angle range do not. In
addition, electrons hitting the ICD can be reconstructable for the tracker system,
meaning that they hit every tracker plane, or not. Most of the integrated electrons
do not pass the tracking detector at all due to its limited coverage of the transverse
plane. In addition, a limited number of electrons will hit some but not all tracker
planes.

Tracker plane hits All θ ∈ [25◦, 45◦] Hitting ICD
Rate [s−1] Rate [s−1] Rate [s−1]

no condition 1.323 × 1012 1.374 × 1011 1.180 × 1011

first plane 2.467 × 1010 1.634 × 1010 1.894 × 1010

second plane 2.490 × 1010 1.634 × 1010 1.916 × 1010

third plane 2.419 × 1010 1.583 × 1010 1.958 × 1010

fourth plane 2.413 × 1010 1.575 × 1010 1.959 × 1010

no plane 1.293 × 1012 1.182 × 1011 9.604 × 1010

exactly one arbitrary plane 2.386 × 109 1.466 × 109 1.301 × 109

exactly two arbitrary planes 6.319 × 109 3.302 × 109 2.476 × 109

exactly three arbitrary planes 2.212 × 109 1.368 × 109 1.608 × 109

first two planes 2.306 × 1010 1.529 × 1010 1.795 × 1010

first three planes 1.957 × 1010 1.343 × 1010 1.686 × 1010

all planes 1.906 × 1010 1.302 × 1010 1.655 × 1010

Table 5.2.: Tracker plane hit count rates of electron scattering events induced by the
event generator. Electrons are scattered in the scattering angle θ range 25◦ to 45◦ and
for Ekin ≥ 20MeV. The event rates are normalized to full beam current.

Table 5.2 summarizes the expected counts of primary electrons based on their hit
count and scattering angle. Note that the total number of integrated electrons from
the event generator exceeds the corresponding number given in Ref. [13] by around
15 %. The difference is probably attributable to the simplified geometry of the Cheren-
kov detector implemented in the version of the detector simulation (see section 4.2)
that is used for tracking detector studies.

The hit count rates given in table 5.2 show that about one sixth of all electrons reach-
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ing the integrating detector hit the first tracker plane, which corresponds to the ge-
ometrical coverage. Around 87 % of these electrons hit all four tracking planes. This
number can be considered as the highest achievable reconstruction efficiency of the
tracking detector.

The number of electrons scattered within the nominal signal angle range is higher
than the number of integrated electrons. However, the tracking detector covers more
integrated electrons than electrons in the signal angle range. This difference occurs
due to additional scattering within the target. The generated scattering angle can
differ from the angle under which the track leaves the target. In conclusion, it can
be seen that the criterion of an electron track to hit the integrating detectors is more
useful as a categorization for tracker efficiency studies than the initial scattering an-
gle.

The accuracy of theQ2 reconstruction that can be achievedwith the tracking detector
depends on the representability of the selected and reconstructed set of electrons. It
is therefore necessary to compare the kinematic distributions of particles that hit
the Cherenkov detectors with those that can be reconstructed. Figure 5.2 shows this
comparison for the kinetic energy and scattering angle distributions.
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Figure 5.2.: Normalized scattering angle and kinetic energy distributions for integrated
and reconstructable scattered electrons.
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The compared kinematic distributions are similar, but some differences can be ob-
served. Considering the scattering angle distributions, higher scattering angles above
35◦ are underrepresented in the set of reconstructable electrons. Large scattering
angles are correlated to lower electron kinetic energies. The lack of reconstructed
electrons with lower energies visible in the kinetic energy comparison is therefore
consistent with the angular distributions. The fact that those kind of electrons are
reconstructable less often can be explained by the limited azimuthal coverage of the
downstream tracker modules which are rotated with respect to the front ones. Elec-
trons with lower energies bend more in the magnetic field and therefore miss the
downstream plane pair more often after hitting the upstream one compared to elec-
trons with energies closer to the initial beam energy. The effect is also visible by the
long tail to larger absolute values of ∆φ, shown in figure 4.4b.

The quick drop in the rate of reconstructable electrons for low scattering angles near
20◦ is rather surprising. An explanation for this effect is that the coverage of the
tracker planes is not perfect in radial direction, either. Electrons with such low scat-
tering angles can hit the ICD only if they are scattered rather at the beginning of the
target, otherwise they would hit the barrel lead shield. Their trajectories are there-
fore close to the barrel shield at the z-position of the upstream plane pair. Some
electrons cross the 2 cm circular frame implemented in the simulation as some me-
chanical mounting of the tracker plane pairs. It was pointed out already earlier in
this chapter that an active area starting at lowest possible radial coordinate R very
close to the barrel shield would be very beneficial regarding the achievable track
reconstruction efficiency.

5.1.2. Photons and Secondary Electrons

Photons are the particles with the highest abundance on the P2 tracking planes. A
good understanding of this background is therefore crucial for an adequate estima-
tion of the overall background. This section concentrates on studying the origin,
properties and detection mechanisms of the photons arriving on the tracking planes
according to the detector simulation, whereas experimental tests on their detection
efficiency will be presented later in chapter 6.

The high intensity electron beampenetrating through the hydrogen target produces a
tremendous number of bremsstrahlung photons. It was one of the primal concerns in
the design of the P2 spectrometer that the Cherenkov detectors are shielded against
direct photon tracks from the target. Since this is not possible for the placement
of the tracker modules, it is expected that most of the photons crossing them are
produced inside the target.
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Figure 5.3 shows the vertices of all photons traversing the third tracker plane. The
plot shows that photon vertices are distributed over the whole detector system. Pho-
tons can be produced in basically any heavy detector part and afterwards hit the
tracking detector planes. Apart from the dominating target contribution, numerous
photons are produced in the barrel lead shield, in the magnet, but also in the Kevlar®
window.
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Figure 5.3.: Vertices of photons hitting the third tracker plane, projected into the z −
R-plane and with logarithmic color scale. The event rate is normalized for full beam
current.

It could be seen in figure 5.1c that the third tracker plane is partly shielded by the
barrel shield against photons directly originating from the target. However, it was
also seen that the photon rate in the shielded region at smaller radii (R ≲ 700mm) is
only reduced by around one order of magnitude. It is therefore interesting to investi-
gate why the shielding is not more effective, in particular because it is not expected
that photons can possibly traverse the lead shield. In addition, considering the pho-
ton vertices plot, the rate of photons with vertices within the target outweighs the
contribution of other detector parts apparently by more than one order of magnitude.
In order to explain these two seemingly contradictory observations, it is crucial to
notice that the represented vertex positions represent the actual production vertex
of the particle. Additional interactions in other detector parts are possible before
the photon hits the tracker plane. For example, a photon produced in the target via
Bremsstrahlung might be deflected in the magnet material before it hits the third
tracker plane. In order to verify that this is the reason for the considerable photon
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rate observed even at lower radii on the third tracker plane, the photon direction at
the tracker plane is investigated further for photons that were produced inside the
target.

The direction of a photon hitting the tracker plane is best described by the angle of
incidence θγin. This angle can be defined as the angle between the photon momentum
®pγ and the xy-projection of the hit position vector ®r in global P2 detector coordinates.
With this definition, the angle can be calculated using

cos
(
θ
γ
in

)
=

®pγ · ®rxy
∥ ®pγ ∥ ∥®rxy ∥.

(5.1)

The cosine of the so-defined angle of incidence given in this equation corresponds to
the projection of the normalized photon vector on the tracker plane. This projection
again corresponds to the slope of a photon track projected to the z − R-plane and
evaluated in positive z-direction. That means that photons with negative values of
cos(θγin) probably interacted in the magnet material before hitting the tracker plane,
whereas photons with positive cosine values rather interacted at last in the target
or the barrel shield before hitting the tracker plane. Possible additional scatterings
in the Kevlar® helium chamber opening window impose some uncertainty on this
conclusion.

Figure 5.4 shows the discussed projection of photon tracks on the third tracker plane
plotted against the radial coordinate R of the photon hit on this plane. The plot only
considers photons which were produced within the target. The region representing
direct photon tracks from the target is easily determinable by the enhanced event
rate. The photon rate is suppressed for the region covered by the barrel lead shield.
The remaining photon rate is rather uniformly distributed in direction and R.

The composition of the photon background can further be analyzed by projecting
the distribution in figure 5.4 on the x-axis separately for R < 700mm and for R >
700mm. This limit radius corresponds approximatively to the position of the pho-
ton rate increase observed in figure 5.1c. The resulting normalized distributions are
shown in figure 5.5a. The distribution for photons hitting the third tracker plane
at R > 700mm is dominated by the peak caused by the contribution of direct pho-
ton tracks from the target. The fact that the projection of most photon momenta in
the region R < 700mm is negative indicates that these photons were additionally
scattered in the magnet material or the Kevlar® window. This assumption can be
further validated considering the θ -component of the initial photon momentum at
its production vertex in the target. The corresponding distribution for photons being
produced in the target is shown in figure 5.5b, again divided into photons hitting the
third plane at R < 700mm and R > 700mm, respectively. The distribution for the
photons hitting the third tracker plane at larger radii is again dominated by the peak
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Figure 5.4.: Projection of photon tracks to the third tracker plane, plotted against the
radial coordinate of the corresponding photon hit on this plane. Considered are photons
with production vertex within the target. The region on the right side from the black line
is covered by the barrel shield. The region left from the blue line points to the solenoid
magnet. The regions are smeared due to additional scattering in the helium chamber
opening window. The event rate is normalized for full beam current, with logarithmic
color scale.
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Figure 5.5.: Photon direction for photons hitting the third tracker plane. The direction
is evaluated both at the tracker plane and at the production vertex in the target. The
distributions are normalized and plotted separately for photons with hits on the third
plane with radial coordinate R smaller or larger than 700mm.

related to photons with (approximately) straight tracks from the target to that plane.
The position of the peak is in agreement with the expected position based on the
detector geometry. Compared to that, the photons hitting the third tracker plane at
lower radii are scattered preferably at larger θ angles, which is in clear contradiction
to the assumption of straight photon tracks. It is therefore shown that the barrel
shield can not reduce the photon count in the shielded area by more than one order
of magnitude because many photons being produced in the target hit the third plane
in this area after additional scatterings in either the magnet or the helium chamber
window.

The interaction probability of photons in silicon depends on the photon energy. There
are several different possible interaction types which dominate in particular energy
ranges. At low photon energies, photoelectric effect is the dominant interaction pro-
cess. Here, the photon transfers its energy to an atomic electron and is absorbed.
The electron is ejected from the atom; its kinetic energy is the difference of the ini-
tial photon energy and the electron binding energy in the atom before the photon
interaction. The process is therefore only possible if the photon has enough energy
to remove an electron from the atom. The lowest shell energy of pure silicon is
around 99 eV, whereas the highest binding energy is 1.84 keV [135]. The energy lev-
els might be slightly different for the doped silicon in the pixel sensors. In any case
it is justified to assume that nearly all photons traversing the silicon sensors will
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have enough energy to interact via photoelectric effect. The cross section for photo-
electric effect interactions is highest for low energy photons above the low energy
limit and then quickly drops with energy. There are additional peaks in the cross sec-
tion energy curve at the material shell energies. If the liberated electron has gained
enough kinetic energy from the absorbed photon, it may leave the detector material.
If this is not the case, the total energy deposit in the silicon equals the initial photon
energy.

Two different scattering processes can appear for photons traversing matter, namely
Rayleigh scattering and Compton scattering. Rayleigh scattering usually happens at
low photon energies in the keV range. The photon is scattered from an atom without
ionizing or exciting it. As the only effect is the deflection of the incoming photon,
this process can be neglected. In contrast to that, Compton scattering is the most
important photon interaction process at intermediate photon energies. It describes
the scattering of a photon with a free electron. Although the electrons in matter are
bound to an atom, weakly bound electrons can be considered as essentially free if
their binding energy is negligible with respect to the photon energy. In the Compton
scattering process, the photon is deflected and part of its energy is transferred to the
electron. If the photon is not absorbed by other processes, it can further traverse and
leave the material. The same applies for the electron if the recoil is large enough.

At photon energies above 1.022MeV, the photon can produce an electron-positron
pair. This process is known as pair production. It is kinematically only possible in
the vicinity of a nucleus or another electron to absorb the recoil energy. The proba-
bility of pair production increases with the photon energy and approximately with
the square of the atomic number of the nearby atom. In addition to the mentioned
interaction processes, photo-nuclear interactions become possible at higher photon
energies, but their contribution to the total interaction cross section is negligible and
therefore not further considered.

Figure 5.6 shows the simulated detection probability of photons with different en-
ergies being directed perpendicularly on a 64 µm silicon sensor plane. The plane
thickness was chosen in order to enable comparing the results to experimental mea-
surements with MuPix prototype sensors of this thickness, see chapter 6. The plot is
the result of a Geant4 based test simulation with the same physics processes enabled
as used in the P2 detector simulation. For each of the 100 considered different pho-
ton energies, 2.0 × 107 incident particles were simulated. In the same way as applied
in the detector simulation, the depletion zone of the pixel sensors is modeled by a
15 µm thin active layer centered inside the silicon volume. The photon is counted as
detected if it produces a secondary electron that crosses the active layer. The photon
interaction process is determined by evaluating the production process of the sec-
ondary electron. In general, the results of this simulation study shown in figure 5.6
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Figure 5.6.: Photon detection probability evaluated with a test simulation for a 64 µm
thin silicon sensor. The efficiency is divided into the relevant detection mechanisms and
plotted in double logarithmic scale

yield the expected cross section energy dependencies for each of the different photon
production mechanisms.

Nevertheless, the detection efficiency curve in the photo-effect dominated low en-
ergy regime differs from the typically known cross section energy dependence, as
reported e.g. in Ref. [55]. Other than expected, the detection probability sharply
drops at the highest binding energy in silicon. In addition, the fraction of detected
photons decreases to lower energies around 1 keV, although it would be expected to
diverge to low energies. Both observations can be explained by the simulated limited
thickness of the active layer inside the silicon volume. For very low energies and at
the absorption K-edge, the cross section for photoelectric effect is so high that nearly
all photons interact within the first few micrometers in the silicon. The probability
for a secondary electron produced in this region to reach the active layer is then
very low, explaining the drop in the detection probability curve. Since the actual lo-
cation and thickness of the depletion zone in the actual HV-MAPS sensors can only
be estimated, the sensor response to photons in this energy range is very difficult to
predict.

In order to understand the photon background on the P2 tracking detector, the en-
ergy distribution of the photons arriving at the tracker planes has to be considered.
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Figure 5.7.: Energy distribution of photons traversing the first tracker plane in the P2
detector simulation

Figure 5.7 shows the energy distribution of photons that arrive at the first detector
plane. The distribution corresponds to a continuous bremsstrahlung spectrum, but
very low energetic photons with E ≤ 10 keV have been mostly absorbed already
in the Kevlar® window between the target and the first tracker plane. The lack of
very low energetic photons explains the low fraction of actually interacting photons,
which is very beneficial for the operation of the tracking detector. The photon energy
distribution peaks at around 25 keV. The photon detection efficiency for this energy
and above however is below 1 %, as it can be read from the plot in figure 5.6. The ad-
ditional peak visible in the photon energy distribution at the electron mass (511 keV)
is caused by pair annihilation, where an electron-positron pair at rest annihilates to
two photons.

The detection rate of photons on the tracker planes is a convolution of the photon
energy distribution shown in figure 5.7 with the detection efficiency curve given by
figure 5.6. As mentioned earlier, it can be estimated from the detector simulation by
analyzing the number of secondary electrons that result from photon interactions
within the sensor. Secondary electrons in general can also result from interactions
in detector parts other than the tracker planes. For example, a photon can interact
in the Kevlar window, but the resulting secondary electron might be detected on
one or more tracking detector planes. In addition to that, secondary electrons can
be initiated by charged particles via ionization. The energy transfer to one particu-
lar electron in the ionization process is usually very small so that most secondary
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Figure 5.8.: Hit rate of secondary electrons on the first and on the third tracker plane,
divided into the possible production mechanisms. The bin contents are normalized ac-
cording to the covered area and the rate is normalized to full beam current. No cut on
the energy deposit is applied.

electrons of that kind do not leave the initial material volume.

The contributions of the different production mechanisms to the secondary electron
abundance on the first and third tracker plane are shown in figure 5.8. The accu-
mulated rate contributions and the resulting total photon detection probability for
all tracker planes are given in table 5.3. It can be seen that photoelectric effect and
Compton scattering contribute to comparable amount to the abundance of secondary
electrons. Pair creation does not have any considerable influence. Regarding the hit
rates on the third tracker plane, it is interesting to notice that the contribution of
Compton scattering electrons raises already at lower radial coordinate R compared to
the contribution of photoelectric effect. In addition, the increase of photo-electrons
starts about at the same coordinateR as the increase of the photon rate, see figure 5.1c.
This observation indicates that the direct bremsstrahlung photons from the target are
primarily detected via photoelectric effect.

The average photon detection efficiency for each plane given in table 5.3 is calculated
by relating the number of secondary electrons with vertices within the plane to the
total number of traversing photons. In general, it can be read from table 5.3 that the
majority of secondary electrons are initiated within the tracker plane itself. The cal-
culated average photon detection efficiency is slightly higher on the first and third
plane compared to the second and fourth plane, respectively, which means that it is
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Particle Type First Plane Second Plane Third Plane Fourth Plane
Rate [s−1] Rate [s−1] Rate [s−1] Rate [s−1]

Secondary
electrons 5.02(7) × 1010 4.69(7) × 1010 3.00(6) × 1010 2.80(6) × 1010

Ionization 8.4(4) × 108 9.9(4) × 108 1.24(7) × 109 1.18(6) × 109

Photoelectric
effect 2.64(5) × 1010 2.25(5) × 1010 1.22(4) × 1010 1.09(4) × 1010

Coulomb
scattering 2.26(5) × 1010 2.29(5) × 1010 1.63(4) × 1010 1.55(4) × 1010

Pair production 4.2(6) × 108 4.9(6) × 108 3.7(5) × 108 4.03(6) × 108

Vertex within
plane 3.63(6) × 1010 2.92(6) × 1010 1.81(5) × 1010 1.49(4) × 1010

Photons total 9.43(1) × 1012 9.17(1) × 1012 5.262(7) × 1012 5.097(7) × 1012

Photon efficiency 0.38(1)% 0.32(1)% 0.34(1)% 0.29(1)%

Table 5.3.: Accumulated secondary electron particle rate on the four tracker planes, di-
vided into the possible production processes. The photon particle rate is quoted in com-
parison. All rates are normalized to full beam current. The given uncertainty represent
the statistical uncertainty without taking into account any systematic effects.

increased on the front plane of each plane pair. The back planes are in the shadow of
the front planes, in which some of the low energetic photons with higher interaction
cross section are absorbed. However, this is only a small effect because much more
photons are absorbed already in the 1mm thick Kevlar® window compared to the
50 µm thin silicon plane. In previous versions of the simulation without the Kevlar®
window, the observed differences in the photon detection efficiency between the
planes of each pair were much larger. It was investigated that about 98 % of all sec-
ondary electrons that reach the active silicon layer deposit more than 1 keV energy
in it. Consequently, assuming that nearly all secondary electrons creating hits in
the simulation also produce hit signals on the real sensor is supposed to be a valid
approximation.

The contribution by ionization is only given for completeness and is not related to
photons. It is important to notice that estimating the detection efficiency of charged
particles by quantifying the number of ionization electrons produced in the silicon
would not be adequate since the p-n-junction diode as the functional principle of the
pixel sensors (see section 3.5.2) to detect charged particles is not simulated within
the scope of the P2 detector simulation.
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Figure 5.9.: Vertices of neutrons hitting one or more tracker planes, projected into the
z −R-plane and with logarithmic color scale. The event rate is normalized for full beam
current.

5.1.3. Neutrons

Neutrons can be liberated from atoms of favorably heavy materials within the P2
detector by electro-nuclear or photo-nuclear processes. Although the cross sections
of these processes are rather small and the liberated neutrons can be absorbed again
within the material, the tremendous amount of electrons and photons present within
the detector volume during the operation of the P2 experiment will cause a consid-
erable amount of detected neutrons.

Nevertheless, the amount of neutrons traversing the tracker planes is negligible com-
pared to the background created by photons and the corresponding secondary elec-
trons, as it can be seen in figure 5.1. In addition, neutrons as uncharged particles are
expected to have a rather low detection probability, but even so, this probability is
not further investigated here because it is not relevant for the total background rate.
The neutron rate is anyway important to consider as neutrons are known to cause
radiation damage in the silicon sensors or any other parts and electronics within the
detector volume. While the expected radiation load for the tracking detector, which
is caused by all types of particles, is discussed in section 5.3, the kinematics and ver-
tices of neutrons in the P2 experiment are discussed in the following.

The vertices of all neutrons that traverse at least one of the tracker planes are shown
in figure 5.9. Apparently, neutrons are mainly liberated from the barrel lead shield
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Figure 5.10.:Kinetic energy of neutrons hitting some tracker plane, evaluated at the time
of the hit, plotted with double logarithmic scale. The given uncertainties represent sta-
tistical errors. The bin contents were divided by the bin width in order to represent event
rates perMeV neutron kinetic energy. The rates are normalized to full beam current.

and from the magnet. The vertices are not increasingly populated near the tracker
planes, but in those areas where most electrons hit the corresponding parts. In par-
ticular, most vertices can be found near the inner surface of the barrel lead shield.
This volume section is exposed to many Møller electrons which left the target at low
scattering angles. Neutrons produced in this region need to move almost through
the complete lead shield in order to reach one of the tracker planes. However, the in-
teraction probability of neutrons as electrically uncharged particles is much smaller
compared to charged particles because of themissing ionizing energy loss. This is the
main reason why there are much more neutrons hitting the tracker planes than there
are protons. The kinetic energy distribution for neutrons crossing the first tracker
plane can be seen in figure 5.10. The kinetic energy of the neutron is evaluated at
the time it hits the tracker plane. It shows that most neutrons have quite low kinetic
energies. Neutrons with a kinetic energy of a fewMeV or higher are quite rare.

5.2. Readout Data Rate

The hit information recorded on the pixel chips needs to be read out, processed and
then recorded for later offline analysis. For that reason, it is essential to estimate the
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Figure 5.11.: Data rate generated on the pixel sensors for the first and for the third
tracker plane. Signal and background contributions are added up, accounting for all
particle types apart from photons. The data rates are normalized for full beam current.

actual amount of data that arises on the sensors. As mentioned earlier, the pixel chips
will send triggerless, fully digital and zero suppressed hit data. The data amount can
therefore directly be estimated from the hit rates on the tracker planes, which was
shown in figure 5.1. The information on any hit consists of the column and row
position of the respective pixel, both represented by 8 bit integer values. In addition,
a 10 bit timestamp value is generated on the sensor and the time over threshold (TOT)
is sent with 6 bit precision. In total, every hit corresponds to 4 bytes of data.

When translating the particle hit rates observed on the tracker planes in simulation
to bit data rates, photon hits are omitted. As discussed previously, their contribu-
tion to the hit data collected by the sensors is represented by the amount of detected
secondary electrons, so that only this contribution is considered. The data rates de-
pending on the sensor position are shown for the first and for the third tracker plane
in figure 5.11. The rates are normalized to full beam current. Note that although the
area covered by each bin of the histograms plotted in this figure corresponds to the
actual sensor size of 2 cm × 2 cm, the number and position of the bins do not corre-
spond to the sensor assembly on the actual tracking detector as it will be realized in
the experiment. The module shape depicted in figure 5.11 corresponds to the area
covered by the tracking detector modules in the simulation. The area which will ac-
tually be covered with sensors in the technical realization of the tracker modules will
differ from this simplified geometry. The technical design of the tracking detector
will be discussed later in this thesis.
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First Plane Second Plane Third Plane Fourth Plane
[bytes/s] [bytes/s] [bytes/s] [bytes/s]

max. rate per
sensor 6.7(6) × 108 6.1(6) × 108 3.6(4) × 108 3.3(5) × 108

max. rate per
sensor row 4.5(2) × 109 4.2(2) × 109 3.0(2) × 109 2.9(2) × 109

total rate per
segment 8.5(8) × 1010 8.1(8) × 1010 6.4(6) × 1010 6.2(6) × 1010

Table 5.4.: Expected data rate generated on the four tracker planes for full beam current.

The maximum data rates appear for the minimum y-coordinates on the first tracker
plane. On the third tracker plane, the highest data rates are obtained aty-coordinates
between 600mm and 900mm. This observation agrees to the distribution of the par-
ticle hit rates presented in figures 5.1a and 5.1c. It can be observed that the maximum
data rate per sensor does not exceed about 7 × 108 bytes/s. As a first check, the max-
imum occupancy of a single pixel can be calculated, assuming a pixel dead time of
1 µs. The resulting estimate on the number of hits per pixel and dead time window
is below 2.8 × 10−3. Consequently, the observed particle rates are below the regime
in which a notable amount of hits might be lost because of multiple particles hitting
the same pixel within the expected dead time.

Thus, the ability of the readout system to process and record the hit data generated
in the sensors is determined by the total data rate. The data rates for each plane
segment are given together with the maximum data rate per sensor and per sensor
row in table 5.4. The total data rate generated by the whole P2 tracking detector,
which can be calculated by multiplying the sum of the last row of table 5.4 by a
factor four for the number of modules in azimuthal direction, would exceed 1 Tb/s,
which can not be processed by an affordable readout system.

Two possible options are envisaged to handle the excess of data rate. The first option
foresees to operate the tracking detector exclusively in the single electron counting
mode of the P2 experiment, which will be carried out at reduced beam rate. Reduc-
ing the beam rate by two orders of magnitude would enable the tracker readout to
record all particle hits and facilitates the track finding enormously. Additional advan-
tages when taking out the tracking detector for the main P2 measurement would be
less material in the path of the electrons to the integrating Cherenkov detectors and
much lower radiation tolerance requirements for the tracking detector development.
However, this option would exclude the possibility to detect systematic effects possi-
bly arising only at higher beam rates with the tracking detector. As an alternative, a
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second option is to operate the pixel sensors at full beam current in a so-called gated
mode. In such an operation mode, the pixel sensors would take data only within
very short time slices and neglect all particle hits in between, thus reducing the data
rate by basically any desired fraction. In order to profit from the advantages of both
options, the current development of the tracking detector is oriented to make both
of them possible. The tracking detector could then be taken out for most of the time,
but measurements at full beam rate for systematic analyses would remain possible.

5.3. Radiation Dose

The discussions in this chapter so far concentrated on the instantaneous particle rate,
its composition, kinematics and consequences for the readout. It is however impor-
tant to additionally consider the impact of the total amount of particles accumulated
over the complete measurement time. As particles interact with the sensor material
and deposit energy, they might induce damage to the sensor. The type and proba-
bility of damage depends on the type of the particle and its kinetic energy. For the
development of the tracking detector, it is hence imperative to ensure sufficient radi-
ation hardness of all parts installed on the tracker modules. The particular radiation
hardness requirements primarily depend on the time intervals and beam current used
for measurements with the tracking detector installed. The radiation dose analyses
presented in this section assume the tracking detector to be active for 10.000 h at
full beam current. The radiation hardness requirements for any other measurement
program are therefore easily obtainable by scaling the reported results accordingly.
As the sensor performance might suffer due to damage in the whole sensor volume
and not only in the depletion zone, the detector simulation was modified for this
analysis such that the complete silicon volume of 50 µm is treated as active sensor
volume. With this procedure, the abundance and energy deposit of particles within
the complete sensor can be investigated.

Radiation damage in semiconductor devices can be classified in two categories: sur-
face damage and displacement damage in the bulk material. Surface damage in the
SiO2 layer and in the Si-SiO2 interface region is primarily caused by ionizing energy
loss (IEL) of charged particles. Displacement damage in the crystal lattice of the bulk
material is attributed to non-ionizing energy loss (NIEL). Both charged and neutral
particles contribute to this type of damage, though for charged particles ionization
is the primary interaction process.
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5.3.1. Total Ionizing Dose

Sensor damaging effects due to the total ionizing dose (TID) are cumulative, which
means that it requires persistent exposure to numerous radiation events until device
degradation becomes manifest. Degradation effects particularly appear in insulating
SiO2 layers of the device due to space charge build-up. Within insulating layers, gen-
erated electron-hole pairs do not unfailingly recombinemainly because of the limited
mobility of the positive charge carriers, which might get trapped at defects. Such de-
fects are increasingly abundant at the Si-SiO2 interface region. Possible macroscopic
effects due to the space charge build-up include shifts in transistor threshold voltages
and increased leakage currents. The radiation induced effects heavily depend on the
chip layout, which requires to test different devices individually for their resistance
against ionizing radiation.

The total ionizing dose exposure of the tracking detector is quantified by analyzing
the ionizing energy deposit in the silicon by charged particles. In addition, photons
contribute to the ionizing dose indirectly. The ionizing dose is usually given in units
of 1Gray ≡ 1Gy = 1 J kg−1 or in units of 1 rad = 1 × 10−2 Gy. The ionizing energy
deposit in the silicon can be extracted from the detector simulation and is related
to the silicon thickness and density which are known. The contribution of different
particle types to the total ionizing dose is also investigated. However, for photons
interacting within the silicon material, the energy deposit is not clearly attributable
to one of the interacting particles. The energy deposit in the presented analysis was
assigned following the definitions used within Geant4. For example, if a photon
interacts by photoelectric effect within the silicon, the initial binding energy of the
liberated electron is attributed to the photon energy deposit, while energy deposited
by the secondary electron is attributed to the electron energy deposit. The total ion-
izing dose accumulated over all particle types is not affected by this assignment.

Figure 5.12 shows the expected total ionizing dose depending on the radial coordi-
nate R for the first and for the third tracker plane. The overall dose is clearly dom-
inated by the electron contribution. The dose is rather constant, at least on a loga-
rithmic scale. It varies between 20Mrad to 60Mrad for most of the area on the first
tracker plane and between 10Mrad to 30Mrad on the third plane. For comparison,
the inner B-layer pixel detector of the ATLAS experiment at the Large Hadron Col-
lider (LHC) is expected to accumulate a total ionizing dose of 100Mrad, which will
be reached at an integrated luminosity of 300 fb−1[136]. At the end of 2018, around
150 fb−1 integrated luminosity were collected at ATLAS [137], which means that the
radiation level already reached is comparable to what is expected for the P2 tracking
detector.

The radiation environment is very challenging, especially because it has to be re-
garded not only for the pixel sensors, but in addition for any other material or elec-
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Figure 5.12.: Total ionizing dose on the first and third tracker plane, evaluated with the
detector simulation and normalized to 1 × 104 h run time at full beam current.

tronic component placed within the detector volume. The radiation hardness ratings
for commercially available electronic parts are usually below 1Mrad, which is even
true for parts being devoted specifically to space or military applications. However,
much effort is currently being put into the development of components to be radia-
tion hard up to ionizing dose levels around 1Grad for the high luminosity upgrade
of the LHC and its experiments.

5.3.2. Non-Ionizing Energy Loss

Displacement damage in the silicon bulk material can appear when a traversing par-
ticle interacts with the silicon lattice and transfers sufficient energy to remove an
atom from its designated position. This effect leads to a defect in the crystal lat-
tice and is not always reversible by annealing processes. Different types of lattice
displacement defects are possible such as vacancies, interstitials and more complex
cluster defects. These defects lead to a population of additional levels in the band
gap of the semiconductor. Resulting macroscopic effects include an increase of leak-
age current, a decrease of charge collection efficiency and a change of the effective
doping concentration.

Neutrons virtually only interact via the strong force so that they can dislocate lattice
atoms in a single interaction with sufficient energy transfer, whereas for charged
particles Coulomb interaction with the lattice is more important. Charged particles
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may also interact multiple times electromagnetically with only small amounts of en-
ergy transferred in each interaction (ionizing energy loss). The minimum necessary
kinetic energy of a neutron or proton to produce displacement damages in silicon is
185 eV for single defects and 35 keV for cluster defects. For electrons, the respective
kinetic energies are 225 keV and 8MeV [138].

A quantitative measure of the exposure to particles that can induce bulk damages due
to non-ionizing energy loss is provided by the NIEL-scaling hypothesis. It assumes
that the manifestation of bulk damage only depends on the energy transferred in col-
lisions regardless of particle energy and type, but accounts for the different probabili-
ties for such interactions to appear. With this ansatz, the fluence of any particle type
can be related to a 1MeV neutron equivalent fluence Φeq in units of 1MeVneq/cm2

by applying corresponding weighting factors κ, defined as [138]

κ ≡ Φ

Φeq
=

∫
D(E)Φ(E) dE

95MeVmb · Φ (5.2)

with the irradiation fluence Φ =
∫
Φ(E) dE. Here, D(E) describes the displacement

damage function for a particle with incident energy E. It can be calculated by [138]

D(E) =
∑
i

σi (E)
∫ ER ,max

0
fi (E, ER) P(ER) dER . (5.3)

In this relation, the sum is over all possible interactions with cross sections σi . The
factor fi (E, ER) corresponds to the probability for a particular recoil energy ER in
this interaction; the Lindhard partition function P(ER) describes the fraction of the
recoil energy that is deposited in displacements [139]. The value of the displacement
function for a neutron with 1MeV energy, Dn (1MeV) = 95MeVmb, entered the
calculation of the scaling factor κ given in equation 5.2. More details on the NIEL
scaling hypothesis can be found e.g. in Ref.s [138, 140, 141]. Figure 5.13 shows
the displacement damage functions of relevant particles normalized to the value for
1MeV neutrons. It shows that protons and high energy neutrons are most likely
to cause displacement damage. In the P2 experiment, only very few protons are
expected to reach the tracker planes. In addition, neutrons hitting the tracker planes
mostly have energies below 1MeV, see figure 5.10. The displacement damage of
electrons increases with energy, but it is one to two orders of magnitude smaller
than that of neutrons or protons.

The exposure to particle fluences represented as 1MeV neutron equivalent fluences
is analyzed for the P2 tracking detector based on simulation results. This procedure
allows to compare the radiation level regarding non-ionizing energy loss with other
particle physics experiments. The data on the displacement damages is accessible
at Ref. [142] with data from Ref.s [143–146] and was used for this analysis. Each
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Figure 5.13.: NIEL displacement damage functions for neutrons, protons, electrons and
pions. Picture taken from Ref. [142] with data from Ref.s [143–146].

particle traversing a tracker plane is weighted by its relative displacement damage
contribution. This weight is multiplied with the normalization event weights of the
P2 simulation and divided by the area covered by each bin. For electrons below
0.3MeV kinetic energy, no data on the displacement damage was available so that
this contribution was set to zero. This is justified as the energy is very close to the
low energy limit below which electrons are not able to cause any lattice damages.

The analysis result is represented in figure 5.14, showing the fluence of all relevant
particles in units of 1MeV neutron equivalents per square centimeter. The dose cor-
responds to 10 000 h running time at full beam current. It can be observed that the
contributions of neutrons and electrons are similar. Electrons are more abundant on
the tracking detector planes, however, their displacement damage weighting factors
are smaller compared to neutrons. The maximum level of non-ionizing radiation is
obtained to be around 9 × 1013 1MeVneq/cm2 on the first tracker plane and around
6 × 1013 1MeVneq/cm2 on the third one. The expression of the non-ionizing radia-
tion level in neutron equivalents allows comparisons to other experiments. Using
again the inner B-layer of the ATLAS experiment as an example, one finds that this
detector will accumulate more than 1 × 1015 1MeVneq/cm2 until the end of LHC run
3 and a predicted accumulated luminosity of 300 fb−1. The expected radiation level
for the high luminosity upgrade of the LHC exceeds 1 × 1016 1MeVneq/cm2 [147].
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Figure 5.14.: Non-ionizing radiation dose on the first and third tracker plane, evaluated
in the detector simulation and given in units of 1MeV neutron equivalents, normalized
to 1 × 104 h run time at full beam current.

Although the HV-MAPS design is not specifically optimized for radiation hardness,
efficiencies above 90 % could be measured at noise rates below 40Hz per pixel for
fluences of up to 1.5 × 1015 1MeVneq/cm2 with sensors cooled to 8 ◦C. For higher
proton and neutron fluxes, a significant performance degradation was observed. All
MuPix7 prototype sensors used in this test were fully functional after one year of an-
nealing at room temperature. More details on this irradiation study and detailed re-
sults can be found in Ref. [113]. It has to be considered however that the macroscopic
effects of radiation damages normally become more prominent at higher operation
temperatures than for sensors cooled to low temperatures. In the P2 experiment, the
pixel sensors are foreseen to be operated up to temperatures of around 70 ◦C.
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6 Pixel Sensor Response to Photons

The large background of photons on the tracking detector planes whichwas observed
in the simulation, dominating the electron signal partially by several orders of mag-
nitude, requires the sensors chosen for the P2 tracking detector to have a very low
detection probability for photons. In addition, solid knowledge on this photon detec-
tion probability is evidently needed for the development of the P2 tracking detector,
as the amount of combinatorial background has direct implications on the reconstruc-
tion performance and on the readout. The simulation results for the suppression of
the photon rate which are based on a simplified sensor model were presented in sec-
tion 5.1.2, showing a suppression of the photon background by more than two orders
of magnitude. The interaction processes of photons in silicon are expected to be well
modeled within Geant4, but it has to be investigated whether the simple sensor
model represented by a 50 µm thin silicon volume with an active layer of 15 µm in
the center models the actual sensor sufficiently well. An experimental verification
of the simulation results is hence necessary so that these results can be used for the
development of track finding and reconstruction algorithms.

The simulation results have shown that the detection probability highly depends on
the photon energy. Consequently, experimental data needs to be collected for dif-
ferent photon energies. The agreement between simulation and experiment might
be different depending on the photon energy since different interaction mechanisms
dominate. In this chapter, results are presented for measurements with a radioac-
tive source at low photon energy (∼ 6 keV) and for a beam test measurement at the
Mainzer Mikroton (MAMI) with photons in the MeV-range. The source measure-
ments have been carried out in the scope of a Bachelor’s thesis [148], so that the
measurement setup and the results are only shortly summarized here. For the beam
test measurement, the MuPix7 prototype sensor was placed in the photon beam be-
hind the A2 photon tagging spectrometer at MAMI.The analysis of the collected data
and the obtained results on the detection efficiency are discussed. Finally, some ideas
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for possible future measurements of the photon sensor response are outlined.

6.1. Measurements with a Radioactive Photon
Source

Thephoton detection efficiency of aMuPix7 HV-MAPS prototype was determined us-
ing an Iron-55 sample as photon source. This radioactive sample emits photons with
energies of around 5.9 keV or 6.5 keV. Emitted electrons with similar energies are
absorbed by the plastic enclosure of the sample. In case that a low energetic photon
interacts in some material, it is usually absorbed, which makes efficiency measure-
ments by evaluating hit coincidences with a reference detector impossible. The ref-
erence measurement therefore needs to be done separately with a detector for which
the photon detection efficiency is well known. For this measurement, a cadmium
zinc telluride (CZT) sensor with a thin beryllium window was used. The detection
efficiency of this sensor is given by the manufacturer and has to be integrated over
the photon energies present in the decay of the iron source. The uncertainty on the
reference detector efficiency is a systematic uncertainty on the HV-MAPS efficiency
measurement.

The active area of the MuPix7 prototype is limited to 3mm × 3mm, which is why
an aluminum collimator with 1mm opening diameter was used to focus the photon
beam on the sensor. The hits detected on the pixel sensor can be seen on a hit map
in real time which facilitates the alignment of the collimator relative to the sensor.
The dimensions of the collimator were chosen such that the complete photon beam
can be covered with the sensor. The collimator was also used in the reference mea-
surement with the CZT detector to ensure comparable measurement conditions. As
the dimensions of the CZT detector were about the same as for the MuPix sensor,
but no photon hit position is accessible, the alignment had to be done by shifting the
source in small steps in x- and y-direction in front of the sensor and determining the
position with maximum detection rate. The efficiency corrected photon rate with the
collimator in front of the CZT sensor was measured to be (29.8 ± 1.7)Hz [148].

The determination of the photon detection rate with the MuPix7 prototype sensor
required to subtract the background count rate present without any particle source
near the sensor. It was however observed that this background count rate fluctuated
more than statistically expected. Because of the small rate of collimated photons,
the uncertainty on the background count rate turned out to be the dominating sys-
tematic uncertainty of this efficiency measurement. It was observed that the photon
detection efficiency depends on several sensor settings, but also on the particular sen-
sor used for the measurement. Different efficiencies could be observed for sensors
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which should be identical. The determined efficiencies varied between about 25 % to
35 % for settings with moderate power consumption. The largest photon efficiency
of 35.6 % could be observed for a 64 µm thin MuPix7 sensor [148].

The efficiency results can be compared to the predicted detection probability eval-
uated with the Geant4 simulation, which can be seen in figure 5.6. The efficiency
values observed in simulation are 16.9 % for 5.6 keV photon energy and 17.5 % for
6.4 keV (closest simulated energies, with negligible statistical errors), which is about
a factor two smaller than the experimental result. It has to be considered however
that in this low energy region, the simulation results are very prone to systematic
effects, in particular due to the uncertain actual position and width of the depletion
zone in the silicon semiconductor sensor. It was discussed already that the pure
photoelectric effect cross section should increase quickly to low energies and peak
additionally at the largest silicon binding energy (1.84 keV). The opposite behavior
was observed for the predicted photon detection probability of the silicon sensor.
This effect was explained by photons interacting on the first few micrometers within
the silicon material, so that secondary electrons do not reach the active silicon part.
Consequently, a deviation in the position or width of the depletion zone might affect
the extent of the efficiency drop observed around 2 keV and therefore even explain a
discrepancy by a factor of 2 between the experimental results and the simulation. In
addition, one has to consider the variance in the experimentally observed results. For
some sensors, efficiencies around 25 % could be observed at 6 keV, which is not too
far away from the simulation result, given the large systematic uncertainties. As a
consequence, the agreement between experiment and simulation is still considered to
be acceptable given the fact that both values are affected by systematic effects. More
measurements at slightly higher photon energies around 20 keV would be beneficial
as the efficiency curve observed in simulation at such energies is more monotonous,
indicating that these values are more reliable. More over, photons of such energies
are expected to be more abundant on the tracker planes in the P2 experiment.

6.2. Photon Beam Test Measurement

The sensor response to photons was measured in the energy range between 22MeV
and 419MeV and compared to the predictions obtained with a dedicated Geant4
Monte Carlo simulation. The measurement was performed fromMarch 28th to April
2nd in 2016 using the MuPix7 HV-MAPS prototype.
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6.2.1. Setup

The beamtest was performed at the Mainzer Mikroton (MAMI) beam facility, using
the Glasgow photon tagging spectrometer (in short also referred to as “tagger”) [149–
151], which is otherwise used for experiments of the A2 collaboration. A schematic
of the measurement setup is shown in figure 6.1a. An electron beam is directed on
a thin foil radiator and thereby produces bremsstrahlung photons which are mostly
oriented along the electron beam axis. Afterwards, the electron beam is directed
by a dipole magnet onto the tagger detectors, while the photon beam continues in
straight direction and passes a collimator with 1mm diameter. It then traverses a vac-
uum window including a permanent magnet. The distance between the silicon pixel
sensor and the 100 µm thick mylar foil of the vacuum window was determined to be
(90 ± 1) cm. The experimental setup is completed by a 25 cm3 lead-glass Cherenkov
detector which is placed about 20m downstream of the radiator.

The efficiency measurement principle is as follows: For photons detected on the
MuPix7 sensor, coincident hits on the tagging detector are searched for. The tagger
measures the electron energy based on the deflection in the magnetic field, which
allows to deduce the photon energy. In this way, the number and energy of photons
detected by the HV-MAPS can be related to the counting rate in the corresponding
tagger channel. However, only a small fraction of all photons with tagged electrons
will pass the collimator. In order to correct for this, two additional calibration runs
are performed using the downstream lead glass detector.

The MAMI beam was operated at an energy of 450.17MeV so that photons were
tagged in the energy range between 22.3MeV and 419.0MeV. The average beam in-
tensity was about 100 pA. Using the detector monitoring system provided by the A2
collaboration, the magnetic field of the photon spectrometer was measured and the
equivalent uniform field was determined to be 0.5467 T. The magnetic field measure-
ment allows the mapping of the 352 tagger channels to the energy of the bremsstrah-
lung photon.

The MuPix7 was operated at a high voltage of 85V. Figure 6.1b shows a photograph
of the MuPix7 sensor during the beamtime campaign. In this figure, a setup with the
beam hitting the sensor from the back side (turned chip) is shown while most of the
data was taken with the front side of the sensor pointing upstream. The sensor used
in this beamtime had been thinned down to 64 µm, the PCB to which it was glued
had been thinned to about 100 µm at the position of the sensitive sensor area. The
MuPix data acquisition system (DAQ) at the time of this experiment allowed for the
integration of eight independent signal lines as additional trigger inputs. The photon
tagging spectrometer comes with a signal processing system enabling the combina-
tion of configurable subsets of the 352 tagger channels to one signal. The signal of
a particle detected in the focal plane detector is then represented by a roughly 20 ns
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E0 = 450 MeV

Vacuum
Window
(Mylar)

Permanent
Magnet MuPix Sensor

Dipole

(a) Schematic of the experimental setup
(adapted from [152]). Electron trajectories are
depicted by red lines, the Photon beam by the
green curved line.

(b) MuPix7 chip and PCB with the beam line
in the background.

Figure 6.1.: Experimental setup of the photon beamtest without power supplies, the off-
chip readout system and the lead glass detector downstream of the MuPix sensor.

wide pulse. Therefore, subsets of tagger channels were directly integrated to the
MuPix readout in order to find signal time coincidences. The delay of the tagger sig-
nal with respect to particle hits on the pixel sensor was found to be about 200 ns, as
shown later in section 6.2.2.

The tagger counting rate during the measurement exceeds the hit rate on the pixel
sensors for several reasons. First, the photon detection efficiency of the silicon pixel
sensor in the energy range of 20MeV up to 420MeV is at the order of O(10−3). In
addition, only a small fraction of the photons which are tagged actually hit theMuPix
sensor. It has to be taken care that the trigger input rate of the connected tagger
channels can be handled by the MuPix readout system, which assigns timestamps
to both the trigger signals and the pixel sensor hits. As a consequence, only a small
subset of tagger channels is connected as trigger inputs to the MuPix readout. The
subset of tagger channels was changed from time to time such that most of the energy
range covered by the photon tagging spectrometer was measured with sufficiently
high statistical accuracy. The number of connected tagger channels was chosen such
that the trigger input rate was observed to be between 100 kHz and 200 kHz. Since
the photon energy distribution follows the Bremsstrahlung energy spectrum, this
means that only single tagger channels could be connected to theMuPix DAQ for low
photon energies, whereas for higher photon energies, the signals of up to ten tagger
channels were merged and connected to one trigger input. The beam was configured
to provide an average beam current of about 100 pA, for which an average hit rate
on the silicon pixel sensor of about 500Hz was observed. Since the tagger hit rate is
used as a reference for the efficiency measurement, the numeric value of the beam
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current does not enter the efficiency analysis.

6.2.2. Data Analysis

The main purpose of the beamtest experiment described here is a measurement of
the response of the MuPix HV-MAPS to high energy photons. In order to evaluate
this efficiency depending on the photon energy, the number of photons hitting the
sensor and their corresponding energy need to be known. Since the photon energy
is obtained by the tagger, hits in the tagger must be matched to hits on the MuPix
sensor.

Background Suppression

The background for this efficiency analysis can be divided into two categories. On
the one hand, there is a constant background level of hits distributed randomly in
time. These hits can be caused by photons outside the energy range of the connected
tagger channels or by noise hits which are mainly caused by electronic noise. On the
other hand, there are secondary pixel hits attributed to signal particles.

Untagged photons and noise hits on the pixel sensor are rejected by analyzing time
coincidences between the hits on the pixel sensor and in the photon tagging spec-
trometer. By considering all possible time differences below a few hundred nanosec-
onds between pixel hits and tagger hits, the time coincident events are expected to
show up as a Gaussian peak over a flat background. Figure 6.2a shows the time dif-
ference spectrum for a reference data subset, that was recorded with one unchanged
tagger configuration and a mean measuring energy of the connected tagger channels
of about 317.4MeV. The coincidence peak is clearly visible and quite well described
by a Gaussian distribution. The peak position is shifted from zero mainly because of
delays in the detection, processing and transmission of the tagger signal. The non-
Gaussian higher tail on the signal peak is most likely caused by time walk in the pixel
sensor, but was not further investigated in this analysis. More over, the background
is observed to be randomly distributed in time as expected. The time coincidences
can be evaluated either relative to all tagger signals without differentiating between
the eight different trigger inputs, as done for figure 6.2, or for all trigger inputs indi-
vidually. The latter procedure provides better resolution in energy, but less statistical
accuracy.

Evaluating time coincidences between the pixel sensor and the photon tagging spec-
trometer does not suppress the background which is correlated in time to signal
events. Such background hits occur when secondary particles of one tagged elec-
tron cause more than one hit on the pixel sensor. Those secondary hits are then
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Figure 6.2.: Spectrum of time differences between hits on the MuPix Sensor and the
photon tagging spectrometer for reference subset of the data. Number of coincident
signal events is extracted by fitting a Gaussian distribution.

expected to be detected some nanoseconds after the first hit, which is considered as
signal. Another possibility is cross talk on the pixel sensor electronics. For an abso-
lute efficiency measurement, not more than one hit must be counted for any photon.
At average pixel sensor hit rates of about 500Hz while data taking, multiple hits
within some nanoseconds are very unlikely to be attributable to different primary
particles.

The time difference distribution for consequent pixel sensor hits is shown in fig-
ure 6.3a for the reference data subset. Assuming that all sensor hits are independent,
this distribution is expected to be flat in the plotted range. The peak at low time dif-
ference values is therefore clearly identifiable as signal correlated background. Note
that the time difference values for this spectrum were calculated using the MuPix
chip hit timestamps, which take discrete time values of 16 ns spacing. With the his-
togram plotted in figure 6.3a having the same binning, the discrete time difference
values are represented as the low edge of each bin. Moreover, around 81% of all time
differences take higher values than the upper limit of the plotted range, but are in-
cluded in the calculation of the mean time difference of µ = 1.935ms being consistent
with hit rates around 500Hz.

There are multiple possible explanations for correlated hits close in time. Figure 6.3b
shows the spatial separation of consequent hits within 192 ns in the reference data
subset. The excess of multiple hits for equal column indices, which is particularly
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Figure 6.3.: Temporal and spatial separation of consecutive pixel sensor hits.

enhanced for even row index differences, is attributed to effects in the chip electron-
ics, in particular cross-talk on neighboring signal lines. However, it can be seen that
most hits which are shortly separated in time are also very close to each other in
space. This is a clear sign for hit clusters caused by particles depositing sufficient en-
ergy in multiple pixels. The observed hit multiplicities with higher spatial separation
are either independent hits which are close in time by accident or electron-positron
pairs created upstream of the pixel sensor.

In order to reject signal correlated background, the pixel sensor hits are preselected.
Hits with time difference ∆T to the preceding hit below some cut value are rejected.
This time difference cut value is optimized by evaluating the number of signal events
in the time coincidence peak using different cut values for the preselection. The
result can be seen in figure 6.4. As the number of rejected hits does not increase for
cut values ∆Tcut above 32 ns, this cut value is chosen for the further analysis. The
rejection factor of the preselection is observed to be above 35%. As it can be seen in
figure 6.2b, which shows the time coincidence spectrum including the preselection,
no considerable influence of the preselection on the signal or the background shape
is observed. Moreover, the width of the coincidence peaks in figure 6.2 of 15 ns and
14 ns are consistent with other measurements of the MuPix 7 time resolution with
similar settings.
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Figure 6.4.: Number of time coincident pixel sensor hits Ncut after preselection with cut
values ∆Tcut relative to the number of events N0 without applying any preselection. Hits
are rejected for ∆T ≤ ∆Tcut.

Tagging Efficiency

The MuPix photon detection efficiency in the MeV energy range is primarily evalu-
ated by comparing the number of signal hits on the pixel sensor to the number of
tagger signals. However, most of the photons produced by bremsstrahlung of tagged
electrons are lost upstream of the pixel sensor, e.g. in the collimator of 1mm diame-
ter. The procedure of a tagging efficiency measurement was developed for previous
measurements by the A2 collaboration and is used for this experiment. The mea-
surement is based on the detection of photons by a 25 cm3 lead glass detector placed
about 20m downstream from the radiator and the comparison of this measurement
to the signals detected in the photon tagging spectrometer.

For this analysis, the tagging efficiency measurement was performed twice, at the
beginning and the end of data taking. Both measurements lead to consistent results
and were averaged, yielding the data points shown in figure 6.5. However, the mea-
sured efficiency values do not show a monotonic behavior over the whole energy
range. Previously published measurements (see Ref.s [150, 151]) suggest the tagging
efficiency to be rather constant and only slightly increasing with energy. In the pre-
sented measurement, this only holds for the channel range between about channels
80 and 250. The drop of the tagging efficiency for channels above 250, corresponding
to photon energies below about 150MeV, can be explained by the lead glass detector
operation limit [150]. No obvious reason was found for the drop and the strongly
varying data points observed at low channel numbers. This behavior was not ob-
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Figure 6.5.: Tagging efficiency measured at E0 = 450.17MeV beam energy for a colli-
mator with d = 1mm. The data points show the average of two measurements and the
corresponding statistical uncertainty. The range between channels 80 and 250 was fit-
ted linearly. The colored shaded areas represent the estimated statistical and systematic
error on the corrected tagging efficiency evaluated as the extrapolation of the linear fit,
see explanation in the text.

served in the above cited measurements, which were performed at different beam
energy and with larger diameters of the collimator. Consequently, it is considered
to be very likely that the actual number of photons passing the collimator is in fact
linearly dependent on the photon energy. For the purposes of this analysis, the linear
part of the measured tagging efficiency curve is linearly fitted and extrapolated to the
complete tagger energy range. The systematic uncertainty on this corrected tagging
efficiency is supposed to be taken as the difference of the fitted values to the data, but
at the same time should be separated from statistical fluctuations of the data points.
In order to separate these statistical fluctuations, for each tagger channel, the residu-
als of the twenty surrounding tagger channels resulting from the linear fit were again
fitted linearly. The value of this fit at the particular tagger channel is considered to
be the systematic uncertainty of the corrected tagging efficiency of this channel. The
standard deviation of the residuals of this second linear fit is taken as the statistical
uncertainty for this channel. The result of this error estimation is represented by the
shaded colored areas in figure 6.5.

At the time of data taking, it was not possible to remove all the material attributed to
the Crystal Ball detector otherwise used for measurements by the A2 collaboration,
which was standing between the pixel sensors and the lead glass detector. The tag-
ging efficiency is therefore expected to underestimated in the measurement. In order
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6.2. Photon Beam Test Measurement

to correct for this effect, all values are additionally increased by 10%. The absolute
systematic uncertainty on this correction is estimated to be 5%.

Correction for Sensor Position

It was observed that the beam halo surrounding the photon beam spot on the pixel
sensor was larger than the sensitive area. Since the MuPix sensor has a quadrilateral
shape of 3.3×3.2mm, and the number of hits caused by the beam halo is supposed to
decrease with the distance to the beam center, the total number of hits to be detected
will depend on the relative position of the beam to the pixel sensor. The most likely
reason for the wider beam halo is the presence of additional material, more precisely
100 µm of mylar and about 90 cm of air upstream of the pixel sensor. Since not all
measurements at different photon energies were done with exactly the same sensor
and beam position, the effect needs to be corrected in order to achieve comparable
results.

The correction was evaluated by analyzing all runs of a particular sensor position as
one data subset. It was found that three different positions of the beam spot on the
sensor occurred during data taking. For each of those three subsets, the signal selec-
tion was repeated while varying an additional preselection cut on the hit position:
all hits with larger distance Rcut to the center of the beam were rejected. The row
and column number coordinates of the beam center were evaluated by fitting a two-
dimensional error function to the hit map without any selection cuts. The function
used for this fit reads:

N (x,y) = N0 ·

1
2
− 1
2
· Erf

©«
√(

x − x0
a

)2
+

(
y − y0
b

)2
− R

ª®®¬
 + N1 (6.1)

with x0,y0 being the coordinates of the beam centre and additional parameters N0,
N1, a, b, R parameterizing shape and normalization of the beam spot plus a constant
background. By varying the cut parameter Rcut, it is possible to evaluate the num-
ber of signal events per area for all ranges in R which are at least partly covered by
the sensor. Figure 6.6 shows both the hit map without any event selection and the
evaluated beam profile of selected events for the beam position with highest statis-
tics. In figure 6.6b, the number of events in the range [Rmin

cut , R
max
cut ] was evaluated by

selecting hits with R ≤ Rcut and then subtracting the selected events for the next
smaller cut value Rcut. It can be seen that the statistical error on this difference in-
creases for large values of R, which is explained by the small area available for this
range and the Gaussian fit included in the event selection procedure. In order to get
a corrected number of events within a circular region Rmax, the content of each bin
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Figure 6.6.: Photon beam shape before and after event selection. Both plots represent the
data set of the beam position with highest statistics.

i in figure 6.6b, representing the number of events per area ηi , is multiplied by the
area represented by the particular range in R:

Ncorr(Rmax) =
∑
i

π
(
R2
i − R2

i−1

)
· ηi for bins with R < Rmax. (6.2)

The correction factor γ applied to the data is then given by the ratio of Ncorr and the
selected number of events N without any cut on the spatial hit position.

For the further analysis, the correction factor was calculated for Rmax = 2.25mm as
the statistical error on this factor increased significantly for higher maximal radii.
The results for the three different beam positions are summarized in table 6.1. Since
the number of data taking runs is different for the three sensor positions, the rela-
tive statistical uncertainty is very different. The number of selected signal events is
corrected by the correction factors in table 6.1 corresponding to the sensor position
in the particular run.

6.2.3. Simulation

The beam test experiment is modeled by a Monte Carlo (MC) simulation based on
Geant4. Only the parts of the setup (see figure 6.1) behind the permanent magnet
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Position Fitted Beam Position Corr. Hit Count Raw Hit Count Corr. factor
column row Ncorr N γ

1 22.53 14.24 1.87 ± 0.24 × 104 1.42 ± 0.04 × 104 1.32 ± 0.17
2 14.22 12.91 1.31 ± 0.05 × 105 1.08 ± 0.01 × 105 1.21 ± 0.05
3 15.04 16.22 2.20 ± 0.40 × 104 1.70 ± 0.03 × 104 1.29 ± 0.24

Table 6.1.: Correction factors considering hits in the beam halo outside the sensitive
area for three different relative sensor positions.

are included. The photon beam is assumed to have a Gaussian beam profile with
1mm width, equal to the collimator diameter. Photons were simulated using a uni-
form energy distribution, although in the experiment, the distribution is a continuous
Bremsstrahlung spectrum. It was checked that using a Bremsstrahlung characteristic
photon energy distribution following 1/E does not change the efficiency result visi-
bly, but leads to less statistical accuracy for high photon energies. The width of the
Mylar foil at the end of the vacuum window is implemented with 100 µm thickness,
the distance in air between the MuPix sensor and the Mylar foil is set to 90 cm. The
pixel sensor is modeled by a plane of 64 µm thick silicon. Since data was corrected to
represent all hits with distance R ≤ 2.25mm around the beam center, the same cut
is applied on the Monte Carlo hits.

The depletion zone inwhich the charge is collected in the HV-MAPS is againmodeled
as a 15 µm thick active layer centered in the silicon volume. Only particles reaching
this active layer are considered for the efficiency prediction. The efficiency to detect
charged particles reaching the active layer is set to 100%. A particle is considered
to be produced inside the sensor if its vertex is inside the 64 µm of silicon and not
necessarily inside the depletion zone. The 100 µm thick thinned PCB behind the
sensor is also included in the simulation, but does not have any effect on the results.

The expected photon detection efficiency evaluated with this simulation is shown in
figure 6.7. The total efficiency to detect photons increases from about 3.5 × 10−4 at
25MeV photon energy to about 1.9 × 10−3 at 420MeV. The contribution of different
particle production processes to this total efficiency is shown as well. If multiple sec-
ondary particles (of different production processes) occur in one event, they are all
counted with the weight being the inverse of the number of detected secondaries. It
can be seen that the production of secondary particles inside of the sensor is domi-
nated by the contribution of pair creation in air and the Mylar foil. This contribution
also determines the increase of detected particles with energy, which became steeper
after introducing the cut of R ≤ 2.25mm. Moreover, the contribution of secondary
electrons produced by the photoelectric effect is negligible.
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Figure 6.7.: Ratio of detected photons ηdet in the beamtest experiment predicted in a
Monte Carlo simulation. 2 × 108 photons were simulated uniformly distributed over the
tagged energy range. The contribution of all possible production processes of the detected
charged particles on the sensor is also shown, divided into production inside and outside
the silicon sensor. Particle production outside the 64 µm thick silicon sensor is possible
in the 100 µm thick mylar foil or in 90 cm air in front of the sensor. Only hits with
R ≤ 2.25mm are counted in consistence to the data selection.

6.2.4. Efficiency Results

With the number of signal events Nγ , the number of tagger signals Ne , the corrected
tagger efficiency α and the correction factor for the sensor position γ all being eval-
uated as described in the preceding sections, the detector response to photons η can
be calculated by

η =
Nγ

Ne · α
· γ . (6.3)

The detector response is analyzed for each tagger channel configuration individually.
For each of the different configurations, the tagger efficiency is averaged over the
connected channels. The correction factor γ is taken from table 6.1 corresponding
to the beam position that was present while taking the data for the particular tagger
configuration. It is possible to evaluate all eight trigger inputs of the MuPix DAQ
with their connected tagger channels individually or to treat them as one signal.

Figure 6.8 shows the result for both methods of analyzing the efficiency. Both strate-
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Figure 6.8.: Efficiency results for the HV-MAPS photon beam test experiment.

gies yield consistent results and overlapping data points are found to be consistent
with each other. When analyzing the trigger inputs individually, the case of multiple
triggers firing at the same time is resolved such that one of them is chosen randomly
while noisy channels are not considered. The result for merged trigger inputs in fig-
ure 6.8a is compared to the MC prediction discussed in the previous subsection. Data
and MC are found to be in rather good agreement. The larger statistical errors on
some of the data points are mostly attributed to the different statistical accuracy of
the correction factor γ . The systematic errors shown are determined by the correc-
tions on the tagger efficiency measurement.

Turned Sensor

The sensor response to photons was additionally tested with the sensor in the beam
being turned around, meaning that the beam passes the thinned PCB before reaching
the sensor. Two runs using the same tagger channel configuration as the reference
subset of the data with average energy of about 317.4MeV were performed. One
measurement was done before taking data for the threshold scan explained in the
next subsection and one measurement made directly afterwards in order to check
the reproducibility of the results. While the detection efficiency of photons (and the
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statistical error) at this energy before turning the chip was measured to be ηdet =
(1.46 ± 0.07) × 10−3 (see the corresponding data point in figure 6.8a), the two mea-
surements with turned chip yield ηdet = (2.36 ± 0.18) × 10−3 and (2.25 ± 0.69) × 10−3,
respectively. Both measurements with turned chip therefore show consistent results
and confirm the effect of the additional PCB on the photon detection efficiency.

The difference to the previous result before turning the chip is larger than observed in
another MC simulation that assumes exactly 100 µm PCBmaterial in front of the sen-
sor chip. The efficiency result of this simulation at E = 317MeV is 1.96 × 10−3. How-
ever, the results are still in agreement within two times the statistical uncertainty. In
addition, the thickness of the PCB is not perfectly known, so that a deviation in this
value could also explain the difference.

Threshold Scan

The threshold on the signal amplitude in the MuPix chip can be varied in order to in-
vestigate the corresponding changes in the detection efficiency. Since the amplitude
in the MuPix7 is inverted, higher threshold voltage values effectively correspond to
lower thresholds on the signal. The baseline is at 800mV. The result of an efficiency
and noise rate measurement in a threshold scan with multiple MuPix sensors in a
250MeV mixed positron, muon and pion beam at the Paul Scherrer Institute (PSI) is
reported in Ref. [111].

Unfortunately, in this photon beam test, problems with the DAQ occurred for smaller
threshold voltages. Because of the zero-suppression of the MuPix DAQ, data is only
written if a hit on the sensor was detected. However, since the trigger rates were
much higher compared to the hit rates in this experiment, this lead to some buffer
overflows if no hit happened for a longer time period. Consequently, this problem
particularly occurred using lower threshold voltages than 0.73V, while the measure-
ments reported previously were all performed at a threshold voltage of 0.74V. Since
“bad” data is rejected in this threshold scan analysis, the resulting ratio of hits per
trigger signals, shown in figure 6.9, will be biased for lower threshold voltages and
should be interpreted only qualitatively. Nevertheless, it can be observed that the ra-
tio of signal hits is nearly constant for threshold voltages between 0.68V and 0.75V.
The other measurements of this beam test experiment can therefore be considered
as being independent of the actual threshold voltage configuration inside this range.
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Figure 6.9.: Signal hits per trigger signal for varied threshold voltage values. Result
is biased because of problems while data taking, see the explanation in the text. The
nominal threshold voltage configuration is emphasized by the red data point.

6.2.5. Conclusions

The MuPix sensor was successfully integrated into the A2 photon tagging spectrom-
eter setup in order to match hits on the pixel sensor to electrons detected by the
spectrometer. Time coincident hits could be identified as a clear peak on top of a
constant background of random time differences and were fitted using a Gaussian
distribution. It was further possible to relate the number of beam particles hitting
the sensor to the number of tagged electrons using two measurements with a lead
glass detector positioned downstream of the pixel sensor. However, the systematic
uncertainties on this tagging efficiency measurement form the largest contribution
to the total uncertainty on the final efficiency measurement.

The number of hits on the pixel sensor per photon was evaluated for different pho-
ton energies and compared to the predictions based on simulation. Both results were
found to be consistent. However, it was observed that most of the hits were caused
by photons converting inside material upstream the pixel sensor. The presented ef-
ficiency results can therefore be interpreted as an upper limit on the actual photon
detection efficiency of theHV-MAPS. In order to improve themeasurement, the setup
would need to be changed such that the length of air before the sensor is minimized.
An additional permanent magnet could help to remove electrons and positrons cre-
ated in the Mylar foil.
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6. Pixel Sensor Response to Photons

6.3. Possible Future Photon Response
Measurements

The photon response of the HV-MAPS was measured with a radioactive source at a
low photon energy of around 6 keV and for photons in the MeV range in a MAMI
beamtest. As the efficiency result of the MAMI measurement was dominated by
pair creation outside the sensor, it could be improved by decreasing the distance
between the sensor and the vacuum window and by putting an additional magnet
in between. The source measurement could be repeated with other commercially
available radioactive sources that produce different photon energies. For example,
measurements with Cadmium-109 at photon energies of 22 keV to 26 keV or with
Americium-241 at around 60 keV would further test the predicted photon detection
efficiency obtained in simulation. It would also help to use more powerful sources to
increase the signal-to-background ratio of the measurement. In addition, the photon
measurements carried out so far were done with the MuPix7 sensor, so that measure-
ments with the newest MuPix8 prototype sensor would be interesting.

MuPix prototype sensors were already successfully operated in X-ray tubes normally
used for student practical courses. In such an apparatus, it is possible to select any
energy of the continuous Bremsstrahlung spectrum by Bragg reflection on a crystal.
However, photon efficiency measurements with this setup are difficult. First, it is dif-
ficult to operate a reference detector within such a tube because of space constraints.
The setup would therefore be suited mainly for relative measurements of different
photon energies, while the absolute scale had to be taken from an efficiency measure-
ment with a radioactive source. Second, the intensity of such tubes used in practical
courses is quite low, which means that the counting rate would be even harder to
differentiate from fluctuating background than it was already observed in the mea-
surement with the iron-55 source [148]. Increased counting rates could be achieved
only at the characteristic radiation energies of the anode material.
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7 Technical Design

The second part of this thesis is devoted to the mechanical realization of the track-
ing detector for the P2 experiment. The concept and basic geometry were already
presented, but need to be implemented in an actual mechanical design. As outlined
previously, the P2 tracking detector consists of four tracker planes wich are arranged
as two plane pairs. One pair of planes is placed at the beginning of the barrel shield
and the other plane pair is located at the end of the magnet (see figure 3.10). The two
tracker planes of each plane are are quite close to each other with a distance around
20mm.

Unfortunatly, it is not affordable to build a tracking detector that covers the com-
plete transverse plane between the barrel shield and the magnet. Each tracker plane
is therefore divided into four segments covering about 15◦ in azimuthal direction.
Consequently, the tracking detector consists of 16 plane segments. The segments of
neighboring sensor planes are however built as one mechanical module, so that the
detector is made up by eight identical tracker modules, as it can be seen in figures 3.6
and 3.10. The technical design of these modules is discussed in this chapter.

The development of the tracking detector mechanics from the conceptual idea of
building a silicon pixel tracking detector for the P2 experiment to the technical de-
sign presented in this chapter is one of the main parts of the work done in the scope
of this thesis. Autodesk® Inventor® was used as Computer Aided Desing (CAD) soft-
ware tool. This chapter is structured as follows: First, the main requirements on the
mechanical design are discussed, then the general concept for the tracker module
implementation is presented. This general concept is then followed by the detailed
design descriptions of the different module parts and the assembly of the complete
tracker module. Hardware developments based on this technical design are also part
of this thesis, but will be presented later in chapter 9.
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7.1. Requirements

The technical design of the modules for the P2 tracking detector needs to fulfill sev-
eral requirements. The reconstruction of track parameters with the P2 tracking de-
tector will be dominated by multiple scattering. It is hence crucial to reduce the
material budget wherever possible. This must be the first priority not only regarding
the sensor technology choice, but also for the design of any support structures. High
Voltage Monolithic Active Pixel Sensors were chosen as sensor technology not only
because they are fast and granular, but also because they can be thinned to 50 µm.
Considering the resolution of reconstructed track parameters, especially momentum
and scattering angle, the performance is mainly determined by the amount of mate-
rial within the active area of the tracker modules. Nevertheless, for the case that the
tracking detector is kept within the P2 detector during the asymmetry measurement,
systematic uncertainties related to any material that is traversed by electrons being
detected in the Cherenkov detectors should beminimized. This includes anymaterial
for mechanical support, even if it is placed outside of the active tracker area.

The tracker modules however need to provide sufficient mechanical robustness in
order to ensure safe assembly into (and possibly removal from) the P2 detector. It
has to be taken into account that silicon at a thickness of 50 µm is hardly rigid and
bends quite easily. The weight of the pixel sensors though is quite negligible so that
the support structures mainly need to hold their own weight and some additional
electronic components.

The pixel sensors need to be powered and read out; at least one fast readout link and
one powering line is needed for each sensor. At this point, the detailed development
of both readout and powering schemes is still ongoing, but it is clear that the design
of the tracker modules must provide for sufficient space both for transmission lines
and the placement of electronic components. The pixel sensors will consume power
at the order of 1W each and need to be powered at a voltage level of 1.8V. Given
these boundary conditions, it is hardly possible to transmit power for a few hundred
sensors at such a low voltage level over a distance of a fewmeter. It is therefore either
necessary to use a serial powering scheme or to use efficient power converters close
to the sensors which allow to use a higher input voltage. The latter option is currently
envisaged. The operation of commercial step down switching regulators is certainly
not trivial because of the radiation environment and the magnetic field present in the
P2 detector. The development of a power distribution design is currently ongoing for
the Mu3e experiment, in which the same kind of pixel sensors will be operated in a
magnetic field. An input voltage of around 20Vwould be desirable, but the FEASTMP
converter modules [153] developed at CERNwith a maximal input voltage of 12V are
also considered as a possible option. The sensor data is transmitted from the sensors
first electrically, but will be converted at some point to an optical signal. The sensors
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are not able to drive the signal for several meters, which is one reason why additional
components close to the sensors are necessary.

The cooling of the HV-MAPS is foreseen to be accomplished using gaseous helium.
The helium cooling gas needs to be distributed close to the sensors in order to achieve
the most efficient heat transfer. The technical design of the tracker module was de-
veloped in conjunction with Computational Fluid Dynamics (CFD) simulations of
the cooling system, which are presented in the following chapter. The results of the
cooling simulations determine the boundary conditions in terms of necessary helium
gas volume flow that must be distributable. The cooling simulation in turn is always
based on an input model, so that an idea on the technical design has to be worked
out first. In addition, several different options in which directions to channel the
helium gas were investigated, each of them requiring some adjustments in the me-
chanical design. These optimizations resulted in the technical design reported in this
chapter. An additional requirement connected to the sensors generating heat is that
temperature resistance and thermal expansion of the materials used for constructing
the tracking detector modules must be considered. It has to be ensured that even fast
temperature changes in the range between 0 ◦C to 70 ◦C do not cause any damage to
the detector.

All parts used in the design of the tracking detector must provide sufficient radiation
hardness, see the results given in section 5.3. However, the actual demands on radia-
tion tolerance depend on the measurement program of the tracking detector over the
runtime of the P2 experiment, which is still under discussion. This question also im-
pacts the further development of a detailed powering and readout infrastructure, for
which active electronic parts need to be operated. Radiation hardness is an issue not
only for electronic parts, but also for the materials used in the supporting structures.
In particular, it has to be considered for plastic and for composite materials.

The tracker module design itself should be as modular as possible, so that in case
that some sensor chips do not work properly, it is possible to replace some submod-
ule with only few sensors mounted. In an ideal case, the replacement procedure is
easy and safely repeatable, but at the same time ensures reliable electronic connec-
tions and precise positioning of the submodules. The mechanical alignment of the
silicon sensors is required to be at the order of 100 µm precision. Furthermore, the
pixel sensors include some inactive part with the digital electronics on it. The actual
physical sensor size is therefore rather about 23mm × 20mm with an active area of
20mm × 20mm. In order to avoid efficiency loss due to the inactive sensor area, it
is necessary to develop the mechanical tracker module design such that the inactive
sensor part is covered by the active area of another sensor.
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7.2. Concept

The development of a detailed technical design for the tracking detector modules
first requires to work out a general concept on how to cover the area between the
barrel shield and the solenoid magnet in the P2 detector with sensor chips. For this
task, both the detector geometry and the additional requirements discussed in the
previous section need to be considered. The geometry of the area to be covered by
pixel sensors on each of the tracker modules can be described approximatively by
an isosceles trapezoid, as it is depicted in figure 7.1. This trapezoid covers an area of
14.93 dm2, which corresponds to the active area of around 373 sensor chips.

A minimized material budget is especially crucial at the active sensor area. The mate-
rial of the support structure should not contributemore to the overall material budget
in this region than the 50 µm thin pixel sensors. Such a low material budget can be
achieved by gluing and bonding the sensor chips directly on a polyimide flexprint
including aluminum traces for sensor readout and powering. Since a modular design
is intended, between 8 and 14 sensor chips are patterned as a row on polyimide strips,
so that each strip represents a submodule. The detailed technical design of the strip
modules will be discussed in the following section.

The polyimide strips with pixel sensors mounted must be connected at both ends
to some support frame, both mechanically and electrically. Since a Printed Circuit
Board (PCB) is needed on this support frame for the placement of readout and pow-
ering components, it was decided to build the frame itself out of a large PCB. Such a
PCB consists of a glass-reinforced epoxy laminate material, which offers an excellent
strength to weight ratio. Each of the strip module ends is connected to one separate
frame PCB. In the current design, 29 strip modules are patterned per tracker layer.
The arrangement of the pixel chips and strip modules is depicted in figure 7.1. It can
be seen that 316 chips are assembled on one sensor layer and tracker module, thus
covering an area of 12.64 dm2. In addition, it is also shown in the sketch that the
frame PCBs are connected on both ends by some additional rigid stabilizer bar. The
geometry and space needed for the PCBs and additional support structures is the
reason that not the complete targeted area can be covered with pixel sensors.

The strip length was chosen constant and independent of the actual number of moun-
ted chips, which results in a rectangular frame design. An approach with a trape-
zoidal outer frame was considered, but found to be mechanically unfavorable. The
problem in the case of a non-rectangular design is that the distance between the left
and right side of the frame would differ for every strip. This would require to either
have a different length for each strip or a different position on the frame for electrical
connections to each strip. Any of these two options would complicate construction
and operation of the tracker module. With a rectangular frame, a manageable num-
ber of different strip variants can be used so that this design was chosen.
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Figure 7.1.: Sketch of the tracker module geometry and mechanical concept. Axes are
defined for an upright orientation of the module. The dashed inner circular segment rep-
resents the dimensions of the barrel shield, the outer one the dimensions of the solenoid
magnet. The dashed red trapezoid depicts the area that should ideally be covered with
sensors for an azimuthal coverage of 15◦ and perfect radial coverage. The PCBs are
sketched in green, the polyimide strips in orange, the pixel sensors in gray and the solid
mechanical connectors in dark gray.
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As each trackermodule comprises two tracker layers, the design concept for one layer
is repeated for the second layer, which is assembled in parallel to the first one, but
with opposite orientation (rotated around the vertical middle axis by 180◦). The space
between the frame PCBs of the two layers is used for helium gas distribution pipes.
The detailed technical design of the support frame will be presented in section 7.4.
In total, every tracker module includes 632 sensor chips, so that the complete P2
tracking detector consisting of eight modules contains 5056 sensor chips and covers
an area of around 2m2.

In order to enable proper cooling of the sensors with gaseous helium, several flow di-
rections with different helium volume flowsmust be implemented. The strip modules
include helium channels that will guide helium gas along the sensors. In addition, a
helium flow between the two sensor layers of a module will be initiated. An option
to enable additional helium flow over the layers will be discussed in section 7.5.1. For
each of these flow circuits, the helium must be distributed within the support frame.
The helium pipes connecting the tracker modules to the outside will be placed at the
inner magnet wall and therefore enter the modules from the outer side. The com-
plete tracker module will be operated in a dry helium atmosphere, so that the helium
cooling flow systems are not necessarily required to be perfectly gas tight.

The tracker modules are placed in the P2 detector at different rotation angles around
the z-axis. In addition, at least the modules placed downstream at the end of the
magnet must be installed such that they can be dynamically rotated around the z-
axis with respect to the upstream modules. A technical design for this integration of
the individual tracker modules into the P2 detector still needs to be worked out and
is therefore not further discussed here.

7.3. Strip Submodules

The technical design of the strip submodules is adopted from the respective design
for the Mu3e experiment [154] and adapted to the geometry of the P2 tracker module.
The pixel sensors are mounted on High Density Interconnects (HDI), which consist
of aluminum traces on a polyimide substrate. The HDI is also referred to as “flex-
print”. Aluminum is preferred to copper traces because of its lower atomic number,
leading to less multiple scattering. The flexprint includes both powering and signal
lines to the sensor chips; the traces are formed by an etched conductor tape. The
detailed design is currently being developed by the Mu3e collaboration, a two-layer
design solution with a total thickness around 100 µm is foreseen. The envisaged sig-
nal bandwidth is 1.25Gbit s−1, which requires differential and impedance controlled
electrical connections. Depending on the total bandwidth requirement, between one
and three fast links can be connected to each sensor chip. In addition, power traces
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must be designed for a power transmission up to 30W in Mu3e, where a maximum
number of 18 chips per flexprint is used. In the current P2 tracking detector design,
the maximum number of chips is 14, so that the corresponding power transmission
requirement is lower.

In order to ensure reliable electrical connections, but also to further minimize the ma-
terial budget, the “Single-point Tape Automated Bonding” (SpTAB) technology [155]
is applied. In this technology, the traces are connected directly through vias to the
chip bonding pads or other conductor layers without any additional material or bond-
ing wires. The connection is formed by applying heat, force and ultrasonic energy
to the lead on the tape. Each sensor chip will first be glued to the HDI with pre-
cise positioning and afterwards electrically connected to 21 bonding pads of size
150 µm × 150 µm using SpTAB bonding [154]. Prototypes of a HDI design fabricated
by LTU¹ have been SpTAB bonded to a test board for characterization tests, yielding
promising results [156].

The base dimensions of the flexprint strip in the P2 tracker design are 360mm ×
20mm, independent of the number of chips mounted. The chips are patterned in one
row and centered on the strip, as depicted in figure 7.1. As mentioned before, there
is an inactive region on the periphery of each sensor chip, so that one edge measures
23mm instead of 20mm. The chips are assembled on the flexprint strip such that
their “long” edge extends over the strip to both sides. However, the bonding pads on
the flexprint must be located under the inactive periphery region of the chips. The
flexprint dimensions are hence enlarged to one side for the chip placement area, as
it can be seen in figure 7.4c. This placement of the chips on the strips will allow
to mount the strips on the tracker module frame in such a pattern that the chips
of neighboring strips overlap (see section 7.5), thus maximizing the active tracker
area.

The flexprint design is divided electrically into its two halves, so that each sensor chip
is powered and read out from the closest frame PCB. Only even numbers of chips per
strip are used in order to obtain a symmetric powering and readout scheme. It is
planned to use only four different chip multiplicities on the strip submodules: strips
with 8, 10, 12 and 14 chips. The sensor coverage could be improved by using more
submodule variations, especially with uneven chip multiplicities. This would how-
ever complicate the fabrication and operation of the tracker modules. Four different
chip multiplicities is considered a suitable compromise.

At both ends of the flexprint, a rigid PCB of size 35mm × 20mm is mounted. The
rigid PCBs can be connected with the same technology as the pixel sensors by gluing
and SpTAB bonding. The end PCB has both mechanical and electrical functionality,
reinforcing the strip submodule at its ends. In addition, signal distribution is simpler

¹LED technologies Ukraine, http://www.ltu.ua/en
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on a rigid PCB compared to a flexprint, as it allows more complex layer setups and
vias. On each of the two end PCBs, signal and powering traces are routed to an
array of 10 × 10 pads. The electrical connection of the end PCBs to the frame PCBs
is achieved using ZA8 Z-RAY® ultra low profile arrays by Samtec®², allowing high
speed board-to-board connections. Two Samtec® ZSO screw connectors are placed
next to the board-to-board connector (“interposer”) for mechanical fixture. More
details on this connection to the frame are discussed together with the frame design
in the following section. The rigid PCBs mounted at the strip ends come in two
variations differing in thickness: 0.8mm and 1.55mm. The different PCB thicknesses
allow to partially overlap the covered area of sensors on neighboring strips. With this
design, the inactive digital part of each sensor is covered by the active area of another
sensor. The two PCB variants together with the four different chip multiplicities
make for a total number of eight different strip submodules.

Each strip is additionally reinforced by a triangularly folded polyimide structure, so
called “v-folds”, making the strip modules self-supporting. The thickness of the addi-
tional polyimide layer is not fixed yet, 25 µm is used for the Mu3e detector [154], for
which similar v-folds are envisaged. The fold geometry for P2 has to be chosen such
that two nuts fit between the v-folds that can be connected to the ZSO connectors
placed on the frame PCBs next to the interposers (see the renderings of the complete
strip submodule in figure 7.4).

The v-folds are also used as distribution channels for helium cooling gas. This ap-
proach allows to transport the helium gas very close to the sensor chips so that
the heat transfer is optimized with only very little additional material. Tests have
shown that helium flow velocities up to 20m s−1 are possible inside the v-fold chan-
nels, while the induced vibrations were observed to be mostly less than 10 µm in
amplitude [157, 158], which is still considered to be acceptable. However, this result
was observed for the geometry of the Mu3e detector and the actual implementation
of the strip module fixture might have a notable impact on the vibration amplitude.
Measurements with the P2 tracker module geometry are therefore needed for verifi-
cation.

In order to distribute the helium gas to the v-folds and also to further fasten the
polyimide strip, an end fitting made out of plastic will be mounted in addition to
the rigid PCB at both ends of the strips. This end fitting can be considered as a
female plug to the v-fold helium channels, as it encloses the final 5mm of them at
both strip ends. If it is necessary for a more gas tight connection, the fitting can
be glued directly to the end of the v-folds. The end piece directs the helium from
openings in the frame PCB (see next section) to the v-folds through internal gas
channels. The helium openings to the frame PCB include notches for sealing O-rings.
As the distance of the end PCB on the flexprint to the frame PCB is determined by the

²https://www.samtec.com/products/za8
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Figure 7.2.: Strip module end fitting design.

Figure 7.3.: Cut view rendering of a strip submodule with labeled parts and important
dimensions. All dimensions are in mm.

interposer and therefore fixed, the end piece has to come in two different variants
to account for the two variants of the end PCBs varying in their thickness. Each
plastic end piece is fixed mechanically to the frame PCB by one screw connecting to
nuts that will be mounted on the frame PCB. Together with the two Samtec® ZSO®

plugs connecting to the end PCB, each strip end is fixed to the corresponding frame
PCB at three points. The end fittings are designed such that they can be constructed
conventionally in the sense that no 3D-printing is necessary. Since a radiation hard
and temperature resistant design is targeted, polyether ether ketone (PEEK) is chosen
as material for any plastic parts in the P2 tracker module design, thus including the
strip module end pieces. The end piece design is shown by the labeled rendering in
figure 7.2. The integration of the end piece to the strip submodule can be seen in
figures 7.3 and 7.4. These two renderings also illustrate the v-fold design.
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(a) Front side of the strip submodule

(b) Back side of the strip submodule

(c) Side view on the back side of the strip submodule

Figure 7.4.: Renderings of the strip submodule in the version with 14 chips, shown from
different perspectives.

The design of the end pieces implies that the helium flows in both v-fold channels
in the same direction. Cooling simulations were also performed for designs with
counter flowing helium, but this configuration was found to cool the sensors less
effectively. Aside from that, the sensor chips and the v-fold polyimide support struc-
ture are currently planned to be mounted on opposite sides on the HDI. It might
however also be possible to put the HV-MAPS in between the HDI and the v-fold
support structure.

Prototypes of the strip submodule design as shown in figure 7.4 have been assem-
bled (without actual pixel sensors) and will be presented later in this thesis in sec-
tion 9.2.

7.4. Support Frame

The tracker module frame includes two identical side modules which are connected
to each other by solid bars. The main design concept of the side modules consists
of two large PCBs which are oriented in parallel at a distance of 15mm, which is
defined by plastic profiles placed in between. The resulting channels formed by the
PCBs and the plastic profiles are used as helium pipes. In particular, two cooling
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channels are implemented, one for the helium flow through the v-folds and one for
the helium flow between the tracker planes. The main dimensions of the frame PCB
are 85mm × 620mm. There is some additional extension of about 40mm × 20mm
at the top side since some space between the PCBs that is not occupied by cooling
channels is needed for mechanical fixtures at this position. The PCB geometry can
be seen in figure 7.5a. While one PCB of that size is not rigid, two parallel PCBs
mounted at a fixed distance form a very stiff and robust structure.

(a) (b) (c)

Figure 7.5.: Renderings for different assembly stages of one frame side module: (a) Frame
PCB without any parts, (b) Frame PCB with plastic parts and connectors for helium
distribution, (c) Fully assembled frame side module with two parallel PCBs and parts
for strip mounting, but without any other electrical parts.

The cooling gas channels between the two frame PCBs can be seen in figures 7.5b
and 7.6. In figure 7.6, the left channel is for the distribution of the helium gas to the
strip v-folds, whereas the cooling channel on the right side distributes the helium for
the gas flow between the two sensor planes of one tracker module. The cross section
of the left channel is larger since more helium needs to be distributed through it, see
the cooling simulations in the next chapter. The C-shaped plastic profiles forming
the cooling channels and the frame PCBs will be glued to each other with Araldite®
2011 epoxy resin. A gas tight gluing connection is required for the cooling channel to
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Figure 7.6.: Cut view through frame side module with labeled components. One strip
module is mounted for visualization. Only mechanically relevant parts are assembled,
no electric components for readout and powering.

the v-folds as it is confined both by the two PCBs and the backside of two C-profiles.
In addition, all vias in the frame PCBs must be closed in the PCB manufacturing
process so that no helium escapes through them. Note that however gas tightness is
only required on a level that no relevant amount of helium gets lost for the cooling
as the tracker module itself is placed in a helium atmosphere. The second cooling
channel is formed by two C-profiles oriented opposite to each other.

Regarding the helium distribution to the v-folds, the gas is directed to the strip mod-
ules directly through one hole opening in the frame PCBs per v-fold. Each opening
connects to its counter part at the end piece of the strip modules, see figure 7.6. The
interface between the opening in the frame PCB and the strip end piece is sealed
by an additional O-ring for each opening. The helium flow distribution through the
v-folds is a closed system if there are no leakages. The cold helium gas enters one
frame side module of a tracker module and is then distributed to the v-folds. It leaves
the v-folds at the other end of the strip module to the opposing frame side module.
The gas distribution system outside the tracker modules is not developed yet, so that
this has to be done in the near future. More details will be given in the following
chapter which is dedicated to the cooling system.

The helium in the second gas channel between the frame PCBs is distributed through
openings added to the corresponding C-profile. One opening per strip guides the
helium into an additional diffusor chamber. The diffusor part is added in order to
achieve a steady helium gas flow between the tracker planes along the strips from
the one frame side module to the other. This flow is applied in opposite direction to
the flow inside the v-folds. Since the strips are mounted at different distances to the
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Figure 7.7.: Rendering of diffusor part with six chambers.

frame PCB and neighboring strips do not touch, they do not form a gas tight surface.
The helium flow between the tracker planes is therefore not a closed system. He-
lium must be supplied to the one frame side module with overpressure and by that
be blown between the tracker planes. At the opposing frame side module, the same
amount of helium gas is sucked in by lower pressure. A rendering of the diffusor de-
sign can be seen in figure 7.7. It is the result of fluid dynamical simulations presented
in the following chapter.

The helium flow volume between the tracker planes should be nearly constant along
the whole length of the tracker module, which means that the same amount of he-
lium should flow through each of the openings in the plastic profile to the diffusor
part. A uniform helium transfer can be reached with small size openings as it was
investigated in simulation (see chapter 8). The small openings however lead to large
helium velocities and very localized flow. In addition, the flow is not parallel to the
strip orientation as it is intended. The main task of the diffusor part is to widen the
flow profile over the complete area between the tracker planes and to align it in strip
direction. The main idea of the design is to place a barrier in the helium flow directly
behind the opening in the plastic profile. The helium will therefore be slowed down
and flow around this obstacle. The helium flow is further confined and directed by
the outer chamber dimensions. The diffusor part shown in figure 7.7 features six
chambers and one chamber is foreseen for every strip. Consequently, several copies
of this part must be patterned and different variants are needed in order to arrive at
29 chambers, which is visualized in figure 7.5b. The full assembly with 29 chambers
is built out of several parts for technical reasons in the production process. The dif-
fusor part and the plastic parts forming the cooling channels will be made of PEEK
and are designed such that no 3D printing is needed.

7.4.1. Strip mounting

The stripmodulesmust bemounted to the frame PCBs such that reliable transmission
of the fast electric signals and power is ensured. In addition, helium losses from the
gas distribution to the v-folds should be avoided as much as possible. At the same
time, an easy replacement procedure is desired. The cooling channel design between
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the frame PCBs forbids any parts formechanical fixture to extend through the bottom
side of the PCBs.

The end piece of the strip modules is fixed to the frame PCB by a screw which
connects to a screw nut mounted on the frame PCB. For that purpose, PEM® self-
clinching nuts for printed circuit boards sold by KVT-Fastening GmbH³ are used.
They are fixed to the PCB through a press-fit connection.

The electrical board-to-board connection between the frame PCB and the PCBswhich
are mounted at the end of each strip is implemented with a dedicated high-speed con-
nector by Samtec® (“interposer”). The envisaged single compression variant of the
ZA8 ultra low-profile micro array connector combines a ball grid array (BGA) for
soldering at the bottom side with gold feather compression contacts on the top side.
One interposer is soldered to the frame PCB for each connected strip, see figures 7.5c
and 7.6. For a readout designwith one fast link per sensor chip, the interposer variant
with an array of 10×10 pins is sufficient and serves as the current baseline option. In
any case several other standard configurations and also customized arrays are avail-
able. The default pitch is 0.8mm and the default stack height is 1mm. The Samtec®
interposer is specified for power transmission up to 0.9A per pin (with ten pins in
one row powered), a voltage up to 110VAC and fast differential signal transmission
up to 40Gbit/s [159]. The interposer was tested regarding power and fast signal
transmission with a dedicated test setup, the results are presented in chapter 9.

The mechanical mounting of the end PCBs of the strip modules has to ensure appro-
priate compression of the interposer feather contacts and is realized using Samtec®
ZSO connectors which are designated for this application. One such connector is
placed on each side of the interposer. The ZSO connectors are press-fit inserted to
the frame PCB to be flush with its bottom side. They combine a spacer preventing
over-compression of the solder balls with an alignment pin for the upper PCB place-
ment and a thread for its fixture with the mating nut. The strip module and the frame
PCB are designed such that the two ZSO pins fit two holes placed between the v-folds.
The geometry of the v-folds is such that the nuts for the mounting fit in between, as
visualized in figure 7.4c.

The PCBsmounted at the two ends of each strip extend over the frame PCB by around
5mm, see figure 7.6. This configuration allows to place some small parts directly at
the end of the strips, which can be exploited in particular for the placement of noise
reducing fast capacitors close to the sensor chips.

³https://www.kvt-fastening.de

146

https://www.kvt-fastening.de
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7.4.2. Side module connection

The two frame side modules must be connected by a rigid cross bar placed outside
of the active sensor area. Consequently, the rigid connectors are placed at both ends
of the frame PCBs, as depicted in figure 7.1. As an easy solution, one could fix two
rigid bars with some screws. This implementation however does not account for the
thermal expansion of the strip modules. The cooling system for the tracker modules
will be designed to keep the operation temperature between 0◦ to 70◦. The thermal
expansion of polyimide in this temperature range is at O(20 ppm/K), so a 360mm
long polyimide strip expands by around 0.5mm for a temperature difference of 70 K.
The precise actual value will depend on the particular polyimide variant that is used.
With a completely rigid connection of the frame side modules, the strips would need
to deform in order to accommodate for their thermal expansion. It is questionable
whether the characteristic of this deformation is predictable and reproducible, which
implies larger and temperature dependent sensor alignment uncertainties. The actual
impact of this effect on the reconstruction performance still needs to be investigated.
Thus, a connection mechanism for the frame side modules is developed that adjusts
the distance to the thermal expansion of the strip modules.

Figure 7.8.: Rendering of the connection mechanism for the frame side modules with
labeled components.

The connection between the frame side modules features a 15mm×15mm aluminum
profile (MakerBeamXL®⁴) which is mounted on compression springs. A rendering
of this setup is shown in figure 7.8. At both ends, the aluminum profile is attached
to guiding rails which are fixed to the frame PCBs. The guidance rail restricts move-
ment of the aluminum profile to shifts of a few millimeter perpendicular to the frame
side module. The compression springs push the two frame side modules away from

⁴www.makerbeam.com/makerbeamxl/
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Figure 7.9.: Rendering of the complete tracker module frame including the two side mod-
ules and the connecting aluminum profiles.

each other, which slightly pulls the strips and therefore enables their expansion with
temperature. Any movement can however be prevented with additionally mounted
fixing screws, which is needed especially for the assembly of the strip modules.

Figure 7.9 shows the complete frame consisting of two frame side modules and the
connecting aluminum profiles. As mentioned earlier, the integration of the tracker
modules to the P2 detector still needs to be worked out. The MakerBeamXL alu-
minum profiles indeed are a likely starting point for connecting the tracker modules
to any outer support structure.

7.5. Tracker Module Assembly

The assembly of the tracker module is completed by mounting all 2×29 strips on the
module frame. Due to the two different variants of the strip module end PCBs, which
vary in their thickness, the mounted sensors are located at different distances to the
frame PCB. In order to arrive at a partial overlap between the sensors of neighboring
strips, strips with thick end PCBs and strips with thin ones are mounted alternatingly.
Figure 7.10 shows a cut view through 2× 4 neighboring assembled strips, visualizing
the partial overlap between the sensor areas. It also shows that for the replacement
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Figure 7.10.: Cut view through several neighboring and opposing strips mounted on a
tracker module, visualizing the sensor offset and partial overlap.

of a strip module with the thin end PCB, the two neighboring strips need to be re-
moved first. The strips with the thick end PCB can be removed without touching any
other strip. After releasing the fixation screws, the strip modules can be moved out
perpendicular to the frame PCB.The overlapping strip configuration implies that the
sensor planes of the P2 tracking detector are not completely flat, but the z-position
of each strip is known and has to be taken into account. With the configuration as
shown in figure 7.10, the distances of opposing sensors are 21.6mm and 23mm for
every second strip. The sensors are oriented to the inner side of the tracker module
and the polyimide v-folds to the outer side.

The strip variants with different chip multiplicities are assembled in the configura-
tion that is depicted in figure 7.1. Starting from the outer module side, 7 strips with
14 chips are assembled, followed by 7 strips with 12 chips and then again by 7 strips
with 10 chips; 8 strips with 8 chips complete a plane to a total of 29 strips. As dis-
cussed earlier, this chip configuration approximates the targeted trapezoidal shape
for the coverage area of the tracking detector. Figure 7.11 shows renderings of the
assembled tracker module both with only one tracker plane assembled and with all
strips mounted. The actually covered area can be seen only for the rendering with
one plane assembled, as it is hidden by the second plane because of the sensor orien-
tation to the inner module side.

The free space on the top side of the frame PCBs (see the rendering of the full module
in figure 7.11b) will be used for the electronic parts needed for powering and readout.
It has to be investigated whether the available space is sufficient. In the presented
technical design, the frame PCBs have a width of 85mm, of which 45mm are occu-
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(a) Strips of one tracker plane mounted

(b) All strips mounted

Figure 7.11.: Renderings of the assembled tracker module.
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pied with the mounted strip modules. On the bottom side of each frame PCB, the
only available space of about 5mm is at the side because of the cooling channels,
see figure 7.6. In addition, it was already mentioned that some small parts can be
mounted on the end PCBs of each strip module. More space can be occupied by as-
sembling parts on dedicated submodules with right-angled connectors. In particular,
the FEASTMP converter modules mentioned as a base line option for power conver-
sion come with such a connector and could therefore be mounted on the frame PCB
in such a space saving manner. Otherwise, it is of course possible to extend the di-
mensions of the frame PCBs further, but that would increase the transverse section
of rigid parts being placed into the electron trajectories to the integrating Cherenkov
detectors in the P2 experiment.

The presented technical design of the tracker modules has just been realized in a
thermo-mechanical prototype with 2× 18 heatable strip modules, but without actual
pixel sensors. The construction of the prototype demonstrates the practicability of
the presented technical design. In addition, cooling tests in the laboratory have al-
ready started with smaller prototypes and will be continued with the larger detector
model. The prototype developments are reported in chapter 9.

7.5.1. Additional Cover Option

The technical design of the tracker module presented so far, visualized in figure 7.11,
offers the possibility to cool the sensors with helium flows through the v-folds and
between the tracker planes. It was observed in cooling simulations that will be pre-
sented in the following chapter that for a high power consumption of the sensors
around 400mWcm−2, it is hard to keep the temperatures below 70◦ with this cooling
configuration. The flow velocities cannot be increased unlimitedly because laminar
flow is required. As a consequence, an option for the implementation of an additional
helium flow over the back side of the strip modules is developed. Nevertheless, con-
siderable effort should be taken regarding the sensor design and operation to keep
the power consumption at a level that makes this additional cooling omissible. The
additional cooling flow would increase both the total helium flow rate and the mate-
rial budget of the tracker module.

In order to enable an additional helium flow over the back side of the tracker planes,
an additional cover is developed that could be mounted on each side of the tracker
module. Similar to the baseline tracker module design, this additional cover consists
of a frame that is used for distributing the helium gas. A slightly modified copy of
the diffusor part developed for the helium flow between the tracker plane is used to
achieve a steady and aligned helium flow along the strip back sides. The cover setup
is completed by an additional thin foil that is fixed to both frame sides and spanned
over the complete tracker module area. The foil is placed at a distance around 15mm
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Figure 7.12.: Rendering of tracker module with additional cover.

to the strips and by that confines the helium flow to be close to the strips. Figure 7.12
shows a rendering of the tracker module with the additional cover.

The additional cover is not developed to great mechanical detail yet, but rather at a
conceptual design level that allows to test the principle in cooling simulations. For
example, the cross bars for the cover are not implemented to be mounted on springs
at this design status. In addition, no materials are assigned. Most of the parts needed
could certainly be built out of plastic, including the two rectangular plates which are
depicted in red in figure 7.12. The cooling channels are hidden in this figure because
they are mounted to the bottom side of these two plates. Note that the installation of
such an additional cover would require to remove it temporarily every time a strip
module needs to be exchanged.
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8 Cooling Studies

Cooling the silicon pixel sensors is one of the biggest challenges in the development
of the P2 tracking detector. The power dissipation of the silicon pixel sensors is ex-
pected to be between 100mWcm−2 and 400mWcm−2. Studies on the performance
of the MuPix7 and MuPix8 prototype sensors at different settings and power dissipa-
tion are presented in Ref. [160]. It was shown that that the MuPix7 has an optimal
working point at a power dissipation of 300mWcm−2, whereas this value is reduced
for the MuPix8 to approximately 200mWcm−2.

The demand for material reduction requires to use a cooling medium of lowest pos-
sible density, which leads to gaseous helium as an obvious choice. Hydrogen gas is
the only material with lower density, but is discarded because of the related safety
hazards. The low density of gaseous helium however comes with a low volumetric
heat capacity¹ compared to any liquid coolant and therefore requires higher volume
flow rates.

Even though helium was chosen as cooling gas primarily for to its low density, it
turns out to have also good cooling capabilities compared to other gases. Table 8.1
shows the thermo-physical properties of helium and air for comparison. Helium
features a higher specific heat capacity than air, and even a comparable volumetric
heat capacity despite its lower density. In addition, the heat conductivity of helium
is better, which is the most important property for the cooling performance. The
increased speed of sound allows to preserve laminar flow of helium at much higher
flow velocities compared to air.

In the proposed cooling system of the P2 detector, the helium is piped through a
closed loop that includes the P2 tracking detector and a heat exchanger. The technical
implementation of the global cooling loop still needs to be worked out. This first

¹heat capacity per unit volume, not to be confused with the specific heat capacity at constant volume
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Helium Air
density ρ [kgm−3] 0.1625 1.177
specific heat capacity cp [J kg−1 K−1] 5193 1007
volumetric heat capacity [Jm−3 K−1] 844 1185
heat conductivity k [Wm−1 K−1] 0.156 0.02623
kinematic viscosity ν [cm2 s−1] 1.23 0.158
Prandtl number Pr 0.664 0.713
speed of sound cs [ms−1] 1019 347

Table 8.1.: Some thermophysical properties of helium and air at T = 300 K and normal
pressure p = 101 325 Pa [161].

requires to investigate the helium flow rates needed in order to achieve sufficient
cooling of a tracker module. The development of the local cooling gas distribution
within the tracker modules and the quantifying the associated flow rates was done
as part of this thesis. The local cooling concept for each tracker module was outlined
in the previous chapter because of its direct implications on the mechanical design.
The focus of this chapter is to describe the fluid dynamics simulations that were
performed in order to evaluate the cooling flow requirements, which served as an
input to the mechanical design.

An initial assessment of the necessary helium flow rate is made based only on the
specific heat capacity cp of gaseous helium. For this estimation, the minimum helium
flow rate ÛV needed in order to arrive at a steady state energy equilibrium is evaluated
assuming perfect heat transfer (the full helium volume is heated up to the maximum
allowed temperature) and a heat flux φq of the silicon pixel sensors:

ÛVmin =
Nsensor · Asensor · φq

cp · ρ · ∆Tmax
(8.1)

Here, Nsensor is the total number of sensors to be cooled, Asensor is the sensor surface
area, ρ is the density of the coolant and∆Tmax is themaximum temperature difference
between incoming and outgoing cooling gas that is allowed during operation. For
the P2 tracking detector, 8 modules with 632 sensors each will be constructed and
operated. The sensor area is 20mm × 23mm. The maximum operating temperature
is estimated to be 70 ◦C and also taken as an estimate on the maximum temperature
difference, implying an initial helium temperature of 0◦. Table 8.2 shows calculation
results on the minimum helium flow rate for different assumptions on the sensor
power dissipation. These values can only be interpreted as a lower limit and are
expected to be exceeded considerably by any predictions based on dedicated heat
transfer simulations.
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Sensor Tracker Module Full Tracker
φq [mWcm−2] ÛQ [W] ÛV [L s−1] ÛQ [kW] ÛV [L s−1]

100 290.7 4.48 2.33 35.84
200 581.4 8.96 4.65 71.69
300 872.2 13.4 6.98 107.5
400 1162.8 17.9 9.30 143.4

Table 8.2.: Total heat production ÛQ and lower limit on the helium flow ÛV needed for an
energy equilibrium, calculated for different assumptions on the sensor power dissipation
φq . The calculation is based on the simplified assumption that the full helium flow is
heated up by ∆T = 70◦. The volume flow is evaluated at the helium density at the inlet
temperature T = 0◦, ρ = 0.1785 kgm−3. Results are given both for a single tracker
module and the full tracking system consisting of eight modules.

For more realistic predictions on the volume flow rates, the temperature and veloc-
ity profiles of the helium flow need to be considered. Fluid flow and heat transfer
are governed by partial differential equations, in particular the continuity equation,
the Navier-Stokes equation, and the energy equation. The continuity equation for
incompressible flow and the velocity field ®v reads

®∇ · ®v = 0. (8.2)

The equation of motion for incompressible flow is given by the Navier-Stokes equa-
tion:

ρ

(
∂ ®v
∂t
+ (®v · ®∇) ®v

)
= −®∇p + µ∆®v + ®д (8.3)

with density ρ, the dynamical viscosity µ and external body forces ®д like gravity or
Coriolis force. The gravitational force needs to be considered only for flow appli-
cations where natural convection has a notable impact. The Coriolis force can be
neglected for all applications reported in this thesis. In addition, only steady state
solutions are considered, which leads to ∂ ®v∂t = 0.

Incompressible flow implies that density changes can be neglected for a fluid parcel
that moves with the flow velocity. A fluid parcel is an infinitesimal volume that is
chosen large enough to neglect the molecular composition. Density changes can be
caused by large pressure or temperature variations. For cooling setups with moder-
ate flow velocities and with forced convection as the dominant cooling mechanism,
incompressible flow is a valid assumption. However, in case that natural convection
has a considerable impact, buoyancy forces due to temperature induced density vari-
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ations in conjunction with gravity are crucial. Having said this, it is important to
notice that incompressible flow is in some cases² defined less restrictive to be low
Mach number flow (or pseudo-incompressibility), then requiring solely a flow veloc-
ity below 0.3 times the speed of sound. Using only this requirement for incompress-
ible flow then explicitly allows for large perturbations in density due to temperature
changes and is almost always fulfilled regarding cooling simulations for the P2 track-
ing detector.

The Navier-Stokes equation is non-linear so turbulence can occur. An indicator
whether such phenomena must be taken into account is represented by the so-called
Reynolds number, defined as

Re = v L
ν
. (8.4)

Here, L is a characteristic length dimension of the flow geometry and ν is the kine-
matic viscosity. Laminar flow (no turbulence) can be assumed for values below a
critical value of the Reynolds number Rcrit, which also depends on the actual geome-
try.

The energy equation for incompressible flow and neglecting viscous heating can be
written in terms of the static temperature T :

ρ cp

(
∂T

∂t
+ ®v · ( ®∇T )

)
= ®∇ ·

(
k ®∇T

)
+ qV (8.5)

with the heat conductivity k and any volumetric heat source qV . The partial time
derivative of the temperature vanishes for steady state solutions. The energy equa-
tion is completely decoupled from the continuity equation and the Navier-Stokes
equations for incompressible flow unless the viscosity depends on the temperature.
In conclusion, there are five equations (continuity equation, three momentum equa-
tions given by the Navier-Stokes equation and the energy equation) for five unknown
variables: three components of the velocity vector ®v , the pressure p and the temper-
ature T .

For simple flow applications, several further approximations allow to greatly simplify
the relevant equations and thus enable to deduce analytical results. An interesting
case of such a simple configuration is a laminar gas flow over a flat heated surface.
It is considered in more detail e.g. in Ref.s [161, 162]. For this configuration, one can
derive that both the velocity and the temperature profile are described by a boundary
layer as depicted in figure 8.1. The layer thicknesses δv for the flow boundary layer

²for example within the Autodesk® CFD software
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Figure 8.1.: Schematic drawing depicting fluid flow over a flat plate; taken from
Ref. [163].

and δt for the temperature boundary layer are related by the Prandtl number

δt
δv
= Pr−

1
3 . (8.6)

The Prandtl number for hard-sphere mono-atomic gases is 2
3 ; it can be seen from

table 8.1 that the value for helium is very close to this prediction. The layer thick-
nesses are defined as the distances to the boundary where temperature (velocity)
have reached 99 % of the free stream temperature T0 (velocity u0). The Reynolds
number at length x along the surface is given by

Rex =
u0 x

ν
. (8.7)

The critical Reynolds number is here around 3.5 × 105. For a constant heat flux qw
across the boundary, it can further be derived that [161, 162]

qw x

k (Tw −T0)
= 0.453 · Re

1
2
x · Pr 1

3 . (8.8)

This relation shows that the wall temperature Tw along the surface is proportional
to

√
x .

For more complex fluid dynamical problems such as helium flow and heat transfer
in the P2 tracker modules, analytical calculations by hand become impossible. The
behavior of liquids and gases is hence commonly analyzed with Computational Fluid
Dynamics (CFD) tools. The analyses presented here were done with Autodesk® CFD,
which is based on the finite element method (FEM) and thus has good flexibility in
modeling any geometric shape. The partial differential equations are reduced to a set
of algebraic equations at discrete points and nodes on every element (discretization
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method).

The work flow for any CFD simulation starts with an input model describing the
geometry. For flow simulations without any heat transfer involved, it is sufficient
to know the material and the geometry of the flow volume. The integration of heat
transfer requires to define the material and the geometry of any solid parts surround-
ing the gas flow. The input model should be simplified as much as possible so that
it only includes features that are relevant for the CFD simulation. After importing
the geometry model and applying the correct materials to all the parts, the boundary
conditions for the CFD simulation must be defined. The boundary conditions include
constraints on temperature, heat transfer, inlet flow velocities and pressure. The ge-
ometry model is then converted to a simulation model in the meshing procedure.
After that, the physical processes to be simulated must be defined, including settings
for using (in)compressible flow, inclusion of heat radiation or gravity. The simula-
tion is then performed iteratively until sufficient convergence of velocity, pressure
and temperature is achieved.

The prediction of helium volume flows for the P2 tracking detector in the scope of
CFD simulations involves many simplifications, in particular the representation of
the geometry in a discretized simulation model. Only a limited number of finite el-
ements can be simulated with affordable computational infrastructure. The results
of CFD simulations hence come with large uncertainties that are difficult to quan-
tify. It is therefore crucial to validate these results with experimental cooling tests
wherever possible. First cooling tests in the laboratory were already made with test
setups including single strips. In addition, a prototype of the P2 tracker modules has
been constructed that will allow to perform extended cooling studies. Details on this
prototype are discussed in chapter 9.

Several cooling tests and simulations have already been performed for the Mu3e ex-
periment, that will use a similar cooling concept with gaseous helium for a very
different geometry. These investigations are reported in Ref.s [157, 158, 162, 164–
167]. They include both experimental tests and numerical simulations. In addition,
a more detailed discussion on the validity of finite element simulations can be found
in Ref. [166].

8.1. Helium Distribution in the Tracker Module

The cooling of the silicon pixel sensors on the tracker modules for the P2 experiment
is implemented by forced convection of a gaseous helium stream. The minimum
flow rates considered in 8.2 showed that forced convection is necessary since natural
convection is not sufficient to dissipate the heat produced by the sensors. Cooling
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Figure 8.2.: Schematic cut view through a tracker module visualizing the different he-
lium cooling flows. The schematic is not to scale.

the sensors by forced convection requires to establish a continuous helium stream
along the sensor surface. Therefore, the gaseous helium must be distributed through
a channel system implemented in each tracker module.

The base design of the trackermodule without additional cover integrates two helium
flow circuits. The first helium distribution system channels the helium through the
two v-folds mounted on each strip (“channel flow”). The channel system is designed
such that about the same helium flow rate is achieved in the v-folds of all strips. The
second helium distribution system is responsible for the helium flow between the two
tracker planes (“inner flow”). Again, the same amount of helium should flow along
each strip. In addition, the piping must ensure that a steady laminar flow along the
stripswithout turbulences is established. The additional cover optionwould include a
third helium distribution system (“outer flow”) of helium streaming above the tracker
planes. Figure 8.2 sketches a cut view through the tracker module and visualizes the
different flow directions.

The main task in the development of the helium distribution system for the channel
flow is to provide equal flow rates to all v-folds. The same challenge arises for the
inner flow. Even though there are no separated flow channels in this case, the free
streaming velocity along the strips should be rather uniformly distributed among
the strips. The helium distribution system for each of the two flow circuits basically
consists of one helium pipe along the frame, with one hole opening for each v-fold
and for each diffusor chamber, respectively. One diffusor chamber is implemented
for each strip, see figures 7.5b, 7.7 and 7.11a. The outlet openings to the individual v-
folds and diffusor chambers must be small enough to prevent that more helium than
designated is passed through the first few openings behind the main gas inlets. For
a constant diameter and spacing of the hole openings, the uniformity of the helium
distribution to the individual openings is determined by the accumulated cross sec-
tion of all openings compared to the cross section of the distributing pipe. Figure 8.3
shows this effect observed in the CFD simulation. In this case, helium flow through
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Figure 8.3.: Helium flow through openings in a gas channel depending on the hole di-
ameter.

a pipe with a rectangular cross section of 8mm × 8mm was simulated; 29 holes of
equal diameter and with 20mm spacing were implemented as outlet openings. The
openings were placed centered on one of the lateral surfaces of the pipe. The simula-
tion was repeated for several different values of the opening diameter and each time
the flow through the individual openings was investigated. It can be seen that a suf-
ficiently uniform helium distribution is achieved for a diameter of 1.5mm or smaller.
This corresponds to a ratio of the accumulated cross section of all openings to the
pipe cross section of about 0.8. For 1mm opening diameter, the expected average he-
lium velocity in the opening is around 350m s−1, so that the influence of simulating
compressible flow was considered. No notable difference in the simulation outcome
could be observed compared to incompressible flow.

In the considered technical design of the tracker modules, the cross sections of the
two helium distribution channels within the frame side modules are larger than
8mm × 8mm. The channel for the v-fold flow circuit measures 30mm × 15mm and
the channel for the inner flow 18mm × 11mm. However, there are 116 v-folds and
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8.1. Helium Distribution in the Tracker Module

(a) Simulation without the additional bridge installed in the diffusor part

(b) Simulation with complete diffusor part

Figure 8.4.: Simulation of the helium outlets for the inner flow. The total helium flow is
6 L s−1 in both simulations. The flow through the diffusor part is simulated once without
the bridge as an obstacle behind the opening and once with the full design. The plot
shows the velocity perpendicular to the opening surface at the outlet of the first six out
of 29 diffusor chambers. Negative velocities indicate gas flow out of the diffusor part.
The helium flow in the distributing channel is in positive z-direction.

therefore the same amount of openings in the corresponding helium channel. A hole
diameter of 2mm is chosen which then again corresponds to a cross section ratio of
around 0.8. The same opening size is used for the inner flow channel, the ratio in
this case is about 0.5. The openings are not chosen smaller in order to prevent very
high helium flow velocities at the openings. If slightly more helium is distributed to
the first few strips, it might be even beneficial because these are the strips with the
highest multiplicity of mounted sensors.

In an initial design of the tracker modules, the diffusor part was not implemented and
the inner flow was distributed to the volume between the two tracker planes directly
through the hole openings in the corresponding helium distribution channel. It was
then observed in a flow simulation that this leads to chaotic helium flow between the
tracker planes. The diffusor part was hence installed in order to arrive at a steady
helium flow aligned along the strip modules. This design is shown in figure 7.7. It
consists of one chamber per strip and an additional bridge directly behind the outlet
opening as an additional obstacle for the helium flow. The effect of this additional
bridge is shown in figure 8.4. In these two simulations, the helium flow is simulated
once with the additional bridge and once without. The total flow volume is 6 L s−1
in both simulations. It can be observed that the maximum velocity at the outlet of
the chambers is much lower (about 5m s−1 instead of 37m s−1) with the additional
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bridge installed since the flow is distributed over a larger area. However, even with
the full diffusor part installed the helium flow is not uniformly distributed over the
chamber opening. Without the additional bridge, the maximum outgoing helium ve-
locities are observed localized directly behind the outlet openings. The additional
bridge however redirects the helium flow to the sides of the diffusor chamber. Re-
circulating flow occurs for both configurations. Nevertheless, in flow simulations
of the complete tracker module, it can be observed that with the full diffusor part
put in place, the velocity differences at the outlet compensate in the helium volume
between the tracker planes so that a homogeneous flow profile is achieved (see the
following section). The helium velocity profiles obtained in simulations involving
the complete tracker module are additionally influenced by the simulation of heat
transfer.

The flow simulation of the diffusor part additionally allows to analyze the total rate
of helium flowing through each of the diffusor chambers. As mentioned before, one
chamber is installed for each strip. The magnitude of the helium flow volume should
be the same for each of the diffusor chambers. Figure 8.5 shows that the helium flow
is indeed distributed quite uniformly through all chambers which confirms that the
opening diameter of 2mm at the pipe outlet is sufficiently small. The volume flow
per diffusor chamber even slightly increases with the distance to the main gas inlet,
which is surprising and probably attributable to the specific flow geometry. This
effect is not observable in the simulation without the bridge installed in the diffusor
part. In any case the differences in the volume flow per chamber are very small and
therefore not considered to be relevant for the cooling performance.

8.2. CFD Simulations of the Complete Tracker
Module

The simulation of the complete tracker module including heat transfer requires to
define several further boundary conditions and physical constraints. First of all, the
heat production of the silicon sensors must be set. The cooling of the P2 tracking
detector is simulated for two scenarios regarding the heat dissipation of the HV-
MAPS: a moderate heat dissipation scenario of 200mWcm−2 and a scenario with
an increased power consumption of 400mWcm−2. For the moderate power con-
sumption scenario, the base design of the tracker module without additional cover
and outer flow is simulated. For the high power scenario however, the additional
cover and outer flow are added. The sensor dimensions in the CFD simulation are
22mm × 20mm and the heat dissipation is distributed uniformly over the complete
area. Sensor tests have shown that most heat is actually dissipated in the inactive
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Figure 8.5.: Helium volume flow through each of the diffusor chambers.

periphery region. The effect of locally increased heat load hence must be considered
in future investigations.

The cooling of the pixel sensors with gaseous helium will predominantly be real-
ized by forced convection. In addition, cooling is improved by natural convection
and thermal radiation. Regarding CFD simulations, these two additional cooling
mechanisms impose significant additional computational costs. When simulating
only forced convection, it is possible to simulate the helium flow and the heat trans-
fer separately since the equations of motion and energy are independent from each
other. This is no longer the case if helium density variations are taken into account,
so that flow and heat transfer are coupled and must be simulated simultaneously.
An efficient approach is to obtain a rough estimate on the cooling performance by
simulating solely forced convection first and then achieve more precise results by en-
abling natural convection and thermal radiation consecutively. For that, the results
based on forced convection can be used as an input such that convergence is then usu-
ally obtained with less than 100 additional iterations. The Autodesk® CFD software
defines incompressible flow as low Mach number flow and so heat induced density
variations are controlled as a separate setting. Incompressible flow in that sense is
therefore assumed in all simulation scenarios while allowing temperature induced
density variations controls the presence of natural convection. Thermal radiation
can be enabled with an additional switch in the CFD software.
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Themechanical input model of the tracker module is simplified in such a way that ir-
relevant features like screws or connectors are omitted or replaced by simpler shapes.
The simulations presented here make use of the automatic mesh sizing with only
small adjustments. The geometry of the P2 tracker modules is rather inconvenient
for CFD simulations with finite mesh size since it includes several very thin parts
that result in a very large number of elements. The automatic mesh sizing adjusts
the element size to the modeled geometry. It allows for variable element sizes in
order to arrive at an efficiently solvable simulation model.

For the tracker module base design without additional cover, an external enveloping
helium volume is added to the simulation model. This external gas volume is neces-
sary in order to consider the effect of natural convection. Its size is chosen such that
a further extension had only negligible influence on the temperature simulation re-
sults. An extension of about 5 cmmeasured from each of the two tracker planes was
found to be sufficient. All exterior surfaces of the simulation models are treated as
adiabatic surfaces with zero velocity. For the design with additional cover, no exter-
nal gas volume is added since in this case the flow volume is already enclosed by the
foil mounted on the cover frame. The foil itself is omitted in the simulation model as
it is sufficient to limit the helium volume. Due to the adiabatic boundary condition
at exterior surfaces, the heat transfer through the foil to the helium gas chamber is in
this scenario neglected, so that the cooling performance is slightly underestimated.
Figure 8.6 shows the geometry that is used for the two simulation scenarios. The
directions of the coordinate axes are the same for both scenarios and also shown in
this figure. The coordinate origin is defined in the center of the tracking module, so
that the yz-plane is the midplane between the frame side modules and the xz-plane
is the midplane between the two tracker planes. The coordinate directions are there-
fore the same as used in the CFD simulation of the diffusor design, see figure 8.4.
Note that this coordinate system definition in the CFD simulation however differs
from the one chosen for the P2 detector simulation which is also the one used for the
technical design of the tracker modules.

8.2.1. Flow Velocity Results

The efficient cooling of the pixel sensors requires to distribute the helium cooling
gas evenly across the tracker module. Laminar helium flow must be ensured near
the sensors in order to limit any vibrations caused by the helium flow. It is there-
fore important to check the velocity profiles near the pixel sensors in the simulation
of the complete tracker module. Figure 8.7 shows the velocity profile for the inner
flow between the tracker planes which was evaluated in the moderate heat load sce-
nario (without additional cover). The important input parameters for this scenario
are given in table 8.3. It can be seen that the velocity is oriented in x-direction and

164



8.2. CFD Simulations of the Complete Tracker Module

(a) Base design of the tracker module with extended helium volume.

(b) Tracker module with additional cover

Figure 8.6.: Rendered CFD simulation geometries for the two scenarios considered, more
details are given in the text.
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Figure 8.7.: Flow velocities of the inner flow between the tracker planes evaluated in the
CFD simulation. Both plots are evaluated on the midplane between the tracker planes,
y ≡ 0.

hence along the strips, which is the desired behavior. The other velocity components
are much smaller. Looking at the velocities along the z-axis (perpendicular to the ori-
entation of the strip modules, in the middle between the two frames) in figure 8.7a,
it can be seen that the velocity in x-direction however fluctuates considerably. Nev-
ertheless, the fluctuations are random without any visible pattern or tendency. As a
consequence, they are rather attributable to the finite mesh size than to any actual
physical effect.

The velocity profile between the tracker planes along the x-axis (along the strip ori-
entation) plotted in figure 8.7b shows an increase directly behind the gas outlet of
the diffusor (x = −145mm). The x-axis is defined to be at the center of the module
and thus located at the center of a diffusor chamber. The analysis of the diffusor
design (see figure 8.4b) has shown that the flow is not distributed uniformly over the
outlet, but is minimal at the center. The increase of flow velocity seen in figure 8.7b
is therefore attributable to the balancing of the flow velocities directly behind the
diffusor outlet. This is confirmed by figure 8.8, which shows the profile of the veloc-
ity in x-direction on the midplane between the two tracker planes (xz-plane) at the
diffusor outlet. It can be seen that at a few centimeter distance to the diffusor outlet,
the maximum velocity can be observed at the center and no longer at the sides of
the diffusor. In addition, by simulating the complete gas volume between the tracker
planes, the recirculating flow at the diffusor outlet (negative velocity in x -direction)
disappeared. In general, figure 8.7b shows a velocity drop of the inner flow along the
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8.2. CFD Simulations of the Complete Tracker Module

Figure 8.8.: Profile of the velocity in x-direction in the midplane between the tracker
planes at the diffusor outlet. The range of the color scale is chosen to cover the velocities
appearing outside the diffusor chamber; the velocities inside partially extend over the
range covered by the color scale.

strips. The volume between the tracker planes is not perfectly enclosed by the strips
so that helium gas is escaping between the strips. In addition, the helium volume is
open at the first and the last strip of each plane. The same amount of helium that is
blown on the one side is sucked in again at the frame side module on the other side,
which explains the clear flow velocity increase observed in front of this outlet.

For the channel flow, the helium flow through the v-folds is analyzed. The v-folds are
shaped as isosceles triangles with base side length a = 6mm and height h = 4mm,
see the geometry shown in figure 7.3. The cross section thus is Ac = 12mm2. The
Reynolds number for the flow through the v-folds can be calculated according to
equation 8.4. For non-circular tubes, the length scale L has to be replaced by the
so-called hydraulic diameter [168]

Dh =
4Ac

P
(8.9)

where P is thewetted perimeter. For the v-folds, it is given by the sum of the triangle’s
side lengths, thus P = a + 2b = 16mm with b =

√
(a2 )2 + h2 = 5mm. Finally, one

gets Dh = 3mm. The maximum Reynolds number for which laminar flow in a pipe
will always be stable is 2100 [161]. For the volume flows considered in the cooling
simulations of the P2 tracking detector, the Reynolds number in the v-folds is always
far below this critical value, see table 8.3.

The calculations of the Reynolds numbers assume that the helium flow is equally
distributed to all v-folds. Figure 8.9 shows the distribution of the heliumflowvolumes
through each individual v-fold for both cooling scenarios. Apart from the different
total volume flow in the two scenarios, the distributions are very similar. The helium
flow through most of the v-folds is slightly above the average, but a reduced helium
flow is observed for some v-folds. No pattern can be observed where these v-folds
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Figure 8.9.: Distribution of the helium volume flow to the v-folds in the two simulated
cooling scenarios.

are located. In any case, the differences are not too large so that the evenness of the
helium distribution is considered to be acceptable. The total volume flow of 24.4 L s−1
obtained in the high power scenario exceeds the incoming helium flow of 24 L s−1
(see table 8.3). Helium expands with temperature so that the volume flow is not a
conserved quantity. It was checked for both cooling scenarios that sufficient mass
flow balance at the global gas inlets and outlets of the simulation model is obtained.
Although the helium volume flow through the v-folds was evaluated at the beginning
of the v-folds where the gas enters, for the high power scenario the helium was
apparently slightly heated up before by the environment.

8.2.2. Thermal Results

The results discussed so far have shown that the helium distribution system within
the tracker module works as expected and that only laminar helium flow should
occur around the pixel sensors. In order to investigate the cooling performance, the
thermal simulation results need to be considered. The simulations were conducted
with 0 ◦C initial helium temperature. In the experiment, it is a good idea to use a
slightly higher input temperature in order to prevent any ice forming on detector
parts. The temperatures observed in the CFD simulation should be interpreted as
temperature differences to the input temperature, which means that a higher input
temperature would need to be added to the observed temperatures.
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8.2. CFD Simulations of the Complete Tracker Module

moderate power scenario high power scenario
sensor heat load 200mWcm−2 400mWcm−2

total heat 556.16W 1112.3W

channel flow 15 L s−1 24 L s−1

inner flow 6 L s−1 6 L s−1

outer flow - 2 × 6 L s−1

total helium flow per module 21 L s−1 42 L s−1

flow per v-fold 0.13 L s−1 0.21 L s−1

average v-fold velocity 10.7m s−1 17.2m s−1

v-fold Reynolds number 306 493

fluid elements 5 945 291 7 101 593
fluid nodes 1 987 532 2 523 844
solid elements 2 782 555 3 573 141
solid nodes 273 951 372 081

inlet helium temperature 0 ◦C 0 ◦C
maximum sensor temperature

- no heat radiation 60.3 ◦C 75.6 ◦C
- with heat radiation 60.0 ◦C 74.5 ◦C

Table 8.3.: Summary table of important parameters for the two cooling scenarios. The
v-fold volume flow, velocity and Reynolds number are calculated for 0 ◦C helium tem-
perature.

Figure 8.10 shows the temperatures observed on the sensors in the two simulated
cooling scenarios. The boundary conditions are given in table 8.3. The qualitative
temperature profiles are quite similar for both scenarios. The maximum tempera-
tures are visible on the first few strips counted from the top. In general, the sensors
on the left side (low x-value) are hotter. It can be concluded that more heat is trans-
ported away from the sensors by the channel flow which is oriented in negative
x-direction (from right to left). The helium in the v-fold channels heats up so that
the cooling becomes less efficient to the left side. The inner flow (and the outer flow
in the high power scenario) is (are) oriented in the opposite direction to compensate
for that (see figure 8.2), but the cooling capability is lower. The cooling performance
of the different flow circuits can be further investigated by considering the average
temperature and helium mass flow at the global gas outlets:

ÛQ = Ûmcp ⟨∆T ⟩. (8.10)

The temperature difference ∆T is the difference between the helium temperatures at
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(a) Moderate power scenario (200mWcm−2) (b) High power scenario (400mWcm−2)

Figure 8.10.: Temperature results for the two simulated cooling scenarios. For visibility,
the tracker module is cut in the xz-plane, showing the sensors of one tracker plane. The
channel flow was oriented in negative x-direction (from the right to the left), the inner
flow (and outer flow) in positive x-direction.

inlet and outlet. Table 8.4 summarizes the heat dissipated at the outlets of all cooling
circuits. These numbers represent only an estimate on the actual cooling perfor-
mance of the flow circuits because of heat transfer through the pipes to the environ-
ment. The results given in this table are evaluated before activating heat radiation
because radiation additionally complicates the quantification of cooling attributed
to a particular flow channel. An energy imbalance of a few percent is observed for
both scenarios. The average temperature at the outlet is calculated based on nodal
data and therefore only an approximation. Autodesk® CFD minimizes the energy
equation residual at the nodes, as opposed to forcing fluxes to balance. This helps to

flow circuit moderate power scenario high power scenario
total heat production 556 W 1112 W
channel flow 446 W 822 W
inner flow 89 W 83 W
outer flow - 174 W
energy imbalance 21 W 33 W

Table 8.4.: Heat dissipated via the various flow circuits in the two simulation scenarios.
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flow circuit moderate power scenario high power scenario
channel flow 29.8 WL−1 34.2 WL−1

inner flow 14.8 WL−1 13.9 WL−1

outer flow - 14.5 WL−1

Table 8.5.: Heat dissipated through the various flow circuits in the two simulation sce-
narios, evaluated per liter of incoming helium at 0 ◦C.

ensure an accurate prediction of component temperatures. This often means that the
temperature on the object is independent of whether an energy balance is achieved.
An energy imbalance in the few percent range is considered to be very good accord-
ing to the Autodesk® CFD software documentation [169].

The heat dissipation values listed in table 8.4 confirm that the channel flow is in fact
the cooling circuit with the best cooling performance regarding the absolute heat
transfer. In addition, the dissipated heat is related to the corresponding volume flow
and reported in table 8.5. These results show that the channel flow is also the most ef-
ficient cooling circuit. The outer flow and the inner flow show comparable cooling ef-
ficiency in the high power scenario. More heat per liter helium is dissipated through
the channel flow in the high power scenario compared to the moderate power sce-
nario. The temperatures observed in the high power scenario are in general higher
so that larger temperature gradients appear and result in more heat transferred per
helium volume unit. However, this increase of the cooling efficiency does not occur
for the inner flow circuit.

Safe and reliable operation of the pixel sensors was tested up to 70 ◦C. The temper-
ature results for the two cooling scenarios in figure 8.10 show that the maximum
temperature is well below this value for 200mWcm−2 heat production of the sen-
sors. However, for 400mWcm−2 heat production, increasing the volume flow for
the channel flow and adding the outer flow, in total resulting in a doubled volume
flow rate (see table 8.3), was not enough to keep the sensor temperatures below the
desired maximum value. The maximum temperature of 70 ◦C is however exceeded
by less than 5 ◦C, so that sufficient cooling might be achievable by optimizing the
cooling system efficiency without further increasing the flow rate.

In order to further quantify the temperatures of the hottest sensors observed in the
CFD simulations, the temperature profile of the strips with 14 sensor chips mounted
is analyzed and plotted in figure 8.11. The figure confirms that the sensors on the
left side of the strips (low x-coordinate values) have the highest temperatures. The
temperature decreases almost monotonously in x-direction along the strips, apart
from an increase for very small x-coordinates in the high power scenario. Here, the
lower temperatures that can be observed for the first two sensors on most strips can
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Figure 8.11.: Temperatures on the strips with 14 sensors for the two simulated cooling
scenarios. The temperature is evaluated in x-direction along the center of each strip.

be attributed to the cooling effect of the inner flow and the outer flow. The sen-
sors on the right side of the strips, where the channel flow arrives first, are cooled to
about room temperature. The temperature trend is very similar for most of the strips,
while in both scenarios the second and the third strip show the highest temperatures.
The maximum temperatures visible in figure 8.11 are slightly lower compared to fig-
ure 8.10 since the temperatures are evaluated along the center of the strips and the
highest temperatures in the simulation appear at sensor edges.

8.3. Conclusions

The cooling analysis presented here represents a proof of principle that cooling the
P2 tracker modules with gaseous helium is possible. The cooling simulations also
contributed to the development of the technical design of the tracker modules. The
helium volume flow that is needed to achieve sufficient cooling of the pixel sensors
for a given power consumption was quantified. For 200mWcm−2 heat dissipation on
the sensors, a maximum sensor temperature of around 60 ◦C is obtained for a cooling
configuration with 21 L s−1 helium volume flow. In the scenario with doubled heat
dissipation and flow rate, the maximum temperature is about 75 ◦C, which is 5 K
above the tested maximum operation temperature of a MuPix prototype sensor. In
testbeam measurements, the newest MuPix8 prototype could however be operated
efficiently with a power consumption well below 400mWcm−2. The simulations
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presented here assume a heat dissipation that is uniformly distributed over the sensor
area. They need to be followed by investigations taking into account that more heat
is dissipated at the inactive sensor periphery area.

In order to achieve further improvement of the cooling performance, several opti-
mizations are possible. The range of sensor temperatures in the steady state simu-
lation results is quite large; depending on the configuration temperature differences
of 40 ◦C to 50 ◦C are observed. The sensor performance in terms of efficiency and
background rate is expected to be influenced by these temperature differences only
to an extent that can be compensated by tuning the sensor settings. However, an
obvious approach to improve the cooling efficiency is to aim for more homogeneous
sensor temperatures. The temperature increase along the strips is mainly in the flow
direction of the channel flow in the two v-folds. It was therefore tested whether a
configuration with helium flowing in reverse directions in the two v-folds of each
strip helps to reduce the temperature differences. This flow configuration helped to
move the maximum temperatures towards the middle of the strips, but the overall
cooling efficiency was reduced so that in general no improvement was achieved.

Another promising way to reduce the maximum temperature is the adjustment of the
flow volume rates in the various flow circuits relative to each other. The maximum
flow velocity in the v-folds though should be kept below 20m s−1 to limit possible
vibrations and is thereby almost reached in the presented high power scenario. In
general, the flow volumes in the presented scenarios were motivated by the con-
sidered flow velocities and cooling studies conducted for the Mu3e experiment. In
particular, the volume flow of the inner flow (and outer flow) was chosen such that
the flow velocity is mostly below 1m s−1, see figure 8.7. For more insights on which
flow velocities can be realized without disturbing the sensor operation, dedicated ex-
periments with prototypes reflecting the geometry of the P2 tracker module need to
be conducted. Developments on a thermo-mechanical prototype of the P2 tracker
module are presented in the following chapter.

The technical design regarding the helium distribution within the tracker module
was implemented with the premise to provide the same helium volume flow to all
the strip modules. As the cooling simulation results show higher temperatures on
strips with many sensors mounted, an improvement of the cooling efficiency could
be expected by increasing the helium flow only for those strips and reducing it for
other strips. For such an optimization, the cross section of the outlet openings from
the main gas distributing channel could be further optimized.

Since the cooling investigations presented here are limited to the helium cooling
inside the tracker modules, the development of a global closed helium distribution
system including a heat exchanger has to follow. The results presented here allow
to dimension the helium supply system. In addition to cooling the pixel sensors,
the heat dissipation of other electronic parts needs to be investigated. In particular,
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power converters will have limited efficiency and might increase the total heat pro-
duction by another 10 % to 20 %. As the additional electronic components are placed
outside the active detector area of the tracking detector, an additional liquid coolant
based cooling system for these components is an option.
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9 Hardware Development

The technical design of the tracking detector modules represents a pathway to the re-
alization of a tracking detector that fits to the requirements and to geometry of the P2
experiment. In order to actually build such a detector, the practicability of the design
idea needs to be tested. Since the sensor and flexprint development is done by other
groups mainly for the Mu3e experiment, the tests for the P2 experiment concentrate
on all parts that are necessary to mount and operate the sensors attached to the flex-
print strips. In addition to the tests of the detector mechanics, the cooling system
must be tested experimentally. For both reasons, a thermo-mechanical prototype of
the P2 tracker module is developed. This prototype does not include the actual pixel
sensor chips, but heatable polyimide strips will allow to reproduce the expected heat
dissipation of the sensors. Apart from the pixel sensors and the related electronics,
the prototype detector includes all relevant features of the final detector.

This chapter describes the hardware developments which were done in the scope of
this thesis. The construction of the final prototype was preceded by investigations
on several sub-components and fabrication methods that will be discussed in the
following.

9.1. Interposer Test

The first detector component that was tested experimentally is the connection of the
strip modules to the detector frame. In particular, two Printed Circuit Boards (PCBs)
were designed in order to check the board-to-board connection implemented with
the Samtec® Z-Ray® interposer. The main purpose of this investigation is to find out
whether reliable transmission of fast signals and power can be achieved. In addition,
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the PCB design and device footprints developed for this test can serve as templates
for further designs with this interposer device.

As mentioned previously, the communication with the pixel sensors will be imple-
mented in the Low Voltage Differential Signal (LVDS) standard with a bit rate of
1.25Gbit s−1. At maximum three fast links can be connected to each sensor. The
flexprint strips with the pixel sensors will be connected to the detector frame at both
ends and therefore half of the sensors is read out from each side. With at maximum
14 sensor chips mounted on one strip, the communicationwith 7 sensors must be pos-
sible via one interposer. Consequently, at maximum 21 differential pairs and thus 42
connection pins are necessary. By using only one fast link per sensor, this number
is reduced to 14 connection pins. The considered Samtec® interposer is rated for the
transmission of differential signals up to a bit rate of 40Gbit s−1 [159].

In addition to the fast signals, power for the pixel sensorsmust be transmitted through
the interposer. Themaximum power consumption per sensor is estimated to 1.6W at
a supply voltage of 1.8V. Therefore, the maximum current through one interposer
(for 7 sensors) is about 6.2A. The power rating for the interposer is 0.9A per pin
with 10 pins in one row powered [159]. At least 7 power pins and the same num-
ber of ground (GND) pins are hence necessary, but a higher pin count for power
transmission is certainly advisable.

The Samtec® Z-ray® interposer version considered in this hardware test features an
array of 10× 10 pins with a pitch of 0.8mm. It has a thickness of 1mm and comes in
the single compression variant, which means that it is soldered on a Ball Grid Array
(BGA) on the bottom board and uses compression springs as contacts to the top board.
This interposer variant is also implemented in the current technical design of the P2
tracker modules. The pin count is sufficient for one fast link per sensor while using
three links would require to use a larger interposer.

9.1.1. Printed Circuit Board Design

The two PCBs for the interposer test are designed such that the transmission of fast
signals and power between them can be tested. The remaining pins of the interposer
are connected to Light Emitting Diodes (LEDs) on the upper PCB in order to quickly
test the connection reliability of many pins in several plugging and unplugging cy-
cles. In addition, the bottom board for the interposer test can be connected directly
to an Altera® Field Programmable Gate Array (FPGA) evaluation board via a High
Speed Mezzanine Card (HSMC) connector. This configuration allows to generate test
signal patterns on the FPGA and transfer them through the interposer. Seven differ-
ential signal pairs are connected to the FPGA of which six pairs are routed on the test
board to the interposer. On the top board, the signals are first routed away from the
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(a) Bottom PCB (100mm × 80mm) (b) Top PCB (54mm × 48mm)

Figure 9.1.: Selected layers of the PCB designs for the interposer test. Shown are layers
on which the differential signal pairs are routed. The scale is different for the two plots.
The full PCB designs of the two boards with all layers are shown in the appendix.

interposer, but then in a loop back to it. The signals are hence transferred through
the interposer for a second time back to the bottom board. Four of these differen-
tial signal pairs are routed back to the HSMC connector; the remaining two pairs
are connected to SubMiniature version A (SMA) connectors. These signals can be
investigated with an oscilloscope. One additional differential pair is routed directly
from the HSMC connector to an SMA plug as a reference signal. Figure 9.1 shows
the layouts of the PCB layers with the differential signals. The full PCB layouts and
the schematics are shown in the appendix, see figures A.1 and A.2.

The transmission of fast signals up to 1.25Gbit s−1 requires to take care of the dif-
ferential impedances of the signal traces. The two boards were designed for 100Ω
differential impedance. The differential impedance of a pair mainly depends on the
trace width, the trace distance, the distance to the reference planes and the relative
permittivity of the substrate. The bottom board is a six layer design with the dif-
ferential signals routed on the top and bottom plane. Both planes are flanked by a
reference ground layer. The two inner layers are used for power planes. The top
board is an eight layer design, but only slow signals and no copper planes are routed
on the top and bottom plane. The additional two layers were necessary because no
traces could be routed between the pads for the interposer spring contacts on the
bottom plane, see figure 9.2. The differential pairs are thus routed on the 2nd and
on the 7th layer, each of them again has a ground reference plane on the next inner
layer.
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9. Hardware Development

Figure 9.2.:Contact pins on top board for interposer compression springs. The connecting
vias could be placed within the pads without being filled since the pads are not soldered.

The pin-out of the 10 × 10 pin array on the interposer was chosen such that various
configurations of the differential pairs are tested. The pins of the differential pairs
are colored in orange in the illustration in figure 9.3. Different distances between
neighboring differential pairs were tested. In addition, several pairs are placed at the
edge pins of the arraywhile others are located inside. The pins illustrated with purple
color (labeled with VCC) represent the pins used for power transmission. These pins
and the GND pins colored in light gray are located in the periphery of the array
in order to connect them with sufficiently wide copper traces. The remaining pins
are used to connect each LED individually. All the LEDs are connected to the same
power and ground signal on the bottom board, but on the top board the signals are
routed individually in order to test the connection of each interposer pin separately.
For powering the LEDs, the 3.3V pins defined on the HSMC connector are used.

Multiple copies of the interposer test PCBs were ordered and assembled. The top
PCB and the bottom PCB were connected several times in different combinations of
the board copies. In any of these configurations, all LEDs were working, proving
that each of the 40 individual pins powering the LEDs was connected properly.

9.1.2. Fast Signal Transmission Measurements

The transmission of fast signals through the interposer is tested in several ways: First,
a Bit Error Rate Test (BERT) is conducted for several months with the four differential
pairs that start and end at the HSMC connector. Figure 9.4 shows the corresponding
test setup with the bottom test board connected to an FPGA evaluation board. Sec-
ond, the signal of the two differential pairs going through the interposer to an SMA
plug is analyzed with an oscilloscope and compared with the reference signal being
transmitted directly from the FPGA to an SMA connector on the bottom board. In
addition, a time domain reflectometry analysis was done in order to investigate the
differential impedances of the boards and the connectors.
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1

2

3

4

5

6

7

8

9

10

A B C D E F G H J K

G1 DP1_in GND DP1_out VCC VCC VCC DP4_out VDD4 G4

GND DP1_in GND DP1_out VDD1 VCC VCC DP4_out VDD5 G5

GND GND G2 VDD14 DP6_in VDD2 VDD3 VDD6 VCC VCC

GND DP2_in G3 VDD15 DP6_in VDD17 VDD7 VCC VCC VCC

G15 DP2_in G14 DP3_in VDD16
DP6_out_

sma
VDD8 DP4_in G6 G7

VCC VCC G16 DP3_in DP3_out
DP6_out_

sma
VDD9 DP4_in G9 G8

VCC DP2_out G17 VDD18 DP3_out VDD20 VDD12 VDD10 VCC VCC

VCC DP2_out GND VDD19 G20 VDD13 G13 GND VCC VCC

G18 GND GND
DP5_out_

sma
GND DP5_in GND GND VDD11 G10

G19 GND GND
DP5_out_

sma
GND DP5_in GND GND G12 G11

Figure 9.3.: Interposer array pin-out in the test setup. VCC, GND = pins for power tests,
DP1 … DP6 = differential pairs, VDD1 … VDD20, G1 … G20 = pins for LEDs. More
information about the pin functionalities is given in the text.
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Figure 9.4.: Test setup for bit error rate tests with the interposer. The black plastic block
was mounted as a part of mechanical tests.

The bit error rate test was conducted by transmitting the pseudo-random binary se-
quence PRBS31 [170]. Four differential signal channels were tested in parallel. For
each of the four channels, 3.16 × 1016 bits were transferred at a bit rate of 2.5Gbit s−1.
No bit error was observed. Consequently, the interposer in conjunction with the
board design is proven to be very reliable in the transmission of signals being even
faster than the required speed of 1.25Gbit s−1. In addition, no dependence on the
position of the transmitting pin pair on the interposer array could be identified.

As an additional test, the differential signal was analyzed with an oscilloscope at
a sampling rate of 25GS s−1. The signal quality can be assessed by investigating
the eye diagram of the signal. This diagram is obtained by superimposing several
measurements of the signal at different times. A digital oscilloscope with a storage
unit was used to automatize this recording. Figure 9.5 shows an eye diagram for one
of the two differential pairs that are routed to an SMAplug after traversing the bottom
board, the top board and twice the interposer. In addition, the channel connecting
the SMA connector on the bottom board directly to the FPGA output is considered
as a reference signal. The eye diagrams show that the average width and height of
the signal being transmitted to both boards and the interposer are slightly reduced
compared to the direct transmission through the bottom board. In addition, both rise
and fall time are increased on average. Nevertheless, the signal quality is definitely
adequate for a transmission rate up to 1.25Gbit s−1. In any case, it has to be taken into
account that this test includes the signal transmission through the test boards. The
differences in the eye diagrams can thus have other reasons than the interposer. The
fact that the observed signal quality is sufficient however shows that the interposer
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9.1. Interposer Test

Figure 9.5.: Eye diagrams for signals transmitted through the interposer test boards. The
signal at the bottom is the reference signal routed on the bottom test board directly from
the FPGA to the oscilloscope, the signal at the top shows one of the channels directed
through the interposer twice.
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is suitable for the transmission of fast signals and can be used in the experiment.

For further insights on the signal transmission through the test board setup, a Time
Domain Reflectometry (TDR) measurement was done in Heidelberg. In this measure-
ment, an incident signal is sent from one end of the channel, the other end is left open.
The change of impedance in the conductor causes reflections of the signal which are
then analyzed. This procedure allows to analyze the impedance depending on the
signal propagation delay. Figure 9.6 shows the result of this TDR analysis. The open
end shows up as an infinite impedance. The reflections caused by impedance changes
allow to allocate the different parts of the signal transmission setup. In particular,
the SMA plug causes the largest reflection amplitude. There are also reflections vis-
ible for the two passages through the interposer. However, the differential pairs
need to be divided for short distances on both boards to be routed between the inter-
poser pads, so that the impedance cannot be controlled in this area. Therefore, the
impedance changes are expected.
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Figure 9.6.: Time Domain Reflectometry measurement of the interposer test setup. The
impedance of the individual traces is shown in green and red, the differential impedance
in blue. The ranges of the labeled parts are estimated based on the impedance curve.
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9.1. Interposer Test

The average impedance is evaluated for the signal transmission on the test boards.
The targeted differential impedance of 100Ω is met on both boards within 15 % preci-
sion. On the top board, the impedance was met even better. This result is satisfying
as no special layer setup for the test boards was ordered, but the trace widths and
distances were adjusted to the given default layer setup provided by the chosen PCB
vendor. The impedance calculations for the PCB layout were done with free soft-
ware from Saturn PCB Design¹. In further board designs using the same layer setup,
the differential pair layout can be adjusted to account for the increased differential
impedance observed on the bottom test PCB.

9.1.3. Power Transmission Test

The test boards include another separated electric circuit for power transmission tests.
For this test, a CMOS temperature sensor was glued to both the bottom and to the
top test PCB on the opposite sides to the interposer. The power test setup is shown
in figure 9.7. An active electric load was connected to the top PCB which allows to
control the current. The bottom PCBwas connected to a voltage source. The nominal
voltage was chosen to be 1.8V, which corresponds to the voltage level at which the
HV-MAPS will be powered. A LabJack® device connected to a PC is used to power
and readout the temperature sensors and to control the current drawn by the load.
In addition, it is used as an ADC to measure the voltage at different points of the
circuit so that increasing voltage drops for higher current values can be detected and
located immediately.

The power rating of the interposer is tested in two approaches. As a first test, the
current is increased iteratively about every 120 s by around 0.5A up to a maximum
value of 14A. No unexpected behavior was observed in this test, in particular nei-
ther the test boards nor any parts assembled on it failed. The voltage drop on the
interposer and the two test boards was recorded and is plotted against the current in
figure 9.8a. It increases linearly, which proves that everything behaves as an ohmic
resistance. After this test, the test setup was operated for about an hour at high cur-
rent to investigate the temperature behavior. Figure 9.8b shows the result of such
tests with 10A and 14A current. It can be seen that the test PCBs are heated up
and then reach a plateau of constant temperature below 40 ◦C. No active cooling is
applied, but both boards feature several ground and power planes connected to the
interposer that transfer the heat away effectively. The slightly oscillating tempera-
ture curve is attributable to varying ambient cooling since the setup is not placed in
an isolated system.

¹Saturn PCB Design Toolkit Version 7.03, http://www.saturnpcb.com/pcb_toolkit/.
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9. Hardware Development

Figure 9.7.: Power Transmission Test Setup.

The maximum current of 14A corresponds to a power transmission of about 0.8A
per pin, which is only slightly below the power rating of 0.9A per pin given by the
manufacturer. However, the Samtec® power rating was limited to 10 pins in one
row. The power tests shown here prove that connecting more pins to increase the
absolute power transmission is possible. The tested current of 14A is well above the
maximum current estimated for the tracking detector modules in the P2 experiment
of about 8A.

As a conclusion of both the power transmission and the fast signal transmission tests
presented in this section, the interposer is shown to fulfill all requirements of the P2
tracking detector. The test setup has also shown that the mechanical fixture of the
top PCB to the bottom PCB with two of the Samtec® ZSO® connectors placed next
to the interposer is satisfying and allows comparably easy and reliable assembly and
disassembly. The same holds true for the mounting of the plastic end block foreseen
for the strip modules (see the technical design presented in chapter 7) via a press fit
nut assembled on the bottom PCB, which was tested additionally as a part of this
interposer test setup, see figure 9.4.
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Figure 9.8.: Interposer power transmission tests

9.2. Design and Fabrication of Heatable Strip
Modules

Heatable strip modules are developed in order to simulate the power dissipation and
cooling of the pixel sensors in a thermo-mechanical prototype detector model which
does not contain actual HV-MAPS. The design of all components for this prototype
detector is intended to be as close as possible to the aspired detector design for the
final experiment. For the experiment, the pixel sensors will be glued and bonded to
the polyimide flexprints as described in section 7.3.

For the prototype detector, the sensors must be replaced by a different heating device.
The easiest way to heat a polyimide strip is to cover it with one long trace of a thin
conducting wire and to transmit current through it. There are several commercial
heating foils sold which are based on this technology. However, a given geometry of
the heatable strips is required for the tracker prototype project. It is thus necessary
to either develop a technology to produce such kind of heatable strips by oneself or
to use a technology that allows to order a tailored strip geometry for an affordable
price. For cooling studies of the Mu3e pixel detector, heatable strips based on poly-
imide foil metallized with aluminum were developed. The conductor traces can be
defined with a laser which allows to implement basically any trace layout. However,
it is very difficult to solder or to use electrically conducting glue on aluminum as it
is always covered by an oxide layer. Attaching and connecting an end PCB electri-
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(a) Flex-PCB design

(b) Picture of a flexprint copy

Figure 9.9.: Flexprint heatable strip. The dimensions are 360mm × 19.90mm.

cally to these kind of strips is therefore rather difficult. In order to construct strip
modules close to the technical design of the P2 tracking detector, it was decided to
use a different technology that facilitates attaching the end PCBs to the strips. Flex-
print PCBs in any custom layout with copper as conductor and solderable contact
pads can be ordered at various PCB vendors. This commercial technology allows
fully customizable designs for a comparably low price. In addition, it enables the
possibility to attach temperature sensors on the heated strips for quantitative cool-
ing studies. Otherwise, the temperature can also be determined with heat cameras
or by evaluating the change in resistivity of the copper traces for an estimate on the
average temperature.

Figure 9.9 shows the electrical flexprint layout, which is a single layer design, and a
picture of one manufactured copy. The electrical design of the flexprint is divided in
the middle of the strip. The connecting pads for powering the strip halves and for
the temperature readout are implemented at the strip ends. This layout is motivated
by the layout in the final detector where also half of the chips are powered and read
out from the corresponding strip end and the connected frame PCB. The width of
the copper power trace is chosen to be 1mm. A lower width would make it possi-
ble to cover more area of the flexprint with copper and by that also increases the
resistance. However, it would also increase the chance of damage when operating
the flexprint with current values of a few ampere. The copper layer has a thickness
of 18 µm. The resistance of the fabricated strips was measured to be (1.6 ± 0.1)Ω at
room temperature.

Four temperature sensors aremounted on each heatable flexprint. The chosenMaxim®

DS18B20 temperature sensors can be operated with only two traces connected. They
are powered and read out through one data line and need a second trace for the refer-
ence ground. This “parasitic” operation mode requires to wait for some time between
two temperature readouts. The maximum achievable readout rate depends on the re-
quested precision. For 12 bit precision, about 800msmust be observed, for 10 bit this
delay time can be reduced to about 200ms. As the measured temperatures in the pro-
totype detector setup are dominated by other systematic effects, a readout precision
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9.2. Design and Fabrication of Heatable Strip Modules

(a) PCB layout top layer (b) PCB layout bottom layer

(c) Picture an end PCB copy, top side (d) Picture an end PCB copy, bottom side

Figure 9.10.: End PCB for the heatable strip prototypes. The dimensions are 35mm ×
19.90mm.

of 0.25 K is sufficient. The final design of the heatable flexprints was decided after
testing with a temporary wiring on a breadboard that 36 temperature sensors can be
powered and read out through one data line.

Four pads are implemented at each end of the strips. Two larger pads are for power
and ground of the heating circuit, the two smaller pads are for the two traces to the
temperature sensors. Rigid end PCBs are attached to the strips in order to establish
the connection to the samtec interposer. The design is shown in figure 9.10.

The end PCBs come in two variants differing solely in their thickness of 0.8mm and
1.55mm, respectively. In the technical design of the P2 tracker modules, the two
thickness variants of the end PCBs are implemented for a partial overlap of the pixel
sensors that eliminates inactive sensor areas. Although no sensors are mounted on
the strip prototypes discussed here, the two different thicknesses are implemented
to imitate the final design. The end PCBs are fixed to the flexprint strips with elec-
trically conducting glue applied to the four mating contact pads. As there are only
four signals, the pads are dimensioned such that each pad dimension is at least a
few millimeter so that gluing is sufficiently reliable. Consequently, no sophisticated
bonding technology is needed for the prototypes. As another alternative, one could
also order the complete module of flexible heat strip and rigid end PCB as one flex-
rigid PCB, but this option would increase the costs significantly, especially because
of the two thickness variants of the rigid PCBs.

The end PCBs are designed to be connected to the 10×10 single compression variant
of the Samtec® interposer as it was discussed in the previous section. 49 contacts are
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Figure 9.11.: Heatable flexprint with rigid PCBs and temperature sensors attached to it.

used both for power and ground, one contact pin is used for the temperature data line
and one for the corresponding digital ground. On the bottom side, additional pads
are foreseen for an LED with pre-resistor that turns on if the heat strip is operated
at a voltage above 2V. It is also possible to solder a plug strip as a Surface Mount
Device (SMD) on the end PCB for initial tests without the interposer.

The temperature sensors are soldered to the flexprints manually and some thermal
grease is added to improve the thermal connection. The readout of the sensors is
controlled with an Arduino® microcontroller. Each of the temperature sensors has
a unique 64 bit address for communication. The addresses of all four temperature
sensors are detected once with a dedicated Arduino® firmware. Each fabricated strip
copy is numbered and the strip designator is logged to a file together with the ad-
dresses of the corresponding temperature sensors. Figure 9.11 shows a picture of the
heatable flex with mounted end PCBs and temperature sensors.

9.2.1. Calibration Measurements

Thedigital temperature sensorsMaxim®DS18B20measure temperatures from−55 ◦C
to 125 ◦C; in the range −10 ◦C to 85 ◦C the accuracy is 0.5 K [171]. A calibration mea-
surement of the temperature sensors is done in order to test for possible systematic
deviations. However, the temperature sensors in the chosen µSOP package are not
water proof so that a calibration in a liquid with controlled temperature is not pos-
sible. The calibration measurement is thus conducted inside a climate chamber that
represents a closed system with controlled ambient temperature. It is also possible
to control the humidity but this feature is not required for this measurement. For
this calibration measurement, two heatable flexprints with end PCBs attached were
mounted on some first small prototype detector model that will be presented in sec-
tion 9.3.1. This detector model with two strips and thus eight temperature sensors
was placed on a grid at half height within the climate chamber.

The temperature in the climate chamber is varied between 5 ◦C to 80 ◦C in steps of 5 K.
The climate chamber would allow to test for a wider range and also negative tempera-
tures, but the measurement was restricted to the temperatures expected in upcoming
cooling studies. After applying a new temperature setting to the climate chamber, it
takes a few minutes until a constant temperature is achieved in the complete cham-
ber volume. There are temperature sensors installed at different places in the climate
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Figure 9.12.: Climate chamber measurement for the calibration of the temperature sen-
sors.

chamber for monitoring. In addition, the air within the chamber is circulated. The
error on the measured chamber temperatures is thus estimated to be 1 K.

The temperatures recorded in the calibration measurement are plotted in figure 9.12a
against themeasurement time. The black data points represent the temperaturesmea-
sured with the climate chamber sensors. The horizontal errors on these data points
represent the time slots in which the temperature was constant. The measurement
was started at room temperature, then the temperature was decreased to the lowest
measurement temperature of 5 ◦C and afterwards increased for each new measure-
ment point. It can be seen that the temperature sensors on the flexprint reflect the
chamber temperatures quite precisely. The temperature comparison is further ad-
vanced in figure 9.12b. In this plot, the temperatures of the sensors on the flexprint
are first averaged in time and then the average of the eight temperature sensors is
evaluated. These averaged temperatures are then compared to the measured cham-
ber temperature. The vertical error bars give the statistical error on the mean value;
the uncertainty on the chamber temperature is only represented in the horizontal er-
ror bars. The differences between the temperatures measured by the climate chamber
and the tested temperature sensors on the flexprint are below 1 K for all measurement
points. The deviations are therefore covered by the discussed systematic effects of
the measurement. Consequently, the temperature values obtained by the Maxim®

DS18B20 temperature sensors do not need to be corrected.

189



9. Hardware Development

(a) Heatable flexprint test setup in the labora-
tory

(b) CFD simulation setup

Figure 9.13.: Experimental test and CFD simulation of single heatable polyimide strip

As an initial cooling test, the temperature of one single heated flexprint strip being
cooled by the ambient air is considered. A CFD simulation of this setup is conducted
for comparison. Figure 9.13 shows both the experimental setup and the model used
for the CFD simulation. In the laboratory experiment, the heat strip is fixed on two
support rods and by that hanging horizontally in the surrounding air. The interposer
is not used for this test. The connections for heating and for the temperature readout
are realized with cables plugged to the end PCBs. In the CFD simulation model, the
heat strip is enclosed in an air volume with dimensions 1m × 1m × 1.6m, where
gravity points along the long edge. The heating copper trace is replaced by a contin-
uous copper foil of 18 µm thickness and 28 cm × 2 cm area. The dimensions of the
polyimide strip in the CFD simulation are 36 cm× 2 cm and hence correspond to the
geometry of the actual flexprints. The average copper temperature is evaluated in
the CFD simulation for heat production values between 2W to 12W in steps of 2W.

In the laboratory setup, the heating power is controlled by the applied voltage. Volt-
ages up to 3.3V are tested. The corresponding heat production is calculated by mul-
tiplying the voltage with the current evaluated by the power supply, so that no as-
sumption on the resistance is made. The observed resistance can be used to analyze
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Figure 9.14.: Temperature results for test of heatable flexprint

the average temperature of the strip halves because the copper resistivity changes
with temperature. A reference resistivity is measured at room temperature with a
low applied voltage of 50mV. The temperatures observed with different methods
in the experiment and in the CFD simulation are compared in figure 9.14. The tem-
perature sensors on the heatable flexprint are numbered from the left to the right.

The comparison of temperatures shows that considerable differences occur for large
heat production values. First of all, there are differences between the four sensors
on the flexprint of a few ◦C. In particular, the inner sensors usually show higher
temperatures than the outer ones. This difference can be explained by the fact that
the flexprint is fixed at its ends to support rods so that heat might be transferred
away there. Much larger differences can be observed in the comparison of the sen-
sor temperatures to the simulation results and also to the temperatures evaluated
with the copper resistivity. Two effects might explain that the sensor temperatures
are lower. First, the flexprint design (see figure 9.9a) is such that the heated copper
trace is routed around the temperature sensors. The heat thus needs to be transferred
to the sensors through the polyimide which features a low heat conductivity. As a
consequence, the actual copper temperature might be higher than the measured tem-
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perature. The second effect that has to be considered are possible air circulations in
the laboratory. In the simulation, the air volume is perfectly separated from the en-
vironment, which is not the case for the experimental setup. In order to account for
this effect, the sensor temperatures in figure 9.14 are the maximum values observed
in time. However, this effect can not explain the discrepancy between the tempera-
tures measured by the sensors and the temperature based on the copper resistivity.
In addition, no good explanation is found why these temperatures even exceed the
simulation results. In any case, the CFD simulation comes with a systematic uncer-
tainty that might explain discrepancies up to a few degrees.

In order to further examine the temperature measured by the sensors attached to the
flexprint, the heated flexprint is further analyzed with an infrared camera system.
The flexprint was examined from the back side because no parts are mounted there,
so that the emissivity is expected constant over the complete area. The polyimide
emissivity has to be set in order to define an absolute temperature scale. It was
estimated to ϵ = 0.9 by forcing the heat camera temperature at the center position
of one temperature sensor to match the temperature measured by this sensor. The
emissivity value however primarily influences the absolute temperature scale while
this measurement focuses on the evaluation of temperature differences along the
heatable flexprint. Figure 9.15 shows the temperature distribution on the heated
flexprint around a temperature sensor for two different voltages.

(a) 2.5V voltage applied (b) 3.5V voltage applied

Figure 9.15.: Infrared camerameasurement of the heated flexprint around a temperature
sensor. Two pictures taken with different voltage applied to the flexprint are shown.

The temperature at the position of the temperature sensors is considerably reduced
compared to the temperature of the copper trace used for heating. The pads and the
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traces connected to the temperature sensor are clearly visible. The labels in the pic-
tures show the maximum, average and minimum temperatures within the rectangles
drawn. As a consequence, this effect needs to be taken account of when interpreting
the temperature results of future cooling studies. However, the systematic underes-
timation of the copper temperature by the temperature sensors can be estimated and
corrected. For more precise results, it will be beneficial to again examine temperature
gradients on the flexprints with an infrared camera.

9.2.2. Fabrication of Polyimide v-Folds

In order to use the heatable strip modules in a prototype detector that can be used for
cooling studies, the v-folds as cooling gas channels need to be implemented. Tools for
fabricating many pieces of such v-folds with high precision for the final production
of the Mu3e detector have been developed in Heidelberg and Oxford. It is planned
to use 25 µm thin polyimide foil. However, the fabrication procedure is still being
optimized and improved, so that it might be adopted for the P2 experiment once the
final solution is established. In addition, the cross section of the v-folds produced for
the Mu3e experiment does not match the current layout in the P2 technical design.
For the prototype detector, the precision of the v-folds anyhow does not need to be
very good. It was therefore decided that they can be produced manually for this
purpose.

The manual fabrication procedure for the v-folds is realized in the following way.
First, the polyimide foil is cut to strips of the appropriate dimensions and the later
kink positions are scratched with a scalpel. It was tested that 75 µm thick polyimide
foil is suited best for this procedure. The polyimide strip is then manually folded at
the marked positions along the strip. For fixing the v-folds to the heatable flexprints,
the adhesive transfer tape 3M® 467MP is used which consists of a 50 µm thick ad-
hesive. It is covered by transport foil on both sides, but after application only the
adhesive layer is left. The adhesive is first cut to 2mm and 4mm thick strips and
then applied to the contact surfaces between the v-folds and the flexprints. The v-
folds are placed on the opposite side to the temperature sensors and the end PCBs.
A picture of a completely assembled prototype strip module can be seen in figure 9.16.
Due to the manual fabrication, the cross section and shape of the v-folds is not per-
fectly uniform along the strip. However, the most important criteria are to ensure
that gaseous helium or air can pass the cooling channels and that no considerable
amount of cooling gas is lost.
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Figure 9.16.: Heatable strip prototype with v-folds.

9.3. Thermo-Mechanical Tracker Module Prototype

The realization of the thermo-mechanical tracker module prototype follows the tech-
nical design of the tracker modules planned for the experiment. The strips with
HV-MAPS are replaced with the prototype strips discussed. The missing HV-MAPS
facilitate the design of the electronics since any parts for the sensor readout are omit-
ted. The challenges for powering the strips are similar for the prototype and in the
experiment because in both cases considerable power is needed at low voltages. The
prototype detector however does not require radiation hardness or operation in a
magnetic field. The development of the prototype can be divided into the realiza-
tion of mechanics based on the detector technical design on the one hand and of
the electric design which is specially developed for the prototype on the other hand.
The mechanical design is first tested with a small prototype that includes two strips
mounted on PCBs and is further described.

9.3.1. First Prototype with Two Strips

First experience regarding themechanical strip-frame connectionwas already gained
during the investigation of the Samtec® interposer. As another step towards a proto-
type of the full tracker module, a small prototype is built that makes it possible to fix
two strip module prototypes to PCBs at both ends. This prototype allows to test the
transmission of cooling gas to the v-folds and enables first cooling tests with forced
convection. In addition, the prototype includes the connection mechanism that was
developed to account for the thermal expansion of the polyimide strips. The connect-
ing MakerBeamXL® aluminum profiles are loaded on springs so that the polyimide
strips are mounted under slight stretching tension. A rendering of this mechanism
is visualized in figure 7.8.

The four PCBs installed on this prototype are identical copies. The interposer and
some terminal blocks are the only mounted parts. The electric functionality of these
PCBs is limited to the transmission of signals. The PCB layout and the schematic are
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shown in the appendix (see figure A.3). Pictures of the prototype are shown in fig-
ure 9.17. The pull-up circuitry which is needed for the temperature sensor control is
wired externally on a breadboard. The two strips are powered directly by an external
voltage source.

(a) Top view (b) Side view

Figure 9.17.: Prototype with two heatable strips with v-folds. One strip is hidden in the
pictures as it is mounted from the bottom side.

An adapter part is placed between the two PCBs on one side of the prototype in
order to connect a gas pipe. This pipe is connected to a rotameter with a valve in
order to control and measure the gas flow. For first cooling tests, the gas pipe is
connected to the pressurized air outlet in the laboratory. The cooling studies with
this prototype were conducted as part of a bachelor thesis and are presented in detail
in Ref. [172]. The total air flow provided to the prototype detector was varied up
to 0.27 L s−1 within these studies and compared to CFD simulations. The agreement
between simulation and experiment was found to be acceptable. Figure 9.18 shows
an exemplary result for 0.17 L s−1 air volume flow and 8W heating power per strip.
The data points represent the temperatures measured with the four temperature sen-
sors mounted on each of the two strips. In an additional measurement presented in
Ref. [172], the expansion of the polyimide strips with temperature was investigated.
The measured thermal expansion coefficient is in agreement with the expected liter-
ature value for polyimide. The setup is therefore shown to allow for thermal expan-
sion of the polyimide strips and at the same time provides the necessary mechanical
support.

9.3.2. Electrical design for the Frame PCBs

In order to scale the small prototype to a larger model, a more sophisticated PCB de-
sign is necessary. The tracker module prototype is dimensioned such that each plane
contains 18 strips. This size is considerably smaller than the trackermodules foreseen
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Figure 9.18.: Result for cooling test with two heated strips. The plot shows the measured
and simulated temperature on the polyimide strip depending on the position along the
strip. Figure modified from Ref. [172].

for the experiment with 29 strips per sensor plane, but it is sufficient for meaningful
tests of the tracker mechanics and the cooling concept. A heating power of 14W per
strip is required to enable tests of realistic heating scenarios. As mentioned before,
the strips are electrically divided into their two halves, each half features a heating
circuit with about 1.6Ω resistance. Consequently, the desired heating power per
strip corresponds to a current of about 4A. The total current necessary to heat all
strips with maximum power is therefore roughly 150A. Providing such a current is
difficult even with multiple power supplies connected.

As mentioned previously, the same problem occurs for the final experiment. One so-
lution avoiding the transmission of such high currents is using power converters. In
this case, an input voltage up to 20V is applied and then converted to a lower voltage
at each strip. This approach is also chosen for the prototype detector. Here, no spe-
cial care needs to be taken of any magnetic field or radiation. It is therefore possible
to chose a switching power module with integrated coil. A switching power module
is needed that provides a high efficiency for an input voltage of up to 20V, an output
voltage of up to 4V and a current of up to 3A. In addition, a small package size and a
low count of external components is desired. The LMZ22005 SIMPLE SWITCHER®

power module from Texas Instruments® was found as a suitable choice. It pro-
vides efficiencies well above 80 % for most power configurations that are relevant for
the developed prototype. Detailed efficiency and power dissipation curves can be
found in the datasheet [173]. There are no particular voltage stability requirements
for heating the prototype strips as long as the switching converters are operational
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and the applied heating power is known to about 5 %. The amount of voltage stabiliz-
ing capacities is therefore minimized to one capacity of 22 µF on the input side and
two on the output side with 220 µF and 47 nF, respectively.

The further electric design of the frame PCBs is developed based on the recommen-
dations and requirements defined in the application notes of the power converter
module. The output voltage is regulated via two voltage dividing resistors placed in
a feedback loop. However, replacing solder mounted resistors in order to change the
output voltage is not practical for the tracker prototype. Instead, digital potentiome-
ters that can be controlled by a microcontroller are used. The chosen Microchip®
MCP42010 dual digital potentiometer [174] provides two resistor networks, each
with a variable resistance of up to 10 kΩ and 8 bit resolution. The output voltage
of two strip halves is therefore controlled with one digital potentiometer device. The
potentiometers support the industry standard Serial Peripheral Interface (SPI) and
allow daisy-chaining of multiple devices which makes an individual chip select line
to each device redundant.

The power converter modules include an enable pin which turns the device on in case
that the applied voltage exceeds a threshold value around 1.4V. A usual approach
is to connect this pin to a voltage divider between the input voltage and the ground
line so that each power module is turned on as soon as the input voltage exceeds a
fixed threshold. For the prototype detector, the heating of individual strips should
be controllable with the same microcontroller that controls the potentiometers and
manages the temperature sensor readout. This functionality is achieved by inserting
a digital switch between the enable pin and the ground line in parallel to the second
resistor of the voltage divider. By turning on the switch, the enable pin is pulled
to ground and thus the power converter is switched off. If the switch is turned off,
the power converter is turned on in case that the input voltage is high enough. The
Maxim® DS2413 1-Wire® dual channel addressable switch device [175] is used as it
supports the same data protocol as the temperature sensors and so again multiple
devices can be controlled via the same data line. In order to exclude any interference,
separate data lines are connected to the switches and to the temperature sensors
on the strips. Since each switch device includes two channels, one switch device is
needed for two power converter modules.

Both the potentiometers and the switches are powered with 5V. The PCB schematic
is designed such that this voltage can be either supplied through the Arduino® mi-
crocontroller or by an external voltage source. The design includes a separate digital
and analog ground which can be connected at one point with a jumper. It is also
possible to mount a small resistance in between instead. The detailed schematic of
the circuitry for two strips is shown in the appendix. The design is then basically
repeated nine times for all 18 strips, with the constraint that the switches and tem-
perature sensors must be connected in parallel, while the potentiometers must be
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daisy-chained. The PCB layout can also be seen in the appendix, see figure A.4. The
schematic for the right frame board is identical to the left one, but the PCB design
is mirrored. The frame design of the tracker modules requires a flat surface for glu-
ing on the bottom side of the frame PCBs. All parts apart from connectors at the
board periphery are consequently surface mount packages. The boards additionally
need to be gas tight due to the cooling gas transmission within the frame so that all
vias were filled with hardening non-conductive paste and plated over as part of the
manufacturing process.

9.3.3. Prototype Assembling

The assembly of the thermo-mechanical tracker module prototype needs to be done
in a defined order of several work steps and starts with the fabrication of the various
components. The fabrication of the stripmoduleswas already discussed in section 9.2.
The frame PCBs were manufactured and assembled at external companies according
to the design discussed in the previous section. A picture of an assembled left frame
PCB is shown in figure 9.19. In addition, the custom plastic parts included in the
technical design are scaled to the size of the prototype and manufactured at the me-
chanics workshop. Instead of Polyether ether ketone (PEEK), Acrylnitril-Butadien-
Styrol (ABS) plastic is used for the prototype. PEEK is preferred for the final detector
because of its excellent radiation hardness, but this is not a requirement for the pro-
totype. Here, ABS provides suitable mechanical properties up to at least 80 ◦C and is
much cheaper compared to PEEK. The only part which can not be produced conven-
tionally is the connecting part between the MakerbeamXL® aluminum profiles and
the frames. This part is therefore 3D-printed out of Polyamide 12. Figure 9.20 shows
pictures of the most important fabricated plastic parts.

The picture of the frame board in figure 9.19 already includes the mounted press
fit connectors needed for the fixation of the strip modules. The insertion of these
connectors to the boards is done with a knuckle joint press and a custom stamper
mounted to it. For this assembling step, a flat bottom surface of the board is required.
As a consequence, only surface mount parts could be assembled to the PCB before-
hand. The connectors with through hole mounting at the board periphery are there-
fore soldered manually after the insertion of the press fit connectors. Three press fit
connectors are implemented on the frame board for each strip: two Samtec® ZSO®

connectors for the interposer and one nut for the fixation of the plastic end block
of the strip module. These three connectors are inserted in one stroke and then the
board is moved to the position of the next strip. A photo taken during the press fit
insertion process is shown in figure 9.21.

After insertion of the press fit connectors and soldering of the through hole compo-
nents, the assembled frame PCBs are tested for their electric functionality. In partic-
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Figure 9.19.: Assembled frame PCB for the left side of the large prototype with the pos-
sibility to mount 18 strip modules. The basic PCB dimensions are 85mm×400mm with
an additional 50mm extension at the top.
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(a)Gas channel plastic profiles. The profiles are 380mm long, the height is 15mm and the width
12mm.

(b) Diffusor components. Basic dimen-
sions of each part are 120mm×15mm×
20mm.

(c) Connection part for the
aluminum profiles (each
80mm × 20mm × 20mm)

(d) End block part
copies for the strip
modules (each
20mm × 20mm ×
8mm)

Figure 9.20.: Plastic parts manufactured for the tracker prototype.

ular, the interposers are tested to connect the correct signals without any shortcuts.
In addition, the communication with the potentiometers and the switches is checked.
Several strips are mounted to the completed frame PCBs in order to test the heating
and the readout of the temperature sensors. All assembled frame PCBs were found
to be operational.

The completed and tested frame PCBs are glued with the plastic profiles to form
frame modules. The gluing process was tested beforehand with purely mechanical
prototypes. The plastic profiles must be glued to the correct positions and the re-
sulting cooling channels must be sufficiently gas tight. Alignment pins and blocks
are used for the positioning. A good control on the glue layer thickness helps to
obtain a precise and reproducible connection. The glue is therefore evenly applied
to a 200 µm deep notch that was implemented on the surface of the plastic profiles.
The electric parts mounted on the PCBs prevent the boards from being put on a table
to that side, which is necessary to glue anything on the back side. An adequately
shaped aluminum plate was manufactured to circumvent this problem.

The gluing of the frame modules is followed by assembling the necessary parts to
connect the two frame modules to a complete tracker module frame. Finally, 18
strips are mounted to both sides of the frame modules. As a result, the construction
of the large thermo-mechanical tracker module prototype with 36 heatable strips is
ultimately finished and commissioning can start. Figure 9.22 shows the completely
assembled prototype.
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Figure 9.21.: Insertion of press fit connectors with a knuckle joint press.

The construction of the prototype detector demonstrates the implementability of the
technical design presented in chapter 7. For several assembly steps, the development
of dedicated tooling was necessary. Some minor issues were observed during the as-
sembly of the prototype that need to be taken care of. It would be helpful to adjust the
setup for the press fit connector insertion such that also through hole mounted parts
on the PCB can be assembled beforehand together with the surface mount parts. The
design of the strip module end blocks should be slightly adjusted in order to facilitate
their removal for the replacement of particular strips. In addition, it was observed
that adhering to the specified torque of 4 ozf in for the Samtec® ZSO® connectors is
crucial as they shear if higher torque is applied. It is impossible to replace damaged
press-fit connectors as they cannot be removed from the PCB.

9.3.4. Temperature Readout and Control of the Heating

The heating and the temperature readout for the prototype module are controlled
with one Arduino® Mega microcontroller. The microcontroller is connected to a PC
via USB for serial communication on the one side and to the four frame PCBs at
the other end. One separate cable connection from the Arduino to each of the four
frame PCBs is needed for the following connections: one chip select line for the SPI
connection to the potentiometers, one data line to the switches and one data line
to the temperature sensors. In addition to these three separate signals to each PCB,
the same signal is distributed to all four boards for the Master Out Slave In (MOSI)
SPI signal, the SPI clock signal (SCK), the digital ground (VSS) and optionally the 5V
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Figure 9.22.: Assembled large frame prototype, with 36 strips including v-folds mounted.
Each strip can be heated individually with adjustable power. The prototype implements
the presented technical design and allows to test the discussed cooling concept experi-
mentally. The total dimensions are about 470mm × 420mm × 40mm.
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supply voltage. Finally, 144 temperature sensors and 72 power converters (through
36 dual channel switches and 36 potentiometers) are controlled by one Arduino with
in total only 16 connected signal lines.

An Arduino firmware is written that allows to change settings of the switches and
potentiometers and to read the measured temperatures from the sensors. The tem-
peratures can be measured at time intervals ≥ 3 s. One of the limiting factors is the
parasitic powering mode of the temperature sensors which requires to wait for a con-
version time of 200ms at the chosen 10 bit precision after sending the temperature
conversion request to all the sensors. Afterwards, the temperatures of the sensors
are read out consecutively, which takes about 1 s to 2 s. The readout time could be
decreased by reading the sensors connected to different PCBs in parallel, but that
would require using multiple microcontrollers.

The change of particular switch or potentiometer settings and the temperature read-
out are initiated by sending correspondingly defined commands from the PC to the
Arduino microcontroller. A graphical user interface (GUI) is programmed in Python
in order to simplify the communication with the Arduino and the control over the
prototype. The measured temperatures are displayed on the GUI and recorded to a
text file. The GUI offers the possibility to easily change the state (on or off) and the
output voltage of any particular strip half or for all strips at once.

9.3.5. Commissioning

After completion of the tracking detector prototype, the proper operation of the heat-
ing and the temperature readout was tested. It was found that all components are
working as expected, so that future cooling measurements can be controlled with the
implemented data acquisition system. All hole openings for the cooling gas distribu-
tion were inspected to ensure that they were not unintentionally covered with glue
during the assembling process.

Accomplishing cooling studies will require to install the tracker prototype into a
cooling gas supply system. The prototype already includes plugs for cooling pipes.
The cooling studies with the small prototype were done directly with the pressurized
air supply in the laboratory and a rotameter measuring flows up to 2400 L h−1. A
larger rotameter for gas flows between 2500 L h−1 to 25 000 L h−1 air flowwas already
purchased, but needs to be integrated into the gas supply system. In addition, it has
to be tested whether such large flow volume rates can be provided by the pressurized
air supply.
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10 Summary and Outlook

This work presents feasibility studies on the silicon pixel tracking detector for the P2
experiment. The first part of the thesis covers background rate studies and radiation
load estimates based on Monte Carlo simulations of the experiment. In the second
part, the technical implementation of the tracking detector is addressed. These in-
vestigations include a technical design layout, simulations of the cooling system and
the development of detector prototypes.

The P2 experiment aims to test the Standard Model of particle physics at the low
energy intensity frontier by measuring the parity violating asymmetry in elastic
electron-proton scattering with very high precision. This precision test of the Stan-
dard Model becomes possible at the Mainz Energy-Recovering Superconducting Ac-
celerator which is currently under construction. With an estimated run time of
11 000 h and a projected instantaneous luminosity of about 2.38 × 1039 cm−2 s−1, the
parity violating asymmetry APV = −39.94 × 10−9 can be measured with an absolute
accuracy of of 0.57 × 10−9. The asymmetry determination allows for an extraction of
the weak mixing angle sin2θw at low momentum transfer Q2 = 4.5 × 10−3 GeV2 to a
relative precision of 0.15 % [13].

A tracking detector is integrated into the P2 detector in order to reconstruct individ-
ual electron tracks and to determine the electronmomentum transferQ2 in the target.
The novel technology of High Voltage Monolithic Active Pixel Sensors (HV-MAPS)
reduces the material budget to a minimum by integrating the readout chip on the
sensor substrate. These sensors feature both very high spatial resolution and good
timing resolution. Both features make these sensors a perfect choice for high rate
tracking of electrons with momenta at which multiple scattering dominates the res-
olution of reconstructed track parameters. The assembly of more than 5000 of these
silicon sensors without introducing too much material to the detector is a challeng-
ing task that was tackled as a part of this work. The area to cover by the tracking
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detector has a disc-like geometry with an outer diameter of about 2.4m. Four tracker
planes will be mounted, arranged as two pairs of planes being close to each other at
around 20mm distance and with a wide drift region of around 600mm in between.
The large area however requires to limit the covered area to four slices in azimuthal
direction, each with around 15◦ angular coverage. The azimuthal slices of the tracker
plane pairs are arranged as detector modules with identical technical design.

The contributions of background particles complicate the reliable reconstruction of
track parameter distributions of electrons collected for the asymmetry measurement.
Investigating the feasibility of the track reconstruction thus has to start with an esti-
mation of the major background sources. The analyses presented here are based on
Monte Carlo simulations and have shown that bremsstrahlung photons being pro-
duced in the target are the most abundant type of background. The geometry of the
P2 detector does not allow for a geometric shielding of the tracker modules against
these particles. Photoelectric effect and Compton scattering were found to be the
most probable photon detection mechanisms for thin silicon sensors. The rate of
photons traversing the pixel sensors partially exceeds the signal electron track rate
by more than two orders of magnitude. However, the photon detection probability
is found to be less than 0.4 %. The sensor technology and in addition the envisaged
arrangement of the pixel sensors as plane pairs are therefore very efficient in sup-
pressing the photon background.

The rate of detected photons and thus the photon detection probability are crucial for
any track finding or reconstruction studies. The simulation studies were therefore
complemented by experimental tests of the pixel sensor response to photons. The
photon detection efficiency results obtained in measurements with an iron photon
source (Eph ≈ 6 keV) were compared to the predictions based on simulation and
found to be compatible, but both methods are subject to considerable systematic
uncertainties. An additional test with photons in the MeV energy range was suc-
cessfully conducted with the A2 facility at the MAMI accelerator. Although the rate
observed on the pixel sensors is dominated by pair creation electrons, an upper limit
on the photon detection efficiency has been obtained that is in agreement with the
corresponding simulation results.

The presented background rate studies are followed by the ongoing development of
sophisticated analyses of track finding and reconstruction. The development of an un-
biased momentum transfer reconstruction algorithm is a very difficult task since it is
influenced by various phenomena such as multiple scattering in the target, the asym-
metric Landau probability density function for the energy loss in the target or track
reconstruction inefficiencies that might depend on particular track parameters.

Furthermore, the high signal and background particle rates are one of the main chal-
lenges for the tracking system. Due to the electron scattering rate in the target of
around 0.1 THz, the total data rate collected on the pixel sensors reaches around
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1 Tbit/s and is thus beyond an affordable data acquisition infrastructure. The track-
ing detector hence needs to be operated at lower beam current or the data taking
needs to be restricted to short time slices already on the sensor. The high rates addi-
tionally lead to a challenging radiation load. The presented radiation analysis shows
that operating the tracking detector during the complete run timewith nominal beam
current amounts to a radiation load of up to 60Mrad and 9 × 1013 1MeVneq/cm2 to
the sensors and to any other electronics and materials installed on the tracker mod-
ules.

The technical design of the tracker modules presented here fulfills all requirements
imposed by the HV-MAPS technology and the P2 experiment. In particular, the ma-
terial budget is reduced by utilizing Printed Circuit Boards not only for sensor pow-
ering and readout, but also as mechanical support. A mechanically robust frame is
obtained bymounting two boards in parallel and integrating gas channels in between.
The gas channels are formed by plastic profiles and are necessary for the distribution
of gaseous helium in order to provide cooling to the pixel sensors. With this de-
sign, electronic and mechanical functionality as well as distribution of the cooling
gas are achieved with a minimal amount of components. The active detector area is
maximized using an overlapping sensor configuration that allows to overcome the
inactive digital part of each sensor. The mounting of the pixel sensors on polyimide
strips is adopted from the design of the Mu3e experiment, which will also allow to
profit from further design developments regarding the electric strip design and the
fabrication technology. The presented design of a P2 tracker module additionally
takes into account possible thermal expansions of the strips during operation.

After completing the design of the individual tracker modules, their integration to
the P2 detector system now has to be worked out. This includes mechanical fixation,
piping for the cooling gas distribution and the distribution of cables for readout and
powering. In addition, the ongoing progress on the pixel sensor design has to lead on
to the implementation of a final sensor which can be operated in the experiment.

The P2 tracking detector modules will be cooled with gaseous helium, which keeps
the material budget low and has good cooling properties compared to other gases.
The presented cooling studies based on CFD simulations have shown that sufficient
cooling of the pixel sensors is possible, but requires considerable helium flow rates of
at least 21 L s−1 for each module. The cooling studies were further used to optimize
the discussed technical design with regard to an efficient distribution of the cooling
gas to the pixel sensors. It is crucial to proceed the work on the cooling system
with the development of a full design for the global cooling gas loop including all
necessary components for the heat exchange.

An important step on the way to an operational detector system are experimental
tests of the various detector components. The assembly of a thermo-mechanical pro-
totype has just been completed, demonstrating the practicability of the developed
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technical design. In addition, this prototype can be further used for extensive experi-
mental cooling studies which are needed to confirm the results of the presented CFD
simulations.

The estimation of relevant background particle rates and the total radiation load, the
development of a technical design and the implementation of a prototype detector as
well as the proof of concept for the detector cooling are all important cornerstones
on the path to an operational tracking detector for the P2 experiment. The achieve-
ments presented in this thesis show that the development of the P2 tracking detector
is making great progress. The reconstruction of individual electron tracks with the
tracking detector to be installed in the P2 detector will allow for a precise momen-
tum transfer determination and so add valuable physics information needed for a
successful running of the P2 experiment.
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A Printed Circuit Board Designs

The PCB designs which were created in the scope of the projects pursued within this
thesis are given in the following. The flex PCB for the heatable strips is a 1-layer
design which was already presented within the thesis main matter and is therefore
omitted here. The same holds for the design of the end PCBs that are mounted twice
on each strip; they feature a 2-layer design that was already presented.

A.1. Interposer Test Boards
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A. Printed Circuit Board Designs

(a) Layer 1 (top layer), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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A.1. Interposer Test Boards

(b) Layer 2 (GND plane), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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(c) Layer 3 (VCC plane), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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A.1. Interposer Test Boards

(d) Layer 4 (VDD plane), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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(e) Layer 5 (GND plane), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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A.1. Interposer Test Boards

(f) Layer 6 (bottom layer), scale 1.5

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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(g) Schematic (continues on next page)

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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(h) Schematic (continued)

Figure A.1.: Bottom board for Interposer test, PCB design of all layers and schematic.
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A. Printed Circuit Board Designs

(a) Layer 1 (top layer), scale 1.5 (b) Layer 2, scale 1.5

(c) Layer 3 (GND plane), scale 1.5 (d) Layer 4 (parially VCC plane), scale 1.5

Figure A.2.: Top board for Interposer test, PCB design of all layers and schematic.
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A.1. Interposer Test Boards

(e) Layer 5, scale 1.5 (f) Layer 6 (GND plane), scale 1.5

(g) Layer 7, scale 1.5 (h) Layer 8 (bottom layer), scale 1.5

Figure A.2.: Top board for Interposer test, PCB design of all layers and schematic.
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(i) Schematic

Figure A.2.: Top board for Interposer test, PCB design of all layers and schematic.
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A.2. Board for Prototype with Two Strips

A.2. Board for Prototype with Two Strips

(a) Layer 1 (top layer, mainly VCC plane), scale 1.5

Figure A.3.: Board for Prototype with Two Strips, PCB design of all layers and schematic.
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(b) Layer 2 (bottom layer, GND plane), scale 1.5

Figure A.3.: Board for Prototype with Two Strips, PCB design of all layers and schematic.
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A.2. Board for Prototype with Two Strips

(c) Schematic

Figure A.3.: Board for Prototype with Two Strips, PCB design of all layers and schematic.
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A.3. Frame Boards for the Tracker Module Prototype

A.3. Frame Boards for the Tracker Module
Prototype

The tracker module prototype includes four PCBs with two different designs. The
two different designs are however very similar, they include the exact same parts
and the same electronic functionality, so that the schematic is identical. The only
difference is that the two designs are “mirrored” with respect to each other along
the vertical axis. As one can not mirror electric components, they are rotated by
180◦, which then requires adapting the connecting traces. However, as there are no
functional differences between the two PCB designs, only the design for the “left”
frame PCB is shown in the following.

The frame PCBs for the prototype allow to connect 18 strips. The PCB layout and
the schematic mainly consist of a pattern with nine copies of identical design blocks,
each of them connects a pair of strips. For reasons of clarity and comprehensibility,
the plotted schematic is limited to one such design block. In addition, part of the PCB
design that consists exclusively of repetitions is omitted in the plots.
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...

(a) Layer 1 (top layer), scale 1.0. The middle part of the design for 10 strips is hidden.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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A.3. Frame Boards for the Tracker Module Prototype

...

(b) Layer 2 (GND plane), scale 1.0. The middle part of the design for 10 strips is hidden.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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A. Printed Circuit Board Designs

...

(c) Layer 3 (VCC and GND plane), scale 1.0. The middle part of the design for 10 strips is hidden.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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A.3. Frame Boards for the Tracker Module Prototype

...

(d) Layer 4 (bottom layer), scale 1.0. The middle part of the design for 10 strips is hidden.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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A. Printed Circuit Board Designs

(e) Schematic, limited to the first two strips (continues on next page). The schematic is repeated
for the remaining strip pairs.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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A.3. Frame Boards for the Tracker Module Prototype

(f) Schematic, limited to the first two strips (continued). The schematic is repeated for the re-
maining strip pairs.

Figure A.4.: Left Frame Board for the Tracker Module Prototype, PCB design of all layers
and schematic.
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