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Chapter 1

Introduction

The necessity to improve theoretical predictions for scattering processes includes the demand
for extending calculations in perturbative quantum field theories (pQFTs) to higher loop
orders in the perturbation series. Using dimensional regularization, this implies the need
to expand the analytic expressions of various Feynman diagrams to higher orders in the
regularization parameter ¢, with D = 4 — 2¢, as we will explain in the following chapters.
Much effort is invested into these higher-order calculations, including attempts to find new
ways for addressing this problem. The main part of this thesis provides the description
of a new method for expanding the massless two-loop two-point function. Unlike earlier
calculations, this method will enable us to expand the integral in principle up to an arbitrary
order in €.

The massless two-loop two-point function is interesting in different respects. On the one hand
it is needed for instance in calculations for the process e™e™ — hadrons in orders of oy [GKL
1991, SuSa 1991]. On the other hand there is a number theoretical question associated with
this integral: It was shown by different authors that the low-order € expansion of this integral
involves rational numbers and multiple zeta values. A discussion of this issue can be found
in Chapter 4. However, it was not clear whether multiple zeta values are sufficient for the
expansion of this two-loop function to all orders in £ [Broa 2003]. We will solve this problem
and give an answer to this question in Chapter 6.

These number theoretical considerations are related to investigations into mathematical struc-
tures underlying perturbative quantum field theories. Although the results of calculations
using Feynman diagrams in pQFTs are in good correspondence with experimental results
there are a lot of mathematical problems concerning the perturbation series itself that are
not yet solved. The high predictive power nevertheless suggests that the mathematical prob-
lems might be due to a lack of understanding of the series and that we did not find the correct
mathematical formulations so far. A step towards a better understanding of the mathematical
structures was done by Dirk Kreimer when he found the Hopf algebra of renormalization in
renormalizable QFTs [Krei 1998b, CoKr 1998]. Since then, the search for further mathema-
tical structures in Feynman diagrams brought up connections to several mathematical fields.
The hope is that improving the knowledge about the structures underlying the perturbation
series, one will also be able to understand the results of calculations better. We will make use
of such mathematical structures in the following chapters and emphasize their appearance in
our calculations.



2 1. Introduction

This thesis is organized as follows: Chapters 2 and 3 provide the basic definitions necessary for
subsequent chapters. We start in Chapter 2 with a short introduction to perturbative quantum
field theories, only mentioning the very basics. Chapter 3 then defines the Hopf algebra
and Lie algebra of rooted trees and Feynman diagrams, emphasizing on the one hand the
relation between the antipode of the Hopf algebra and the counterterms of a given Feynman
diagram and on the other hand the insertion operation of Feynman graphs that allows us to
build Feynman diagrams out of certain building blocks [Krei 1998b, CoKr 1998, CoKr 2000].
However, both chapters 2 and 3 are not intended to give a full review of renormalization of
perturbative quantum field theories and its Hopf algebra structure, nor will they fully explain
the Hopf algebra and Lie algebra occurring in this context in all of their aspects. We will
neglect everything that would distract us from the main path, which necessarily implies that
we will omit many aspects that would be interesting in their own right.

Chapters 4 to 6 are dedicated to the calculation of the massless two-loop two-point function,
starting in Chapter 4 with a short introduction to some earlier works on the expansion of this
function. In Chapter 5 we will then take a closer look at the functions that typically occur
in the calculation of Feynman diagrams, and provide an overview of polylogarithms, multiple
zeta values, multiple polylogarithms, and related functions. Investigations into these functions
and their occurrence in analytic expressions of Feynman diagrams were done in [MUW 2002],
where the authors describe a way to expand sums and double sums of fractions of gamma
functions in an expansion parameter. An implementation of this work as a computer program
is provided by S. Weinzierl’s C++ library nestedsums [Wein 2002]. Since the sums mentioned
before are typical for analytical results of Feynman diagrams, nestedsums is a very useful tool
in this context and it is this library which enables us to expand the massless two-loop two-point
function. In Chapter 6 we will then describe in detail our calculation of the massless two-loop
two-point function. Contrary to former work, it will allow us to expand this function up to
an arbitrary order in the dimensional regularization parameter ¢, as long as three conditions
for the set of exponents of its momenta are fulfilled.

In the last two chapters we apply the expansion of the massless two-loop two-point function to
the calculation of the non-planar two-loop vertex correction in a massless Yukawa theory and
in massless quantum electrodynamics (QED). We then examine in these theories counterterms
of graphs that are built by inserting the three divergent one-loop diagrams and the non-
planar vertex correction into each other, calculating the vertex corrections with one zero-
momentum-transfer vertex. Additionally, we consider the non-planar vertex correction with
subdivergences only in one line. The general idea that underlies this construction of graphs has
already been used before [Bier 2000] and will therefore only briefly be explained in the first part
of Chapter 7, including a presentation of the results for the one-loop diagrams. In the second
half of this chapter, we will describe the calculation of the non-planar vertex corrections for
the two theories, closing with the description of their implementation as computer programs.
Chapter 8 is dedicated to four programs, two for the massless Yukawa theory and two for
massless QED, that calculate the counterterm for an input Feynman diagram built from
the set of graphs mentioned above. To determine these counterterms the programs use the
rooted tree structure of Feynman diagrams and calculate their antipode. Using the set of
counterterms that can be built in this way, we investigate connections between the topology
of Feynman diagrams and the appearance of Riemann’s zeta function in their counterterms.
We will end this chapter with the discussion of a list of results we have produced.

Finally, Chapter 9 gives a short summary and outlook.



Chapter 2

Renormalization

Our intention here is not to give a detailed overview of perturbation theory and renormal-
ization but to sketch the general ideas and provide the necessary vocabulary needed in the
following. For an extensive introduction we refer the reader to one of the many textbooks
such as [PeSch 1995, 1tZu 1980, Coll 1984] where these subjects are explained at great length
with explicit calculations. Our main interest is to provide examples that illustrate general be-
havior and correspondences between different expressions, rather than repeating proofs that
can be found elsewhere. This especially applies to the next two chapters that are related in
many respects, and we will put our emphasis on examples showing these relations.

2.1 General introduction

Consider a Feynman diagram that contains a closed loop. The momentum space Feynman
rules tell us that we have to integrate over the momentum of the particles traveling through
that loop, taking into account all possible values of this momentum from zero up to infinity.
In coordinate space, which is related to the momentum space via Fourier transformation, this
integration of the momentum up to infinity corresponds to particles that get infinitesimally
close and can lead to so-called short-distance singularities. In momentum space we find these
singularities in the form of ultra-violet divergences (UV-divergences). These divergences would
eventually lead to diverging parameters of the theory, which would thus not have any sensible
physical meaning. For UV-divergences one can solve this problem by a re-normalization of
the parameters of the theory. More precisely, one multiplies the parameters with so-called
Z-factors. These Z-factors are momentum-free series in - or the coupling constant respec-
tively, and absorb the divergences of the parameters. Note that we set i = 1 as usual in the
following.

Consider as a general example a generic Lagrangian for a scalar field theory, given by the
following formula:

_ 1 2 1 990 Yozn

® denotes a field of a scalar particle and gg a coupling constant, n € N. For n = 3 we
would obtain a renormalizable theory in 6 dimensions, for n = 4 in 4 dimensions. This

3
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Lagrangian consists of different terms: The first monomial is the free Lagrangian leading to
a freely moving, massless particle. The second one is a mass term, which gives a mass to the
particle ®; the third term is the interaction term. The parameters gy and mg are so-called
bare parameters and have no physical meaning yet. They are related to physically measurable
parameters by applying suitable renormalization conditions.

The Lagrangian (2.1) generates diagrams with UV-divergent loop integrals. We therefore
multiply the field itself, the masses and the couplings by Z-factors which are of the general
form:

Zi=1+4067 (22)

where the contributions to §Z; have to be determined by the calculation of the counterterms.
We find three Z-factors here: Zg for the field, Z, for the coupling, and Z,, for the mass.
Substituting

we obtain for the Lagrangian:
L =Zom(0,8) — Zmim?®? + 7, Lam
PR "2 9]

1 o 1 9 90 g_p

1 1
+ 6205 (0,0)° + 6 Z5m?P? + 62, %o
n:
=Lo+ Lor. (2.4)

Lot is called the counterterm Lagrangian, as this part of the Lagrangian produces the coun-
terterms. These are diagrams that correspond to the original Feynman diagrams in such a
way that each counterterm provides a contribution to a Z-factor and cancels the divergence
of one particular Feynman diagram, rendering it finite. More precisely, the counterterms
correspond to Feynman diagrams in which due to (2.2) and (2.3) some vertices and edges
are replaced by a contribution of the Z-factor. The Feynman diagrams can be expanded in
their external momenta leading to a polynomial in these momenta where the highest degree is
limited by the degree of divergence of a diagram. The counterterms are thus also polynomial
in masses and momenta.

The Z-factors are determined by different vertex functions. The Z-factor for the coupling,
Zyg, is calculated by vertex corrections, Z,, and Zg by self-energies. However, the Z-factors
are not unique as there are several ways how to subtract the divergences, corresponding to
different renormalization schemes and renormalization conditions. These are conditions for
the subtraction terms that have to be fulfilled by the Green’s functions, expectation values of
time-ordered products of the fields occurring in the Lagrangian. There are some schemes like
for example the BPHZ scheme (Bogoliubov-Parasiuk-Hepp-Zimmermann) that act directly
on the integrand making it finite before one integrates over the corresponding momentum. In
other schemes one first introduces a regqulator to identify the divergences. The most obvious
idea is to use a cut-off parameter A as the upper limit of the integration. For A — oo, we
again obtain an infinite value for the integral. One can then subtract the divergent expression
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parametrized by A in a suitable way and render the integral finite. However, such a parameter
violates translational invariance with respect to the momentum and is also not gauge invariant.

A different regularization method that fulfills the requirements for translational and gauge
invariance is the dimensional regularization [t'HoVe 1972], which we will use in the following.
Applying this regularization scheme one calculates Feynman diagrams in D = 4 — 2 dimen-
sion. In this one translates the Feynman diagram into a Laurent series in the parameter ¢
that encodes the divergence, which itself becomes visible for ¢ — 0. This term can then be
removed for example simply by projecting onto the pole part of the Laurent series and after-
wards subtracting this part, which corresponds to an application of the minimal subtraction
(MS) scheme. Of course there is the possibility to subtract finite terms in addition. But the
MS scheme most purely shows the mathematics of the divergence structure of graphs. Since
this is what we are interested in, the MS scheme is the scheme we will use in the following.

2.2 Feynman diagrams and power counting

After these more general remarks, we want to get into more detail: Feynman diagrams consist
of vertices and lines, or edges, of several types.! These types are given by the theory under
consideration with its various sorts of particles and interactions. The Feynman rules assign
to each vertex and edge the corresponding analytic expression. The different kinds of propa-
gators, corresponding to the different particles, define the type of an edge and are indicated
in the Feynman diagrams in the way we draw them. The next table shows examples for some
lines and the propagators corresponding to these lines:

fermion: —— solid line, propagator: %ﬂ
photon: "N\/\v curly line, propagator: k%(gw, +¢£ k‘é’;“ )
scalar boson: - - - - dashed line, propagator: k%

Similarly, we obtain for instance the following two vertices for the interactions in Yukawa
theory and QED, where we only have three-point vertices between two fermions and one
boson:

Yukawa vertex: ... —ig

QED vertex: —ieyH

The variables e and g denote the coupling constants and v* is a Dirac matriz. Note that the
arrows in diagrams here and in the following indicate the direction of momentum flow.

'Please note that we use the terms Feynman graph and Feynman diagram synonymously.
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Following [Krei 2001] we call an edge internal or inner line if it connects two vertices, and
external if it connects to only one vertex. Note that we do not consider tadpole graphs. The
photon lines in the following picture are external lines, the fermion lines are inner lines.

The external structure of a graph is then provided by its external lines. The type of a vertex
is defined by the set f, of its incoming and outgoing lines. We call two sets of edges I, Io
compatible, Iy ~ Iy, if and only if they contain the same number of edges, of the same type.
Two vertices vy, ve are of the same type if f,, is compatible with f,,.

We are mainly interested in Yukawa theory and QED, which we will use in Chapter 7 and
the programs of Chapter 8. Hence we will base our examples and definitions on these two
theories, focusing on Yukawa theory. Changes in formulas or definitions for other theories
can be found in the textbooks cited at the beginning of this chapter and will not be taken
into account here.

In the process of renormalization one first has to identify the UV-divergent parts of a diagram,
that is, the parts of a Feynman diagram whose corresponding analytic expressions diverge,
when the momenta tend to infinity. We have already mentioned that the UV-divergences
are related to loops of Feynman diagrams. To decide whether there is an UV-divergence
emerging from a loop integration or not, one has to consider the large-momentum behavior
of the integrand. Consider a general scalar integral

I(p1,....,pN) == /d4k1...d4k:Lf(p1,...,pN,kzl,...,k:L), (2.5)

where the p;, ¢ € {1,..., N}, correspond to the external momenta of the diagram, the k;,
i € {1,...,L} are the momenta running through the loops of the diagram, and the function
f denotes the integrand consisting of fermion and boson propagators. Considering the mo-

mentum behavior, each fermion propagator contributes a factor |—,1§‘, each boson propagator a

#. Roughly speaking, the diagram diverges if there are more powers of momentum in the

numerator than in the denominator. This fact is measured and expressed by the superficial
degree of divergence of a diagram. In 4 dimensions it is defined as the number:

w = powers of k in the numerator - powers of k in the denominator
=4L — Ip — 2Ip, (2.6)

where we expressed w by the number I of inner fermion lines, Ig of inner boson lines, and
the number of loops L of the diagram. In theories other than QED and Yukawa theory one
may find an additional term to (2.6) due to couplings that involve derivatives of fields.

This process of determining w by considering the contribution of the momenta of the propa-
gators and the loop integrations to the divergence of the loop is called power counting.
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Depending on the value of w, we find:

w < 0: the diagram is convergent
w > 0: the diagram can be divergent, more precisely:

w = 0: the corresponding integral tends to infinity o log A and is hence called
logarithmically divergent.

w = 1: the diagram diverges «x A and is called linear divergent

w = 2: it is called quadratically divergent, etc.

w > 0 is a necessary but not a sufficient condition that an integral diverges. The integral can
fulfill w > 0 and still diverge with a “smaller” degree of divergence than w would indicate.
This might happen due to symmetries of a theory. For example, the vacuum polarization
in QED has w = 2 and diverges logarithmically [PeSch 1995]. Additionally, a superficially
convergent or divergent diagram can have subdivergences, meaning that not the complete
diagram but only certain constituent parts of it correspond to UV-diverging integrals.

For Yukawa theory and QED we want to express w by the number of external lines Fr and Ep
of a diagram. Knowing that at each vertex two fermion lines and one boson line meet, we can
express the number of vertices V as V =2l + Ep = %(21}7 + EF). Taking into account the
delta functions related to the vertices and the overall delta function that enforces momentum
conservation, we can further express the number of loop integrations as L = Ip+Ip—V + 1.
Putting all these equations together we obtain:

w4 ng ~Ep. (2.7)

Note that this formula only depends on the number of external lines and not on the number
of vertices V or any inner lines Iy and Ip. Hence w is not changed when we increase the
loop order of the graphs! Additionally, we see that increasing the number of external lines,
the integral becomes more and more convergent. This leads to three divergent one-loop dia-
grams for the two theories: the fermion self energy, the vacuum polarization and the vertex

correction:

As an example for a divergent diagram we consider a two-loop contribution to the vertex
correction in massless Yukawa theory at zero momentum transfer. Please note that we will
frequently omit factors (—ig)®, (im”/?) etc. when they are not necessary for the understand-
ing and we simply want to illustrate the general behavior.
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oy [ 11111
/dk/MWNé(q— PECEE
1
- [ [

Power counting leads to w = 0 when we send ¢ and & to infinity jointly, so the integral in total
is logarithmically divergent. This divergence is called the overall divergence of the graph.
Taking into account only the loop integration with respect to ¢, keeping k fixed, we find again
a logarithmic divergence:

1
e =0.
/ cu-n — v7Y

This corresponds to the expression of a one-loop diagram with external momentum k. There-
fore the “inner” loop, with loop momentum /¢, is a subdivergence of this graph.

On the other hand for ¢ fixed and & — oo one finds:

1 1
#k =9
/ Rq-k2k-0r 777

which is convergent.

So we have precisely two divergences in this integral: the superficial or overall divergence,
when [ and k run to infinity jointly, and one subdivergence, when k is fixed and only ! tends
to infinity. Graphs like the two self-energy graphs and the vertex correction given above,
which are superficially divergent but have no subdivergences, are called primitive graphs.

The UV-divergences of a diagram are related to its loops. An important definition in this
context is that of one-particle irreducible (1PI) graphs. These are graphs that can not be
made disconnected by cutting a single inner line. A 1PI primitive graph with two external
lines is called a self-energy, a graph with three external lines an interaction or vertex graph.
The graph on the left hand side in the following picture is one-particle irreducible, the one
in the middle is not. It would split into two disjoint graphs, when one would perform the
indicated cut. Such graphs are called reducible.

o S gy 5™
| S

In the 1PI graph on the left hand side we have an example for a graph whose subdivergences
are nested: one subdivergence lies insitde another loop or divergence, respectively. For the
graph in the middle, the divergences are disjoint: The external lines of one of the divergences
are not inner lines of another graph. A third possibility is that divergences can overlap, like
in the third graph of the picture above.

Since the analytic expressions corresponding to reducible diagrams are simple products of
the analytic expressions for their irreducible parts, it is sufficient to restrict ourselves to 1PI
graphs.
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2.3 Dimensional regularization

So far we have identified the divergent parts of a diagram. In a first step towards renormal-
ization we will now regularize these divergences for a massless Yukawa theory by dimensional
regularization [t'HoVe 1972, Coll 1984] and afterwards subtract them using the minimal sub-
traction scheme. Everything which we will only briefly sketch here can be found in all detail
with proofs and calculations in [Coll 1984].

In dimensional regularization the integral is analytically continued in the complex plane from
4 to D dimensions, usually defined as D = 4 — 2e. The D-dimensional integral has the
following properties:

o Linearity: /de la f(x) +bg(x)] :a/dDmf(x)+b/deg(X) (2.8)
e Scaling behavior: /def(SX) - SD/de f(x) (2.9)
e Translational invariance: /dDg; flx+y) = /dDg; f(x) (2.10)

In these formulas, x and y are vectors in an infinite-dimensional vector space, f and g are
functions of vectors x and y and a, b, s are scalars.

Using dimensional regularization, the result of calculations of Feynman diagrams depends on
the parameter €. The graphs evaluate to Laurent series in €, which can diverge for D — 4 or,
equivalently, € — 0.

For a general D-dimensional integral of momentum & in Euclidean space we get:

D Lak D/2 910/2+a—pL(a+ D/2)I'(b—a—D/2)
[ ¥ s = e 211

Hence in the calculation of this integral we naturally find Euler’s gamma function. This
gamma function can be expanded using:

I'(l+¢)

exp (—ve) exp (Z %(—a)") , lel <1
n=2
= 1-et 507 )2+ O) (2.12)

Note that the integral (2.11) vanishes if there is no external scale, which is provided by the
mass in this case or can, for example, be an external momentum in other cases. Hence the
integral

/de[k;]a =0. (2.13)
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In the following, we will calculate massless integrals. These integrals are mostly of the form
(2.14), which is given in Euclidean space and for D = 4 — 2¢ by:

1 dPk 1
[(q;VhVQ) = ( ) / D/2 [(q_k)Z]Vl[kQ]ug
2

_ <q_> 1 Fr2—v—e)F'2—-vy—e) T (11 +1.—2+¢)
pr)  [g?|tre=2) T ()T (vo)l (4 — v — vp — 2)

B 1 1 Fr2-—vi—e)TQ2—-va—e)T (11 +1v2—2+¢)
(W) E [ ntrem2ee) T ()T ()T (4 — vy — v — 2¢)

1
= W[QQ](Q—(mﬁ-m)—e)Fth (¢) (2.14)

with

TR -T2 —e)l'(r1+1n—2+¢)
Frinl) = ()l (1) (4 — vy — vg — 2¢) ' (2.15)

The explicit calculation of this integral can be found in the Appendix C. Like the integral
(2.11), it evaluates to gamma functions that can be expanded in € via (2.12).

The scale p? is introduced in order to obtain a dimensionless integral. Starting with the
Lagrangian one includes this scale in the interaction term to absorb the additional dimension
of the coupling constant when we switch to D dimensions, ¢ — p2 P/2g and to keep the
coupling constant dimensionless. In the following, we will consider all integrals in units of y2,
setting p? = 1.

Our aim in later chapters is to investigate the appearance of zeta functions in counterterms
rather than to compare our results with experiments. Therefore we will often omit any
multiplicative factors like the coupling constant g or multiples of .

2.4 Counterterms

2.4.1 One-loop diagrams

Let us consider the one-loop vertex function in massless Yukawa theory. It diverges logarith-
mically in 4 dimensions. In D = 4 — 2¢ dimensions we get:

q
k |
0 | /D 1 /D 11
,,,,, b d k:—— = d“k———.
Ak K¥(q—k) K2 (q — k)2
k: |
q

We use (2.14) and expand on the one hand the gamma functions via (2.12), and on the other
hand the term [¢%]~¢ into a power series in e, where we assume for convenience that ¢2 > 0
(cf. Chapter 8):

("] = exp(In([¢*] 7)) = exp(—icIn[¢*]) = 1 — icIn[¢*] + O(e?). (2.16)



2.4. Counterterms 11

This expansion yields:

1 e B al'l=e)T(1—-¢)T(e)
/de(q _ k)2k2 = [q2] Fl,l - [q2]( ) T (1)1-\ (1)F (2 . 26)

_ é 42—~ —In[g?] + Oe) (2.17)

One can see that by using dimensional regularization, we are now able to isolate the divergence
in the term %, which tends to infinity for ¢ — 0. Note the appearance of the In[g?]-term in
the finite part of the expression. This will cause problems when we start to increase the loop
order.

Now that the infinity is isolated in the term %, the graph can easily be made finite by simply
removing, that means subtracting, this pole part. This is done by adding a counterterm to
the graph, which is indented in the following by a box drawn around the graph or a cross at
the vertex or line the divergence sits in. The box indicates that one projects onto the pole
part of the corresponding Laurent series and subtracts the result:

e

A

42—y —Infg?] + Ofe) — é — 9y — D[]+ O(e) (2.18)

In this way we have calculated the first contribution to the Z-factor Z,. Recall that we
multiply g by Z,: g — Z4g to renormalize the expressions. In dimensional regularization, Z,,
has the general form:

Zy=1- i i (g% cj ke (2.19)

j=lk=—j

and is also a Laurent series in €. Hence we just calculated the first contribution ¢y 1 = 1.
We denote this term by 67 := —cl’Tfl(—z'g)2 and get Z, = 1+0Z;. Substituting the coupling
constant g by the “new” value g — Z,g in the Feynman diagrams, one immediately obtains
the renormalized graph from the Lagrangian.

2.4.2 Multi-loop diagrams

Before we continue investigating the renormalization of UV-divergent expressions of multi-
loop diagrams, we want to make a short remark concerning infrared divergences,
IR-divergences. These are divergences that come from long-range forces in a massless theory
and appear in momentum-space as divergences when some momenta go to zero. We will
in our calculations only encounter analytic expressions whose expansions in € give rise to
UV-divergences but not IR-divergences. This is an outcome of the fact that we calculate in
D = 4 — 2¢ dimensions: the divergent terms of our expansion in € stem from certain gamma
functions in the numerator of (2.14). If we calculate and express the integral (2.14) in D
dimensions and take D different from D = 4 — 2¢, we find that for some values of D other



12 2. Renormalization

gamma functions provide poles and in this give rise to IR-divergences. Since we restrict our-
selves to D = 4 — 2¢, € small, the different sorts of divergences, UV and IR, do not mix [Coll
1984].

What happens now if we increase the loop order? In dimensional regularization, an n-loop
diagram corresponds to a Laurent series that starts with lowest order ¢™". Starting with
the two-loop level, we find in the negative orders of the Laurent series terms of the form
In’ [¢%]/€7. Projecting onto the pole part of this series analogously to the one-loop case would
lead to a Z-factor containing terms proportional to In[g?]. In coordinate space this would
give rise to logarithms of differential operators, as by Fourier transformation we obtain the
replacement ¢, — i0,. Hence an expansion analogous to (2.16) would give rise to a series
involving logarithms of differential operators which eventually leads to an effective action that

is no longer local.

A solution to this problem was given by Bogoliubov, Parasiuk and Hepp, who developed a
procedure how to renormalize a graph with subdivergences recursively. It is based on the idea
that one first renormalizes subdivergences, which will eliminate the non-local terms, leading
to a graph R(I"). The remaining divergence can then be subtracted by a local counterterm,
the counterterm for the overall divergence of the graph. Zimmermann then gave a recipe how
to solve this recursion by applying the forest formula.

Define:

r = divergent loop diagram

R(T) = the graph I', in which all subdivergences have been rendered finite, leaving only
the overall divergence

Z(') = counterterm for the overall divergence of '

I'r = finite, renormalized graph

The index R of I'p denotes the renormalization map, like in our example the MS scheme,
R = Rys. For each application of the renormalization map R (for each box respectively) one
has to multiply the expression with a minus sign. For a primitive one-loop diagram I', for
example, this means that:

'rR=T-R({)=:T+ Z[I'] (2.20)
since the one-loop graph is subdivergence-free.

Zimmermann’s forest formula (ZFF) now states the different steps how to construct Z(I") and
I'r [Coll 1984], [ItZu 1980] for a general graph:

1. find all the divergences of a graph, denoting them by ~;, ¢ € N

2. build all possible sets out of these divergences, the so-called “forests”, where the graphs
of one forest that correspond to divergent subgraphs have to be either nested or disjoint.

Hence the forests are sets consisting of the superficially divergent subdiagrams « and, in case
the graph is overall divergent, the graph I' itself. The empty set is also a forest. Forests that
do not contain I' are called normal forests, forests including I', full forests. Since the full
forests emerge from the normal forests by simply adding I', there are always equally many
full and normal forests. The requirement that the subdivergences building a forest may only
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be disjoint or nested is not a limitation for the set of graphs. One automatically includes
overlapping divergences in this way [Coll 1984].

Let vx now be the subdivergence that corresponds to a forest X (e.g.: X = {vy1,72} =
vx =1 U7e). Zimmermann’s forest formula then states that R(I'), Z(T') and I'p are given
by the formulas:

RT) = Y (VRO w (2.21)

UeFy

Z(IT) = > (=) R(w)L/w (2.22)
VeFy

Tr = > (5)"™ROw)/w (2.23)
WeFw

where the F;; denotes all normal forests U of F, Fy all full forests V' of F, and Fyy all possible
normal and full forests W. The numbers ny, ny, ny denote the number of elements in the
respective forests.? T'/yy denotes the graph I', in which the graph(s) v have been shrunk to
a point. Note that we find: R(y; U~2) = R(v1)R(72).

As an example to illustrate Zimmermann’s forest formula, consider again the contribution to
the two-loop vertex correction

We have seen in Section 2.2 that this graph has one subdivergence given by the inner loop and
is overall divergent. We call the subdivergence given by the inner loop {7} and the superficial
divergence {I'}. The possible forests are therefore: 0, {v}, {T'}, {7,T'}. Applying (2.23) to
this graph meaning that we take these forests, apply the renormalization map R and build
the sum appropriately, we obtain:

i

2The empty set is a forest, but does not count for the different n’s.
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The interpretation of these graphs is the following: The second graph contains the coun-
terterm for the subdivergence . It is generated by the one-loop counterterm §Z; calculated
in (2.17) and (2.18). Hence the one-loop renormalization already made the two-loop graph
subdivergence-free and what remains is the overall divergence. This, on the other hand, is
subtracted by the last two graphs, which bring us the next contribution 675 to the Z-factor:
62y := —(252 + 2=)(—ig)*. Hence we can represent the renormalized graph I'r as

+ 0Zy ---

where again §Z7 is the counterterm for the overall divergence of the one-loop diagram and
multiplies the coupling to the external boson line like indicated in the picture. Multiplying
677 also with one or both couplings to the inner boson line would give a contribution of order
g", ¢° respectively, which is not needed until we consider graphs of this order in g. 675 then
is the counterterm for the overall divergence of the two-loop diagram. A short calculation
for example in the massless Yukawa theory that we used before shows that in this way one
obtains Z-factors that are indeed In[¢?]*/e/-free and a renormalized graph of order g° in the
coupling constant.



Chapter 3

Hopf and Lie algebra

In the last chapter we have demonstrated that there is a certain combinatorial structure
underlying the renormalization process of multi-loop diagrams in pQFTs, provided by Zim-
mermann’s forest formula. It was shown by D. Kreimer in 1997 that this structure is encoded
in a commutative, but not cocommutative, Hopf algebra of rooted trees H g [Krei 1998b, CoKr
1998]. This Hopf algebra can also be directly formulated on Feynman diagrams, yielding the
Hopf algebra of Feynman diagrams Hpg. The Feynman rules then are maps, more precisely
characters, on the Hopf algebra into a suitable target space. The definition of a Hopf alge-
bra and other definitions needed in this context can be found in the Appendix A. It is the
antipode of the Hopf algebra of rooted trees which is implemented in the programs given in
Chapter 8 and we will therefore introduce this Hopf algebra Hpg in detail.

Dually to this associative commutative non-cocommutative Hopf algebra exists a cocommu-
tative Hopf algebra. This latter Hopf algebra is isomorphic to a universal enveloping algebra
U(L) of a Lie algebra L due to the Milnor-Moore theorem [MiMo 1965]. We will also briefly
introduce this Lie algebra in the following where we will focus on the Lie algebra of Feyn-
man graphs, since it is the idea of inserting graphs into each other which is one step in the
calculation of the massless two-loop two-point function in Chapter 6.

However, we want to emphasize that this chapter will only provide a short sketch of the
basic properties of the Hopf and Lie algebras, and we will focus on the structures which
we will need in the chapters to come. Similarly, we will not prove the statements which
we will make but rather illustrate them with examples. The proofs can be found in [CoKr
1998, CoKr 2000, Krei 2003b, Krei 2003a, Krei 2001, CoKr 2002] which also include reviews on
these subjects and related topics.

3.1 The Hopf algebras Hy and Hpg

We start with the definition of the Hopf algebra of rooted trees Hr. We will then introduce the
Hopf algebra of Feynman diagrams H g and finish this section by showing the correspondence
between Hgr, Hpg, and Zimmermann’s forest formula.

15
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3.1.1 The Hopf algebra of rooted trees Hp

A rooted tree is a simply connected set of vertices and edges, meaning that any two chosen
vertices are connected by not more than one edge. Each tree contains one special vertex
which is always drawn at the top of the tree and is called the root. We assign to the trees
an orientation by defining the edges connected to the root to be outgoing, meaning that they
are directed away from the root. In general, a vertex has incoming and outgoing edges where
the root is the only vertex with no incoming edge. The next picture shows some examples.
The root is marked here by an unfilled vertex.

o 3 A

The last tree in that row is an example for a tree with sidebranchings: there are two edges
originating from the root. The other trees have no sidebranchings. The number of edges
originating from a vertex v is called the fertility, f(v).

Before we continue to define the Hopf algebra, we first want to show how these rooted trees
are related to Feynman diagrams. Consider the following four graphs:

The translation from a Feynman diagram to a rooted tree has to be done in the following way:
Set boxes around all subdivergences of a Feynman graph I' and mark their upper horizontal
lines with a dot (~ vertex). Dots of nested boxes, that is boxes where one of them is contained
inside the other, are connected with a line (~ edge).

For the first three Feynman diagrams of the example above we then get:

>

Figure 3.1: Translation of Feynman diagrams to rooted trees.
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Hence for each of these Feynman diagrams we obtain a corresponding tree. From the first
two pictures one can see that the same tree can belong to different Feynman diagrams. This
is because the tree only tells us the relative position of subdivergences, in the sense that it
encodes in which way divergent graphs sit inside each other. One can reduce this ambiguity
by turning to decorated rooted trees, where one draws the corresponding subdivergences next
to the vertices. Still one can easily find examples where the same decorated tree corresponds
to different Feynman diagrams. Hence a decorated rooted tree is assigned to a whole set of
Feynman diagrams that have the same divergence structure, meaning that they consist of
the same divergences in the same nested or disjoint appearance. However, we will soon see
that this ambiguity does not cause any problems. Anything valid due to the Hopf algebra
structure for the tree is also valid for any element in its corresponding set of graphs.

The situation is different for the fourth graph of our example, which is overall divergent and
has two overlapping subdivergences corresponding to the two “halves” of the graph. This
graph does not map onto one rooted tree, but onto two rooted trees in the following way:
In a first step, determine the maximal subdivergences of the graph. They are maximal in
the sense that there is no other subdivergence that contains them and is not the overall
divergence itself. In our example there are two maximal subdivergences, namely the only
two subdivergences of the graph that exist. To each maximal forest one then assigns a tree.
Decorating these trees with the corresponding diagrams like before we obtain:

A 0 2 o ©

The recipe of treating this two-loop graph is in general true for overlapping divergences.
Hence overlapping divergences are no big difficulty and simply map onto a sum of graphs
instead of one simple tree [Krei 1999).

We now want to define the structure maps of the Hopf algebra on these trees [CoKr 1998,
GBVF 2000]. We find a natural grading for rooted trees given by their number of vertices.
This is measured by the grading operator Y, which is defined by Yt = nt, where n = number
of vertices of the tree t. The number n is called the degree of the tree.

The rooted trees form a vector space, with the linear generators being single trees. One can
add these trees and multiply them with coefficients from a field, for example Q. Starting from
this vector space we get a freely generated algebra A (see Appendix A), whose multiplication
is defined as the disjoint union of trees. This disjoint union is commutative and obviously
adds the degrees of the trees. A general element of the algebra therefore is a polynomial in
trees. The unit element e is the empty set.

The structure maps of the Hopf algebra are defined by operations on trees. First of all, there
are different sorts of cuts on their edges. The basic cut is an elementary cut which is a cut at
a single line of a tree. An admissible cut is a set of elementary cuts such that on the way from
each vertex up to the root there is at most one elementary cut. When we make a cut and
think of it as a real cut to a real tree, where we hold the tree by its root, there is always some
part of the tree that is pruned and exactly one part of the tree that is not. This latter part
is the one that we keep in hand, containing the root. Any cut and especially any admissible
cut therefore maps a tree onto a monomial of trees, where exactly one contains the root and
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is called RC(t). The set of trees that are pruned is denoted PY(t), cf. Fig. 3.2. Additional
to these cuts, we have empty cuts and full cuts. The empty cut is a cut at no edge. Let us
figure an additional edge incoming to the root (with no vertex to start from, otherwise one
would get a new root). A full cut is then a set of cuts that includes a cut at this additional
edge. Fig. 3.2 shows some examples. Cuts that are not full cuts are called normal cuts and
both sets only differ by the one additional cut at the edge which is incoming to the root.

3 3

non-admissible cut empty cut full cut
& S /<\
Pe(t) RE(1)

Figure 3.2: Examples for the different sorts of cuts at a tree. Once we apply these cuts to a tree,
we obtain pieces of it that are pruned, building the set P (¢), and exactly one part that contains the
root, RY(t).

So far we have an algebra of rooted trees. To obtain a bialgebra, we need to define a counit
and a coproduct. The counit e: Hr — Q is defined as:

e(t) =0, Vt#e e(e) = 1. (3.1)

The counit maps all trees except the unit e € Hp to zero. The coproduct A is defined by the
sum of all admissible cuts:

Ale) = e®e (3.2)
Alt) = edt+t®e+ »  PY(t)@RO(1). (3.3)
admissible
cuts C

Note that the coproduct is non-cocommutative, which may already be seen from the fact that
PY(t) can be a polynomial in trees, while R () is always one single tree.

Having defined a bialgebra, we need an antipode S to obtain a Hopf algebra. This antipode
is defined to be:

Sle) = e 3.4
St = —t— Y SPYBIRC®) (3.5)
admissible
cuts C
= Y (-)™PYMR@) (3.6)
all full

cuts C
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where n. is the number of elementary cuts at a tree. In the sum over “all full cuts C” we
do not restrict ourselves to admissible cuts. Note that one obtains the same trees P¢(t) and
RY(t) by the normal and full cuts. The full cuts mainly serve to provide an additional minus
sign in the definition of the antipode (3.6).

In order to renormalize graphs, we need the convolution product * of rooted trees and the
combination (S xid)(t) = mo (S®id)oA(t), where m is the multiplication, the disjoint union
defined before. Constructing the convolution product with all these definitions, we obtain:

(S*id)(t) = mo(S®id)oAt)
= t+SH+ Y. S[PCIR (1)

admissible
cuts C
= &(t)
= 0, Vvt £ e. (3.7)

The sum could equally be defined over “all cuts”, all normal and full cuts, without restriction
to admissible cuts [CoKr 1998]. The result of (S *id)(t) is equal to zero because we can find
for each normal cut a corresponding full cut with a relative minus sign. This simply results
from the fact that one obtains a full cut from a normal cut by setting one more cut at the
incoming line to the root. It therefore shows us that S really is the inverse of id with respect
to * and hence the definition for the antipode was correct.

Let us calculate a short example:
(S *id) G) —mo (S®id)oA G) : (3.8)
The admissible cuts are 4}7 and 457 . According to (3.3) we get:
A(i):e®$+$®e+1®0+0®1, (3.9)

and hence

mo(S®id)oA<f> =m |S(e) ® } +S(i>®e+S(I)® e +S(e)® ¢

(3.10)
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Calculating the antipode for the trees, we obtain:

(S *id) G) —m

e®i—$®e+°1®e+10®e—ooo®e

—I@o—{—oo@o—o@I

Sl B TR SRR

=0
—noe (I) (3.11)

This simple example shows again that the structure maps [Kass 1995] were defined correctly
and that they indeed define a Hopf algebra on rooted trees.

3.1.2 The Hopf algebra of Feynman graphs Hpg

In the previous Section 3.1.1 we saw how one can assign a tree to a Feynman graph by
identifying the “1PI primitive” building blocks of a graph, drawing a box around each, and
connecting the boxes in such a way that the tree encodes their nested structure. Hence we
have the correspondence between trees and 1PI graphs and like the generators of Hgi are
given by single trees, so the corresponding generators in this Hopf algebra of Feynman graphs
are 1PI graphs. Their multiplication is also given by disjoint union in this case.

Let us take a 1PI graph that is overall divergent. Denote the full graph with I" and subdiver-
gences with ;. The coproduct is then given by
AT=T@l+1aT+ ) %al/y, (3.12)
%Gl

where the sum runs over all subdivergences ;. Note that 7; can be several graphs. I'/~; is
the graph I in which the subdivergence ; has been shrunk to a point. It is called the cograph
to Yi-

The antipode in this Hopf algebra is defined as
ST) =-T =Y ST/ (3.13)
v CI'
Note the similarity of (3.12) with (3.3) and of (3.13) with (3.5).

Like the grading on Hg, given by the number of vertices, there is a natural grading on Feynman
graphs given by the loop number of a 1PI graph.

3.1.3 Correspondence between Hp, Hrqg, and ZFF

We have now defined the Hopf algebras on rooted trees and on Feynman graphs. Although
we have shown correspondences between the two, Hgr and Hpg are not isomorphic as Hopf
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algebras: While one can uniquely assign to each graph a (decorated) rooted tree, any (dec-
orated) tree is assigned a whole set of Feynman graphs with the same divergence structure.
But since the combinatoric of renormalization only depends on the divergence structure of a
graph and not on the actual types of divergences, graphs with the same divergence structure
have to be renormalized by an application of the structure maps in the same combinatorial
way. Hence structure maps applied to a tree provide the correct structure maps on graphs
whose divergences occur in such a way that they can be represented by this tree according
to the rule given on page 16. For any graph we start with, the two Hopf algebras with their
coproducts and antipodes will provide the same combinatorics. Hence we can and will switch
between the two representations to express the renormalization of graphs, always using the
one that seems to best fit our problem.

So far we have given a combinatorial structure that is encoded in the Hopf algebra of (undec-
orated) rooted trees and the Hopf algebra of Feynman graphs. The Feynman rules are maps
from these Hopf algebras, the Hopf algebra Hpg or equivalently the Hopf algebra Hpg, into a
suitable target space, for example the ring of Laurent series in e, which we will always use as
target space in the following. Let us consider a three-loop graph:

pic| IR

In (3.9) we had for the coproduct of this (undecorated) tree:

A({):6®I+f®e+1®o+-®1 (3.14)

Using (3.12) or decorating (3.14) with the corresponding divergences of the graph we obtain:

A<@>:e® g} + <] o
SN W< o e @ (315)

The Feynman rules now provide a character, an algebra homomorphism, ® : H — V from
the Hopf algebra to an analytic expression, an element of the ring of Laurent polynomials
in a regularization parameter € in this case. In our example this Laurent series diverges for
g — 0. & defined in this way is called a bare character. Application of the renormalization
map R, e.g. R = Rysg for the MS scheme, means that after mapping into a target space via
®, one projects this Laurent series onto its pole part:

00 —1
C; C;
Rus ( § Z) = E— n € N. (3.16)

i=—n it=—n

Hence R is a map from V — V.
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Define now a new character S}{%. This character provides the counterterm for a graph I' in
the renormalization scheme R and is defined by (cf. for example [Krei 2000a)):

SE(I) = —R] R | SEMT/Y)] - (3.17)

yCI'
To ensure that S}; really is a character from H to V, i.e. that:
Sh(tity) = Sp(t:)Sk(t;),  Vtitj € H, (3.18)

the renormalization map R : V — V has to fulfill the so-called multiplicativity constraint [Krei
2000a):

R(zy) + R(z)R(y) = R(R(z)y) + R(zR(y)), Va,yeV. (3.19)

In the case of the Laurent series in €, for instance, it is clear that one can not have the identity
R(xzy) = R(z)R(y). The pole parts of a product of two series are not the product of the pole
terms of the individual series. We only want to mention that (3.19) is the defining equation
for a Bazter algebra. Hence the target space not only has to be an algebra but a Baxter
algebra, and the renormalization map R is a Rota-Baxter map [Krei 2000a].

We can now obtain a renormalized graph I' by applying to it not the bare character ® (e.g.
assigning to it the corresponding Laurent series) but the renormalized character S}{% x O(T).
The R operation (cf. page 12) here is given by:

R )+ SEMR(T/A), (3.20)
~yCI’

and we have

Tr=S%+®([)=RT)+SET). (3.21)

Equation (3.21) yields the same terms as Zimmermann’s forest formula. Let us show this
by using the three-loop graph that we already introduced at the beginning of this section.
We start with Zimmermann’s forest formula: Let v be the boson self-energy, the “innermost
primitive” divergence, o the fermion-self energy that has ; as a subdivergence, and finally I"
the overall divergence. Applying the forest formula we obtain: normal forests: 0, {y1}, {12},

{71,72}; full forests: {T'}, {v1,T'}, {72, T}, {71,72,'} and hence:

e -~ el - a
It R (-1 e
R
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where the 67 are the counterterms for the overall divergence of their index graph, sitting in
the marked line: §Z.~.is given by the second, 0Z o, by the third and fourth and 67 ] by
the four graphs in the last line. Note that the cross that marks a line only states the place
where the renormalized subdivergence was sitting and not a counterterm itself, like defined
before.

Let now ¢ again be the bare map which maps a graph into the ring of Laurent series in .
Let us then calculate Sj{%(l’). Applying first the coproduct, we obtain:

ST 5 ®(I)

:m[s;g(e)@@( @)w};(@)m(e)
+sh ( &L)m(%)wg(w@w)m(@)]

(3.23)
Using (3.17) we further get:

Sp(e) = ¢ (3.24)

sP (@) =— w( e = 67 (3.25)
sp( Py —- S, O

57 o (3.26)

at) =] 42l =l =

07 —f (3.27)

The multiplication map m then simply multiplies m[S(z) ® ®(y)] = Sg(x)®(y) in the space
of Laurent series. We can see here that the character S}; provides the counterterm for the
overall divergence of the graph to which it is applied and hence §Z for the different divergences
of a graph, the subdivergences and the overall divergence. These §Z are the contributions to
the Z-factor. Inserting these four lines (3.24) — (3.27) back into (3.23) and multiplying the
different terms we exactly obtain (3.22).

We have described that the application of the structure maps to trees and to Feynman graphs
provide the same terms. Therefore, although the programs of Chapter 8 work on trees and
not on graphs, they will produce the terms for the overall divergence of a graph I' and hence
in our example the graphs of S}{%(I’) given in equation (3.27) for this input graph.



24 3. Hopf and Lie algebra

3.2 Lie algebras

Dually to the commutative Hopf algebras Hr and Hpg we find for each a cocommutative
Hopf algebra. The Milnor-Moore theorem [MiMo 1965, CoKr 2000] then states that this latter
Hopf algebra is isomorphic to a universal enveloping algebra U(L) of a Lie algebra L. We will
only define the Lie algebra of Feynman diagrams £ g here, introducing the gluing operation.
This operation encodes the insertion of graphs into each other, which is in some sense dual
to the splitting of graphs into pieces provided by the coproduct. We will meet this gluing
operation again in Chapters 6 to 8. However, we will not make use of the Lie algebra as
such in the following. Therefore we will only introduce it briefly here and omit any further
representations of this Lie algebra although much more could be said [MeKr 2004a, MeKr
2004b, EFGK 2004a, EFGK 2004b, EFGK 2004c].

We start by defining the gluing operation *; that maps 1PI graphs to 1PI graphs. One has
to provide gluing data G; that indicate where one wants to insert the graph I'y into another
graph I'y and, if necessary, in which way (that is which bijection to use). This is the place
where we need the definition of compatible lines and vertices. For example, take I'; to be a
vertex correction graph. If the external lines of I'; are compatible with the type of a vertex

v; in 'y (cf. Chapter 2), f,, ~ ! we define!

1,ext?

Dy %y, Ty = o /v; UT /T (3.28)

1,ext?

which simply means that we identify the vertex v; in I's with 'y and then identify the
external lines of I'y with f,,. Afterwards we sum over all possible bijections between f,,
and F[ll]emt and normalize such that topologically different graphs occur only once. This
operatié)n can easily be generalized to self-energies and edges. The place where to insert
and the bijection build the gluing data. Note, for example, that each term of a coproduct
AX)=AX)-1®X - X@1=73,2)®a/ provides unique gluing data, how to insert z’
in 2” to obtain x: we know where the subdivergence 2’ was sitting in z, leading to z”.

As a generalization of the gluing operations, the operation * (without index) is defined such

that for two Feynman diagrams I'y and I's, I's * I'; means that one sums over all possible
places for inserting I'y into I'y:

DoxTp= ) Dyw Iy (3.29)
UEF[QO],

(1]
f'“NFI,ezt

For example consider the two graphs: wvw@vww and éww

There are two vertices and therefore two places where one can insert the vertex correction
into the vacuum polarization, leading to:

O P o =D

'The upper index [1] at F[I{]ezt here indicates that we are talking about a set of edges, cf. [Krei 2003a]. An
index [0] denotes a set of vertices.
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This new composition I'y x I'y is not associative, but it fulfills the following relation:
Pg * (FQ * Pl) — (Fg * Pg) * Fl = Fg * (Fl * Fg) — (Fg * Fl) * FQ (330)

This is the defining equation for a pre-Lie algebra structure. Note that for each side being
equal to zero, one would get back the associativity law. Antisymmetrizing this automatically
provides a Lie bracket

[[1,To] =Ty %y — Ty Iy (3.31)

which fulfills the Jacobi identity. The Lie-bracket for our example would now give:

P =On = -2 D

There are two possible ways to insert the vertex correction into the vacuum polarization at
each of the vertices, but only one place to insert the vacuum polarization into the vertex
correction.

The only operation which we will use in the following is the gluing operation of inserting
singular graphs into each other. We will not make use of the more complex Lie algebra
structure of Feynman diagrams, which is discussed in the above references.
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Chapter 4

The massless two-loop two-point
function — an overview

The next three chapters are dedicated to the expansion of the massless two-loop two-point
function. We start in this chapter with a short overview of previous work that has been
done to expand this function beginning in 1980. In this context we will first emphasize the
triangle relation as an integration-by-parts identity. This relation provides a standard way to
manipulate Feynman diagrams: one can either use it to turn (some of)) the Feynman diagrams
into other diagrams that are easier to expand, or at least reduce the problem to a set of basic
master diagrams, whose expansion is needed. The triangle relation is in general applicable to
cases where all exponents of the propagators are positive integers. Unfortunately, the integral
can no longer be expanded in € by the use of standard methods once we allow for arbitrary
non-integer exponents v;. In this chapter we will describe some ways in which different authors
nevertheless succeeded in expanding this integral up to a certain order in €.

4.1 General remarks

The expansion of the massless two-loop two-point function will be carried out in dimensional
regularization, with D = 4 — 2¢. The topology corresponding to this function is drawn in
Fig. 4.1.

V1 vy

Vs

V4 v3
Figure 4.1: The master topology for the two-loop two-point function.

The indices v;, written next to the lines in Fig. 4.1 are the exponents of the inverse momenta
squared that are attached to the corresponding lines in the graph. Analytically, this graph is

27
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then given in Minkowski space by

1(2’5)(771—6,7/1,7/2,7/3,7/4,7/5

= (_p2)”123452m+25/d k1 /deé 1 (4.1)
in? J ire (KD (k32 (—k3)ve (ki) (—k3)s

with
Vijk = Vi + Vj + Vg, (4.2)
ks =ko—p, ki=ki—p, ks=ko—Fki, (4.3)
D =2m — 2e. (4.4)

Note that m is simply a number here and should not be confused with a mass term. The
minus signs for the momenta and the factors - D —p573 and (— p?)V12345=2m+2€ are due to a notation
which is used in [BiWe 2003] (cf. Chapter 6) and was introduced for convenience. The factor
(—p?)rizsa5=2m+2  for example, makes the integral dimensionless. The indices v; are of the
general form v; = n; + a;e. This form originates from the fact that subdivergences inside a
graph increase the exponents of momenta by terms proportional to je, j € N. We will see
this more explicitly in Chapter 7.

The underlying topology for this two-loop diagram of Fig. 4.1 is the master topology for the
two-loop two-point case. All other two-loop diagrams can be obtained from this diagram by
shrinking one of the internal lines to a point or, equivalently, setting one of the indices v; to
Zero.

The result of the massless one-loop two-point function of Fig. 4.2 in Euclidean space was
already given in Chapter 2 and its calculations can be found in Appendix C. For indices v
and vo the result is simply:

V1

vy

Figure 4.2: The master topology for the one-loop two-point function.

182 (m — e vy, 1) = 47k ! =: [Q)mmemmIE, L (e) (4.5)
yV1,V2) = inD/2 []CQ]Vl[(q—k)Q]VQ =:|q vi,v2 .

with

T(vig—m+e)T’(m—ec—1)I(m—ce— VQ).

Fyim(e) = T )T () T(2m — 2e — vyy)

(4.6)

The momentum ¢ is the external momentum running through the diagram. We have met this
integral already in (2.14). From (4.6) we can see that these integrals can be expressed by a
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fraction consisting solely of Euler’s gamma function. As we have seen in (2.12) these gamma
functions can be expanded by the formula

'l1—¢e) = exp(ye) exp (Z %n)(s)"> , le] <1 (4.7)
n=2

[e.e]

> | L in (4.7) is Riemann’s zeta function.

into a Laurent series in . The function ((k) = > " =%
The term [¢?](™~¢="17*2) can be expanded as in (2.16) by expressing it in the form of an

exponential function:
[4*)" = exp(In([¢*)")) = exp(z In[¢?]) = 1 + = In[¢*] + O(a?). (4.8)

A non-integer value for v; in this case, with v; = n;+a;e, n;, a; € Z, only changes the argument
of a gamma function. Hence it becomes immediately obvious that in the € expansion of this
one-loop integral only Riemann’s zeta function appears.

One of the major questions now is whether this is also true for the expansion of the function
125 including non-integer exponents.

4.2 Integer exponents r; — the triangle relation

The integral 125 with v; € N, Vi, can be expressed in terms of the one-loop functions J.2)
using the triangle relation. This relation can be obtained by integration by parts [ChTk 1981,
DaBo 1990, Davy 1991]. The integration-by-parts identities are based on the translational
invariance of the D-dimensional integral (2.10) written in the form:

0= /de: %(integrand). (4.9)

Applying % to a general propagator or to a D-dimensional vector k* leads to the relations:

0
i — D
8k“k
o 1, kta)
okt (k+z)2 — Y(k+a)etd
0 1 _ o (x—k)u
Okt (x — k)2« (x — k)l

Note that by doing this, we obtain a vector expression for a derivative of a propagator. Hence
we apply % - k in the integrand instead of % alone:

0 K+

= [ d°k——"—. 4.1
0 / Okt Denom. (4.10)

In this way we produce scalar products of momenta in the numerator that themselves can be
expressed by linear combinations of the propagators in the denominator of the integrand.

Let us apply % (ko — k1) to our integral (4.1) to give an example:
"

(k2 — k)"
Oka i [ k7] (k3172 [= (ko — p)2]v3[— (k1 — p)HJva[— (kg — k1)?]¥s

0 = /deldeQ
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The derivative acts on each term in the numerator and denominator of the integrand that
depends on k. Hence we get

ko — kq)#
/deldeQ 0 (ks = k1)
8]@2“(1/1,1/2,1/3,1/4,1/5)

ko (ko — ki)*
= D/de:ldeg + 205 /deldez 2u(k2 — 1)
(v1,v2,v3,V4,V5) (vi,v2 + 1,v3, 4, 05)
ke = p)u(ks — k)" D, D (k2 — k1)u(ke — ki)*
+2v3 [ dPkidPk ( : +2 /d kid"k : 4.11
VB/ R e s+ L) P v, v, va,vs + 1) (4.11)
where we abbreviated the denominator by giving only its exponents (v1, v, V3, V4, Vs).
Using the scalar product identities:
1
ko by =5 [~ (k2 — k1)® + k3 + k7| (4.12)
1
pki=g [—(p— ki)* +p° + k] (4.13)

to cancel expressions in the numerator with propagators in the denominator, we obtain the
following relation:

0=[(D—2v5 — 11 —1p) — 192" (5” = 17) — 1337 (57 — 47)] I®) (m — &,v1,v9, 13,4, 5)
(4.14)

or, solving for I(29);

1(2’5)(7’71 — &, 1/1,112,113,1/4,1/5)
1

= 2t(57 —1~ 35~ — 4] 1@ (1m — _
(D—2V5—I/1—V2) [V2 ( )+V3 ( ):| (m €7V17V27V37V47V5)

(4.15)

The operator i* acts on the integral and increases/decreases the exponent of the propagator
1 by 1, for example:

1+f(2’5)(m —&,V1,V9,V3,V4,V5) = f(2’5)(m —e,v1 + 1,09, 03,14, 05). (4.16)

This is one form of the triangle relation. The name for this relation becomes clear when we
express (4.14) graphically. The operators that lower the exponents of propagators all act on
lines that form a triangle inside the graph. In this case it is “the left” half:

- - <
-

+

Figure 4.3: The form (4.14) of the triangle relation applied to the two-loop two-point master topology.
The + and — signs indicate that the exponent of the momentum corresponding to a line has been
increased/decreased by one.
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The operators 2% and 3™ increase the exponent of the propagator attached to lines 2 and 3
by one and 17, 47, and 5~ decrease the power of the propagator of the lines 1, 4 and 5 by
one.

Due to the symmetry of the graph there are three similar relations for the other lines. Ad-
ditionally, one obtains relations of this form by taking the derivative with respect to another
momentum (other than ko in this case) and with other choices of momenta in the numera-
tor. In this way one obtains a whole family of relations between the integral I125) and other
integrals, where the exponents of the propagators were increased or decreased by one.

Applying (4.14) to 125) (m—e¢,1,1,1,1,1) and shrinking lines with index zero to a point, we
get for the four topologies on the right hand side of Fig. 4.3, omitting the plus signs:

00~ -
00~ -

Figure 4.4: The form (4.14) of the triangle relation applied to 135 (m —¢,1,1,1,1,1). Lines with
index zero have been shrunk to a point and + signs omitted.

The corresponding integrals read (ordered from left to right in the first and second line):

= [ e (417
N LU = e = e = e (419
fa= [ 4 e (419
= [ Phd e (420

As the topologies of the graphs 1 and 3 already suggest, the corresponding integrals I,
and I3 split into two disjoint one-loop integrals of the form (4.5). This leads to a result
of the form Fy1(e)?[¢?]7%. In the case of the integrals Iy and I, which are just mirror
images of each other, we can first do the integration with respect to ki corresponding to
the one-loop subdivergence and afterwards with respect to ko. These are again two one-
loop integrations with a result Fi1F7 14 [qQ]*Q5 and we get in total the well-known result
19 (m —e,1,1,1,1,1) = 6¢(3) + O(¢). A more explicit explanation for the fact that the
integrals, especially Iy and Iy result in the F-functions with indices of the form stated above
will be given in Chapter 7.

In case that one of the indices of the two-loop master topology becomes negative, the graph
reduces again either to the disjoint or nested integration of one-loop diagrams of Fig. 4.4, or
to zero, as one can easily convince oneself.
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For general v;, with v; not necessarily being integers, the triangle relation provides a relation
between graphs with different exponents of the propagators. One can use these relations to
reduce graphs to a set of “basic” graphs, which then have to be expanded in €.

Looking at (4.14) or its graphical representation Fig. 4.3 more closely, one can see that
it suffices that the exponents v; € NY for i € {1,4,5} in order to reduce the integral to
integrals like the ones in Fig. 4.4. A repeated application of relation (4.14) to the integral
I25) (m—e,n1,v9,v3,n4,n5), n; € N°, v; € C, would eventually lead to integrals in which one
of these n; is equal to zero, as we have just seen. The resulting integrals can then always be
solved using the one-loop result (4.5).

Similar considerations for the other cases of the triangle relation lead to the conclusion that
the triangle relation is of particular use whenever we have 125) with three integer coefficients
at three adjacent lines. Nevertheless, already for 125) (m—e¢,1,1,1,1,v5), v5 = ns + ase,
with ns # 0,a5 # 0, the integration-by-parts identities are not sufficient anymore to expand
the integral. In this case one cannot express the integral purely by functions F),, ,,. Note
again that the one-loop graphs evaluate into a fraction of gamma functions. The fact that
125) (m—e,1,1,1,1,v5) is not expressible by these functions is already a hint that a fraction
of gamma functions is in general not sufficient.

4.3 Non-integer exponents v;

Over the years, several attempts have been undertaken to expand the massless two-loop
two-point function for different sets of indices. The investigations into this integral and its
Laurent series expansion for non-integer indices started, to the best of our knowledge, in
1980 with a paper of Chetyrkin, Kataev and Tkachov [CKT 1980], applying the Gegenbauer
polynomial x-space technique to 125) (m — e,v1,v9,v3,04,15). It was followed by the paper
[ChTk 1981] where the authors introduced the integration-by-parts technique (IBP) which we
just described, and combined it with the Gegenbauer polynomial technique. In this way the
authors were able to express 125) (m —e,vq,v9,v3,14,v5) for

a) v; integers, Vi

b) v1 =n+¢, and vy, ..., 5, n integers

in the form of a fraction of gamma functions. They also noticed that this is no longer possible
once there is a subdivergence sitting in the “middle line” of this graph, which carries the
number 5 and index v in our way of assigning these numbers to the lines, given in Fig. 4.1.

In 1983, D.I.Kazakov [Kaza 1983] calculated an expansion of 125) (m —e,vq,v9,V3,14,V5) in
coordinate space for all indices of the form v; = 1+ a;e. He succeeded to expand this integral
up to the order €3, using the uniqueness relation. In its “pure form” this is an identity between
a three line vertex and a triangle, stating that one can substitute a three-point vertex, where
all the indices of the adjacent lines sum up to D, by a triangle whose indices of the constituent
lines sum up to D/2, times some product of gamma functions, cf. Fig. 4.5. Starting from this
relation, one obtains a set of rules that yield relations between vertices, lines and triangles
similar to those obtained by integration-by-parts-identities.
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aq
=D D D
= ov(a,as, D_ 4, D_ 4,
az/‘\ag (a1, a2,03) 5 —ag 5 —ap
D
. 5 — Q1
with 2

3 /D
I'(5 — o
U(OZ170427043):7TD/2'| |17(13 Z), a3 =D — a1 — ay
1=

()

Figure 4.5: The uniqueness relation. It provides an identity between a three line vertex and a triangle
in coordinate space, stating that one can substitute a three-point vertex, where all the indices of the
adjacent lines sum up to D, by a triangle, whose indices of the constituent lines sum up to D/2, times
some product of gamma functions.

In the following two years, Kazakov was able to extend the calculation to the next order
in e, et [Kaza 1984, Kaza 1985]. In the process of this calculation, he derived a functional
equation which is fulfilled by the analytic result of a diagram with indices v; = 1,7 =1, ..., 4,
v5 non-integer, which already indicated that this result might be related to hypergeometric
functions of the type 3F5 (see Appendix B).

A next major step in the exploration of the massless two-loop two-point function was done
by taking into account the symmetry of this diagram. The graph of this function is obviously
symmetric under a reflection at the inner vertical line or a reflection with respect to the
external lines. This leads to an invariance of the integral under the following two permutations
of exponents:

(v1,v2,v3, 1) — (vo,v1,v4,V3) (4.21)

(V15V25V3,V4)_)(1/457/3,7/2;7/1)' (422)

But there are even more symmetry relations: In [Broa 1986, BaBr 1988] D.J. Broadhurst and
D.T. Barfoot exploited the Z5 x Sg symmetry group [Broa 1986, BaBr 1988, Gols 1985], which
is of order 1440 and possesses three generators. To be able to investigate this symmetry the
authors “closed” the external lines of the diagram, turning it into a three-loop vacuum diagram
(cf. Fig. 4.6) and searched for the possible symmetry relations and the transformations that
accomplish them.

Figure 4.6: In [Broa 1986,BaBr 1988] D.J. Broadhurst and D.T. Barfoot closed the external lines
of the two-loop two-point function and obtained a vacuum bubble diagram. They were then able to
expand the corresponding function in &, using symmetry relations for this vacuum diagram.
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In this way the integral could first be expanded for indices v; = 1 + a;e up to order £ [Broa
1986] and two years later up to €5 [Broa 1986, BaBr 1988]. To carry out the transformations
analytically, Barfoot and Broadhurst defined a function f(vg,v1,ve,vs, vy, v5), related to the
function 1 (25 which in our notation is given by:

1/2
10
. 1 IN(D/2—v;
1(2’5)(710,I/l,lj2,lj3’1/4,lj5) :(D—3)F(D/2 — 1)2 H ( F/(I/) ]) (423)
; J
X f(VOaV15V2yy3aV4)V5)' (424)

The variable v is related to the dimension of the integral and vg to vy are auxiliary variables
associated with the vertices of the tetrahedral vacuum diagram:

vo=D/2=m—c¢, Vg = 2V — V145,
ve = 3(D/2) — V12345, Vg = V345 — V0,
vy = 21/0 — 9235, V10 = V125 — - (425)

The function f(vo,v1,ve,vs,v4,5) is then invariant under Z; x Sg, where the symmetric
group Sg is generated by the six-cycle and the transposition:

(vo, 1, V2, V3, V4, 05) — (W, V2, Vs, Va, BV — V12345, 3), (4.26)

(vo, 1, V2, V3, V4, 05) — (Yo, =V + V14, Vo, —Vo + V345, Vo — Vs, Vo — V4), (4.27)
the group Zs by the reflection:

(vo,v1,v2,v3,V4,U5) — (Yo, Vo — V1, Vg — Va, Vg — V3, Vg — V4, g — Us). (4.28)

In order to obtain the expansion of the integral for all v; = 1+ a;e up to order 5, Broadhurst
and Barfoot used the fact that, by applying group theory, one can get the result for the
integral with v; = 1 + a;¢ by the expansion of the same integral, where two adjacent lines
have index 1.

D.J. Broadhurst found in the order e®-term of the expansion of the function f for the first

time that this term not only involved Riemann’s zeta functions, but additionally a double
sum Uso = Y000 (;36)#, which is not reducible to single zeta functions or a product of
them (cf. Chapter 5). This is also the only double sum up to the next order in &, as no

further non-reducible double sum appears in that order [Broa 1986].

In 1996, A.V.Kotikov [Koti 1996] calculated a result for the massless two-loop two-point di-
agram with three subdivergences, where the two lines with index 1 are adjacent:

" 1 1 1 14

A (
VN2

V4 1 V4

(.
o
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and as a special case the graph 1(25) (m —e,1,1,1,1,v5). Using an enhanced Gegenbauer-
polynomial technique, he was able to express the result of these graphs in terms of
3F5—functions of unit argument. He gave the following formula for the special case
125 (m—e¢,1,1,1,1,v5), reformulated in [Groz 2003], to:

19 (m —¢,1,1,1,1,n)
=2I'(vg — 1)I'(vp —n — 1)I'(n — 219 + 3)
2I'(vg — 1) 1,20 —2,n — 1y +2 meotm(2vy — n)
Qo —2n— )T (n+ D)IBry—n—-4 > n+ln—1p+3 H (2w —2)
(4.29)

for non-integer n.
In [BGK 1997], D.J.Broadhurst, J.A.Gracey, and D.Kreimer then continued the work of [BaBr

1988] using integration-by-parts identities to construct a recurrence relation

(v5 +2 — 2u9) L4 (6, v3, 14, v5) + vy +v5 1= 2v0)(va +v5 + 1 = 200)

14(6_ ]-77/3,7/4’7/5 - 1)

(1/5 +1— 1/0)
F, F,
— us(6 4 vs +1 — 200) Frs ( it ;4_’”21> (4.30)

for 14(0, v3,v4,v5) = f(2’5)(21/0 —0—2,1,1,v3,v4,v5). This is again a function for the two-loop
two-point graph, where two adjacent lines carry index 1, and § = v345 — 9. The function
Fy, ; denotes the function for the one-loop case (4.5). Broadhurst, Gracey and Kreimer
then solved the recurrence relation, introducing a function S(a, b, ¢, d), which itself involves a
Saalschiitzian 3F» —function [Slat 1966]:

Fo, v
14(5, V3, Vy, 1/5) = I/5(5F175+1 (L—HS(VQ — V3 — 1, V4 — 1, vy + vy — o — 2, 6 — V4)

21/0 -3
Fl/ 14
+ LHS(VQ—1/4—1,V3—1,V0+V4—5—2,5—V3)> (4.31)
21/0 -3
with
wcotme 1 b+c
S(a,b,c,d) = ——+——~ — - — —F —b,—c¢,b+d 4.32
(a,b,¢,d) H(a,b,c,d) ¢ be (a+¢,—b,—¢,b+d) (4:32)
and
T(1+a)(1+ )1+ (1 + d)T(1 +a+ b+ ¢+ d)
H(a,b,c,d) = 4.33
(@b e d) = A T+ at T+ b T (A1 b+ d) (433)
_ — (_a)n(_b)n o —a, —b, 1 .
F(a,bc,d) =Y T 0.1 d. =B | o gt (4.34)

n=1

The explicit properties fulfilled by S(a,b,c,d) and F(a,b,c,d) can be found in [BGK 1997].
The authors show that 14(0, v3, vy, v5) reduces to Euler’s gamma functions when any element
of {vs,0,2v9 — v5 — 2,219 — § — 2} is equal to unity.
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Taking into account knot theoretic considerations about the different zeta functions that
can possibly occur and the group of transformations of 3F5 series, Broadhurst, Gracey and
Kreimer succeeded in expanding the master two-loop diagram for v; = 1 + a;e up to order €%,
which corresponds to zeta functions up to the level ((11). In this way they could show that
the € expansion of this two-loop integral not only involves zeta functions of depth one, but
starting from order £® also an (alternating) double sum (see Chapter 5). We mentioned the
appearance of this function before. The order £® even involves a triple sum. Questions for the
different occurring functions were also investigated in [Broa 2003], where the next expansion
level €? for the integral defined above was announced.



Chapter 5

Nested sums

In the previous chapter we encountered gamma functions or, more generally, hypergeometric
functions in the e-expansion of Feynman graphs. The immediate question arising from this
is, how one can expand these functions themselves in the regularization parameter . For the
one-loop case of (4.5) it was sufficient to apply formula (4.7) for the gamma function near unit
argument to provide us with the Taylor expansion of this one-loop diagram and the knowl-
edge that we can only get rational numbers and Riemann’s zeta function in this expansion.
However, one small step to the more complicated topology of the massless two-loop two-point
function already stopped this formula from being sufficient for the expansion. Likewise, we
are in this case no longer able to make a statement about the numbers, or functions that
could arise: We have not yet excluded the possibility that other (transcendental) functions
might occur at orders ™, n > 9.

The following Chapter 6 will introduce a new way to expand the massless two-loop two-
point function, using the C++ library nestedsums [Wein 2002]. This new method will solve
both problems. It will enable us to expand the massless two-loop two-point function up
to an arbitrary order in ¢ and will equally enable us to deduce from the calculation pro-
cess itself which functions can possibly occur. The library nestedsums, which we use at
the end of these calculations, includes four classes, called transcendental fct_typeA(Q) to
transcendental fct_type D(). These classes are prototypes for sums and double sums of
gamma functions of various arguments and can be expanded within nestedsums using so-called
Z-sums and S-sums. These objects are generalizations of those functions that can occur in
the expansion of the prototype classes. More precisely, the Z- and S-sums are generalizations
of multiple polylogarithms (MPL), (multiple) zeta values (MZV), harmonic functions, etc.,
which typically occur in the expansion of Feynman diagrams. We will refer to this whole
family of functions as multiple nested sums, a name that will become obvious once we defined
them; this will be done in the first section. We will also put some emphasis on the algebraic
properties of multiple polylogarithms, introducing the shuffle and stuffie relations, which we
will meet again in another context in Chapter 8. In Section 5.2, we will then present the
C++ library nestedsums, the theoretical background and the four classes mentioned above.
However, we will not describe the employed algorithms in detail and refer the reader to [Wein
2002] instead.

37



38 5. Nested sums

5.1 Nested sums

5.1.1 From polylogarithms to multiple polylogarithms

In this section we want to introduce classical polylogarithms, multiple zeta values and related
functions, and also want to provide some of their algebraic properties. We will try to do this
in a way that gives an idea of the development of the research on these functions over the
years and shows their appearance in different contexts of mathematics and physics. However,
this is only a basic sketch and meant as a short introduction. To provide a full review of the
work on these functions and their occurrence in physics calculations is out of the scope of this
thesis.

Any function which we will introduce here, can either be represented as an infinite sum or
as an integral, a fact on which the algebraic properties of these functions will rely. However,
we will not always provide both representations in this introductory section, but mostly refer
to sums, always having in mind that we will later use nestedsums. A table of the different
functions with their representation as sums can be found in Section 5.2.

We start our introduction to multiple polylogarithms with Euler [Eule 1771]. He studied the
dilogarithm function

Lig(x):—/ox log(1 —2) / dm/ 3t (5.1)

The dilogarithm can equally be represented as a sum in the following way:
Lig (2 Z = el <1 (5.2)
For x = 1, this sum reduces to a so-called harmonic sum, which is generally defined as

Su) = 3 ) x)

leading to the identity:

Liy(1) = 211—2 = S5(00). (5.4)

i=1

A next step with importance for calculations was undertaken by L. Lewin in [Lewi 1981],
who gathered the work of different authors and introduced a general standard notation for
classical polylogarithms

Lin(z) = Z ey (5.5)

Ln
Lip (2 / i1 (5.6)

and related functions. These functions are now widely used in physics calculations.
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In [KMR 1970}, Kolbig et al. then revised and corrected a former work of N. Nielsen on a
generalization of classical polylogarithms [Niel 1909], rewriting the classical polylogarithm in
another form:

(-1

Li,(7) = =20

! dt
/ log" 2t log(1 — xt) - (n>2). (5.7)
0

N. Nielsen investigated yet more general functions, which Kolbig et al. [KMR 1970] named
Nielsen’s generalized polylogarithms:

(-1

Snp(@) = (n—1)lp!

! n—1 dt
log"™ "t logP(1 — xt) - (5.8)
0

These functions reduce to classical polylogarithms for p = 1, S,,—1.1(z) = Liy(x). However,
Kolbig et al. were mainly guided by the desire to find transformations for these functions,
rather than to investigate their algebraic properties.

Research in the area of polylogarithms, including their algebraic properties, received a major
boost ten years later starting with an article by D. Zagier [Zagi 1994] who extended Riemann’s
zeta function to the multidimensional case:!

1 1

(=D~ = Cbrwms)= D —— (1225 2>1) (5.9)
n>0 ni>.np>0 1T
The variable r is called the depth of the zeta function and s = s1+...+ s, its weight. D. Zagier
called these multidimensional functions multiple zeta values (MZVs).? In the same article, he
gave a review of connections of zeta functions to various branches in mathematics, to number

theory in particular, and referred to their appearance in several different contexts.

Sums of the form (5.9) are in the subsequent literature also called Euler or Euler/Zagier sums
(for example in [BBB 1997]). We will follow [Wein 2002, MUW 2002] here and refer to sums
only as Euler-Zagier sums if the upper summation boundary is finite and continue to call
them MZVs if the sums are infinite sums. If one also allows the appearance of the number —1
in the numerator of the terms of a sum, these sums are called alternating sums [Broa 1996],

e.g.:

[e.e]

0.7111 0'”’"

. _ T _ .

C(S1y ey Sp3 01y ey Op) = g Tt oj ==%1, Vj. (5.10)
n1>..nr>0 1 T

One also finds in the literature the convention that the numbers —1 in the numerator are
indicated by a bar over the corresponding variable o.

!Note that Zagier defined the multiple zeta values with a reversed order of the terms of the sum:

oo

1 1
(=D = — ((s1,m8)= Y s (sr228i21)
n>0 np>..my>0 L T
The same applies to Goncharov’s polylogarithms (see page 41). However, it is more convenient and has become
standard by now, to present the MZVs in the way we have done in the text above. It is also the definition
that is implemented in nestedsums and GiNaC (cf. Section 5.2).

2Please note that we will often call MZVs simply zeta functions, as long as the meaning is unambiguous.
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In the following years, much work on MZVs has been performed by both mathematicians
and physicists, either emphasizing the more mathematical point of view or increasingly
investigating functions that occur in the calculation of massive or massless Feynman diagrams.
Most of the developments in this area, which we will refer to in subsequent paragraphs, took
place in parallel and were often inspired by each other. The way in which we present the
functions here, is guided by the idea to go from the “simplest” to the “most complex” and is
not necessarily meant to be chronologically correct.

We want to start here with harmonic sums. J.A.M. Vermaseren reopened the work on har-
monic sums [Verm 1999] in physics. He showed by explicit calculations that harmonic sums

Sm(n) = e (5.11)

S_m(n) =Y % (5.12)

i=1

with m > 0, and “higher harmonic sums” or multiple harmonic sums that are recursively
defined by

n

1 .
Sm,jl,...,jp(n) = Z Z-_msjl,---,jp(z)7 (513)

i=1

occurred in the Mellin transforms of functions, which one typically encounters in calculations
of Feynman diagrams. Note that a negative m does not mean that the corresponding m
in the denominator has a relative minus sign, but that we have an alternating sum with a
corresponding (—1)? in the numerator. One should also be aware that the nested “inner”
sums Sj, . ;,(7), in the harmonic sums of (5.13), which are recursive forms of (5.11), all
possess a summation limit that runs up to ¢ and not (i — 1) as it was, for example, the case
for the multiple zeta values. These upper summation limits of nested sums will become more
important in the following.

Referring to this work, Remiddi and Vermaseren [ReVe 2000] generalized Nielsen’s polyloga-
rithm and defined the harmonic polylogarithms (HPL), H(,,; x). For the integral represen-
tation of this harmonic polylogarithms see [ReVe 2000]. We only want to state the power
series expansion for a general harmonic polylogarithm at this point:

B S | 1
H(w;z) = > o T (5.14)
Z'1>--->Z'w 1 2 w

with M, = a1(My-1) = (a1, ...,ay). Also in this case one can find an alternating form with
numbers —1 in the numerator of the terms in the sum.

We claimed that the harmonic polylogarithms are a generalization of Nielsen’s polylogarithms
and indeed one finds from the sum representation of both functions (cf. Table 5.1):

Sppx) =H(n+1,1,..,1;x) (5.15)
——

p—1
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Another major step in examining these multiple nested sums was the definition of multiple
polylogarithms (MPL) by A.B. Goncharov [Gon 1998]. These are on the one hand multidi-
mensional generalizations of the classical polylogarithm (5.5) and on the other hand general-
izations of MZVs to (arbitrary) variables z;:

> ok gk
Ling oo (T2, 00y T) = Y ]{;17 (5.16)

Lkm
k1> >km>0 1

Starting from the middle of the 1990s and following Zagier’s work, much progress on the
subject of MZVs and related sums could be achieved by D.J. Broadhurst, J.M. Borwein,
D.M. Bradley and co-workers. Their work included both a numerical part which consisted of
tests of relations between zeta values using computers, and a more algebraic part in which
they investigated the underlying mathematical structures. This work led to much progress
concerning the algebraic properties of these functions.

We especially want to emphasize the paper [BBBL 2001] of Borwein, Bradley, Broadhurst
and Lisonék, who worked on Goncharov’s multiple polylogarithms defining it in a different
form by introducing functions A

—8;

A( zi;’: ) = Z Hb Vi Zu, (5.17)

rp=1j=1

which equal Gonachrov’s MPLs:

J
. 51y..., 8 _
Lis, s (@, .cc,x1) = A < yi k > , Yj = sz L (5.18)

s Yk paiey

Using this function A, Borwein et al. compiled in [BBBL 2001] an excellent compendium
about MPLs and related functions, such as the MZVs. They calculated and proved different
algebraic relations fulfilled by MPLs and MZVs, particularly elaborating on the problem how
to express MZVs of depth k in terms of MZVs of lower depth. In doing this they investigated
the “shuffle” and “stuffle” (quasi-shuffle) relations for these functions, which we will introduce
in the next section.

5.1.2 Algebraic relations: shuffle and quasi-shuffle

The interest in relations between different zeta functions already reaches back to Euler who
tried to establish some of these relations. He showed for instance that the following relation
holds:

wIH

Z ni Z ni = (5.19)
n=1 k n=1

This is nowadays known to be a special case of the more general duality relation for MZVs
[BBBL 2001]:

Cls1 42,1, sm 42,1, 1) = C(rm + 2,1, 0y 1,y + 2,1, 0, 1), (5.20)
e S—— S~—— S~——

r1 Tm Sm S1
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Zagier, too, tried to find algebraic relations like (5.20). He conjectured for example the
identity

2 in 1
<(3, 1,3, 1, ...,3, 1) — m — 4—nC(4,4, ...,4), (521)
2n n

which was later proved to be correct in [BBBL 2001]. In Zagier’s article one can also find the
following formula [Zagi 1994]:

N

-2
b1 Cr)¢(k —r). (5.22)

(k= 1,1) = =) -

%
Il
¥

In this latter relation, a zeta function of depth two is expressed via zeta functions, or a product
of zeta functions, of lower depth. To find such relations for zeta functions is one of the big
aims in this context. In the attempt to investigate these relations in more detail, it was found
that, whenever one multiplies two zeta functions, there are always two different relations that
can be obtained. Citing [BBBL 2001] one gets for example:

¢(2,1)¢(2) =6¢(3,1,1) +3¢(2,2,1) +¢(2,1,2) (5.23)
and equally
€(2,1)¢(2) =2¢(2,2,1) +¢(4,1) + ((2,3) + ¢(2,1,2). (5.24)

Note that if we define the weight w of a product of zeta functions as the sum of the corre-
sponding weights:
w([[<¢G)) =
% 7

we observe that the weight is preserved in both cases, (5.23) and (5.24). If we equally define
the depth of a product of zeta functions as the sum of the individual depths, it is only
preserved in (5.23), but not in (5.24). Equations (5.23) and (5.24) indicate that there are two
algebra structures on MZVs (on MPLs). These two algebra relations are the shuffle product
and the quasi-shuffle product [Hoff 2000]. We want to define them in a general way, before
we show their connection to zeta functions.

A shuffle relation can be defined in an abstract way on words consisting of letters: Let X be
a finite set, called an alphabet, whose elements are letters. A word on the alphabet X is a
finite sequence of elements of X:

T = T1..T}. (5.25)
Concatenation of words defines a multiplication on the set X
(mil :L‘Zk)(xzk+1 CL‘Zn) = Tjy..-Ly, xik+1 Ly, (526)

and gives rise to a free monoid X* (see Appendix A) on the set of words. The unit element
is the empty word. Each word is a product of letters. The length k of the word x defines a
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natural grading on words. The shuffle product on these words is denoted by the symbol W
and defined via the recursive formula:

lWw =wwl =w, (5.27)
zuWyv = z(uWyv) + y(ru W) (5.28)
for words w, u, v and letters =, y. The shuffle product provides a commutative K-algebra.

For a,b,z,y letters, (5.28) for example leads to:
abWazxy = a(bwWay) + x(abWy) = ... = abzy + axby + axyb + xaby + xayb + xyadb. (5.29)

One can see that the relative order of the two sets a,b and z,y in the result of the shuffle
product is preserved.

Consider now another operation on the letters of X denoted by the bracket [-,-], which is
commutative, associative, and adds degrees. A quasi-shuffle algebra is then defined as the
commutative, associative K-algebra with the product given by:

awy * bwy = a(wy * bwa) + blaw; * wa) + [a, bl (w1 * wa). (5.30)

The zeta functions fulfill this latter quasi-shuffle product via their representation as sums.
We will see this explicitly in the next section and ask the reader for some patience at this
point.

The shuffle product on the other hand is fulfilled by the zeta functions via their representation
as iterated integrals. An iterated integral is generally defined in the following way [Kass 1995]:
Let wy,...,w, be complex-valued 1-forms on a real interval [a,b], with w; = f;(s;)ds;. An
iterated integral is defined as:

b b S1 S2
/ Wi...Wn = / fl(sl) / f2(82)/ W3...wnd52d81
a a a a
n Yj—1
“T17 s, o= (531)
j=1"4
Since the upper integration limit of each integral is the integration variable of the integral “it

sits in”, it is justified to call these integrals nested integrals.

Iterated integrals have the following properties:

b a
/ Wi...wy = (—1)"/ Wheo 1,
a b
c b n—=1 .p c c
/wl...wn = /wl...wn—i—Z/ wl...wk/ wk+1...wn—i—/ W1...Wnp,
a a k=170 b b

for a < b < ¢, and finally fulfill the important equation:

b b b
/ wl...wn/ Wn+41---Wn+m :Z/ wa(l)...wo(ner) (532)
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where ¢ runs over all (n,m)— shuffles, i.e. over all < n—;m > permutations o of the set

{1,2,...,n +m} such that c71(i) < o7 1(j) for 1<i<j<nmandn+1<i<j<n+m.

The connection between zeta functions and iterated integrals was given by M.Kontsevich, who
found a realization of MZVs in the form of these integrals, that goes back to Drinfel’d [Zagi

1994] :3
) ] Lrds\"™t ds ds\* 1 ds
C(ll, ...,Zk) = /0 (;) 1 S... <?> 1— 5. (533)

Hence we find for example:

dsi d d d d
§(3,2):/ (51052 083 084 455 (5.34)
I>81>..555>0 S1 82 1 —83 84 1 —s5

Since the iterated integrals fulfill the shuffle relation (5.32), we obtain a corresponding shuffle
relation for MZVs. This relation leads to (5.23) for the product of ¢(2,1)((2) [BBBL 2001];
the second relation (5.24) can thus be found by multiplication of sums.*

The connection of the iterated integral representation to the more abstract words on which
we defined the two relations was investigated by Michael E. Hoffman, [Hoff 2000, Hoff 1997].
Let us just give the basic idea of this approach by stating that one can define a map which
assigns to each form in the iterated integral representation of a zeta function a letter x or y:
ds ds
— >, -y, (5.35)

S 1—s

and hence define for each zeta function a map into the set of words in these two indeterminates
by:

Cligymnyip) — 2 Tyt ly (5.36)

There is the obvious restriction for the words to begin with z and to end with y coming from
(5.33). Hoffman then defines the shuffle and quasi-shuffle product on the Q-vector space of
these words. We will only show using these words that the equation (5.23) really holds: Using
(5.36), we can write (2,1) and ((2) as:

€(2,1) =zyy, ((2) ==y (5.37)
Building the shuffle relation for ¢(2,1){(2) by shuffling these words leads to:
xyy Wy = zyyry + 3xyryy + 6rryyy. (5.38)

A translation of this result back into zeta functions via (5.36) gives (5.23).

In [Hoff 2000, Hoff 1997] one can also find relations between the words defined above and
so-called Lyndon words [Reut 1993, MiPe 2000]. These are words fulfilling a certain order

3To work with the more general MPLs, one only has to substitute —— by I—is Again, the MZVs are just

1—s
MPLs for z; = 1.
4Note that the shuffle relation is also called weight-length shuffle and the quasi-shuffle-relation depth-length
shuffle or stuffle in [BBBL 2001].
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relation: Let L be a totally ordered set, which means that for any two elements z,y € L either
r < yory <z Provide L*, the free monoid of L, with the alphabetical or lexicographical
order, that is:

Vu,weL*, w#e=u<uw, (5.39)
Vu,vi,v0 € L*, Va,y € L, v <y = urvy < uyvs. (5.40)

A Lyndon word on L* is a nonempty word which is smaller than all its nontrivial proper right
factors; in other words, w is a Lyndon word if w # 1 and if for each factorization w = uv
with u,v # 1, one has w < v. Let X = {xg,x1} with 2y < x1, the Lyndon words of length 5
or less on X* given in alphabetical order are then [MiPe 2000]:

4 3 3.2 2 2 2.2 2.3 2 2 3 4
{1‘0,1‘01'1,.%'0.%'1,1‘01'1,.%'0.%'1,.%'01'11'0.%'1,1‘01'1,1‘0.%'1,.%'0.%'1,1‘01‘1.%’0.%’1,1‘01‘1,.%'0.%'1,1'01'1,1'1}.

The shuffle and the quasi-shuffle algebra are both freely generated by these Lyndon words.
In [MiPe 2000], Minh and Petitot used the Lyndon words to calculate all possible relations
between zeta functions up to weight 10, by using a Grébner basis representation. We will use
these relations to reduce zeta functions of a certain depth to zeta functions of lower depths
in Chapter 8.

5.2 nestedsums — the theory and some of its functions

So far we have introduced different sorts of functions that can all be expressed via integrals
and (nested) sums. One of the reasons why they were investigated is their appearance in
high energy physics calculations. We mentioned in Chapter 4 that there is a relation between
knot theory and high energy physics, which was found by D. Kreimer. He could show that
there is a close connection between the appearance of zeta functions in the counterterms of
Feynman diagrams and its underlying topology [Krei 1997, Krei 2000b]. Kreimer invented a
way to translate Feynman diagrams into knots, and ultimately into braids (see [Kass 1995]),
and found a rule how to relate a certain braid word, and hence a certain Feynman diagram,
to zeta functions. Investigations into these questions will be the subject of Chapter 7.

In Chapter 4 we also remarked that Kreimer’s work could be used to expand the massless
two-loop two-point function in the dimensional regularization parameter . In this context
only zeta functions and alternating zeta functions occurred, for some cases a simple result of
the fact that an integral could be expressed solely by a fraction of Euler’s gamma function.
The more complicated cases then involved a hypergeometric series, which ultimately is also
a sum of a fraction of gamma functions.

In the introduction to harmonic sums in the last chapter we also referred to the work of
Remiddi and Vermaseren who found harmonic sums in the expansion of Mellin moments of
functions occurring in calculations of Feynman diagrams [Verm 1999, ReVe 2000]. This is one
example for the idea of finding typical “basis elements” in which one might be able to expand
the result of a Feynman diagram.

Generally speaking, the more abstract work on multiple nested sums went along with the idea
that one could find functions typical for Feynman diagrams, and that one should be able to
express general results in terms of these functions. A step in this direction was done with the
creation of the C++ library nestedsums, which we will introduce now and which provides a
systematic approach to this question.
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5.2.1 nestedsums — the general idea

The library nestedsums is a computer library written in C++ [Wein 2002]. Itself uses an-
other C++ library written for symbolic computations, called GiNaC, which was and still is
developed at Mainz University [GiNaC].

The basic idea behind nestedsums [MUW 2002, Wein 2002] is to introduce newly defined sums
that interpolate between the different multiple nested sums, MZVs, Nielsen’s polylogarithms,
harmonic polylogarithms, etc. for differently chosen sets of values of their parameters. These
basic sums are called Z-sums and S-sums. They are defined in the following way:

1, n>0
Z(n) = { 0. n<0 (5.41)
Z(n;my, ..., ME; T, ey T ) = Z e Z(i— 1;ma,...,my; X, ..., Tg) (5.42)
i=1
i g
n>11>49>...>1, >0 1 k
1, n>0
S(n) —{ 0 n<0: (5.44)
S(n;my, ., mp; T, ooy Tg) = Z Z,mll S(i;may ..oy Mg T, ooy Tk (5.45)
i=1
i1 ik
o T
= > Fe (5.46)
nZi>i>.. >i>1 | k

Hence the Z- and S-sums are nested sums. The variable k is called the depth, w = mq+...+my
the weight, as with the zeta functions. Note that the difference between Z-sums and S-sums
lies in the summation index of the iterated sum. They can be transformed recursively into
each other [MUW 2002]:

11 i1—1 4,

T
. . 2 .
S(n;may,..; 1 E m1 E =S (ig;ms3, .. 3, ...)

i1=1 1
+ S(n;my + ma,ms, ...;x129, T3, ...),

n xil 11 xig
. . _ 1 2 ; . .
Z(nymy,..;x1,...) = E T g Z,WQZ(ZQ —1;mg,...;z3,...)
2

3]

i1=1 i9=1

— Z(n;my + ma, ms, ...; T122, T3, ...).

where the first formula allows to convert from a S-sum to a Z-sum and the second formula vice
versa. Table 5.1 shows how the Z- and S-sums interpolate between the different functions.
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S-sums

S(n;ma, e, M5 X1, .0y Tg)
harmonic sums
S(nymy,...,mp; 1, ..., 1)
Z-sums

Z(n;my, ..., Mg; T, ooy Tk
Euler-Zagier sums
Z(nymy,...,mi;1,...,1)
multiple zeta values
Z(oco;my,...,mi; 1, ..., 1)
classical polylogarithms
Li, (z)

Nielsen’s polylogarithms
Snp(2)

harmonic polylogarithms

Hiny,..omy ()

multiple polylogarithms

Lin,,.me (T15 o0, Tk)

n 11 i
E : L
T e T
7 7
1> >ip>0 1 k
n
> e
7 7
1> >ip>0 1 k
n i1 ik
R
T T
7 7
i1>..>ip>0 L k
n
1 1
E T = s, (1)
1>, >ip>0 L k

[e.9]

3 %%

1
1>, >0,>0 | k

Z(oo;n;x) = m
>0

Z(ooyn+1,1,..,1;2,1,..,1) = Li i1,

p—1
o 4
1 1
E oy Rl
i 1
1>, >ip>0 11 2

Z(oo;ma, .., mp; 2,1, .., 1) = Liy, o, (2,1, ...

1 1
1] im2 ka
1> >i,>0 L 2 k

[o.¢]
Z(00; M1y eey M5 Ty oy Tp) = Z

11>...>1,>0

z,1,..,1
1( )

p—1 pfl

1)
—
k—1

i1 ik
R

T T
iy

Table 5.1: The connection between Z-sums, S-sums and multiple nested sums.
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We can now define the quasi-shuffle algebra structure. It is fulfilled by the Z- and S-sums
and hence also by the MZVs and MPLs. For the product of two sums with the same upper
summation limit we get:

Z(nymy, ..my; x1..x) Z (nymY, oml; 2 ..x))
n i
= 7 (i1 — 1;me, .mp; xo..wp) Z (i1 — 1;mY, oml; 2)..2)

x
1 . . . . . / !, /
+ E —Z(is — Lima, ..my; x1..2%) Z (G2 — Lymg, .my; 25..27)

~ (1127)’
+ Z z‘m1+1m'1 Z(i — 1yma, ..omp; X x) Z (i — 1;mby, ..mj; 2h...x)).
i=1

The concatenation of z; with 2} in the last line corresponds to the commutative, associative,
degree-adding operation [-,-] defined in equation (5.30). Analogously, one obtains for the
S-sums:

S(n;my, ...mk; x1..2k)S(n;mh, ..omy; ) .x))

!}
1 . . | r.d /
= g i S(iyme, ..omy; xo...xy) S (i My, .omy; 2 ..1p)
i
i1=1

. . -, / .0 /
S(ig;mu, ..mp; x1...2) S (i2; My, ...my; Ty...x))

= 122

mlml . / / / /
_E prep— S(i;ma, ..my; 2.2k ) S(1; My, ..My TH...2)),

where we find a minus sign in front of the part belonging to the [, ]-operation. The multipli-
cation relation is important because it enables us to write a product of Z-sums (S-sums) with
the same summation limit as a sum of single Z-sums (S-sums), e.g.:

Zn(n)Zl (n) = Z21(n) + 212(n) + 32111(71).

We end this short theoretical introduction to nestedsums with the remark that, since the
Z-sums fulfill a quasi-shuffle algebra relation, they also form a Hopf algebra: M.E.Hoffman
showed in [Hoff 2000] that each shuffle algebra is a Hopf algebra and this fact was explicitly
formulated for the Z-sums in [MUW 2002].

5.2.2 nestedsums — the four classes of functions

There are four types of sums involving gamma functions that are already implemented into
nestedsums. They are prototypes for functions that often occur in calculations in particle
physics. The four classes are:
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Type A:

n

Z vt T(i+a; +be) T(i+ay+ be)
(i+c)™ T + 1 +die)  T(i+ ¢ + dge)

Z(t+o—1,mq,..myx1,..,27),
i=1

> ' T(i+ap +bie) T(i+ay+ be)
(i+c)™ (i +c1 +die) "T(i+ cx + dge)

Z(i4+o—1,my,....omy,x1,...,77)

Vi I'(n—i+a) +ble) T(i+ay +be)

X .
(n—i+d)" T(n—i+dc +die) T(i+ ), +de)

. / / !/ / /
X Z(n—i+0 —1,my,...my,a],....,xp),

S(Z +o,mi,...,m;, T, ...,xl),

_i < n > (—1)i xt F(i—i—al +b1€) F(i+ak+bk€)
(i+c)m (i +c1 4+ die) "T(i + cp + die)

S(i+o0,my,...,my,x1,...,x7)

_nZI( " ) (—1)’ o' T(ita+bie) T(i+ap+be)
(i + )™ T(i+c1 + die) "T(i +cp, + dye)

Yy I(n—i+a)+be) T+ a), + ble)
(n—i+d)" T(n—i+d +die) T+, +de)

- / / / / /
x S(n—i+o,my,..my,xy,...,zp),
% ¢j, C; 0,0 are integers, c,c’ are nonnegative integers and b,b’,d, d’ are arbitrary
numbers. The algorithms for the expansion of these functions are implemented in the classes

transcendental sum_type_A to transcendental sum_type D and a detailed description can
be found in [Wein 2002, MUW 2002].

where a;,a

The general idea to achieve the results includes performing the ¢ expansion for the gamma
functions via the formula

F(n+¢e)=T(1+¢)I(n)
(1 + 621(71 — 1) + 82211(71 — 1) + 832111(71 — 1) + ...+ 6”71211“.1(’0 — 1)) (547)
for positive n, and

I(1+e¢) (=)t

I(—n+1+4¢)= ()

(1 + 651(’0 — ].) + 62511(71 — 1) + 535111(n — 1) + )
(5.48)

for negative n.
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The functions I'(1 4 ¢) are then e-expanded by the GiNaC series expansion method. The
four classes transcendental sum type A to transcendental sum _type D consist of fractions
of gamma functions of different arguments, whose expansion involves Z- and S-sums via
(5.47) and (5.48). In the end we multiply these two types of sums and can use their algebra
structures to express the result. This is the general idea for the expansion of these four classes
of sums, which is implemented in the C++ library nestedsums. We will not explicitly describe
the entire implementation here and refer the reader again to [Wein 2002].

The four classes transcendental _sum_type_A to transcendental sum_type D are then used
by the classes transcendental fct type A() to transcendental fct_type D() modeled on
generalizations of hypergeometric functions.

Type A:
I'(dy)..T(d,) i T(i+a1)..L(i+a) o'
I'(dy)..I'd ) P L'(i+a))..T(i+ap_,)
Type B:
I'(dy) FmﬁiiiiiWV+MLT@+aw U+Wﬂ (y+m)
Fi+j+c1)..TlE+74+cm) ﬂ:l ac%
TFGi+j+dc).Ti+j5+d,) i 5’
Type C:

F F ZZI’Z—FM T+ar) Tli+j+ca).TlE+7+cem) x_llac_%

P(i4ay). Ti4+a)Tli+j+c). Ti+5i+d, ) i 5V

Type D:

r r ii (i+ay).T6+ap) TG +b).. TG +b)
I'(i+a})..T(i + ap) T(j +0y)..T'( + b))

L Lliti+e). Ti+j+cem) at @)
TFGi+j+dc).TE+j+d, )i g1

Consider as an example the generalized hypergeometric function:

J+1Fy(ar,...;ay41;01,...,0552) = Z %f—:
P (b)) 4!
~ T(01)-T(by) ~2'T(i+a) T(i+ay)
- T(ay)..I'(aysq1) ;0 il T(i + by) "'P(i+bJ)F
_ _D(by)..T(bs) i JT+a) D(i+ay)l(i+as4)
P(a1)..T(ay1) &7 D@i+b1) "T(i+by) T(i+1)
(5.49)

(i 4+ aji1)
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where (a); = F&Z?) is the Pochhammer symbol, which is related to the Appell symbol via:

(a); = (a,i). Going from the second to the third line in (5.49) we used that I'(i + 1) = 4!
for i € N. Note that there always have to be the same number of gamma functions in the
numerator and denominator of such sums, to be able to use nestedsums. Taking out the term
for n = 0, one can rewrite this sum:

L'(b1)..I'(by) i JT+a) T(+ay)l(i+as4)
T(ar). Tlaysn) 2= T +b1) "TGi+by) TG+1)
(5.50)

Jge1Fy(a1,...,az41501, .., b550) =1+

i=

This form of a sum of gamma functions is implemented in transcendental fct_ type AQ).
Let us calculate an example. Consider the function

. (ag);(be); x_z

Fi(az,be; 1 —esiw) = 3 (1—ce); dl (5.51)
=0 [
_ T(l—ce) ' T(i+ae) .
" T(as)T(be) 2; AT 1 ey 09 (5.52)

One has to write a program calling transcendental fct_type A() in the following form:

transcendental _fct_type_A(x,
1st(a*eps,b*eps),lst(1-c*eps),
1st(1-c*eps),1lst(a*eps,b*eps),
eps,order,expand_status::expansion_required).

The rule for the order of the lists in this transcendental fct type A() is: first the nu-
merator, then the denominator, first the gamma functions inside the sum, then the gamma
functions of the multiplicative factor in front of the sum. The order is a parameter up to
which the expansion should be performed, eps is the expansion parameter and a GiNaC
symbol here. After converting the result into a standard form using the nestedsums function
convert_Zsums_to_standard_form(F21), the result for this expansion up to order eps? is:

F21
=Z(Infinity)+eps~2*b*Li(2,x)*a
+5(1,2,x) *(eps~3*b*a”2+eps~3xb*axc+eps”~3*b~2%a) +eps~3xb*axLi(3,x)*c

Z(Infinity) is the unit 1 in nestedsums. Hence the result becomes:

oF(ag,be;1 — cg;a) = 1+ &2 ab Lig(z) + €3[S1.2(2) ab (a + ¢ + b) + abe Liz(z)] + O(e?)
(5.53)

This result agrees with results provided in the literature.
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Chapter 6

The massless two-loop two-point
function

In Chapter 4 we presented a number of ways to expand the massless two-loop two-point
function up to a certain order in €. Most of them used some sort of relation fulfilled by
the integral, with the application of this relation leading to other integrals we can solve.
This procedure is a standard way of handling Feynman diagrams: After tensor reduction
to scalar integrals or, equivalently, the use of Schwinger parametrization, one applies alge-
braic relations such as the integration-by-parts identities to reduce the set of integrals to a
(hopefully small) set of master integrals, which have to be expanded. However, we will follow
the work of S. Weinzierl, P. Uwer, and S. Moch [MUW 2002] here and solve the integrals
directly for different exponents of propagators and different space-time dimensions. This can
be achieved using the library nestedsums, which we introduced in the last chapter. We will
therefore transform the analytic expression for the massless two-loop two-point function into
the form of the transcendental fct_type-A() and transcendental fct_type B(), using
Mellin-Barnes integrals. For a short introduction into the theory of Mellin-Barnes integrals
the reader should visit the Appendix B. The idea to express the two-loop two-point func-
tion in this form and to use the library nestedsums was conceived by Stefan Weinzierl. We
then independently performed the calculation and implemented it as a computer program.
Afterwards we compared the results of these programs and checked their agreement, also with
results in the literature. The calculation and the results have been published in [BiWe 2003].

6.1 The expansion of 129 (m — ¢, 11, 1o, 13, V4, )

We will stay close to the paper [BiWe 2003] in this chapter and explain the calculation of the
integral in the way it is parametrized there. The main idea is to write the integral (%5 as
a double Mellin-Barnes integral. This is done by performing the calculation in a way that
follows the Lie algebra gluing operation of Feynman graphs, which we explained in Chapter 3
and which can also be seen in Fig. 6.1. This figure shows that one first calculates the ex-
pression for the one-loop three-point graph, which will be a double Mellin-Barnes integral,
and combines its result with the analytic expression for the one-loop two-point graph. The
exponents of the momenta in the propagators of the one-loop two-point function will be

o3
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DO

Figure 6.1: In the same way in which one can build the graph for the massless two-loop two-point
function by inserting the one-loop three-point graph on the right into the vertex denoted by “1” of
the one-loop two-point graph, we will calculate the analytic expression for the massless two-loop two-
point function by first calculating the three-point function, transforming it into a double Mellin-Barnes
integral, and combining its result afterwards with the analytic expression for the one-loop two-point
function.

altered by the insertion of the one-loop three-point subgraph. This will eventually lead us to
a double Mellin-Barnes integral representation for the massless two-loop two-point function.
In a second step the double Mellin-Barnes integral is then calculated by closing the integration
contour and summing up the residues of the integrand in all possible ways. This will give rise
to eleven functions that will all be of the form of one of the following two functions G4 and

G_:

G+ (a1, a2,as3,a4;b1,b2,b3;¢1, ¢, 3)

ZZ D" T(Fn —j —a)T(En + j + a2)l'(Fn + j + a3)
nl]l I(En+j+ aa)
I'(Fn Fb1)T(n + bs) I(=j—c)T'(j + c2)
I'(Fn F bs) I'(—j —c3)
where one or both of the sums can be finite. Functions of this type on the other hand can be

expanded in € with the help of the library nestedsums. We will go through all of these steps
in detail in the following.

n=0 j=0

P(:FTL + bg)

6.1.1 Decomposition of 1% (m — ¢, vy, vs, 13, 14, V5)

We already introduced the integral and all abbreviations in Chapter 4. However, we repeat
the conventions here for greater convenience:

1(275)(7’” _€7V17V27V37V47V5

= (_p2)V12345—2m+25/ dPky / de?Q 1 ’ (6.1)
i3 ins (kD) (—k3)v2(—k3)vs(—ki)va(—k2)vs
with
ks =Fko—p, ki=ki —p, ks=ky—ki, (6.2)
D = 2m — 2. (6.3)

This corresponds to the two-loop two-point graph with the following distribution of momenta:

V1 vy

V4 123
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The factor (—p?)v12345=2m+2¢ makes the integral dimensionless. The exponents v; are of the
form v; = n; + a;e, where the n; are positive integers and the a; nonnegative real numbers.
The abbreviation v, = v; + v; + v} is a short cut for sums of exponents.

We already remarked in Chapter 4 that the form of the exponents originates from the fact
that any subdivergence sitting inside a line of a Feynman diagram changes the corresponding
exponent of this line from an integer value to the form v; = n;+a;e. We will see this explicitly
in Chapter 7. Hence allowing this form of exponents in the general integral will enable us, for
instance, to use the massless two-loop two-point function in the € expansion of the non-planar
vertex correction with subdivergences in Section 7.2.

To start with the calculation of (6.1) we group the momenta differently and decompose the
integral into two building blocks as follows:

19 (m —e,v1,v9,v3, 04, 5)
_ / Pk, / deiz 2 (—p?)iass—2m e (6.4)
i ins =k R3]z [= (ke — p)?]vs[— (k1 — p)2]4[— (ko — k1)?]"
dPk, (—p?)ria-—mie dPky (—p?)vess—mte
- / ire [—k{]" [= (ks — p)?]" / ime [—k3]72[= (ks — p)?)72[—(ka — k1)?]" 05
=: f(l’z)(m—& Vi, V4) = 1(1’3)(mr57 V2,V3,V5)
or again:
f(l’Q)(m—E,m,m) = (—Pz)yl4m+€/ del 2 : 2 (6.6)
z;r;k (=) (= ]‘741)V4
I3 (m — e, 9, v3,v5) = (—PQ)V235_m+€/ — 22 (CkR2)72 (—k2)vs (k)% (6.7)

Note that the result of (6.7) depends on (—k?) and (—k3) only by the dimensionless variables
T = ( k2> and y := < k2> which are the propagators of the integral (6.6). In this, we find
the idea of inserting the three point graph into the two-point graph mentioned before: After
calculating the three-point function (6.7) one obtains a momentum-independent expression
times an expression for the momentum that only alters the exponents of the propagators in
(6.6).

Apart from the multiplicative factor (—p?)*14~™%¢  the two-point integral (6.6) is just the
integral (4.5) leading to the functions F,, ,,(¢):

Ty —m+e)Tim—ec—v))l'(m —e —vy)
[(11)T(vy) ['(2m — 2e — vy1y)
= (6.8)

142 (m—e,1,1y) =

6.1.2 Calculation of the Mellin-Barnes integrals for 1'% (m — ¢, vy, v3, v5)

We start with the calculation of the integral (6.7):

713 — (_pQ)V235—m+6/ deQ 1
inz (—k3)v2(—k3)vs(—k3)vs
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with k3 = ko — p, ks = ko — k1 and D = 2m — 2¢. Note that in this section we will often omit
the function arguments.

Applying the Feynman parametrization:

1 ! ™t D(my + ...+ my)
- 1 i :
ATTATE AT /0 do...dzn b <Z i ) [z A =™ D(ma)..T(my) (69

to the momenta of the integral, we get:

TL3) (_p2)1/2357m+€r(235)
de2 vo—1 _wv3—1 v5—1

1 x x T
/ dxidredrs 6 (Z i — 1) / 5 ! 2 > )u2+u3+u5’
0

T2 (—.le‘% — Z'ng — £L‘3k‘§

where we have used the abbreviation

[(vo +v3 + v5)

F 3] = R T g ()

In a next step, we express the denominator in terms of the momenta k1, k2 and p and re-group
the expressions:

(—a:lk% — 1‘2]{% — .%'3]{?) = —.Z'lk% — .%'ng + 2x9ko - p — .Z'Qp2 — 1‘3]{% + 2x3ko - k1 — 1‘3/?%
= —(x1+ 2 + 23)k5 + 220k - p — wop® + 2a3ks - ky — w3kT
= —k3 + 2xoky - p+ 2w3ky - k1 — 2op® — 3k,

where we have used z1 + 9 + x3 = 1 in the last step. We now want to isolate the ko-
dependence, knowing that in dimensional regularization we may shift the integration variable
ko without changing the integral. To do this we add a zero in the form of +(xop + x3k1)?%.
Since

(k2 — wap — w3k1)® = k3 — 2w2ky - p — 2a3ks - ki + (w2p + w3k1)?,
we obtain in this way:

—k3 + 2w0ks - p + 223k - k1 — (22p + w3k1)? — wop® — w3kT + (zop + w3k1)?
= —(ko — mop — x3k1)? — 22 — 23kT + (w2p + 23k1)?

Then we shift ko via ko — ko — zop — x3k1 and obtain for the denominator:
— (ko — op — w3k1)? — wap® — 3kT + (zop + 3k1)? — —k3 — 29p® — T3kT + (T2p + T3K1 ),

leading to

1
[08) = (—p?)ass—mep(235) / doydwydes § (3w~ 1)

0
D —1 —1 -1
d” ko R S
X . D 2 2 2 2\v2+tv3tvs”
T2 (—ki2 + ($2p + .’Egk‘l) — X9p© — 1‘3]61)
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For the ko integration, we use a special case of formula (2.11) in Minkowski space:

D a-L D
| Ay - F(F(Oz)Q) A (6.10)

and hence obtain:

1 [ (1935 — 2)
(1 3) V235 — m+€:[1 9 d d d -1 vo—1 V3 1 l/5 1 235 2
109 — () 235) [ doadiaday 6 (3 i = 1) aptap o K )

1

D
V235 — 3

((wop 4 w3k1)? — 2op? — 23k7)

Making the denominator dimensionless by including the term (—p?)¥235="*+¢ it can now be

rewritten as:
2.2 21.2 2

x5p© + 2x9x3p - k1 + x5k k

_(219 2;5 1 31)+x2+x3p_;

p-k k2 /<;2
= —wg(l'g — 1) — 21’2.%'3 p2 m%pé +x r3—

Using
k3= (ki —p)? =k} =2k -p+p*= 2k -p=kj — ki -

we obtain

k k?
! — .%'3(.%'3 — 1)])—;

—.%'2(.%'2 — 1) — 21’21‘3p

2
K2k ) k?
= —IEQ.TQ—l +$2$3<————1 —$3$3—1—
( ) pei ( )p2
2 ki 2 ki
— (—1'2 + Tro — 1’2%’3) + 332.7]31? + (_x3 + r3 — 1'21'3)?

k2 k:2
= (1—.%'2—.%'3)+.%'2.%’3p2 +.%'3(1—372—.%'3)p—

k2 k2
= TT1 + T2X3— + T3T1
p p

= I3 —F(235)/1dﬂc dzaodx <Zx _1) vo—lpbs—l s 1D — )
0 16L20.L3 i T3 F(I/235)

1

k k2 V235*%
(332331 +962333 + T3T13 )

We now apply the inverse Mellin-Barnes transformation to the expression in parentheses,
according to formula (B.46) of the Appendix:

1 1 fetieo o (=0)T'(v+0)
—_—— = doAJAV O ——"t——~
(Al + AQ)V 271 /c Ehi

—100

(6.11)
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The integration contour is a parallel to the imaginary axis at real value ¢, indented in such
a way that it separates the poles of the functions I'(—o) from the ones of I'(v + o) (see
Appendix B).

Define now A; and As to be A4; = x2x3 2, A2 = (1‘3561 —|— x122) and v = vogs — =. We
then get for the fraction above:

1

k2 1/235*%
(5'32331 +$2333 +903ﬂ31 )

; YN - S
1 w+w°da< k2>< k3 )235+2 [(—0)T(vas5 — 2 + 0)

T2T3 T3x1— + X122
p? p? T(vo35 — 2)

211 ~y1—ioco

D
Applying the inverse Mellin-Barnes transformation to (:L‘gxlk + T120) V23T 377 again, we

obtain:
1

k k2 V235_%
(1‘2.%’1 + 1‘2.%'3 3 4+ 3,1 2)

1 Y1 +%00 k2 0 py2+ioco k?2 T
= —2/ do (.%'2.%’3—3) / dr <.%'31‘1—§>
(27”) Y1 —100 p Y2 —100 p

(v+o+7) [(—o)T'(—7)T'(va35 — % +o+7) .
[(vag5 — 2)

X (wl.%'g)_

Hence the integral becomes

713) _
1 1
(27i)2 T'(v2)T(v3)(vs)

1 Y1 +ioco Y2 +1i00 1 1 1
></ dridredrs 5(5 x; — 1)/ da/ dr o> v o gl T et
0 ¥

1 —100 2 —100
AT D
X <Z?> <? F(-O')F(-T)F(VQ,?,E) — 5 +o0+ T).

Let us consider in a next step the integrals with respect to x;. We start with the x; integration:
/ dxidzodxs 6 <Z x; — 1) —vz—vs+ L 5 —0— 1.%';V2 vs+ L2 5 —T— 1x§5+0+7__1

1—x2
D _ 71/2 I/5+77T 1
= / dl‘g/ d.%'g 1 — I —.%'3) vaT V5+ 7 1 2 .%'§5+U+T !

1—x2
1 b 1 1
= / dl‘g/ d.%'g(l—.%'g—.%’g)a ) :CJ, .
0 0

From the first to the second line the delta function causes not only the “substitution” of
by 1 —xz9 — z3, it also forces the integration with respect to x3 to go from 0 to 1 — x5, instead
of from 0 to 1. In the last line we introduced a := —vg — v5 + % —0,b:=—vy —v5+ % -7
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and ¢ := v5 + 0 + 7 for greater convenience. Compare this result with the representation of
the beta function (B.26):

T'(a)T(b)

1
/0 dzz® 11 —2)""! = B(a,b) = Tt D)

(6.12)

We are using this relation to express the corresponding integral in terms of gamma functions.
Set x3 = (1 — xa) xh, dzg = (1 — x2) dak:

! e b1 -1
1
/0 d.TQ/O dxg(l — T2 — xg)a 2 g

1 1
= / dachg_l/ dwé(l —x9)(1 =29 — (1 — CBz)l‘g)ail(l — xg)cfl(mg)cfl
0 0
1 1
= / d.%'g.%'g_l / das(1 — x2)(1 — acg)afl(l — a:g)afl(l — mg)cfl(xé)cfl
0 0

1

1
daa (1= a2) e [ a1 at) (o))
0

0

L(0)l(a +¢) D(e)I'(a)
F(a—i—b—i—c) I'(a+c¢)
_ H@r®)r(e)
- T(a+b+e)

Tws+o+7)I'(m—e—0—w3)l'(m—c—7—105)
- F(2m — 2e — V235) '

Gathering all the results and putting them together, we get for the integral:

(27Ti)2 F(Z/Q)F(Z/3)F(I/5)F(2m —2e — V235)

Y1+1i00 Y2+1i00 2\ /k2\T
X / da/ dr (—;) <—§> I(=o)[(=7)I'(c + T+ va35 —m +¢)
g g

1—100 2 —100 p p

(6.13)

XxT(o+174+v5)l(—0+m—e—v3)L(—7+m —e — v93).
2\ O 2

By inserting this result into (6.6), the terms <f}—‘2‘) and <f71) now cause a change in the

exponents of the corresponding propagators and we finally obtain the following Mellin-Barnes
integral for the integral (6.4):

(27Ti)2 F(Z/Q)F(Z/3)F(I/5)F(2m —2e — V235)

y1-+i00 Y2-+i00 _ _ P o
" / do—/ i MN(=o)(—c+m—ec—v3s)['(c+m—¢c—vy)
g g

(6.14)

1 —300 2 —100 F(_J+ V4)
5 M=) (—7+m—e—ve)['(T+m—ec—vy)
(=7 +v)

" IN(—oc—74+viu—m+e)(c+7—m+e+wvs)(0c+7+vs5)
I'(oc+7+2m —2 —v14)
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6.1.3 Collecting residues — general remarks

In the last section we transformed the integral 1% into a Mellin-Barnes integral (6.14). The
alm now is to expand this integral in the dimensional regularization parameter €. Before
we start to perform this expansion we have to discuss some general issues concerning this
expansion:

Residues

The basic idea is to close the integration contours of the Mellin-Barnes integrals (6.14) to the
left or the right, and to sum up the residues of the gamma functions lying inside the region
enclosed by the integration contour. For the residues of the gamma function we find:

(=n"

n!

—1)"
n!

res(I'(—x 4+ a),r =a+n) =— , res(I'(x + a),z = —a — n) :—i—(
The piece of the integration contour parallel to the imagi-
nary axis lies at a real value such that it separates the poles
of the gamma functions of the form I'(—z + a), which lie to

the right of it, from those of the functions I'(z + a) placed d .....
to its left. If this cannot be achieved by a straight line, this

parallel is indented appropriately as shown in the picture on . e e .

the right.

We choose to close the contour to the right at +00. Hence only the gamma functions of the
form I'(—x + a) contribute when summing up the poles. Since we close the contour to the
right, the integration is done clockwise and we get an additional minus sign that cancels the
one appearing in the formula for the residues. In total, we get % for the gamma function

="

n!

I'(—x + a) at the points = a + n for n € N and an infinite sum » over all poles.

The general idea

We will always start with the integration with respect to o and perform the 7 integration in
a second step. The calculation is done according to the following recipe:

1. Find all gamma functions I', that can contribute poles for the o integration

2. Choose one particular gamma function I'(—o 4+ a) € T', and take the whole integral
(6.14) at the value 0 = a + n, where this chosen gamma function contributes the poles.
Substitute this gamma function by the sum over its residues.

3. Find the gamma functions I'; that contribute poles for the remaining 7 integration and
continue analogously to step 2) for the o integration by choosing one particular gamma
function out of I';, taking the integral (6.14) at that certain value of 7 for which this
chosen gamma function has its poles, and substituting the chosen gamma function by
the sum over its residues. Continue in this way with every gamma function in I'.

4. Take the next gamma function in I', and apply steps 2 and 3 to the integral for this
chosen gamma function.
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In this way one obtains all possible combinations of gamma functions with poles inside the
integration contour for the ¢ integration and the 7 integration. In a last step one has to sum
up all these cases.

We see that there are five gamma functions in the numerator of (6.14) that are of the form
I'(—z + a), with x being either o or 7:

I'(-o0), I'(-oc4+m—ec—wvs5), I'(-7), T'(—7+m—e—vy), I'(—o—T+4+rvia—m+¢)

Note that since one gamma function contains both variables, we have three gamma functions
with contributing poles for each integration variable.

We do not have to consider gamma functions I'(—o + a) and I'(—7 + b) in the denominator
of integrals, because they do not contribute poles. However, they can affect the calculation
by canceling poles from gamma functions in the numerator of the integral, once we start
collecting the residues. Hence they can in our case terminate the sum of the residues which
we would obtain and let it end at a finite value. Since the only relevant gamma functions
for such a case are I'(—o + v4) and T'(—7 + v1), this can only happen when v; or vy are
integers. The poles in the numerator and denominator then cancel starting at the value v
(v4). Consider for example the combination I'(—o)/T'(—o+v4). The function I'(—o) has poles
at 0 =0,1,2,..., whereas I'(—o + v4) on the other hand has poles at 0 = v, vqs + 1,04 + 2, ....
Hence, starting from the positive integer v,4, the poles of the gamma functions cancel and the
sum for the residue of the function I'(—o) is restricted to the set 0,...,v4 — 1.

The different cases

Let us now have a closer look at the different cases: for each integration we obtain a sum
over the residues. Hence the general result will be an infinite double sum. In the following,
we will use the convention that the sum obtained from the integral do will always have the
summation index n, and the sum obtained from the dr integration will have the summation
index j:

/da—>; /dTH;

Since in some gamma functions both variables occur, the evaluation with respect to o naturally
affects the one over 7: it shifts the poles. Consider for example the following pair of gamma

functions:
for the o integration: (=0 +m—e—vs5),

for the 7 integration: (=T —0+4+viy—m+e).

Doing the o integration first, we only get residues if 0 = m — ¢ — v35 + n. Therefore we
have to take the remaining gamma functions at this particular value of o, which also shifts
(=T —0+4+viy—m+e) to

D(—T —o04+vig —m+¢€)|ommoe—vsstn = L (=T + n + V1345 — 2m + 2¢).

Hence the o integration shifts the poles for 7 to the values 7 = —n — vi345 + 2m — 2¢ + j.
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Since we have three gamma functions contributing poles for each integration and we have to
take all possible combinations of these functions, we obtain nine terms in total. Additionally,
we will have two terms T34 and T35 whose appearance will be explained below:

Tll: T(-0o) T(-7)
Ti12: I'(—o) I'(—T+m —¢e—vas)
T13: I(—0) T(—o—7+via—m+e)|o=n

T21: I'(—o+m—ec—wvs35) I'(—7)
T22: T(—o4+m—ec—vgs) D(—T+m—c—ry5)

T23: I(—o+m—ec—v3) I'(—0—T+via—m~+¢)|omme—rgs+n (6.16)
T31: TI'(—o—74+via—m+e) T'(-7)

T32: TI'(—o—74+via—m+e) T(—7+m—e—ry5)

T33: T(—o—74via—m+e) T(—0—T+v14 —Mm+E)|om—rtviu—mtetn

T34: I(—o—74+via—m+e) I'(—=0)|lo=—rtvis—mtetn

T35: I'(—o—74+via—m+e) I'(—o+m—ec—v35)|om—rtvis—mtetn

The cases Txy are denoted such that the first index always belongs to the gamma function
providing the poles for the o integration and the second one to the function yielding the poles
of the 7 integration. In the end, we have to sum up all these different cases to obtain the
result for (6.14):

125 = T11 4 T12 + T13 + T21 + T22 + T23 + T31 4+ T32 + T33 + T34 + T35.  (6.17)

Why do we have the cases T34 and T357

We want to calculate the integral for arbitrary variables m and v;. However, to make state-
ments concerning the poles and to be able to decide which poles have to be taken into account
one has to do the calculation once for arbitrary but fixed values of the variables m and v;.
For other values the poles simply “move” in the complex plane, but always just by a finite
distance. Therefore, this “moving of poles” does not cause a problem in the general case. One
can always deform the contour in such a way that the poles stay inside the integration area.
Hence, although the following calculation is done and its result programmed for arbitrary
variables, we had to choose some special values for m and v; to decide at some point of the
calculation whether the poles start to move in or out of the integration area (c.f. T13, T23).
We chose m = 2, v; = 1 and the contour parallel to the imaginary axis at Rez = —1/3 as
special values. One can convince oneself that this is a possible choice for the real part of the
contour parallel to the imaginary axis for the chosen set of m and v;.

Some more techniques

Since the functions transcendental fct_type A() to transcendental fct_typeD() can
only handle gamma functions of the form I'(n + a) and not I'(—n + a) inside the terms of
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an infinite sum, we will transform such gamma functions with a negative variable n or j into
ones with a positive n or j via the “reflection formula” (B.16):

I'(a)I'(1 —a)

I'(—n+a) = (—1)"m

(6.18)
Note again that, fortunately, this only has to be done for gamma functions appearing inside
an infinite sum.

Although the final result of our calculation is finite, we might produce some infinities in
intermediate states. Since in the process of our calculation we express the two-loop integral
as a combination of several sums with a “1” in the numerator and, on the other hand, the
algorithms of nestedsums use partial fractioning, one convergent sum might be split into two
divergent series. For example, the constituent terms of the convergent sum:

Z n(nl—i— 1)~ ! (6.19)

n=1
would be split into

1 1 1 6.20
n(n—i—l)_g_(n—l-l)’ (6.20)

producing two divergent sums. To avoid this problem, we introduce an additional factor "
and multiply the term of the sum with it. At the end we then take the limit z — 1. More
precisely, we insert x{z% into the integrand of (6.14). This leads to convergent sums as long
as 0 < z9 < 1 < 1. The result for the two-loop integral is then recovered by first sending
r1 — 1 and afterwards zo — 1.

Convergence of the integral

To be able to apply the theorem of residues, we have to ensure that the contour at infinity
gives a vanishing contribution. We find three conditions for the values v;:

Vi 4+ vios —2m + 2 < 1
Vg4 vys —2m + 2 < 1 (621)
1< (1/1 + vio5 — 2m + 25) + (1/4 + U3y5 — 2m + 25).

They are obtained in the following way: Since we always start closing the contour with respect
to o and afterwards with respect to 7, we first have to guarantee that the integrand in (6.14)
vanishes for ¢ — oco. In a second step we then look at the integrals corresponding to the cases
T1lz to T3xz. These are the remaining integrals for 7 that have to be considered after closing
the contour and collecting the residues for o, and which have to vanish for 7 — oc.

To derive equations (6.21) we use Barnes asymptotic expansion of the gamma function, which
is valid for |z| — oo and |arg z| < 7

1. 2 <= B 1\"
lnF(:r+c)N(a:—{—c)lnx—x—aln%—zm<—E> . (6.22)

n=1
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If we investigate for instance the asymptotic behavior for ¢ — oo, there are eight gamma
functions depending on ¢ in (6.14) that we have to consider. Six of those appear in the
numerator, two in the denominator:

numerator: denominator:
I'(—o) [(—0+1y)
(=0 +m—e—uvs;s) Do+ 74+ 2m — 2 — v14)

These are the contributing functions for o — co. Taking the logarithm of the fraction of these
gamma functions, we have to add and subtract the expressions for these functions according
to (6.22). The terms +o immediately cancel when we sum up the eight cases. Considering
only the relevant terms, which are the ones proportional to In o, we find that these Clo?iSiS)t
n (o2

of In o multiplied by a factor originating from the constant c in (6.22) and the term ——=.

Considering, for example, the convergence of the first integral with respect to o, we obtain:
(—2m + 2 + v + vi95 — 2) Ino. (623)

Since we are interested in the behavior of the fraction of gamma functions, we now have to
exponentiate expression (6.23), leading to

o(T2m+2e+vit+vi25—2) (6.24)

This is the expression that has to vanish for ¢ — oo, and from this we obtain the first
condition in (6.21). The cases T1lz and T2z both lead to the second condition, while the
third one stems from the case T3z.

6.1.4 Collecting residues — the different cases
T11, T12, T21, and T22

Let us first consider the cases T'11, T12, T21, and T22. For all of these cases the ¢ integration
does not affect the poles in 7 and they can all be calculated in a similar way. As an example
we take T11, and hence the gamma functions I'(—¢) and I'(—7).

For both gamma functions the poles in the numerator and denominator of the integral might
possibly cancel, namely if v4 = n4+ a4e for o or v1 = nq+ aq¢ for 7 are integers. We therefore
have to distinguish between the cases:

Case 1 : ap =0, a4=0 (6.25a)
Case 2 : ap #0, as4=0 (6.25b)
Case 3 : ap =0, a4 #0 (6.25¢)
Case 4 : ap #0, a4 #0 (6.25d)



6.1. The expansion of (%5 65

Case I

Both sums are finite: The sum over n ranges from 0, ..., v4 — 1, the sum over j from 0, ..., v; — 1.
As both sums are finite, we do not need to apply the “reflection formula” for any of the gamma
functions:

1
T11 =
P(VQ)P(Vg)P( )P(Qm —2e — 1/235)
" W‘Zlylzl D)D) g9 T(—n)D(—=n+m — & — v35)[(n4+m — e — vy)
15 —
== nly! D(—n +vy)
y D(—)T(—j+m—c—vo5)L(G+m—e—1q)
L(=j+uwn)

" IN(—n—j+viy—m+e)l(n+j—m+e+rvus)I'(n+j+vs)

F(n+j+2m — 2 —v1y)
(6.26)
Case 4:

In case 4, both sums tend to infinity and one has to apply (6.18) to all places where o or 7
occur with a negative sign inside a gamma function:

Tl = T'(—m+e+vi)l(1+m —e — v14)
Fim—e—vg)I' (1 —m+e+v3s)l(m —e —vos)I'(1 —m + e+ va5)
F(Vl)F( )L (v3)T(vg) T (v5)T(2m — 26 — vag5) T (1 — v1)I'(1 — v4)
" ZZ i n+m—5—y4)F(n+1—y4)F(j+m—§—V1)F(j+1—u1)
Fn+1)I'(n+1—-—m+e+vs)lG+1)I(G+1—m+e+ o)

n=0 j=0

" P(n+j—m+e+vss)l(n+j+vs)
F'n+j+2m—2e —vi)T(n+j+14+m—ec—wvy)

(6.27)

Cases 2 and 3:
These are mixed versions of cases 1 and 4 with one finite and one infinite sum.
Case 2:

_ F(m—e—yg5)F(1 —m—|—€—|—l/25)
F(Z/l)F(Z/Q)F(Z/3)F(V5)F(2m —2e — V235)F(1 - 1/1)

Z (_x)nl“(—n +m—c—vys)(n+m—c—v )l (—n—m+ec+v1)T(1+n+m—e—rvy)
Fin+ DI'(—n +vy)

n=0
i ; FG+m—e—v)In+j—m+ec+wvog)l(n+j+uvs)L(+1—11)
Oy F'n+j+2m—-2e—v)l(G+1—m+e+v)'(n+j+1+m—ec—vi)l'(j+1)

(6.28)
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Case 3:

IF'(m—e—v3)I'(1 —m+e+vss)

T = F(I/Q)P(I/g)r(l/4)r(l/5)r(2m —2e — 1/235)F(1 — V4)

v1—1

3 (_y)jr(_j tm—c—v)l(j+m—e—v)I'(=j—m+e+vig))I(1+j+m—e—ry)
LG+ D0(=j +w1)

J=0
0

an F'n+m—-—ec—v)l’'in+j—m+e+vas)l(n+j+vs)I'(n+1—1y)
= Tnt+j+2m—2—v)ln+tl-m+etv)l(nt+jt+l+m—c—vu)l(n+1)
(6.29)

Analogous calculations and statements apply to the combinations of gamma functions leading
to T12 (2 cases), T21 (2 cases) and T22 (1 case).

T13 and T23

In this part we need to consider fixed values for m, v; and the real part Re(y) of the integration
contour parallel to the imaginary axis. The reason for this is that the poles will move out of the
area enclosed by the contour once we start performing the 7 integration: After accomplishing
the o integration, a dependence on n from the residue of this first integration enters the
relevant gamma function for the 7 integration and changes the values of the poles in 7. For
T13 we obtain

N(—T—0+4+viy—m+e) - I'(-n—7+viy —m+e),
and for T23

IN(—1—o+4+viy—m+e) — IN(—=(m—ec—vss+n)—7+rvi4—m+e)
= F(—n—T+V1345—2m—|—2€).

We have to check if, for increasing n, these poles move out of the integration area. Taking
the values m = 2 and v; = 1, as described before, we obtain for the relevant gamma function
yielding the poles for T13: T'(—n — 7+ v1y — m +¢) = I'(—n — 7 + €). This means that
the poles lie at 7 = —n 4+ ¢ 4+ j and depend on n. For n = 0 we obtain poles at 7 = ¢+ j
leading to poles that are enclosed by the contour and contribute for j € Ng. For n = 1 we
have 7 = —1 4+ ¢ + j. Here the pole for j = 0 is no longer placed inside the integration area!
The first pole lying inside is the one for j =1 (7 = ¢). It is easy to see by induction that this
can be generalized and that the poles for j always contribute starting from j = n. Hence the
second sum, emerging from the integration over 7, starts from n instead of 0.

Since we are talking about the case T13 and therefore about the function I'(—o), we again
have to distinguish between the cases a4 # 0 and a4 = 0.
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1
— T(v2)D(v3)T(v5)T(2m — 2¢ — va35)

" i (—1)nxn i (—1)J yfn+j+u14fm+er(—n +m—ec—v3)'(n+m—e—uy)
J! D(—n+vy)

n=0 j=n

" Fn—j4+m—cec—vi)l'(n —j+2m — 2 —v1945)T(—n+ j + 1)
F'n—j+m—e—uy)

" [(j —2m + 2e 4 v12345) () — m + € + v145)
L(j+m—e)

(6.30)

In order to be able to use the nestedsums functions transcendental fct type A() and
transcendental fct_type B() both sums have to start at 0, though. Therefore, the sums
have to be rewritten by shifting the indices:

DY fmg) = D> Y flnayneij=ni+na,n = no).

n=0j=n n1=0n2=0
The function f is a replacement character for the fraction of gamma functions obtained in
this case. Hence we get
F(m —&— V35)F(1 —-—m-+e+ V35)
F(VQ)F(Vg)F(V5)F(2m — 2e — 1/235)
F(m —£&— I/14)F(1 —-—m-+e+ V14)F(2m — 2e — V1245)F(1 —2m + 2+ 1/1245)
Pw)I'(1 —vg)l'(m —e —vg)T(1 —m + e + vyg)
o

y Z f: M2y Cny+vg)l(n1 +1—m+e+vy)
m + 'le 'TLQ' F(m +1—m+e+ V14)P(n1 +1—2m + 2 + V1245)

T13 = yl/14*m+e

X

n1=0mn2=0
" Fng+1—wvy)l'(na+m —e—vy)
F(n2+1—m+5+ug5)

« F(m +ng —2m + 2¢ + V12345)P(n1 +ng—m-+¢e+ V145)
F(n1+n2+m—a) '

(6.31)

ii) ag = 0: The sum over n only runs to vy — 1.

1

T3 = F(I/Q)F(Vg)P(Vg,)P(Qm — 2 — 1/235)
va—1

— (—1)" o i (1) yfn+j+V14fm+sF(_n +m—e—v3)l'n+m—c—uvy)
]' F(—n+ 1/4)

n=0 j=n

y F(n—j+m—5—u14)F(n—j+2m—25—y1245)I’(—n+j+y4)
F'n—j+m—¢e—ua)

» L(j —2m + 2e 4+ vi2345)L' (] — m + € + v145)
L'(j+m—e) '

(6.32)
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In this case it is sufficient to shift the index j in such a way that the sum again starts at
7 =0:

Y f,g) = f(n i =5—n) (6.33)
j=n j'=0

This leads to the result

F(m — & — V14)F(1 —m-+e-+ 1/14)F(2m — 2e — V1245)P(1 —2m + 2+ 1/1245)

T13 =
F'im—e—vy)I'(1 —m+ e+ vg)T(v2) T (v3)T (v5)T'(2m — 26 — v235)
v4—1
) 4 (_1)nxn1‘(—n +m—e—v3)'(n+m—ce— 1/4)y,/14,mJr€
~ nl D(—n+vy)

(=) FG+1—m+e+v)l(j+va)

X - " X
(n+])!y P(]+1+V14—m+€)r(j+1+1/1245—2m+2€)

I

Il
o

J
y F(n—i—j—2m+25+y12345)f’(n+j—m+5+V145)
F'n+j+m—e)

: (6.34)

T23 can be calculated analogously to T13, apart from the fact, of course, that there is only
one case, similar to the case a4 #% 0 in T13, since it does not matter whether a; and a4 are
real or complex.

T3z - the general case

Consider the case where the ¢ integration has already been performed and the residues for
the function I'(—o — 7 + v14 — m + €) collected, but we still have to do the integration with
respect to 7:

1 > (="
T3.’E _ /dT l‘y14_m+€ xn—T T
F(I/Q)P(I/g)P(Vg,)P(Qm — 2e — 1/235) nZ:O n! Y

« F(n —2m + 2 + V12345)P(TL —m-+e+ 1/145)
F(n+m—e¢)
D(r—n+m—e—v)l(T —n+2m — 2e — vy345)

N(tr—n+m-—ec—1y)
D(—7+n+wv1)
P(—T—i—l/l)

XT(=T)I'(=74+m—e—vs)L'(T+m—e —11) . (6.35)

The combination of gamma functions % will soon be of special importance. The

different cases T3x are related to the following gamma functions:
T31:I'(—71) T34:T(r —n—vig+m—e)

T32: F(—T—i-m—e’:‘—ygg,) T35 :F(T—n+2m—2€—V1345)
T33: (=7 +n+wvy)
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T31 and T32

In T31, we have to distinguish again between the two cases v4 real and vy complex. After
closing the contour for the 7 integration we obtain

1 o
T31 = gVIUTrE =iy
D(w2)D(vs)L (v5)L'(2m — 26 — vo35) 2= <=
" I'(n —2m + 26 4+ v12345)['(n — m + € + v145)
F'n+m—c¢)
" F'j—n+m—e—v)'(j —n+2m —2c —v1345)
I'j—n+m-—e—u)
. . L(—j+n+u)
I'(— —€— r —&— 6.36
XI'(=j4+m—e—vp)l'(j+m—e—11) T+ 1) (6.36)
i) aq # 0O:

One problem now arises from the gamma functions that have an argument consisting of
a combination of n and j with changing sign, as one cannot achieve a positive sign for both
of them simultaneously. The sums will therefore be separated and rewritten in the following
way:

fjfjf(na Zana +ZanJ fj f(n

n=0 j=0 n=0 j=0 n=0j=n 7j=n=0

o0 n
=Y ) f(n1,nasn =ny +na,j = ny)

n1=0 n2_0

+Zan1,n27n—n2,]—n1+n2 an]

n1=0n2=0 7j=n=0
and we continue afterwards like in the cases before.

i) ag = 0:

Let us take a closer look at the fraction % This combination does not contribute

any poles, since the poles of the denominator start “further to the left” in the complex plane
than the ones in the numerator. Nevertheless, this fraction is of course not zero and is in an
expanded form equal to

MN(—j+n+v1) (—j+n+wvs—1)!

T(—j + ) = —jto— 1) =(—j+n+v1—1) ... (=j+wv1). (6.37)

For this product to not have any term equal to zero, we need the condition j < vi or
7 >n+ v — 1. These are the two cases that have to be calculated:

oo vr1—1

SN fn.g) 2) Y > f(n,g)

n=0 j5=0 n=0 j=n+11
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Case 1) is completely analogous to cases we have already discussed, with one finite and one
infinite sum where no shifting is needed. However, in case 2) the sums have to be shifted
again:

oo oo oo oo [e.e] [e.e]

SN Fi) =3 gl =i —v) = > f(na,nain =ny +na, 5’ = ny).
n=0 j=u1 n=0j'=n n1=0n2=0
Proceeding through the calculation, one also has to apply the identity:

I'(—=j+n+uv)
L(—j+ 1)

(=j4+wr) - (=j+n+v1-1)

(-D)"G—r) .- (J—r1—m+1)
n P(j—l/ +1)
(=1) F(j—ul—ln—i—l)

to avoid the appearance of terms like
I(—j+n)
L(—j)

T32 is calculated like T31, except for the fact that there is no case a4 = 0. One only has to
do the splitting into three sums as for T31, a4 # 0.

T33

The combination of gamma functions

(-7 +n+u1)
F(—T + Vl)

does not contribute any poles and therefore T33 = 0.

T34 and T35

The fact that we have cases T34 and T35 at all has to be explained first. The corresponding
gamma functions related to these two are:

T34: T'(t—n—vigy+m—e)
T35: (T —n+2m — 2 — vigss).

The variables 7 and n have different signs again. So for different values of n, poles of this
gamma function move into the integration area of the integral over 7 and we obtain, similar
to the results in T13 and T23, a dependence of the poles of the 7 integration on the value of
n. We show this by an example: Considering our pre-defined values for m and v;, we find for
the gamma function of the case T34 that I'(t —n — vy +m —¢) =I'(—7 —n+¢). Hence the
poles are at 7 = n + ¢ — j and therefore dependent on n. For n = 0 we get 7 = € — j, and
only for the case 7 = 0 is the pole inside the integration contour. By a similar consideration
one can convince oneself that the sum with respect to j for general n always runs up to n.
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Analogous statements apply to T35 and this almost suffices to solve this case. The only
remaining calculational step is to bring the sums (n = 0...c0, 7 = 0...n) into the form of two
infinite sums (with respect to n; and ng). However, what has to be taken into account is
(="

i

n

that we are dealing with gamma functions of the form I'(z 4 a) that lead to a residue +
Therefore, compared to the other results, T34 and T35 now have a relative minus sign.

Case T34 is slightly more complicated. In this case the two possibilities for a4, a4 # 0 or
a4 = 0, again have to be distinguished. Performing this calculation for the general case one
obtains a term

L(vy—j+n)
D(vg —j)
This is the analogous form to % which appeared is the case T31, a3 = 0. So also in

this case we have to consider the two parts j < v4 or j > n+v4 — 1. Since additionally j < n
at the same time, the case j > n 4+ v4 — 1 does not exist. For j < v4 one gets two sums that
also have to be transformed by

va—1 oo va—1 oo
SN fmg) =03 f@ G’ =n—j).
J=0 n=j J=0 n'=0

Cancellation of terms

Having a closer look at the terms T13, T23, T34 and T35 one finds
T13+T34=0

T23+T35=0

This is already the case before the expansion in €. For both pairs (T13,T34) and (T23,T35)
the results arise from the same gamma functions just by considering them in a changed order.
Hence their cancellation seems to be related to the order in which we perform the integration
for 0 and 7. This would need some further investigation. To speed up the program, we will
omit these four cases from the beginning.

For the integral (6.14) we therefore obtain

I35 = T11 4 T12 + T21 4+ T22 + T31 + T32. (6.38)

6.2 The expansion of 1% (m —e, vy, vy, 13,14, 5) — the program

In the last section we expressed the result for the integral 125) (m — e,v1,v9,v3,14,05) in
the form of several finite and infinite double sums. These sums are exactly of the form of
the four classes transcendental fct_type_A() to transcendental fct_type D(), which we
introduced in Section 5.2. More precisely, we will only need two of these functions, that is
transcendental fct_type A() and transcendental fct_type B(). Fig. 6.2 shows the tree
of the different programs involved. We did not include how the functions themselves call the
different functions transcendental fct_type_A() and transcendental fct_type B().
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P zeta subs()

resi duun() Pl F_T11() Pl F T11_cc()
— F_T11_rc()

— F_T11_cr()

- F_T11_cc()

- F_T12() Pl F T12_cr()
- F_T12_cc()

- F_T21() p{ F T21_rc()
P F_T21_cc()

P F_T22() —— F_T22_cc()
- F_T31() F_T31_rc()
F_T31_cc()

L F_T32() (—— F_T32_cc()

Figure 6.2: The tree of function invocations in the program for expanding the massless
two-loop two-point function. = We omitted the functions transcendental fct_type A() and
transcendental fct_type B(), which are called in the end in different combinations (see Section

6.1).

The following functions are implemented:

e residuum(): This is the main program in which one can set the order up to which

the function shall be expanded, the dimension of the space m = g, and the exponents
of the propagators in the integral, by specifying the integer parts n_ and the integers
proportional to €, a_i of an exponent v; = n; + a;e. It then calls the functions F_TXY()
with the values set accordingly. The variables X and Y correspond to the names of the
functions as defined in Section 6.1.

F.TXY(: As we have seen in Section 6.1, for some cases we get different sums de-
pending on whether v; and/or vy are real or complex. Therefore the functions F_TXY ()
[199) (1PN

themselves call functions F_TXY_ab(), where a and b can be “r” or “¢” according to v;
being real or complex. The first index a corresponds to vq, and b to v4.

F_T XY ab(): The functions F_TXY_ab () call the functions transcendental fct _type A()
and transcendental fct_type B() according to Section 6.1.
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e zeta subs(): This function substitutes zeta functions of higher depth by zeta functions
of lower depth using the relations given in [MiPe 2000]. Additionally, it substitutes zeta
functions of even degree by powers of 7, using the relation

(=)' Boy o
with the Bernoulli numbers
1 1 1
Byp=1, Biy=—-—-, By=-, B3=0, Byj=-——
0 ) 1 2, 2 6? 3 ) 4 305
n
B, = ( Z > By, for n>2. (6.40)

6.3 The expansion of 1?9 (m — ¢, 11, 10, 13, 14, 5) - the results

Using our program residuum(), let us calculate as an arbitrarily chosen example the function
I325) for the values v; = 1 +¢, Vi, I®%(2—¢g,1+¢e,146,14¢,1+¢,1+¢) up to the order
e4 in the expansion parameter e:

1?2 —cl+el+el4el+el+4e)

6¢(3)

+e[—4¢(2,2) — 16¢(3,1) + 8/457* — 12y1((3) + 12¢(3)]

+ £2[—144¢(5) — 8((2,2) — 16/45ypm* + 8C(2,2)vm + 144¢(2,3) — 32¢(3,1) + 16/457*
+ 45m2¢(3) 4 204¢(3,2) + 216¢(2,1,2) — 24vC(3) + 1275C(3) + 408¢(3,1,1)
+32¢(3,1)ym — 36¢(2,1)72 + 228¢(4,1) + 24¢(3) + 228((2,2,1)]

+ £3[—288¢(5) — 16¢(2,2) — 32/45ypm? — 45671¢(4,1) 4+ 288¢(5)yE — 1656¢(2,2,1,1)
+ 16¢(2,2)vE + 74/3¢(2,2)m% — 408v5¢(3,2) — 1728¢(2,1,2,1) + 288¢(2,3) — 64((3,1)
— 864¢(2,1,3) 4 884¢(3)% — 90vEm2((3) — 1368¢(3,2,1) + 32/457* + 9072¢(3)
— 4567£C(2,2,1) — 36¢(4,1,1) 4 408¢(3,2) + 288¢(2,1, 1)m% + 432¢(2,1,2) + 829/9457°
— 432y5¢(2,1,2) — 1504¢(3,3) — 48vuC(3) — 864¢(2,1)¢(3) — 8C(2,2)v% — 1764((2,2,2)
+ 2472.¢(3) — 1024¢(4,2) — 1260¢(2,3,1) 4 816¢(3,1,1) 4+ 64¢(3,1)yE — 3600((3,1,1,1)
—1728¢(2,1,1,2) — 288¢(2,3)vr — 892/3¢(3, )7® 4+ 72yr((2, 1)7? — 72¢(2,1)n?
4 456¢(4,1) — 532((2,4) — 32¢(3,1)7% — 1872¢(3,1,2) + 48((3) + 16/45~%7*
— 81675C(3,1,1) +456¢(2,2,1) — 875((3) + 884¢(5,1)]

+ e —=1768v£¢(3)? + 25920¢(2,1,1,1,2) — 1898/5((2,1)7* — 576¢(5) — 32¢(2,2)
— T295C(2, 1) — 43207m%¢(2,1,1,1) + 1784/3((3, 1)ypn® — 64/45ypm* 4+ 1064v5((2, 4)
—912yEC(4,1) + 576¢(5)vE — 3312¢(2,2,1,1) + 32¢(2,2)vE + 8768¢(3,3,1)
+6824/3¢(3,1)¢(3) + 1416¢(5,1,1) + 72vpC(4,1,1) + 3744v5((3,1,2) + 81672((3,1,1)
+ 1040¢ (5)7% 4 148/3¢(2, 2)7? — 8167£((3,2) — 3456((2,1,2,1) + 3312((2,2,1,1)vE
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— 60614¢(7) 4 576¢(2,3) + 162272¢(4,1) — 1658/945y7® + 1728y1¢(2,1, 3)
—156¢(4,1,2) 4 27367£¢(3,2,1) + 475 (3) + 10248 (3,2,2) — 1728¢(2,1,3)

+ 1768¢(3)% — 148/3¢(2,2)ypm? + 16632¢(4,1,1,1) — 180yem2((3) + 24336((3,1,2,1)
— 2736 (3,2,1) + 64/457* — 1768y ((5,1) + 180m%¢(3) + 16/3¢(2,2)75 — 128¢(3,1)
—912yp((2,2,1) — 72¢(4,1,1) + 816((3,2) + 7812¢(2,4,1) + 576¢ (2,1, 1)7>

+ 1728v5C(2, 1)¢(3) + 24048((3,2,1,1) + 864¢(2,1,2) — 864yx((2,1,2) — 3008((3,3)
+ 818¢(3,2)7% — 96vE((3) + 3347%¢(2,2,1) — 1728¢(2, 1)¢(3) — 16¢(2,2)v%

— 288¢(5)7% + 24768 (2,1,3,1) + 90v5m%((3) — 18020 (5,2) — 13420¢ (4, 3)

— 3528((2,2,2) — 11372((3,4) 4 3752¢(6,1) + 48v£((3) + 25920((2,1,1,2,1)

4 12960¢(2,1,1,3) + 4196¢(2,2,3) — 2048¢(4,2) — 2520((2,3,1) + 1316/3¢(2, 3)r>

+ 50976¢(3,1,1,1,1) — 36¢(2,1,2)72 +1632¢(3,1,1) + 128¢(3,1)ys — 7200((3,1,1,1)
— 3456¢(2,1,1,2) — 576¢ (2,1, 1)ypn? + 24224/3¢(2,2)¢(3) — 32/135y% 7!

+ 8568((4,2,1) +2376¢(2,1,4) — 576((2,3)vE + 25920¢(2,1,2,1,1) + 3528v£((2,2,2)
+ 4567%¢(2,2,1) — 1784/3¢(3,1)7% + 34567v5((2,1,1,2) — 6800¢(2,5) + 144yp((2,1)r>
+ 288¢(2,3)7% — 1675((3) — 144¢(2, 1)7® 4+ 912¢(4,1) + 10180¢(2, 3, 2)

—1064¢(2,4) + 25721%¢(3,1,1) 4 26640¢(3,1,1,2) — 64¢(3,1)7% — 3744¢(3,1,2)
+17712((2,2,2,1) + 26352((2,2,1,1,1) + 96¢(3) + 32/45v57* + 252071((2, 3, 1)

+ 2048v5C (4, 2) + 45675C(4,1) 4 64/3¢(3,1)v5 + 4256((3,1,3) + 73651/10874¢(3)

+ 1768¢(5,1) 4+ 4087%((3,2) — 1632v5¢(3,1,1) +912¢(2,2,1) + 72007£¢(3,1,1,1)

+ 3008v5¢(3,3) + 21888¢(2,1,2,2) + 1658/9457°% + 20304 (2,2,1,2) +43275((2,1,2)
+ 3456¢(2,1,2,1)yE + 19080((2,3,1,1) + 12960¢(2,1,1)¢(3)]

We can simplify the zeta functions of depth > 1 by using the Groébner basis provided by
H.N.Minh and M.Petitot in [MiPe 2000]. This reduces the size of the output considerably
and we finally obtain:

f(2’5)(2—5,1+5,1+5,1+5,1+5,1+5)
= (6.41)
6¢(3)
+¢[1/107% — 1291¢(3) +12¢(3)]
+€2[372¢(5) — 1/5ypmt 4+ 1/57% — 72¢(3) — 24vEC(3) + 1295¢(3) + 24¢(3)]
+ 3[744¢(5) — 2/5ypm?t — T44¢(5)vE — 892¢(3)% + 2ypm?¢(3) + 2/5m* — 212¢(3)
4 1199/12607% — 485 C(3) + 247%¢(3) — 8v3¢(3) + 48¢(3) + 1/5v5 7]
+ 1784y ¢ (3)? + 1488¢(5) — 4/5ypmt — 1488¢(5)yE — 62¢(5)m + 18450¢(7)
— 1199/630757° 4+ 475 (3) — 1784¢(3)% + 4ypm?¢(3) + 4/5m* — 4x%((3)
+ 1199/63075 — 96y (3) 4 744C(5)v% — 275w (3) + 4845 (3) — 2/15vem?
—1675.¢(3) + 96¢(3) + 2/575m* — 1777/6074¢(3)] (6.42)
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In this way one can in principle expand the function 1(25) (m —e,v1,v9,V3,14,V5) up to any
order in ¢, only limited by the available computer memory. In [BiWe 2003] we used a ypg-free
expansion of this integral by multiplying it with the factor

_ I'(1—2) 2
2

= 6.43
=~ (s 2o) (049
which reasonably lowers the amount of used memory. The result for the function
IC9 (2 —e,14¢6,14¢,1+¢,1+¢,1+¢) multiplied with this factor becomes:

12 —el4e14el+e1l+e14¢)
= (6.44)
6¢(3)

+e[1/107* 4 12¢(3)]

+2[372¢(5) + 1/5m* + 24¢(3)]

+ e3[744¢(5) — 864¢(3)? + 2/57* + 61/6375 + 48((3)]

+ e4[1488¢(5) + 18450¢(7) — 1728¢(3)% + 4/57* 4 122/637° 4 96¢(3) — 144/57%¢(3)]
(6.45)

However, using this program we can not only expand 125) (m — e,v1,v9,V3,4,V5), but we
are also able to make statements about the types of functions that can possibly occur in
its Taylor expansion. In Chapter 4 we mentioned that D. Broadhurst found a first double
sum in the expansion of the function 125 [Broa 1986]. This gave rise to the question
what sort of functions could in general occur in this expansion [Broa 2003]. We can answer
this question now from our calculation: we have seen that we can express all our results
in (double) sums of gamma functions in the form of transcendental fct_type A() and
transcendental fct_type B() that are taken at unit argument. Hence the Laurent series
expansion of 1>%) only involves rational numbers and multiple zeta values (cf. Table 5.1).
We formulated this statement in [BiWe 2003] as a theorem:

Theorem: Multiple zeta values are sufficient for the Laurent expansion of the two-loop
integral I(2) (m — e,v1,v9,v3,v4,Vs5), if all powers of the propagators are of
the form v; = n; + aje, where the n; are positive integers and the a; are
nonnegative real numbers.

Apart from the general expansion of the massless two-loop two-point function, this constitutes
another important result of our calculation.



76

6. The massless two-loop two-point function




Chapter 7

Building massless Feynman
diagrams

As one application of the expansion of the function 125) we will now calculate the non-planar

vertex correction in massless Yukawa theory and massless QED. These two-loop skeleton
graphs will be implemented into a program in Chapter 8 with which one can calculate the
counterterms for a special class of Feynman diagrams automatically. “A special class” means
that we are restricted to Feynman diagrams that can be built from a set P of all primitive
one-loop diagrams of the theory, and the non-planar vertex correction as a primitive two-loop
diagram:

o O <L )

By “building” Feynman diagrams from the elements of P we mean that we start with a
single graph I'; from this set and insert graphs -; € P at places that are compatible with the
external structure of the graph ;. This again follows the idea of inserting graphs by using
gluing data, which we explained in Chapter 3. In this sense, the elements of P are “building
blocks” for the graphs we want to investigate.

This idea of using primitive graphs as building blocks of Feynman diagrams and to use them
for calculating the counterterms of graphs, was on the one hand exploited by D.Kreimer
in [Krei 1998a,Krei 2000b], and was, for the one-loop diagrams of the set P in the above cited
massless theories, also subject of my diploma thesis [Bier 2000]. This PhD thesis extends the
diploma thesis in the following ways:

e We are calculating the one-loop vertex corrections in Yukawa theory and QED with a
different assignment of momenta.

e We are introducing a C++ computer program that calculates the counterterms for an
input Feynman diagram automatically.

o We are extending the set P of primitive building blocks by the non-planar vertex cor-
rection.

7
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Although the results for the different graphs were calculated by myself, the program im-
plementing these calculations for the massless theories has been written by a former PhD
student at Mainz University, Richard Kreckel. It is written in C+4 and uses the computer
library GiNaC. First results obtained from this program, not including the non-planar vertex
correction, were published in [BKK 2002]. This program has now been extended to include
the non-planar vertex correction. For this, it was necessary to introduce new classes in the
program and to modify it to allow insertions into five different places of a graph, instead of
only two like for the one-loop case.

Before we start in the next section with an introduction to the scheme emerging from the
insertion of massless graphs into each other, which underlies the computer program, we want
to clearly set up the framework in which we are working. Subsequent calculations are all
subject to the following conditions:

e We are calculating all graphs in the massless case.

e We are using dimensional regularization with D = 4 — 2¢, hence the parameter m in the
function 1(®9 is equal to m = 2. As the renormalization scheme we are using minimal
subtraction.

e The vertex graphs, the one-loop vertex correction, and the non-planar vertex correction
are calculated for zero momentum transfer (zmt), which leads to them depending only
on one external momentum gq.

e The vertex graphs are calculated for two different assignments of momenta.

e The non-planar vertex correction is only considered for the case of subdivergences sitting
in one particular line.

In the first section we will only refer to the one-loop diagrams. Since they have already
been covered in my diploma thesis, this section is mainly addressed to readers who do not
already know this scheme. Anyone familiar with it may treat the rest of the first section as
a recapitulation, or may skip it completely and continue directly with the non-planar vertex
correction in Section 7.2.

7.1 One-loop diagrams

As we are calculating dimensionally regularized diagrams, our analytic expressions for the
Feynman graphs and their counterterms will be Laurent series in the regularization parame-
ter . We start with graphs that are built from primitive one-loop diagrams. These one-loop
diagrams will all have the underlying topology of the one-loop two-point function:

This includes the vertex correction, as we only consider it for the case of zero momentum
transfer. The topology of the one-loop two-point function is related to the functions F, ,,
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introduced in (4.5). All integrals corresponding to the one-loop graphs or to graphs built
from them will therefore evaluate to sums and/or products of these functions.

We will start by explaining the general scheme for the case of the massless Yukawa theory.
We like to stress here again that since we do not calculate processes related to experiments,
but rather want to make general statements about the appearance of zeta functions in
counterterms, we will omit all coupling constants and other for our purpose “unnecessary”
multiplicative factors. These constants would not alter the general results and would just
complicate the presentation.

7.1.1 Yukawa theory

The Lagrangian of the massive Yukawa theory is given by
Lyukawa = V(i = mu) ¥ + £ (9,0)° — 5mg®® — gWIQ, (7.1)

where V¥ is a fermion field, ® a field for a scalar particle, and g is the coupling constant.

For the massless case one derives from this Lagrangian the following free propagators for
particles with momentum ¢: & for the fermion and 2 for the boson. For the vertex correction
we find: —igl, with the unit matrix 1. In diagrams, the scalar particle is denoted by a dashed
line, the fermion by a solid line.

The three primitive one-loop diagrams in P are (cf. Chapter 2):

fermion self-energy , boson self-energy, vertex correction

We already mentioned that we will calculate the vertex correction for two different assignments
of momenta, with case 1 being the one with the zmt vertex connected to the external boson
line, and case 2 being the one where this vertex is one of the two vertices connected to the
external fermion lines:

q 0
kj 1 k 1
0 | q |
""" v q—k 'k
k I q+k I
q q
case 1 case 2

Figure 7.1: The two different assignments of momenta for the one-loop vertex correction.
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To explain the general idea underlying the building of graphs, consider the one-loop fermion
self-energy for which we get the analytic expression:

. -~

o 11 @5 gl
q ’ . q D - - D o - 9 6_
: . /d kk’:(q—k)Q /d kk2(q_k)2 [q7] 2F1,1;é (7.2)

The result for the vector integral in the last step, (C.5), can be found in the Appendix C.
Note that the result is proportional to ¢. If we insert this graph into an inner fermion line of
another graph with momentum k, we get for this line a graphical replacement:

Analytically, this corresponds to the replacement

1

1 — l (%Fl,l[k2]€k> 1 = [k‘z]e%Fl,l% . (7.3)

K K K

This means that instead of the free propagator %ﬂ, one now has two propagators %ﬂ surrounding
the expression for the subdivergence. Since the subdivergence itself is proportional to the
inverse of the free propagator of the line in which it is inserted, it cancels with one part of the
“additional” free propagator. What remains is an expression that again has the form of a free

fermion propagator %ﬂ, multiplied with a function of e, %FM, and a momentum-dependent

term [k?]7¢. Since we only insert primitive, i.e. in particular, divergent graphs into divergent
graphs, this inner fermion line in which we insert is still an inner line of a “bigger”, divergent
graph I', and we have to integrate over the momentum k. If we insert, for example, the
one-loop fermion self-energy once into itself:

’l \‘ *1 ’l \‘ — 'l II \\ \I
e e—— —— L L 1 1
1
we obtain:
q—k
"‘ T ~~§
e ]{;—f S
. A}
, - - A Y
1 O’ ~\ A
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One can see the insertion at the inner line with momentum k. Analytically this becomes:

Jahg (12 5Rk) g = 5P [Pk

-1 Ll/deg[kQ]si(q_lk)Q

1 i
=5 / P =R

After inserting the subdivergence, the integral for this two-loop diagram again has the form
of the integral (7.2), with the only difference being the exponent of the fermion momentum
in the denominator, which has been changed by +1 - €. One can easily convince oneself that
each additional subdivergence increases this exponent by +e. Furthermore, this integral is
multiplied by the (¢g-independent) factor %FLI of the one-loop self-energy.

With equation (C.5) one then finds (note from (2.14) that the functions F,, ,, are symmetric!)

[P (W5 Rak) t— = gRa P+ Fuc 754 (1

The important thing here is that the results of the one-loop and also of the two-loop calculation
in (7.2) and (7.4) are of the following form: one term of functions that only depends on ¢, one
term [qQ]_(Q)E, and the inverse of the free propagator ¢. One generally finds that the result of
a graph, built from the primitive one-loop graphs always consists of the following four parts:

1. (—ig)** with x = number of vertices,
2. a (product of) momentum-independent function(s) of ¢,
3. [¢?]7¥¢ , where y = number of loops in total,

4. the inverse propagator of the external line, with the corresponding momentum, or the
inverse unit matrix for the vertex corrections.

These are the ingredients which we also find for all other types of self-energies and vertex
corrections, also in QED. Each loop is in particular characterized by its corresponding sum
of functions F), ,,. Hence we will give these sums special names: fermion self-energies will
always be denoted by 3, vacuum polarizations by II, and vertex corrections by I'. We assign
to these functions a pair of indices (i,j) that count the number of subdivergences sitting
inside the loop and additionally state at which line the subdivergences are located according
to the following rules:
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¥ 1 = # subdivergences at the fermion line,
j = # subdivergences at the boson line.

IL; j: i = # subdivergences at the lower fermion line,
j = # subdivergences at the upper fermion line.

1 . 4§ = # fermion self-energies and vertex corrections

(N
plugged into the zmt vertex and the internal edges connected to it,
j = # subdivergences at the boson line not connected to this vertex.
I‘Z? it =# fermion or boson self-energies and vertex corrections

plugged into the zmt vertex and the internal edges connected to it,
j = # fermion self-energies at the fermion line not connected to
the vertex of zmt.

We use the same names to denote complete graphs, indicating the difference by placing
brackets around the indices of the functions, for instance X[y g. However, there are some
ambiguities when we name the graphs in this way, as the index does not indicate the type
of the subdivergences sitting in one line, but only their total number. Nevertheless, this will
not cause too many problems at this point and we will ignore this fact for now.

The result for the one-loop and two-loop fermion self-energies then reads:

S10,0(0%) = Zo0l¢’] 4 (7.5)
S1,0/(0%) = So.0S10l¢°] ¢ (7.6)

One can immediately see that it is possible to reconstruct the corresponding graph from each
result. For the two-loop graph, for example, we find that the term [[¢%]~¢]° = [¢*]~% indicates
a graph consisting of two loops. The product ¥¢ X0 makes a statement about the explicit
form of the graphs: the part ¥ for the subdivergence tells us that it is a primitive fermion
self-energy. ¥ ¢ however, being the term with the highest number of subdivergences, states
the form of the “outer” graph: a fermion self energy with one (X; ) subdivergence sitting
at the fermion line (the left index has been increased by one). We will often only provide
these functions ¥; ;, II; ; or I'; ;, when talking about subdivergent graphs or corrections. The
remaining parts of the result for an integral can be determined uniquely.

Note again that the functions defined above contain all orders in € including finite orders and
not only the divergent parts of the Laurent series.

To complete this section, we give the functions ¥; ;, 11; ;, and F%g in their general form. They
are calculated analogously to the examples above:

1
Xij = §[Fi5,1+je + Fitici4je — Flitie jes (7.7)
1
Wi /tr(@) = =5 [Fiesje = Fivie e + Fitie jel (7.8)
Tl = Fiyiciije (7.9)
2 1
Iy, = 3 [Fotieje — Foticitje + Fitie4jel- (7.10)

We have divided the boson self-energy by the trace of the unit matrix tr(1) (trace over spinor
indices) for easier comparison of insertions of subgraphs into boson and fermion lines.



7.1. One-loop diagrams 83

7.1.2 QED

The Lagrangian for massive QED is given by
1 9o 1

‘CQED = \I’(llﬁ —m)¥ — Z(Fw/) — % (a“A”)Q
= W —m)¥ - by, - E(F“”)z - 2_15(9MA“)2, (7.11)

where V is again a fermion field, A, is the electromagnetic vector potential, F,,, = 0,4, -0, A,
is the electromagnetic field tensor, e is the coupling constant, and D, = 9, +ieA, the gauge-
covariant derivative. The term —1/(2£)(0,A*)? is the gauge fixing term.

The free propagators in QED for particles with momentum ¢ are: %/ for the fermion and

1
— (G + ¢ qug,,) for the photon, which is drawn as a wavy line. Note that we have a

free parameter £, the gauge parameter, entering the calculations. For the vertex we find:
(—ie)yu, with 7, an element of the Dirac algebra, fulfilling the anti-commutation relations
{'Yua MW} = VYo + VY = 29 -

The most important differences to the Yukawa theory stem from the gauge parameter in the
photon propagator and from the QED vertex —ie,,, where the appearance of gamma matrices
with their Clifford algebra structure make the calculations more complicated. Nevertheless the
scheme introduced in the last chapter that states how graphs are translated into an analytic
expression, remains the same. Therefore we will mainly just provide the differences and
important changes compared to the Yukawa theory without giving the calculations explicitly.
Only the case of the vertex correction is going to be examined in more detail as it will be
necessary to introduce matrices for the functions I'; ;.

Vacuum polarization

Let us start by calculating the QED vacuum polarization:

k
T am
q q
q+k
It evaluates to the result:
2-D 1 q"q”
H[O7O](q2) = _Elng [q2] €§F1,1tr(]l) |:g'uy - ? q2

_ 4"

= [¢°] oy [g“ T ] ¢ (7.12)

with

_m 1
oo = 8_—355,1@(1) (7.13)



84 7. Building massless Feynman diagrams

Apart from the multiplicative term q%, the expression in parentheses in equation (7.12) corre-
sponds to the free propagator for £ = —1 and reflects the transversality of the photon. Later
on, we want to insert this vacuum polarization into photon lines of other graphs causing the
gauge parameter attached to these lines to be fixed at —1, which one can easily convince
oneself by a small calculation. This has to be taken into account in the following.

Since we do not consider a gauge invariant class of Feynman diagrams for higher loop orders,
we will only include the one-loop vacuum polarization without subdivergences in this thesis.

Fermion self-energy

For the fermion self-energy we have to consider two cases, as the one-loop vacuum polarization
sitting in an inner photon line of a graph as a subdivergence forces the gauge parameter of
this line to be ¢ = —1. Hence we now have to distinguish between the two cases, with and
without a subdivergence at the photon line of a graph.

Let j be the number of subdivergences at the photon line. We calculate the result of the
fermion self-energy to

j=0:  Eio:=(2- D)o+ 8, (7.14)
o= % [Fitie,1 + Fiea] and E;,o = % [F_itic2 —2Fico — Fic1 4+ Fiqic o — Fiqic]
(7.15)

A0 Xi= % [(2 = D)Fje14ic = 3 — D)Fisjeiic — (3 = D) Fipje14ie
+Fopje —14ie — 2Fo4jeie + Fopje 14ic] (7.16)

The second case could be written as only one function with the help of the Kronecker-Delta:

~ 1
i =3 [(2 = D) Fje1vie — (3= D) Fiyjeie — (3= D) Fiqje14ic
+ Fotje—1+4ie — 2 Foyjeic + Foqjei4ic ] (1 — 0o)
+[(2=D)Sip+£ Tig] b0, (7.17)

but the programs of Chapter 8 use the first representation.

Note that in our conventions, a gauge parameter of value £ = 0 corresponds to the Feynman
gauge, £ = —1 to the Landau gauge [PeSch 1995].

Vertex corrections

Since the vertex graphs are in our case only dependent on one external momentum g, the exter-

nal structure of the vertex correction consists of two form factors, one for -, and one for qq%’d:

I'.0,q,q9) = Fi(¢%) Yu + Fy(q?) qq%"j. When we insert this graph into another graph and,
correspondingly, this result into an integral for the outer loop of the “bigger” graph, we will
get a sum of two integrals: one for the insertion of the part proportional to v, and one for
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the insertion of the expression proportional to quq / q°. This forces us to introduce two-by-two
matrices [KrDe 1999] whose four entries are given by four functions A( 7 ) The indices (4,7)
count the number of internal insertions like before, while the indices a b have the values 1
or 2, with the case b = 1 corresponding to the result that stems from an internal vertex v,
b = 2 to the one derived from an internal vertex g,¢/q*>. The index a enumerates the two
possible form factors in the result.

We again give an example. For the one-loop vertex correction of case 1 of Fig. 7.1 we obtain:

q
k
0 0,0 0,0 —
q—k = [Ag,l )W + A;,l )qq%/]] %]~
k
q

If we insert this graph into itself, we obtain the sum of two integrals:

(0.0 ol ol (9= K)alg — k)5 :
A’ /dD/w 70" %’Yﬁ {gaﬁ LR PR ] [(q— k)z][’fz]s

wa? [y () [+ o _<k>3(/3>5 Nl

n
— Al {400+ AGOTE] (2177 + 200 | a4+ 4G

)?1[k?]2
o2l or
q

:[(N Daf? +ARYAEY) v+ (AR7ALY + A0 AL qq—ﬁ][ 27 (7.18)

The multiplication of the A( j ) can be reformulated as a matrix multiplication. Corresponding
to each vertex correction we deﬁne a matrix

(4,3) (4,3)
M = < A%z‘l,j) A%z?,j) ) ) (7.19)
A21 A22

where the upper index refers to the two cases of vertex corrections under consideration. We
omit it in the matrix entries for simplicity. For vertex corrections of case I, the index i is
the total number of subdivergences at the fermion line, with no difference whether it is of the
form ¥ or I', and j the number of subdivergences at the photon line.

For a two-loop vertex correction, for instance, this means that we begin with the inner vertex
correction marked with a box:

0,0
MW = My = NI
o= (oo g
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and then multiply this with the matrix for the outer vertex correction, which has one vertex
correction as a subdivergence:

Aglfo) Aglio) A;(i»o) 0 Agl )A(O 0) + A(l O)A(O 0) 0

Multiplying (7.20) with (1,0)7[¢?]2¢, we get the result as the column vector

(ASO)A(O 0) +A(1 O)A(O 0))[ 2]-2
(A;IIO)A(O ,0) +A(1 O)A(O 0))[ 2]-2 ) (7.20)

The upper entry of this vector is the form factor F;(g?) belonging to Yu and the lower one
q"¢

is the form factor Fy(q?) belonging to < "2+ We can check that this is the same result we
obtained in (7.18).

Subdivergences that are not vertex corrections, i.e. ¥; ; and II; ;, are multiplied with a unit
matrix and inserted in the string of matrices in front of the matrix belonging to the vertex
correction which they are a part of. They increase the subscripts i,j accordingly in that
matrix. We get two sets of four functions AU g) in terms of F), ,, functions, one for each
assignment of momenta, which we do not want to list here explicitly. The interested reader
can find them from our publicly available programs: http://wwwthep.physik.uni-mainz.

de/Publications/theses.html.

7.2 The non-planar vertex correction

7.2.1 The theory behind the programs

In the last section we have shown how we can build graphs from primitive one-loop diagrams
p; € P in massless Yukawa theory and QED. We have also calculated or provided all the
necessary functions to describe these graphs. In this section we now want to calculate a two-
loop building block of P, given by the non-planar two-loop vertex correction. More precisely,
we will calculate this non-planar vertex correction for two different assignments of momenta
like in the one-loop case.

For the non-planar vertex correction, the integrals (4.5) that sufficed for performing the
calculations in the last section, are not sufficient anymore. This is due to the fact that in
this primitive two-loop case, we do not find the same master topology as before. Consider
a two-loop non-planar vertex correction for a momentum flow similar to the one-loop vertex
correction of case I:
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We will again denote the graphs according to the two different momentum flows case 1 and
case 2 (cf. page 79). Due to the vertex of zero momentum transfer being at the inner vertex,
we immediately obtain as the underlying topology the two-loop two-point master topology:

where we have again written the indices of Chapter 6 next to the lines. This topology, on
the other hand, immediately leads to the integral 125) (m — e,v1,v9,v3,14,V5). Since the
program includes the possibility for subdivergences occurring inside Feynman diagrams, and
since these subdivergences change the exponents of propagators in integrals by an additional
part proportional to €, we need 125 also for complex exponents of the momenta.

The following sections will explain in which way we calculated the non-planar vertex correction
for massless Yukawa theory and massless QED. These calculations are implemented in the
programs of Section 7.2.2.

The four graphs which we will calculate together with the corresponding integrals are, for the
massless Yukawa theory in case I and case 2:

I L =B+ P
[ g = | e g e

—(l+k—q)

D, D 1 1 . D 1D LEg— B+ K —¢)
/d R Y 7y )y T ‘/d T — 0)%(q — MR+ 2R
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For massless QED in case 1 and case 2 we have:

q

q
/dedDw =B L LA L+

[908 + & (kaks/k*)][gp0 + E(L+ k=) (0 +k —q)o/(L+k—q)?)]
(0 4k —q)%(q — k)2(£ + k)2[(%)2k? a

x A" + B(¢?)

q
/dedDevaw =B L+ E— )"

% [gaﬁ + f(gagﬁ/gz)][gpa + {((5 + k)p(g + k)a/(ﬁ + k)z)] _
0+ F—q)2(q — W20+ KPIPPR?

= A(@*)7" + B(QQ)%

The calculation of the four graphs always follows the same general idea:

o We always take the trace of the integrals, leading to scalar products in the numerators
that can be expressed as sums of propagators in the denominators of the integrals via:

g l=5qg=k?>—(U+k—q> -k +((+k)?
q-k=13[-(¢g—k)?+ ¢+ K
O k=21[(+k)?—k -

Products of these scalar products and the cancellation with propagators in the denom-

inator lead to several integrals, either of the form 1(%9) or Fyl v,

e Whenever possible, we apply the triangle relation. Since we only consider subdiver-
gences at one particular line of the non-planar vertex correction, this is sufficient for
calculating the cases of subdivergences at the lines with index v1 to v4.

For subdivergences at lines v; and v4 we use

f(2’5)(m — &, 1/1,112,713,114,1/5)
1
(D — V1 — Vg — 21/5)

|:V1 [j(275)(m — &V + 1,1/2’7/3,7/4,7/5 - 1) - j(275)(m — & + 1)1/2 - ]-71/3,7/557/4)]

+V4 [IA(Q’S)(m — &, V1,V2,V3,V4 + 171/5 - 1) - f(2’5)(m—5,y1,y2,y3 - 1)1/4 + ]-71/5)]:|7

(7.21)
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for subdivergences at lines v and v3

f(275)(m — &, I/l,IJQ,I/3,I/4,I/5)
1
(D — Vyp — V3 — 21/5)

|:V2 [IA(Q’S)(m — &, V1,12 + 1,”3,7/4,7/5 - 1) - j(275)(m — &,V — 1)1/2 + ]-71/3,7/557/4)]

+vs [I®(m - e,v1,v0,v3 + Lvg,vs — 1) — 1@ (m — 01, w9, 05 + 1,04 — 1,1/5)]}-

(7.22)

e For subdivergences at line 5 with index v5, we transform f(2’5)(2 — €,V1,V2,V3,V4,Vs5)
for different values of the exponents into the form 1(2’5)(2 —&,1,1,1,1 4+ g, 1) using
relations that are provided in Appendix D.

Let us give an example by calculating the Yukawa case 1 without subdivergences. Like in

the one-loop case, this integral evaluates into a function of the external momentum ¢ and the
unit matrix:

-

T+ —q)%(q — k2L k22 F(q*)1 (7.23)

We always divide by tr(1) so the result obtained from the programs of Chapter 8 will be the
function F(g?), which is a simple function in Yukawa theory or a matrix in QED.

We first take the trace on both sides of (7.23) and obtain for the numerator

[ B+ B = (gL +aq-k—k-£—k)tx(1). (7.24)

The scalar products can be expressed by a sum of the propagators in the denominator as
explained before, and hence

1
(g — B+ B =5 [-(+k—q)* =k + £+ ¢°] (D). (7.25)
Substituting this sum into the numerator of (7.23) leads to four integrals:

il — )/ + )
Rl e

()
2
. [/ dedDé(e k- q)Q(f k)2 (é + k2022 /dedDg(ﬂ Ty q)Q(q_—kZ)z(ﬁ + k)22
o [ e N e )
|- [ s - [ e

1 1
/dedDg(e Tk 9)%q R R < / dedDe(e +h—q)(q—k)*(C+ kW%Z}
(7.26)
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We have already seen in the context of the triangle relation in Section 4.2 how this cancel-
lation of propagators in numerators and denominators affects integrals and their graphical
representation. If we indicate the elimination of a propagator by shrinking the corresponding
line in the graph to a point, the integrals in equation (7.26) give rise to the following topolo-
gies:

l+k
(+k E?:: k ::;;
l+k—q q—Fk
q—k
(+k : : k €+k$ k
l+k—q q—k l+k—q q—k

From these pictures, we could immediately read off the results of the calculations, but we
want to show them explicitly once: In the first integral, the momentum [ only occurs in
two propagators. We can therefore group the corresponding propagators and integrate using
equation (4.5):

/ dPkdPe B / dPk / e / dPk .
(= k2(+ k22— | (k22 ) ((+k2¢2 ) (¢— k2K bt

de 21—2¢
Fl,l W = F1,1F1,1+5[q ]

In the second integral, both ¢ and k occur in three propagators. Using (2.9) we can shift the
integration momenta, for example by setting k' = £ + k:

/ dPkdP( - / APk dP¢
(C+k—q2(g—k2(L+kPC ] (K —q?(g+ LK) K)2

"k’ dPy N
B /(q— k)2 (K)? / ((q— k) + 02 ~ FraFreld®] ™

The third integral is different, but even easier to solve. Setting ¢/ = ¢ + k, the integral
immediately splits into two disjoint integrations:

dPkdPr B dPk oy
/ (¢ —a)2(q = k)2(0)2k* / (q — k)?k? / (¢ —q)*(')?

= PRl

By shifting the momenta like we just did, we can solve any integral with four propagators.
They will always reduce to a product of two functions F),, ,,, or will be zero when one of the
integration variables only occurs in one single propagator. The fourth integral in (7.26) gives
rise to the function I(2?) (m—eg,1,1,1,1,1), which we can now directly expand in ¢ using the
program residuum of Chapter 6.1

Tt is immediately clear that a small shift in the momenta transforms the representation of the integral used
here into the one of the function 1> used in Chapter 6.
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Hence we find in these four results the nested structure of the integrations of the first two
integrals in (7.26) corresponding to the first two topologies, where we can explicitly see the
subintegration over £. The third picture mirrors the disjoint integration of the third integral in
(7.26), while the last picture corresponds to the fourth integral that still has five propagators.

In principle, the calculations do not change when we allow for subdivergences in the graphs.
One just has to keep in mind that once there are subdivergences, momenta in the numerator
will no longer cancel with the corresponding ones in the denominator, but only alter their
exponents. We will in these cases try to apply the triangle relation to solve the occurring
integrals. Since we restrict ourselves to the case where the non-planar vertex correction has
subdivergences only at one of its inner lines, the triangle relations are indeed sufficient for
subdivergences at lines with the indices v1 to v4. However, they are not sufficient for subdi-
vergences in the middle line with index v5. In this particular case we will need the function
125) (m—g,v1,v9,v3,1v4,V5). In the process of calculation, one obtains 125 for example with
exponents f(2’5)(2 —£,2,1,1,1,a5¢). We can expand the function 125) (m—e,vy,v9,U3,14,V5)
for different exponents, as long as the conditions (6.21) are fulfilled. However, we will trans-
form any integral [25) (m — e,v1, V9,3, 14,V5), whether it fulfills the conditions or not, into
the form (2 (m —e,1,1,1,1,1 + ase), using relations similar to the triangle relation, or
combinations of those. One can find these relations and the way in which they were obtained
in Appendix D. We then only have to expand the function f(2’5)(2 —¢,1,1,1,1,1 + ase) into
a Laurent series in ¢.

For the QED graphs we again have to take into account that we obtain two form factors:

/dedDw =BV LA LA+

o kok k? o L+ k— b+k—q)y/(f+k— 2 I
o o bl (4 E =) _ i 8

And thus we again have to calculate the entries for the 2 x 2 matrices. This is done in the
following way: We project onto the form factors by multiplying both sides of the equation
once with vy, and once with g,¢/ ¢?>. We then continue like in the Yukawa theory for the two
resulting expressions, which are called zg and zq in the program: we first take the trace of
the numerator and substitute scalar products by sums of propagators in the denominator of
the integrals. The two form factors can then be built in the following way:

A= (2q— 20)/(1- D),
B=(zg—D zq)/(1 — D). (7.27)

The calculation of the two form factors then follows the calculation in the Yukawa theory and
finally expresses these form factors in terms of the functions F,, ,, and I(29).

7.2.2 The programs for calculating the non-planar vertex correction

The tree of functions for the calculation of the non-planar vertex correction is shown in
Fig. 7.2. Note that the integral 1(>5) is called I_5(), and the functions F,, ., are called
F_ab() in this program.
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trace_prograns()  — — G NaC archi ve
file

di spat ch()

|triang|e1()| |triang|e2()| |case_f0ur()

|V_vect or()l |A_tensor()| | Bt ensor()l

Figure 7.2: The tree of function invocations in the programs for calculating the function or matrix
entries for the non-planar vertex correction in massless Yukawa theory and QED.

The main programs

The name trace_programs() in Fig. 7.2 is a placeholder for the individual programs

yukawal_gamma2(), yukawa2_gamma2(),
qed1_11_21_gamma2(), qed2_11_21_gamma2(),
ged1_12_22_gamma2(), qed2_12_22_gamma2() .

These are the main programs for calculating the analytic result of the non-planar vertex
correction. For Yukawa theory and QED the numbers 1 and 2 denote the two different cases
of momentum flow. In QED the names are extended by the indices of the matrix entries
calculated by the respective program.

In these programs, the trace of the numerator of the integrals corresponding to the four
graphs is calculated using the GiNaC functions dirac_slash() and dirac trace(). A D-
dimensional Clifford algebra element e.g. ¢, is given by dirac_slash(q,D) and dirac_trace()
then takes the trace of an expression containing such elements. The scalar products that might
then occur are substituted by the corresponding sum of momenta of the denominator of the
integral, as explained in Section 7.2.1. The exponents of the momenta in the denominators
of integrals can be of the form n; + a;e when subdivergences are inserted (cf. Section 7.1).
Hence, in the corresponding programs the exponents consist of two parts, one integer-part
and one part proportional to €.

The functions themselves call the function dispatch() from which they receive the result for
the different integrals in the form of functions tgamma() and I _5() (see below). The results
for the different integrals are then added and written into an archive file.
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The programs in QED calculate the two form factors A proportional to v, and B proportional

to qq%/], in the way we explained before.

The dispatch() function

This function accepts the expressions for the different integrals encoded by the integer-parts
and e-parts of the exponents of the propagators, produced, for example, in the program
yukawal gamma2 (). In a first step, a list prop_1ist of objects of class propagator is produced
containing the different propagators of an integral encoded by the momentum (p) and its
corresponding integer (i) and ¢ (e) exponent.

Via a scan through that list different variables and counters are set and according to their
values the appropriate functions case four(), trianglel(), triangle2() or I 5() for the
integrals are called.

trianglel() and triangle2()

As the name already indicates, these are the functions for the triangle relation of cases 1 and 2,
given in (7.21) and (7.22). They map one integral onto four integrals according to the rule
(7.21) if there are no subdivergences at the lines with the indices vy, v3 and vs, and to
(7.22) if there are no subdivergences at lines with indices vy, v4 and v5. trianglel() and
triangle2() call the function dispatch() with the values for the integer and e parts of the
exponents of the propagators set according to the triangle relation.

case_four()

This function contains the results for the integrals with different momenta and different
numerator structure expressed in terms of the functions F_ab(), V.vector(), A_tensor()
and B_tensor (). It mainly consists of if-clauses that check the different values of special
counters and return the results for the integrals accordingly. In the case of integral (29 it
calls the function I.5Q) .

V_vector()

V_vector () returns the combination of functions F_ab() that corresponds to the result of a
vector integral, defined in (C.5).

A_tensor() and B_tensor()

A_tensor () and B_tensor() are the combinations of F_ab()s that correspond to the A and
B part of the result of the tensor integral (C.8).

F_ab()

F_ab() is the function for the integral (4.5). It returns the fraction of six gamma functions
defined there. These gamma functions are called as mgamma () functions.
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mgamma ()

mgamma(k,l,z) brings the gamma functions into the form constant(k) * tgamma (1 + [ x). This
combination proved to be faster in the expansion as Laurent series than an expansion of
tgamma (n + [ z) with n # 1.

tgamma ()

This tgamma () is the “usual” gamma function and is itself a GiNaC function that can easily
be expanded in its argument.

150

This function is called by case_four () whenever we encounter f(2’5)(2 —&,11,V0,V3,V4,V5),
v; # 0, Vi. We have already explained that in our restricted class of Feynman diagrams,
with only one subdivergence, this case can only occur when there is a subdivergence in
line “5”. I_5() uses the equations (D.1) to (D.5) to bring the integral, respectively the
function I_5(), to the form I1.5(1,0,1,0,1,0,1,0,1,a5), where all the exponents of the
propagators are equal to 1 except for the propagator with momentum [, whose exponent
is 1 4+ a5 -¢, as € N. Hence the output of this function is a sum of functions F_ab() and
15(1,0,1,0,1,0,1,0,1,a5).



Chapter 8

Counterterms of massless Feynman
diagrams

8.1 The programs

In the present chapter we will first describe a set of four programs, called yukawal(),
yukawa2(), qed1(), and qed2(), that calculate the counterterm for an input graph. These
programs were originally written by Richard Kreckel. He implemented the one-loop scheme of
Section 7.1 as a computer program which led to a first publication of results in
[BKK 2002]. We refer the reader to this article for the explicit construction of the programs.
Here, we want to focus on the way in which one has to use them and the major changes
due to the extension of the program by the non-planar vertex correction. The programs
together with documentation can be downloaded from http://wwwthep.physik.uni-mainz.
de/Publications/theses.html.

In the second part of this chapter we will present results obtained with the help of these
programs. The questions which we are interested in all concern the connection between the
appearance of Riemann’s zeta function and the underlying topology of a Feynman diagram.

General remarks

The set of graphs whose counterterms we can calculate is constrained to graphs that are
constructed from the building blocks of the set P described in Chapter 7. After mapping
such a graph to a tree following Fig. 3.1, the input for the graph into the programs is a
decorated rooted tree in list notation. Consider, for instance, a two-loop example and its
corresponding rooted tree given in Fig. 8.1. In the third column we have added the tree
in list notation (cf. also [Krei 1998b]). Similarly to the rooted trees, these lists encode the
relative position of the divergences inside a graph. The symbol I here and in the following
denotes the primitive non-planar vertex correction. All three representations of the graph
in Fig. 8.1 provide the same information. The programs then calculate the antipode of this
rooted tree by setting all the full cuts defined in equation (3.6) of Chapter 3 and summing
up the different terms of the sum — the trees with the different assignments of cuts provided
by the antipode. The different terms of the sum, or the different trees, respectively, together
build the counterterm for the overall divergence of the graph (cf. Chapter 2 and 3).

95
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Figure 8.1: Three different representations for a graph: as a Feynman diagram, as its corresponding
tree, and in list notation.

In the last chapter we assigned to each divergent loop a function 3; j, II; ;, etc (cf. page 82).
These functions are related to the vertices of the tree and are implemented in the programs in
the form of classes that can be evaluated. The fermion self-energy which corresponds to the
function ¥ is called Sigma, the Vacuum polarization corresponding to II is called Vacuum, the
one-loop vertex correction is denoted by Gamma (I"), and the non-planar vertex correction by
Gamma?2 (f) Evaluating these classes means expanding the corresponding functions up to an
order that is implicitly and correctly set by the program itself. The boolean parameter cut,
which is also set automatically by the program, then decides whether this Laurent series is to
be projected onto its pole part or not, corresponding to the application of the renormalization

map Rss.

One remark is necessary at this point. We have seen in Section 7.1 that the general result for
a graph mainly consists of two terms: the functions ¥; ;, 1I; ;, etc., and a term proportional
to [¢?]~%, where i is the number of loops of the graph. If we now expand the result we have
to expand both terms. The expression proportional to [¢?] is, as we have seen in (2.16) and
(4.8), expanded via the exponential series:

(%] = exp(In([¢?] 7)) = exp(—icIn[¢?]) = 1 — icIn[¢*] + O(?). (8.1)

We know that the counterterms of Feynman diagrams do not contain any non-local terms
i [,,2

proportional to WE# (cf. Chapter 2). Although these fractions emerge at different interme-

diate steps, they cancel once we sum up all contributing terms. Since we know this, we can

simply ignore the terms involving In[g?] from the very beginning, and only consider the “1”

n (8.1). All other parts proportional to IHL#Q] have to cancel in the sum, which allows us to
work solely with the functions 3J; ;, II; ;, etc. On the one hand this makes the calculations
as such easier, and on the other hand it lowers the amount of computer memory used. A
question that could be asked in this context is, whether this restriction could be a source of
mistakes in the program. We know that expressions (ln [qQ])Z always occur in combination
with the Euler-Mascheroni constant vz, and that the counterterms are also yg-free. Indeed
we find in the calculation of a counterterm that intermediate terms of the sum in general
involve constants g, but that all these constants cancel once we build the sum. This is used
as a check inside the program, and any g remaining in the expression for the antipode would
cause an error message. Hence we believe that this serves as a check that we were allowed
to ignore the (ln [qQ])Z in (8.1) and did not cause any mistakes. A calculation involving the
complete series (8.1) is not necessary at this point and would not provide us with further
information. The same argument holds for the fact that we restricted ourselves to momenta
¢®> > 0. Additional imaginary parts due to a momentum ¢? < 0 would drop out due to the
same reasons as the terms In[g?] or vz vanish, and therefore cause no problems.
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We want to make one technical remark concerning the non-planar vertex correction. Unlike
the functions for the one-loop graphs that are defined directly inside the corresponding classes,
the result for the two-loop non-planar vertex correction with different subdivergences is stored
in GiNaC archive files (cf. Fig. 7.2). Hence we have additional functions yukl Gamma2 ev (),
yuk2_Gamma2_ev(), qedl_Gamma2_ev(), and ged2_Gamma2_ev(), that are called inside the
classes for the non-planar vertex correction. In these functions we substitute I_5() by the
function I_5_ev() containing the expansion of the function I_5() up to the order ¢4 and for
as = 1,...,10. This result has been generated using the program residuum of Chapter 6.
In the end, yukl Gamma2 ev() to qed2_Gamma2 ev() return the function or the matrix for
Gamma? in the form of expressions that are properly expanded.

8.2 How to use the programs

Consider again the non-planar vertex correction with its underlying topology. We assigned
already in Chapters 4, 6, and 7 a certain number to each line of this topology:

These numbers are now used to indicate in which line the subdivergences are sitting, by
adding a subscript with the number of the line to the corresponding divergence. Consider
again the graph from our previous example:

The fermion self-energy is sitting at line “1” of the non-planar vertex correction. Therefore
the class for this subdivergence is called Sigma_1. The same works for the lines “3” and “5”,
which are the only lines we have to take into account for fermion subdivergences. Note that
as we have a vertex of zero momentum transfer, we do not have to distinguish between the
two possible pieces of the fermion line above and below the zero momentum transfer vertex
which are denoted by the number 5. All the different classes for the four different cases are
listed in Appendix E.

In Yukawa theory the input line for this graph would be: ((Sigma_1)Gamma2). In QED we
additionally have a gauge parameter £ which is assigned to its corresponding expression in
brackets “[ |7, ((Sigma_1[xi])Gamma2[xi]). The gauge parameter can be a symbol xi or
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any numerical value. Note that the gauge parameter for the graph Gamma2, the non-planar
vertex correction, is the gauge parameter for both lines.

Here is an example how the programs calculate the result for this graph. We choose QED
with the momentum distribution of case I

1 $ ./qedl.out "((Sigma_1[xi])Gamma2[xi])"

2 After decoration the tree has these indices:

3 (Gamma2[1,0,0,0,0] [xi] (Sigma_1[0,0,0,0,0] [xi]))

4 =ttt Yt P}
The antipode of this tree appears to be:

(2/3+xi+1/4*xi~2-1/12%x1"3) *x"~ (-2)
+(-2/3-5/6%*xi-5/24*xi"2-1/24*xi"3) *x~ (-1)

The graph to be computed is passed in list form as a string on the command line, together
with the gauge parameter. Line 3 shows the set of indices attached to the divergences,
indicating the place of insertion of the subdivergences. Note how the indices ¢ and j are
set up automatically. The next line is a simple progress bar, useful when computations take
longer. The result is then printed as a power series in the regularization parameter, here
called x instead of €. Since each divergence is primitive and therefore starts with a term %, a
general result is a Laurent series whose lowest order equals the number of vertices of a tree,
which is two in this example.

8.3 Counterterms and zeta functions

With the help of the programs yukawal() to qed2() it is now very easy to investigate the
counterterms of Feynman diagrams built from the primitive graphs cited above. We will give
some of the results obtained using the program, but before this, we would like to define more
explicitly what we mean by the “underlying topology” of a Feynman diagram.

Consider any loop diagram. To obtain the topology of this graph one first ignores the external
lines and the types of all inner lines of a graph, drawing them all as a solid line. In a second
step one transforms the remaining picture into the form of a circle containing inner lines. If
the picture obtained in this way does not immediately show a typical and known topology,
one tries to deform the picture in such a way that it is equal to one of the basic topologies
like, for example, the ladder topology. Fig. 8.2 shows two examples. In the first row we see a
graph with an underlying “swiss cheese topology”. The second row shows an example for a
graph with a ladder topology. This topology is not immediately obvious, so we deformed the
graph from the second to the third picture by pulling the right-most line “into the middle”
of the graph, as indicated by the two arrows. This is an allowed operation to identify the
topology. To cut a line into two halves, for example, would not be allowed.

In Chapter 4 we have already referred to a connection between the underlying topology
of a Feynman diagram and the appearance of Riemann’s zeta function in the expansion
of the corresponding analytic expression. This connection has been extensively studied by
D. Kreimer, who defined a way to translate Feynman diagrams into knots or links and finally
into braids [Krei 1997, Krei 2000b]. It could, for example, be shown that in the Laurent
series of counterterms of Feynman diagrams with a ladder topology, only rational numbers
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Figure 8.2: Two examples that illustrate how one can find the underlying topology of a Feynman
diagram. The first graph leads to a “swiss cheese” topology, the second graph to a ladder topology.
For the second graph we have to deform the picture in one step to be able to identify the ladder
topology.

occur [DKT 1996, DEMcA 1997, Krei 1997, Krei 2000b, Krei 1998a]. Furthermore, D. Kreimer
showed that the first possible non-ladder topology is related to the appearance of ((3), like
shown in Fig. 8.3, where we have drawn one possible realization of this topology within our
set of graphs.

Figure 8.3: The connection between a topology and the appearance of {(3) in its counterterm (see
[Krei 1997] for a detailed explanation).

However, to describe the way in which these results were obtained and the interconnections
that can be derived from this is out of the scope of this thesis. We restrict ourselves to the
presentation of some interesting results that have been obtained using the above mentioned
programs. Before that, we have to remark that we will only consider the %— term, the residue
of the graphs. The reason for this is that it is the only order contributing to the G-function
of the renormalization group [Coll 1984].

Ladder diagrams

We have already seen an example for a graph with ladder topology in Fig. 8.2. The underlying
topology for a graph with ladder topology is in general given by:
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The next figure shows graphs that realize this topology, built within our set of graphs:

In Fig. 8.2 we have shown how the third graph indeed corresponds to an underlying ladder
topology. For all the graphs with ladder topology which we tested for both theories we could
always confirm that the coefficients in the Laurent series of their counterterms only involve
rational numbers. As an example we state here the result for the third graph in the above
row with a momentum distribution of case I and gauge parameter &:

- @ = (h-Be- A (B Yer B+ (G + b+ S0

Note that the vacuum polarization in the inner vertex correction causes the gauge parameter
of this line to be —1, which has to be inserted manually in the input line of the program.
The corresponding vertex correction is convergent for this value of the gauge parameter, so
the Laurent series starts with €~ instead of e~4.

Symmetries in coefficients of zeta functions - one-loop building blocks

In this section we will only consider the one-loop building blocks of P, excluding the non-
planar vertex correction. One question we want to investigate is, whether one can find sym-
metries that apply to the coefficients of zeta functions, if one changes the flow of momentum
in a diagram. Consider, for example, the vertex corrections of case 1 and 2 in Yukawa theory.
We draw the case 2 here a little different from before, to be able to compare the graphs more
easily.

q q
q q
(a) Vertex correction of case 1. (b) Vertex correction of case 2.

We now insert two fermion self-energies into the innermost vertex correction of both graphs
which then represent the same topology but with different momentum flows. Let us denote
the graphs according to the names assigned to them in Fig. 8.4. The letter I' tells us that
the outermost divergence is a vertex correction. The upper index indicates the two different
cases, while the index [2,0,n] states the number of subdivergences inside the graph. These
subdivergences can be of the form of a fermion self-energy (2), vacuum polarization (0) or
vertex correction (n).
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[2,0,n] =

Figure 8.4: The one-loop vertex corrections with their different assignments of momenta. The index
[2,0,n] indicates the number of subdivergences inside the graph: two fermion self-energies, no vacuum

polarization, and n vertex corrections.

We then obtain for the graphs I't and I'?

(2,0,n] [2,0,n]’ n e {17 e 5}

I'eS(F[lzoJ]) = 4_8 — gg(?))

1 1

res(I'% o)) = 550

res(Th ) = 0~ C3) — (4

res(, ) = 510~ 5C(8) — ()

res(Th ) = = o0 + 5 C(8) + goC(4) + ﬁc@)
res(T ) = = (35 + 600+ 5560 + 3550))

0 23603+ 5+ 1500)+ 5500 + 11300))

30 ' 70 560 560 112
65 11 1 1 1 1
2 2
. — (= 4 = —C(4) + — = —
res(Th0.) =~ (397 + 1256C) + 7560 + 3560 + 555660 + 71560))
6481 33613 2133 101 927
res(Ta,0,5)) 1120 T 132403t 2280¢™ T 20O+ 1255¢ )

+Z§(6) + iC(?))C(Zl) + LCW))

896 4480 1920

863 61 27 7 1
(T200) = — [ o 4 —— L) + —¢(5) + ——((3)?
res(Tzo.) <3360 T 160%3) T 1120+ 1560 + 5526

1 3 7
+7156(6) + g ¢(3)M) + ﬁCW))

(8.7)

(8.8)

(8.10)

(8.11)
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First of all, we see that the first zeta function appearing in Yukawa theory for the graphs
I‘[127071] and F[227071] is ¢(3), not {(2) as one could expect since ((2) would be the zeta function
with the smallest possible integer argument. Note that the underlying topology for these
graphs is the “swiss cheese” topology of Fig. 8.2.

The residues are in general a linear combination of terms of varying transcendental weight.
Like in Chapter 5 we define the transcendental weight w of a monomial [], ((j;) as

W(H C(Ji) = ij

The weight vanishes for a rational number. The above results then show that on the one
hand, the highest transcendental weight increases with the number of loops. On the other
hand, they confirm that the coefficient of the highest-weight transcendental in the transition
from res(I’%Q’O’n]) to res(I‘%Q’O’n]) is invariant. This is the symmetry we were looking for. A
proof of this symmetry behavior of the graphs under a change of momentum-flow can be

found in [BKK 2002].

A similar relation holds in QED where we again find the first zeta function to be a ((3) in the
graphs I‘[127071] and F[227071] with “swiss cheese” topology. The symmetry described so far and
the general behavior can also be found in QED, independent from the chosen gauge [BKK

2002].

The non-planar vertex correction iterated into itself

Next, we will investigate graphs built from the non-planar vertex correction. For a discussion
concerning the relation between the topology of such a graph and the appearance of zeta
functions we refer the reader again to [Krei 2000b].

To denote graphs including the non-planar vertex correction, we already called this vertex
correction I'. The upper index at this T’ counts the two possible momentum distributions in
the way described above, while we add a fourth index to the set of lower indices to denote
the number of non-planar vertex corrections appearing as subdivergences. Hence we find, for
example:

We again start with the massless Yukawa theory, inserting in a first step the non-planar vertex
correction several times into itself. This is only possible at the vertex of zero momentum
transfer, leading to the following results for the two cases:
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res(Chy000) = 5 (8.12)
res(000) = 5 (8.13)
res(Tjo.0.01)) = —% + Zg(3) (8.14)
res(f’%&o’oﬂ) = —i + %g(?,) (8.15)
res(00) = & — 50(3) + 2C(3) (3.16)
res( 00) = 5 — C(3) + 50(3) (8.17)
res([h00) =~ + 15 C(3) — 5 CBY + 2 CB)° + 10¢(5) (315)
res([00) = —3 + 2 C(8) — 26+ S+ 12¢6) (319
res(00.0) = 2 — 2o C(3) + o (B — ZoCB) + 3CB) — SC) + 9CB)()

(8.20)
res([000) = 5 — = C(3) + S 0B — ZCE) +30¢B) —30(65) +90(B)E)  (321)
res(Tfo .05) = —# +969¢(3) — 1050¢(3)2 + 585¢(3)% — 64ﬂg(3)4 + %g(?,)f’

+850(5) — 2 C3IC(5) + 2 CBYC(5) + £ 1¢(7) (322
res( 00.5) = — o +40(3) — 23+ 103 — 1C(3) + S C(3)°
F20(5) ~ C3)CE) + 2oCB) + () (323

One can deduce several things from (8.12) to (8.23):

e Only odd zeta functions occur; there are no zeta functions with an even argument.

e The first zeta function, ((3), appears at the four-loop level, which corresponds to one
insertion of the non-planar vertex correction into itself. With each additional non-planar
vertex correction as subdivergence we get an additional power of {(3). If 7 is the number
of non-planar vertex correction subdivergences, we get powers of ((3) ranging from ((3)

to ¢(3)".
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e Starting from three subdivergences (8 loops), also ((5) and ((7) appear, first as a
singular term and then also multiplied with ¢(3) and ¢(3)2.

e Comparing the two different cases the following rational coefficients of zeta functions
are found to be equal: For pure powers of ((3), exactly the coefficient of the highest
power of zeta functions is the same for both cases; for ((5) it is the coefficient of the
product with the highest power of ((3) occurring in it; for ((7) the behavior is similar,
where in this case we only have a product with ¢(3)" = 1.

The even zeta functions are related to powers of 7 via the Bernoulli numbers By:

(=)' By o
2k) = —————(2 keN .24
Cleh) = Gpren®. ke (8.24)
with
1 1 1
By=1, Bi=—-, By=—-, B3=0, Bj=-——
0 9 1 27 2 67 3 5 4 30,
- n
B, = go ( k: > By, for n>2. (8.25)

which was also used in the function zeta_subs() of Chapter 6 (cf. (6.39) and (6.40)). Hence
we can deduce from the first item that there are no powers of 7 appearing in the counterterms
of the non-planar vertex correction.

The situation changes slightly once we turn to QED. Here, the gauge parameter destroys the
symmetries we found so far. This needs some explanation. Let us start by noticing that the
first three of the observations listed above are still valid for a general gauge parameter £. We
only have odd zeta functions occurring, with the same power behavior as described above.
We have tested this effect up to the orders described for Yukawa theory, but here we only
give the counterterm for the primitive graph and one iteration of itself as an illustration:

res(Lp.0.00) =2 +& — 352 (8.26)
res(I g 0.0) =2+&— 352 (8.27)
res([00.) = 4+ 1260(3) + 5564 — 9 — 1062 — 1€ 4 36%((3) (8.28)
res(If0.01)) = =2+ 6£¢(3) + 3%54 — 26— %52 + 253 +6¢(3) + g§2g(3) (8.29)

Taking a closer look at the gauge parameter, we can see that for £ = 0 the ((3) in (8.28) even
completely vanishes, while we keep a 6¢(3) in (8.29). On the other hand, one can always find
a special gauge in which certain zeta functions agree in their rational coefficient. But still,
this is not true for a general gauge parameter £&. However, since we did not try to consider
gauge invariant graphs this should not be regarded as a claim that the symmetry found in
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Yukawa theory can not be found in QED. It is only a statement about the results obtained
within our set of graphs. The investigation of gauge invariant graphs and their symmetries
would need some further work, which has not been carried out so far.

One more remark concerning a test of the program. Before we used the Grobner basis to
simplify relations of zeta functions (cf. Chapter 6), a general result of the form of equations
(8.12) to (8.23) contained a term proportional to g¢/q* consisting of complicated-looking
relations of zeta functions of different depths and weights. They all canceled to zero once we
used the relations provided by the Grobuner basis and (8.24). We consider this to be a test
for the calculation of the graph Gamma2.

Shuffles of the non-planar two-loop and the one-loop vertex correction

In a next step, we build combinations of the one-loop vertex correction I" and the non-planar
vertex correction T'. Using the gluing operation of Section 3.2, we define words built out of
these letters in the following way: Take one one-loop vertex correction, the letter I', and one
non-planar vertex correction, the letter I. By gluing I' into I' or vice versa, we obtain the
words I'T and I'T, respectively:

[+« =TT
Note the change of order which is due to the fact that we glue the graph on the right hand
side of the * into the graph to the left.
We can then build shuffles of these letters according to Chapter 5, such as:
Wl =TT +IT
ITwl' =TIT +TIT +TIIT
FWIT =TITT +ITT +ITT
ITWIT =TITTT + ITIT + ITIT + I'TIT + I'TTT + [TTT
In the following we list the residues for these graphs in Yukawa theory of case 1, denoting the
graphs by their corresponding words:

~ 1 . 5
= 19 . 289 9 .. 1, 37
IIT = — fip o 2% 9 _ 37
24 20 500 ~ 1007 t1p¢)
-3 1 5 _ .31 1 11
Mr=-4+_—7*_°2 Tl =_22 4 - 4, 2=
3 T aa0” 790G 20 T 300" T 10¢)
L3 1, o197 1, 6
T =7 — 550" <O I = =355 ~ 200" "5
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9201 17 13, 49
IITT = — 22 4 2L¢(5) — —2 pd 4 22
20 T 2080 T 35007 t2p¢)
.. 127 29 1 93
ITIT = —— + ==¢(5) + —m* + 22¢(3
30 T 20¢®) 250" 306
. 607 53 33, 1 , 263 1,
IITT = ——~ + 226(5) = 220(3)%2 — —7t + 220(3) + — ¢ (3
90 T 605 T 106 — g™ 35 ¢ pT <)
61 T 1 25
ITIT = —— + — — ity =
18 T80 T T B
- 173 21 1 327
ITIT = ——— + — — 2 gty =
2 +4OC(5) 3¢(3) 5100”7 T 10 ¢(3)
. 299 9 927 23 77 1
FITT = 222 2 emy = 2lpay2 4 22ty gy 2
8 T100) ¢ T o™+ 1p¢B) — g™ <)
And hence we obtain:
.4
rwl = —¢(3) (8.34)
_ 15 9
Irwl = =2 - ~¢(3) (8.35)
.. 28 9
PWIT = == +6((3) - g<(3)2 (8.36)
. 63 , 15
PTWET = =30+ 2-¢(3) = 9¢(3)” + —¢(5) (8.37)

We can see here that in all cases, the terms involving zeta functions of an even number,
expressed as powers of m, vanish! This is true for 7% alone, and also in the combination
with a zeta function of an odd argument in the form of 74((3). We have tested this to also
be true for the shuffle of TTT'WITT. In the counterterms for this shuffle, zeta functions of
the following forms oceur: ¢(3), ¢(4), ¢(5), ¢(6), ¢(7), ¢(8), C(3)2, C(3)%, C(B)C(4), C(3)C(5),
¢(3)¢(6), €(4)¢(5). If we sum up the counterterms, the coefficients of zeta functions involving
¢(4),¢(6) and ¢(8) add up to zero. We have checked that the same is true for Yukawa case 2.

Also in the case of QED we have checked that we find the same behavior for the shuffles
(8.30) to (8.32), this time even for a general gauge parameter !

To summarize, we have shown some results that confirm numerically the connection between
the topology of a graph and the appearance of zeta functions in its counterterm. However,
we only took a first glance into the underlying symmetries that even seem to involve a shuflle
algebra structure.



Chapter 9

Summary and outlook

The main achievement of this thesis is the expansion of the massless two-loop two-point
function. Former works on this function only succeeded in expanding it maximally up to
order €% in the dimensional regularization parameter e, and were limited to certain choices of
the exponents of its momenta. Our new method allows us to expand this function up to an
arbitrary order in e, where the exponents can have any value as long as the set of exponents
fulfills three limiting conditions arising within the calculation.

The calculation of the massless two-loop two-point function included the decomposition of
the integral into a one-loop two-point and a one-loop three-point function, where the latter
was rewritten into a double Mellin-Barnes integral. Recombining these two we obtained an
integral for the two-loop two-point function whose integrand consists of a fraction of Euler’s
gamma functions. We then closed the integration contour at infinity and collected the residues
of the gamma functions. This procedure transformed the integral into sums and double sums
of gamma functions that have exactly the form of functions implemented in the C++ library
nestedsums. Using these functions, we wrote a computer program with which one can expand
the massless two-loop two-point function in the parameter ¢, with the only limitation on the
expansion order being the available computer memory.

Apart from the problem of expanding this integral up to higher loop orders, there is also a
number theoretical question concerning the (transcendental) numbers that can occur in this
expansion. Before we performed our calculation it was known that up to the order €? only
rational numbers and multiple zeta values occur. Taking a closer look at the nestedsums
functions involved in our calculations, we were able to deduce that rational numbers and
multiple zeta values are in fact the only numbers that can occur in the expansion of the
massless two-loop two-point function. There are no other numbers, transcendental or not,
that could appear in any order of ¢.

We would like to stress here that the use of Mellin-Barnes integrals and the library nestedsums
by far not have been fully exploited yet, inviting one to apply it to other Feynman diagrams
or other problems occurring in the context of perturbative quantum field theories.

In the second part of this thesis, we applied the expansion of the massless two-loop two-point
function to the calculation of the non-planar vertex correction in massless Yukawa theory and
massless QED, and implemented the result of these calculations into four programs. These
programs use the antipode of the Hopf algebra of rooted trees, which governs the process
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of renormalization of Feynman diagrams, and calculate this antipode for an input Feynman
graph, yielding its counterterm. The set of graphs that can be examined with the help of
these programs are graphs in massless Yukawa theory and massless QED built by insertion of
the three divergent one-loop diagrams and the non-planar vertex correction into each other,
where this insertion of graphs is part of the Lie algebra of Feynman diagrams. The vertex
graphs have been calculated with one zero-momentum-transfer vertex and with two different
assignments of momenta. Additionally, we restrict ourselves to the case where subdivergences
inside the non-planar vertex correction only occur in one chosen line.

Using the programs described, we investigated the connection between the underlying topol-
ogy of Feynman diagrams and the appearance of zeta functions in the residue of their coun-
terterms. We could confirm that the coefficients of residues in counterterms of graphs with a
ladder topology only involve rational numbers. This applies to both theories.

Considering the vertex graphs with the two different assignments of momenta we could show
that the coefficients of the corresponding residues are subject to a symmetry relation when
we change the momentum flow through the diagrams. This symmetry expresses itself in the
fact that the coefficient of the zeta function with the highest transcendental weight remains
the same when we change from one assignment of momenta to the other. For Yukawa theory
this symmetry is strictly fulfilled. This is not the case in QED, where the gauge parameter
partially destroys this symmetry. Since we did not calculate a gauge invariant set of graphs
this can not be seen as a contradiction and would have to be clarified by further investigations.

For the non-planar vertex corrections we could show that the counterterms only involve odd
zeta functions starting with ((3), but that there are no even zeta functions, i.e. powers of
7, to any order in €. This absence of powers of m could also be found in the residues of
combinations of graphs given by shuffling the one-loop vertex correction with the non-planar
vertex correction. To shuffle graphs means inserting them into each other and summing
over the results in a way that is defined by the shuffle relation. This shuffle relation is
one of the algebraic relations fulfilled by multiple zeta values, or more generally by multiple
polylogarithms. It is not known yet, in which sense the analogy between counterterms and
multiple zeta values holds and how deep-reaching it is. Equivalently, it would be interesting
to know if there are other relations fulfilled by the counterterms, and whether one could use
all these relations and apply them to questions arising from scattering processes. This has to
be left open at this point and needs to be investigated in the future.



Appendix A

Algebras

In the following sections, we have compiled some of the different algebraic structures used
throughout the previous chapters. Most of the definitions are taken from [Kass 1995, Reut
1993].

A.1 Monoid

A set M with an operation m : M x M — M is called a monoid, if m is associative and there
exists a unit element e with respect to m.

A.2 Free algebra

Let X be a set. Consider the vector space KX with the basis given by the set of all words
T4 ...x4, in the alphabet X, including the empty word (). Define the degree of the monomial
T, ...x;, as its length p. Concatenation of words defines a multiplication on KX by

(-Til ---xip)(l'ip+1 .’Ezn) = T4y ---xipxip+1 Ly, (Al)

Formula (A.1) equips KX with an algebra structure, called the free algebra on the set X. The
unit is the empty word: 1 = 0.

A.3 Hopf algebra

The starting point for the definition of a Hopf algebra is a vector space V over a field K. We
will, step by step, add structure maps to this vector space until we obtain the Hopf algebra.
This can be visualized by introducing the definitions in the form of commutative diagrams.

A K-vector space V is defined by the operation “+” and the scalar multiplication. An algebra
A has one additional associative operation “”, called multiplication.

109



110 A. Algebras

Algebra

A wunital, associative algebra (A, m,n) is a triple, consisting of a K-vector space A, and linear
maps m : A® A — A (the multiplication), and n (the unit): K — A, such that each of the
following two diagrams commutes:

associativity: unit:
ARA0 A A A Ko A% 4042 Ack
m®ml lm N lj;//<f/
A® A A A

m

Commutativity of a diagram means that following the two possible ways to travel through
the diagram, one obtains the same result.

The map 7 enables us to write the definition of the scalar product via commutative diagrams:
scalar multiplication of elements of A with a field element means that to each a € A there is
an element Aa € A, with A € K. This multiplication with a scalar is performed in the following
way: the field K can be embedded as a subalgebra into A, by mapping the unit element 1y
onto 14. This embedding is done by the function n : K — A,n : 1x — 14. Multiplication of
an algebra element a € A with A € K then has to be understood as mapping this element A1
of the field to A14 in A and multiplying a with A times 14 of A.

If we write out the diagrams explicitly, the linear map m acts on the elements of the algebra
in the following way:

m:ARA— A,
a®b—ma®b)=a-b=c

The associativity, for example, can be read off this diagram by following the two possible
ways to travel through it:

a®b®cMa-b®cl>(a-b)-c. (A.2)
00b®c R 4 @b.c—=a-(b-c). (A.3)

The algebra is commutative, if in addition the following diagram commutes:

AA—20 A9 A (A.4)

7 is the flip that switches the order of the factors: 7(a ® b) = b ® a.

A coalgebra now is a vector space with all the additional structure maps given by the diagrams
above, where we simply reverse the arrows and add to each map the prefix “co-”.
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Coalgebra

A coalgebra is a triple (C, A, ¢), where C is a K-vector space, and A and ¢ are two linear maps

A: C—->C®C coproduct
e: C—oK counit

such that the following diagrams commute:

coassociativity: counit:
cocecLioge Ko< cec 5 ook
. T T \ T / (A.5)
A®id A ~ A ~
CxC X C C

The coalgebra is cocommutative if the corresponding diagram to (A.4) commutes:
C (A.6)

P

CeC o CeC

A shorthand notation for the coproduct is provided by Sweedler’s notation: If x is an element
of the coalgebra (C,Ae), the element A(x) of C ® C' is written in the form

Ax) = Zx; ® .

An element x of a coalgebra C' is called primitive if:

Alz)=1®r+2® 1. (A.7)

In a next step, we now introduce a K-vector space, which is an algebra and a coalgebra at the
same time.

Bialgebra
A bialgebra (B, m,n, A, ¢) consists of a vector space B, where (B, m,n) is a unital algebra and
(B, A, ¢) a counital coalgebra, such that the maps A and ¢ are unital algebra homomorphisms.

Or, differently speaking: one could say that a bialgebra is a vector space which additionally
is an algebra and a coalgebra, with these two structures being compatible, meaning that the
product of the coproducts is the coproduct of the products:

A(zy) = Ax)Aly), xz,yeA (A.8)
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On the left-hand side of this equation we have the product in the tensor product space, which
is in Sweedler’s notation:

Alzy) = (xy); ® (zy)Y

i

This is then equal to the right-hand side
)=o) vk @ i) Zw i, © i
j k

to achieve compatibility.

So far we have constructed a vector space that additionally is an algebra and a coalgebra, with
both structures being compatible. To get a Hopf algebra we just need one more structure,
the antipode. It is defined via the convolution product:

Convolution product

Let (C,Ac,ec) be a coalgebra and (A;m4,n4) an algebra. Hom(C, A) is the vector space of

linear maps from C to A. Let f,g € Hom(C, A). The convolution product x of two functions
f and g, f * g, is defined as

x: Hom(C, A) @ Hom(C, A) — Hom(C, A),
(f®g)— frg:=maoc(f®g)oAc (A.9)

The operation o is the usual concatenation of maps and hence * leads to the series of maps

c-2% 0ot Apa A gl (A.10)

In Sweedler’s notation this reads:

(f*9)(x Zf (A.11)

Hom(C, A) is a unital associative algebra. The scalar product, the action of the field on this
algebra, is defined as

N« : K— Hom(C, A),
A= n(A) = A(naoeco)

In particular, the unit in this algebra is given by

N+(1x) = 1gom(c,a) = NAa°EC-
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Consider now a bialgebra (H,m,n,A,e). The functions f,g € Hom(C,A) become the
endomorphisms from H to H, End(H). Hence they also form an associative algebra
(End(H),*,n o¢€), with the convolution product as multiplication:

x: End(H)® End(H) — End(H)
(FRG)—F+«G:=mo(F®G)oA
The unit in End(H) has the form:
Lendmy = (noe), (A.12)
HSKLH (A.13)

and therefore maps H onto multiples of 1.

Antipode

The identity map idy is in particular an element in End(H), but, as we have just seen, it is
not the unit element with respect to the convolution product. This means that there might
be an inverse to idy € End(H). If this inverse exists, it is unique. This inverse of id gy with
respect to the convolution product is called the antipode S := (idg);!. It fulfills

S*idH:idH*SznogzlEnd(H)- (A14)

S is an algebra antihomomorphism, i.e. S(a-b) = S(b)S(a). If H is commutative or cocom-
mutative, S? = idy.

Summing all this up, we get to the definition:

Hopf algebra

A Hopf algebra is a tuple (H,m,n,A,e,S), i.e. a bialgebra on which an antipode S exists.

An example: the Hopf algebra of the group algebra G

Let us provide an example to illustrate the Hopf algebra. Consider as an algebra the group
algebra which is defined as follows. Let G be a group. KG is the vector space with basis G,
i.e. KG = {ala = Y cqalu)u,u € G,a(u) € K}. KG is commutative if and only if G is an
abelian group. The multiplication on KG is defined by the multiplication on G, and the unit
is defined by n(\) := Ae, e being the neutral element in G. Define as the coproduct for all
elements of KG the linear map

A KG — KG ® KG,
g—A(g) =g®y,
and the counit

e: KG — K,
g—e(g) == k.
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The identity idxg maps all g onto g. Therefore we get for the antipode S
S KG — KG,
g—S(9):=g"

This can easily be seen by applying (A.14). On the one hand we get

on the other hand:

mo (S ®idkg) o A(g) =mo (S ®idkg) o (9@ 9g)
=mo (5(g) ®g)
= Slg)=g"".

An inverse with respect to * for endomorphisms on H

It is now possible to define an inverse for maps F' € End(H ) with respect to the convolution
product and to define a group, using the antipode. (A.14) can be expressed diagrammatically
as:

HoH Y HoH (A.15)
o
H———H

A map F € End(H) is an endomorphism in particular an algebra homomorphism, i.e. the
map I maps the identity 15 onto 1. Hence:

(noe)(c)=Fo(noe)(c) = (1g), Vee H, (A.16)

where (1z7) is the linear span of the unit in H. Since the image of (noe)(c) is in (1), we
obtain:

= (noe)(c)=Fo(noe)(c) = Folmo(S®id)oAlc)
= mo[((FoS)®F)]oA(c)
= ((FoS)xF)e), (A.17)

= F '=Fo8, (A.18)

which is the usual concatenation of the function F' with the antipode S. We express this
graphically as

HoH 2L HoH (A.19)
\\F
A m ~N
\§
H H H

FEoe F
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Homomorphisms ® € Hom(H,V)

Consider in a next step algebra homomorphisms ® € Hom(H, V'), from the Hopf algebra into
an algebra V', so-called characters. A character in general is an algebra homomorphism from
a Hopf algebra into a ring V. As an algebra homomorphism, & fulfills

B(ab) = B(a) (D). (A.20)

We know that we have a convolution product and an antipode on H. This can be used to
define a group structure on Hom(H, V') with respect to the convolution product.

The unit element for the convolution product on Hom(H, V') has the general form (ny o ¢).!

This unit element will now be expressed with the help of the fact that H is a Hopf algebra
and as such possesses an antipode that allows defining an inverse.

By the same considerations that led to (A.16), namely that F' € End(H) is an algebra
homomorphism and maps 1y onto 1y, we find in this case for arbitrary ® € Hom(H,V):
(ny oe)(c) = P(noe)(c), Ve € H. Therefore we get analogously to (A.17):

(@o(nog))(c) = Po(noe)(c)

®o[mo (S®id)oAllc)

mo (@08 ®)] oA

= ((®oS)*xD)(c) (A.21)

= o '=do0S

Graphically this can be drawn as:

HoH—H®H (A.22)
b
A
H Foe H [ 4

The map ® o S is the inverse element of ® in the group Hom(H, V') of maps from a Hopf
algebra H into a target space V.

A.4 Lie algebra

A Lie algebra L is a vector space with a bilinear map [,]: L x L — L, called the Lie bracket,
satisfying the following two conditions for all x,y,z € L:

1. (antisymmetry) [z, y] = —[y, 2]

2. (Jacobi identity) [z, [y, z]] + [y, [z, z]] + [#, [z, y]] = 0.

v carries the index V to emphasize the space in which it maps.
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A.5 Universal enveloping algebra

Let V be a K-vector space. Define TO(V) =K, TY(V) =V, T"(V) = V" (the tensor product
of n copies of V) if n > 1. The canonical isomorphisms

T"(V)T™(V) =T (V) (A.23)

induce an associative product on the vector space T'(V) = D,,50 7" (V). Equipped with this
algebra structure, T'(V') is called the tensor algebra of V. The product on T'(V) is explicitly
given by

(11 ® ... @) (Tpt1 ® oo @ Tppm) =1 R . @ Ty @ Ty ® oo @ Ty, (A.24)

where z1,..., Ty, Tpntl, .-, Tnem are elements of V. The unit for this product is the image of
the unit element 1 in K = T9(V). Let iy be the canonical embedding of V = T!(V) into
T(V). By (A.24) we have

1R ...R0 x, = Zv(l'l)lv(l'n), (A25>
which allows us to set
1oy = 2] @ ... @ Ty (A.26)

whenever x4, ..., z, are elements of V.

To any Lie algebra L we assign an (associative) algebra U(L), called the enveloping algebra
of L, and a morphism of Lie algebras iy, : L — L(U(L)). We define the enveloping algebra as
follows. Let I(L) be the two-sided ideal of the tensor algebra T'(L) generated by all elements
of the form zy — yx — [z, y], where x,y are elements of L. We then define

U(L) = T(L)/I(L). (A.27)



Appendix B

The gamma function and related
functions

The following definitions and calculations are mainly taken from [PaKa 2001, Apos 1976, Carl
1977].

B.1 The gamma function

Euler’s gamma function I'(x) is defined as
1
I(z) = / (—log(t))*dt (B.1)
0
= / e tt*1at. (B.2)
0

It is analytic in the entire complex plane except for simple poles at s € {0,—1,-2,...} =Z.

The second integral is the Mellin integral representation of I', which we will explain in more
detail in section B.2. From equation (B.1) we get I'(1) = 1. From equation (B.2) on the other
hand, we can derive the functional equation for the gamma function:

I'(l+2z) =al'(x). (B.3)
For integer values this becomes
I'(n+1)=nl'(n) =n!, (B.4)

the well-known connection between the function I'(n) and the factorial n!.

We need to expand gamma functions that depend on an argument z. This can be done
with the help of the following theorem (Weierstrass): For any real number z, except for the
negative integers (0,—1,—2,..), we have the infinite product

1

(14 2) = e 1B%e/P )
oo x
2 (1+5)

(B.5)

117
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and for |z| <1

I'l+z)=e"%exp <i %&xlﬁ (B.6)

k=2

We use equation (B.6) to expand the gamma function in . Any gamma function occurring
in the calculations can be brought into the form I'(1 4+ nx), n € Z, with the help of (B.3) and
then be expanded in = with (B.6).

The constant vg in equations (B.5) and (B.6) is the Euler-Mascheroni constant:
. 1 1
yg=lim |1+ =-+4+..4+—-—log p| =0.57721... (B.7)
proo 2 D
Besides this defining equation, one can also represent vg as a sum:

00 Nk
WE:Z( 1)kC(k), (B.8)
k=2

which one might compare with (B.6).

Substituting the variable ¢ in (B.2) by (n + a)t’, one immediately obtains the formula

I(z) = (n+a)" /0 " ettt ("> tar (B.9)
& (nta) "= ﬁ /OOO e~ (o)t (gye=1 gy (B.10)

which is quite useful in calculations. Another equation that relates an expression similar to
the one of (B.10) to a sum over gamma functions leads to hypergeometric functions:

2
(1—2x) %= 1—{—am—|—a(a+1)% + ..
00 m '
= Z(a,m)—', lz] <1, (B.11)
m=0 )
with m € N, a € C. If a = —n is a negative integer, all coefficients with m > n vanish and

(B.11) becomes the usual binomial formula (1 —z)™ = >~} ( Z ) (—x)*.

The symbol (a,m) is called Appell’s symbol and is defined as

(a,m)=ala+1)(a+2)...(a+m—1), (B.12)
(a,0) = 1, (B.13)
(a,—m) = 1 a#1,2,..m. (B.14)

(a—1)(a—2)...(a—m)’

Pochhammer’s symbol (a),, denotes the same quantity: (a),, = (a,m).



B.1. The gamma function 119

Let a € C and the integers m,n € N be such that both sides of the following equations are
well-defined. We then have:

(a,m+n) = (a,m)(a+m,n), (addition formula) (B.15)
(a,—m) = (=1)"/(1 —a,n), (reflection formula) (B.16)
(2a,2n) = 2*"(a,n)(a + 1/2,n), (duplication formula) (B.17)

Using (B.3) and (B.12) one finds that for Re(x) > 0 and m € N:

Iz+1) T@@+2)  TI'(x+m)
I'(z) = T Tt T @m) (B.18)
I'(z+m)

I'(z)

& (z,m) = (B.19)

From (B.16) one then immediately obtains the reflection formula for gamma functions, which
we apply in chapter 6:

F'l—x+4+n)l(x—n)

=(-1)" B.2
-z T@ Y (B-20)
I'(z)I'(1 —x)
(- =(-1)"—"F————=. B.21
& T(onta) = () 5o (B.21)
Let us consider (B.11) again. This is the first example of a hypergeometric function, namely
_m:0 " m! _m: T(a) m! 05 ’ '

A general hypergeometric function ,Fj(ay, ..., ap; b1, ...,by; x) is defined to be:

m

' L > (a1,m)...(ap,m)
pFy(ar, o ap; by, o bys ) = Z CROROROE (B.23)

m=0
_ T(b1)...T(bg) i 2™ (a1 + m)..T'(ap + m)
"~ I(ay)..T(ap) m! T(by +m)..T(by +m) "

(B.24)

m=0

We need to expand such hypergeometric functions that depend on a regularization parameter
x and even generalizations of them to double sums. This is done with the help of the library
nestedsums (cf. chapter 5).

Other functions closely related to the gamma function are the beta function B(x,y) and the
psi or digamma function V(z):

The beta function is defined as a fraction of gamma functions:
L'(z)I(y)
Iz +y)

Like the gamma function, the beta function can be represented by integrals:

B(z,y) = = B(y, x). (B.25)

Bla,y) - /O Ll ptar, (B.26)

e} ta:—l
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The psi or digamma function is defined for any positive integer as the logarithmic derivative
of I'(x), that is:

¥(e) = 4 (og(T(@) = - (.25)
The polygamma functions ¥, (x) = U™ (z) are defined by
n+1
Vo) = o (log(D(@), Wola) = U(a). (B.29)

Recursively we get: ¥, (z+ 1) = ¥, (x) + C n)ﬂ , and explicitly for the digamma function:

V(l+z)=—ve+ § (—1)’“4(@%’“_1, |z <1, (B.30)
= -1+ -1 1. B.31
1tz P +k:2 )"zl < (B.31)

One can see from (B.30) that ¥(1) =T"(1) = —vg.

B.2 Mellin-Barnes integrals and gamma functions

We will now define the Mellin transform of a function and the Mellin-Barnes integral, following
very closely the book [PaKa 2001]. The Mellin transform is closely related to the Laplace
transform of a function. Consider the two-sided (bilateral) Laplace transform of a function

g(x):
L[g;s] = /00 e *Tg(r)dr. (B.32)

It is holomorphic and converges absolutely in a strip a < Re(s) < b, where a and b are real
constants (a < b) such that for every (small) positive e:

- { 02 o nas
If we now put 7 = —logz and f(x) = g(—log ), we find:
Llg;s] = /000 5 g(—log x)dx = /OOO 5L f (x)da (B.34)
This is defined to be the Mellin transform on (0,00) of the function f(x):
MIf;s]=F(s) = /OOO 257 f (z)d. (B.35)

The integral (B.35) defines the Mellin transform in a vertical strip in the s plane. The
boundaries are determined by the analytic structure of f(z) for z — 04 and z — +o0.
Suppose that

ﬂ@={8@ﬂ%)%xém (B.36)

(x7%%%) asx — +oo
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where £ > 0 and a < b. Then the integral (B.35) converges absolutely and defines an analytic
function in the strip a < Re(s) < b.

We are interested in the inversion formula for M[f; s]. This follows directly from the inversion
formula for the Laplace transform. For continuous g(7) in L[g; s] as defined above, we have
the inversion

1 c+100
g(1) = / e’ L[g; s]ds, (B.37)

B % —100
where a < ¢ < b. With the same variable transformation as in (B.34), we get the result:

f(z) = = /CHOO x°M[f;s]ds (a <c<b). (B.38)

27 Je—ioo

This inversion formula for the Mellin transform is valid at all points x > 0 for which f(z) is
continuous.

Let us give some examples. We already denoted equation (B.2), the Mellin integral definition
of the gamma function:

I'(s) = /000 ¥ e dx. (B.39)

Comparing this equation (B.39) with (B.35) for f(x) = e™" it is now obvious why this name
is justified. The inverse Mellin integral (or Mellin-Barnes integral) for T'(x) leads to:
1 c+i00 1
el =— x °T'(s)ds, larg x| < o™ @ # 0, (B.40)

2mi c—100

where the vertical line Re(s)=c, with ¢ > 0 is lying to the right of all poles of I'(s).

We will not get further into questions of convergence of these functions including the range
of values on which they are defined, like the restriction to (|arg z| < 3m; 2 # 0) in (B.40).
For more information see for example [PaKa 2001].

The integral (B.40) can be analytically continued to the entire complex plane by

1
e ¥ =— [ 27°T(s)ds, (B.41)
271 C

where C' denotes a loop in the complex s plane that encircles the poles of I'(s) (in the positive
sense) with endpoints at infinity at Re(s) < 0.
Consider as another example the beta function defined in (B.25) to (B.27):

1 0o Tar—l
B(z,y) = /0 11— )y ldr = /0 (e dr (B.42)
TN
=Tty (Re(z,y) > 0). (B.43)
We have
M[(1+2)0; 5] = L)@ =) (B.44)
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for 0 < Re(s) < Re(a). So we obtain for the inversion formula:

1 c+ioco T
— [(s)I'(a—s)x™°ds = o) (B.45)
211 c—i00 (1 + m)a
for 0 < ¢ < Re(a) and |arg z| < 7.
Replacing s by —s in (B.45) we get an equivalent formula:
1 I ['(—s)T
N ds msy_“_s—( s)l(a + s) (B.46)
(.%' + y)a 2mi c—100 P(CL)
which we used in the calculations of chapter 6.
The value of ¢ is such that the parallel to the imaginary axis
is placed between the poles of the Gamma function I'(—s)
and I'(a+s), and is indented appropriately if necessary. This
situation is sketched in the picture to the right. R

There are many more relations between gamma functions and Mellin-Barnes integrals. In
particular, there are relations between hypergeometric functions of different kinds and their
Mellin-Barnes integral representations, see [PaKa 2001]. For all of these integrals one always
has to be careful as for which values of the parameters they are defined.



Appendix C

Integrals

All scalar, vector and tensor integrals are calculated in Euclidean space. However, we will omit
the index E for the momenta. Additionally, we always calculate in D = 4 — 2e dimensions.

C.1 Scalar integral

dPk 1 dPk 1 )
/ D72 [(q + k)2 k22 :/ g e = T s (€

with:

F(2—I/1—6)F(2—I/2—6)F(V1—|—I/2—2—|—6)
L)l ()l (4 — vy — vy — 2¢)

Foi,(e) = (C.2)

Proof:
We start using Feynman parametrization:

1 ! Izt Tlmy + ... +my)
ATTATR AT _/0 dml"'dm”‘;(in_ 1) S a4 T(ma)..T(my) (©9)

and obtain
7D/2 [(q+k k2] 7D/2 s 1(q + k)2 +m2k2]”1+”2 L)L)

For the momentum-dependent denominator we obtain:
x1(q+ k)2 + xok® = 21¢% + 1129 - k + 21 k% + 2ok
The delta function enforces that 9 =1 — x1:

1% + 212q - k + 11k + 2ok = 21¢® + 12 - k 4+ 21k% + k? — 21 k?
=x1¢° + 212q - k + k*
= (k+219)* + 114" — 2{¢?

123



124 C. Integrals

Shifting the momentum k to k — (k + x1¢) we obtain
(k+219)* + 11> — 21¢° = (b + 219 + ©1(1 — 21)¢* — k* + z1202¢°

Inserting this denominator back into (C.4) we get

/de 1 1/1—|—1/2 /de:/ d(xy + @ — 1)t 1x52 1
== dmlde .
7D/2 [(q + k)27 [k2]2 nD/2 [k? + z122¢ ]V1+”2

In a next step we use a generalization of formula (2.11) in Euclidean space

)
dPk 1 NG %
/ 7D/2 (k2 +m2)e  T(a)

and obtain

/ dPk 1 _ [qQ](D/Q—Vl—W) F(Vl + Vg — D/2)
xD/2 [(q + k)Q]lq [kQ]V2 F(I/l)P(VQ)

1
/ dl‘ld.%'Q(S(.%’l +.%'2—1) vi—1 12/2 1[1- xg](D/2 v1— 1/2)
0

The integrals over the two variables x1 and zo become
/01 dridzad(zy + g — 1)zt 1;,;52 l[xlg;Q](D/Q—Vl—Vz)
= /01 driz]t™ 1(1 —z)2 a1 — xl)](D/Q—Vl—w)
= /1 dmlx?/%yrl(l — xl)D/Z_”l_l.
0

With the definition of the beta function (B.26) we obtain:

/ dPk 1 _ [qQ] Q_Vl —1s) F( 1/1)1‘(% — I/Q)F(Z/l + v — %)
mD/2 [(q + k)2 [k2]v2 L@)P(m2)T(D = v1 — 1)
D=4-2 g0y L 2=t =) T 2—1p—e) (1 +1n -2+ 5).

= "] L' ()L ()T (4 — vy — g — 2¢)
C.2 Vector integral

dPk ¥ B dPk ¥
/ PR (g + k2R / wP/2 [(q — k)21 [k2]2

_ .1
= [ S B 1 = B = Fon1ld (C.5)

Proof:

The calculation is based on the Lorentz invariant decomposition of the result: After inte-
gration, the integral can only depend on the external scale, the external momentum ¢ in
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this case. Additionally, due to Lorentz invariance, the result has again to be of the form of
a Lorentz vector times a function of g2 of the correct dimension, forming the only possible
Lorentz scalar. Hence the general result will be of the form:

de k —(\V1TVv2)—¢
/7TD/2 [(q_{_k)zlful BE = quA(q2)[q2]2 (v1tv2) (C.6)

For the calculation of A(g?), we multiply by ¢*:

dPk K g
— A(o®)]a? 2—(v1+v2)—e 2 7
/ﬂ-D/2 [(q+ k)2]1/1 [kz]yg (a°)lq7] q ( )

and use the identity
1
kg =k-q=5 ((¢+k)* = ¢* = k%)

Canceling momenta in the numerator and denominator of the integrand then leads to

g —e 1 dPk 1
Al e = 92 </ 7072 [(q + k)21 —1[k2]v

dPk q° dPk 1
_/7TD/2 [(q + k)] [k2] _/ﬂ.D/Z [(q+ k)2 [k2]u21>

1 _ _
- 5[(]2]3 (vrtv2)=e [FV1—1,V2 - FV17V2 - FV17V2—1]
2 1
= A(q ) = 5 [mel,ug Fl/l,l/2 FI/1,1/271]
C.3 Tensor integral
/ dD]{) kﬂkV _ / de kuky _ [q2]3—(V1+V2)—5 [A g + B QMQV]
xD/2 [(q _ k)Z]Vl [kQ]VQ xD/2 [(q + k)Z]Vl [kQ]VQ o q2
(C.8)
with
1 1 1 1 1 1
A= ﬁ [ZFm?wz - §Furl,l/2 - §F,,1,1,,,2,1 + ZFVLVQ - §F,,17,,2,1 + ZFV17V22:|
1
B= a=p) *
D D D D 1 D
|:_ZFV1—2,V2 + EFlll—l,Vg + 5 V1—1,V2—1 - ZFlll,VQ + 5(2 - D)Ful,yg—l - ZFul,V2—2:| .
Proof:

Similar considerations like the ones for the vector integral lead to the conclusion that the
result of the tensor integral again has to be a tensor depending solely on ¢q. Hence we have as
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the most general form for this result [A(¢?) g, + B(¢?) qg%]. To determine the coefficients

A and B, we contract the integral once with g and once with g,q,/ 7.

For the first case we get:

dPk kg k q.9" q _ _
v =[Ag,,d" + B M V1 71,213—(v1+v2)—¢
/ﬂ.D/Z [(q + k)2 [k2]2 [A g g™ + e I la7]
dPk 1
— A . D B 2 37(1/14’1/2)*5
* | g - 40
using g,, " = D. Hence we get
[A-D+Bl=F, 1 (C.9)
Contracting the integral (C.8) with q:g”, we get on the other hand

1 dPk k,q"k,q” 1 dPk k-q)?

A (R D N R (PR
using
(k-q) = l(a + K ¢ — K

one can again cancel momenta in the numerator with those in the denominator of the integrand
like for (C.5), eventually leading to six integrals, where the exponents of the momenta in the
denominator have been lowered by 1 or 2:

1 s
(C.10) = Z[QQ]?’ (@)= (HHDE [l oy i brie — 2F(a1)tieptje — 2F(a—1)pie,(b—1)+je
+Fotieptje + 2F0tic (b-1)+je + Fatic, (0—2)+je] (C.11)

Using that (C.8) -q;‘g” is equal to:

[A + B] [q2]3—(a+b)—(1+i+j)a

and comparing both sides, we get

1 1 1 1
A+B= ZF(a72)+ie,b+js - §F(a71)+is,b+js - §F(a71)+is,(b71)+jz-: + ZFa-l—ie,b-i-ja

1 1
+ §Fa+is,(b71)+js + ZFa+ie,(b—2)+js (C.12)
Taking (C.9) and (C.12) together and solving for A and B, we get:
1 1 1
A= ﬁ |:ZF(a2)+is,1/2 - §F(a71)+i5,1/2 - §F(a71)+is,(b71)+jz-:
1 1 1
+ZFV17V2 - §FIJ17(b—1)+jE + ZFyl,(b—2)+j5:|

D D D
B = ﬁ |:__F(a2)+i€,l/2 + EF(aq)ﬂ‘e,ug + EF(afl)Jrz’s,(bfl)Jrjs

4
D 1 D
_ZFyl’m + 5(2 - D)Fm,(bfl)Jrjs - ZFI/17(52)+J’5:|
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Relations for (2

As we already mentioned in chapter 7 we want to bring integrals 125 (m—e,v1,v9,V3,V4,V5)
with vs = ns + ase, as # 0, into the form f(2’5)(m —,1,1,1,1,1 + ase), so we will have no
problems concerning the convergence of the integral, and only have to expand one integral in
e. To achieve this, we use other relations besides the triangle relations (7.21) and (7.22) to
lower the exponents v, vo, 13, and v4 by one or to increase the exponent of v5 by one.

The relations used to lower one of the exponents except vs can be obtained similar to the
triangle relations where we simply shift other momenta of the integral and/or set up the
vector integral not by using the momentum [, but the momentum k. Since the calculation
is completely analogous to the calculation for the triangle relations, we will simply state the
shifted momentum, the derivative, and the momentum added in the numerator of the integral.
Furthermore, we will write the relations in the short-cut notation we used before, only stating
the exponents.

. _ _ . : fom. O
Momentum: I" =1+ k — ¢, k' = ¢ — k, numerator: [*, derivative: 77

IA(275)(m_€7V1 + 171/271/371/47V5)
= {— (D —v1 —2v4 —vs) f(2’5)(m —€,V1, V2,13, V4, Us5)
+ 11 IA(Q’S)(m — &,V + 17”27”377/4 - 171/5)
+ s |:j(2’5)(m —&,,V2,V3,V4 — 171/5 + 1) - f(275)(m — &, V2, V3 — 1’1/4’1/5 + 1)] :| /Vl
(D.1)
Momentum: I’ =1+ k — ¢, k' = ¢ — k, numerator: k*, derivative: %
f(275)(m — &, V1,9 + ]-71/3,7/457/5)
= [— (D — v — 2u3 — vs) I (m — &, 01,10, 13,14, 15)
+ vy IO (m —e,v1,v0 + 1,13 — 1,14, 15)

+V5 |:f(2’5)(m—6,1/1,112,1/3—1,1/4,1/5—{—1) - f(275)(m_637/1,y257/3,7/4_171/5+1):| :| /VZ

(D.2)

127
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Momentum: !” = [ + k, numerator: k*, derivative: a%

1(2’5)(7’71 —&,V1,V2,V3 + 131/457/5)

= [— (D —2vy —v3 —vs) f(2’5)(m —&,U1,Va,V3,Vy,V5)
+u3 I (m — g vy, 00 — 1,03 4+ 1,04, 15)

Yus {j(zs)(m — e v, vy — g, vs+1) — I (m—e vy — 1,09, 13, 14, v5 + 1)] } /v3
(D.3)

Momentum: " = [ + k, numerator: [, derivative: a%

1(2’5)(7’71 —&,V1,V2,V3,V4 + 171/5)

= [— (D —2v1 —vg —vs) f(2’5)(m —€,V1,V2,V3,V4,V5)
Fug I (m — g0y — 1,09, 03,04 + 1,05,

Yus P(zs)(m —e,v1 — g, vz, ug,v5 + 1) — f(2,5)(m —¢&,v1,vp — 1,13, 14,05 + 1)] } /va
(D.4)

The last two relations are the symmetric counterparts of the first two. They all state how one
can decrease one single exponent by one, except for vs. It is not possible to find a relation
for 125 in a similar form that decreases vs by one. This shows that vs, corresponding to the
momentum at the “center line” of the master topology, is a “special” exponent.

Once we have lowered the exponents v1, v5, v3, and v4 to 1 using (D.1) to (D.4), we will then
be left with integrals of the form 125) (m—eg,1,1,1,1, =14 ase). If v5 is the only non-integer
exponent (the only line with a subdivergence) we can bring these integrals to the form 14 aze
plus functions F, ,,, by using a combination of the equations (7.21) and (D.1) to (D.4). We
will first derive these functions for general exponents and show in a second step that they
give rise to the relations we need. Let us start by considering the triangle relation 1:

0 =(D—v1—vy—2u3) f(2’5)(m —&,V1, V0,3, V4, V5)
+ I/4f(2’5)(m—€7111,1/2,1/3 _1?V4+1)V5) - y4f(2’5)(m—5,1/1,1/2,1/3,1/4—{—1,1/5 _1)

+ Vlf(275)(m_€7yl+171/2_1,V35V4)V5) - Vlf(275)(m_€7yl+171/2,V35V4)V5_1)

Inserting (D.4) for 125) (m—g,v1,v9,v3—1,v4+1,v5) and (D.1) for I25) (m—e,v1+1,15—1,
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v3, vy, v5) with vs replaced by v5 — 1 we get (the multiplicative factors 11 and v4 cancel):

0=(D —v1 —vy—2vs5) f(2’5)(m —&,V1, V9, V3, V4, Vs5)
+ 1y f(2’5)(m —e,v,vo,v3 — 1Lvg + 1,15)
+ (D =20y — vy — (v5s — 1)) I (m — &, vy, v, 13, 14, 15 — 1)
— 1% (m —e, vy — 1,vg, 03,04 + 1,05 — 1)
— (5 —1) | 1% (m —e,v1 — 1,9, 3,04, 5) — I (m — e, 01,09 — 1,1/3,1/4,1/5)]
+ 1 f(2’5)(m —e,v + 1Lvg — 1,v3,04,05)
+ (D —v1 — 2w — (v5 — 1)) I (m — &, 01, v, 13, 14, 15 — 1)
—1n f(2’5)(m —e,v1+ Lo, v, vy — 15 — 1)
— (5 —1) | 1% (m —e,v1,v9, 03,04 — 1,v5) — I (m — e, 01, 09,13 — 1,1/4,1/5)] .

Although it is not too obvious at first sight, this is the equation we need. We have to solve
it for 1(%5) (m —e,v1,v9,v3,v4,v5 — 1) and obtain:

(2D — 3vy — 3vg —2(v5 — 1)) f(2’5)(m —&,V1, V9,3, Uy, V5 — 1)

- (D — UVl — V4 — 21/5) f(275)(m - €7V17V27V37V47V5)

ez f(2’5)(m —e, v, vo,v3 — Livg+ 1,v5) + 1y f(2’5)(m —e,vy — Livg, g, vy + 1,5 — 1)

+ (V5 - 1) |:f(275)(m — &V - 1,1/257/3,7/4)7/5) - j(275)(m — &,V — 1?1/3)7/4,7/5):|

-1 f(2’5)(m —e,v1+ 1Lvo — 1 us,v4,05) + 11 f(2’5)(m —e,v1+ Lo, vs, vy — 15 — 1)

+ (v5— 1) [f(2’5)(m —e,v1,V,v3,04 — 1,15) — f(2’5)(m —e,1,Vy, V3 — 1,1/4,1/5)] (D.5)
We can split the integrals on the right-hand side into two groups: For one group, v5 — 1 has
been increased by one, like we wanted. For the second set of integrals that still depends on
vs — 1, there is always an additional exponent v1, o, 3, or v4 lowered by one. If the other
exponents are all equal to one, the integrals of the second set will simply factorize into a
product of two F,, ,, functions for which the integer part of the exponent may be negative.
If the exponents are not equal to 1 but are natural numbers, a repeated application of this

equation will also lead to the factorization into functions F,, ,,. In any case we will be left
with an integral of the form

1@ (m —e,1,1,1,1,1 4 aze).

Equations (D.1) to (D.5) are implemented in the function I.50).
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Appendix E

The classes

This chapter lists the different classes implemented in the programs yukawal, yukawa2, qed1,
and ged2 described in chapter 8.

yukawal

Sigma Fermion self-energy, possibly sitting as subdivergence at the fermion
line of Sigma, the fermion lines of Gamma, or the “lower” fermion
line of Vacuum.
This Sigma is not used for Gamma?2.

Sigma flipped Fermion self-energy, sitting as subdivergence at the “upper” fermion line
of Vacuum.

Sigma_1 Fermion self-energy, sitting as subdivergence at line 1 of Gamma2.

Sigma 4 Fermion self-energy, sitting as subdivergence at line 4 of Gamma2.

Sigma 5 Fermion self-energy, sitting as subdivergence at line 5 of Gamma2.

Vacuum Boson self-energy, possibly sitting as subdivergence in Sigma or in
Gamma.

Vacuum_2 Boson self-energy, sitting as subdivergence in line 2 of Gamma2.

Vacuum_3 Boson self-energy, sitting as subdivergence in line 3 of Gamma2.

Gamma One-loop vertex correction, possibly sitting in Gamma.

Gamma_5 One-loop vertex correction, sitting at entry 5 of Gamma?2.

Gamma?2 Non-planar vertex correction, possibly sitting in Gamma.

Gamma?2_5 Non-planar vertex correction, sitting at entry 5 of Gamma2.
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yukawa?2
Sigma Fermion self-energy, possibly sitting as subdivergence at the fermion

line of Sigma, the fermion lines of Gamma connected to the zmt vertex,
or the “lower” fermion line of Vacuum.
This Sigma is not used for Gamma?2.

Sigma flipped Fermion self-energy, sitting as subdivergence at the “upper” fermion line

Sigma_2
Sigma_3
Sigma_4
Sigma_ 5
Vacuum

of Vacuum or the fermion line of Gamma not connected to the zmt vertex.
Fermion self-energy, sitting as subdivergence at line 2 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 3 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 4 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 5 of Gamma2.

Boson self-energy, not used as subdivergence.

Vacuum Sigma  Boson self-energy, sitting as subdivergence in Sigma.
Vacuum _Gamma  Boson self-energy, sitting as subdivergence in Gamma.

Vacuum-1
Vacuum 5
Gamma
Gamma_b5
Gamma?2
Gamma?2_5

qedl

Sigma

Sigma_1
Sigma 4
Sigma 5
Vacuum

Vacuum_2
Vacuum_3
Gamma
Gamma_5
Gamma?2
Gamma?2_ 5

Boson self-energy, sitting as subdivergence in line 1 of Gamma2.
Boson self-energy, sitting as subdivergence in line 5 of Gamma2.
One-loop vertex correction, possibly sitting in Gamma.
One-loop vertex correction, sitting at entry 5 of Gamma?2.
Non-planar vertex correction, possibly sitting in Gamma.
Non-planar vertex correction, sitting at entry 5 of Gamma2.

Fermion self-energy, possibly sitting as subdivergence at the fermion
line of Sigma or the fermion lines of Gamma.

This Sigma is not used for Gamma?2.

Fermion self-energy, sitting as subdivergence at line 1 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 4 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 5 of Gamma2.
Boson self-energy, possibly sitting as subdivergence in Sigma or in
Gamma.

Boson self-energy, sitting as subdivergence in line 2 of Gamma2.
Boson self-energy, sitting as subdivergence in line 3 of Gamma2.
One-loop vertex correction, possibly sitting in Gamma.

One-loop vertex correction, sitting at entry 5 of Gamma2.
Non-planar vertex correction, possibly sitting in Gamma.
Non-planar vertex correction, sitting at entry 5 of Gamma2.
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qed?2

Sigma

Sigma flipped

Sigma_2
Sigma 5
Vacuum
Vacuum_Sigma
Vacuum_Gamma
Vacuum-1
Vacuum 5
Gamma
Gamma_5
Gamma?2
Gamma?2_5

Fermion self-energy, possibly sitting as subdivergence at the fermion
line of Sigma or the fermion lines of Gamma connected to the zmt vertex.
This Sigma is not used for Gamma2.

Fermion self-energy, sitting at the fermion line of Gamma

not connected to the zmt vertex.

Fermion self-energy, sitting as subdivergence at line 2 of Gamma2.
Fermion self-energy, sitting as subdivergence at line 5 of Gamma2.
Boson self-energy, not used as subdivergence.

Boson self-energy, sitting as subdivergence in Sigma.

Boson self-energy, sitting as subdivergence in Gamma.

Boson self-energy, sitting as subdivergence in line 1 of Gamma2.
Boson self-energy, sitting as subdivergence in line 5 of Gamma2.
One-loop vertex correction, possibly sitting in Gamma.

One-loop vertex correction, sitting at entry 5 of Gamma2.

Non-planar vertex correction, possibly sitting in Gamma.

Non-planar vertex correction, sitting at entry 5 of Gamma2.
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