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Tag der mündlichen Prüfung: 08.Oktober 2009



vii

Die vorliegende Arbeit wurde in der Zeit von Juni 2006 bis April 2009 am Institut
für Anorganische und Analytische Chemie im Fachbereich Chemie, Pharmazie und
Geowissenschaften der Johannes Gutenberg-Universität, Mainz angefertigt.

Mainz, April 2009



viii

Hiermit versichere ich, dass ich die vorliegende Dissertation selbstständig verfasst und
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1 Introduction

The class of strongly correlated systems encompasses a wide area of materials that
often exhibit extraordinary electronic and magnetic properties such as metal-insulator
transitions, exotic forms of magnetism, or superconductivity. At present correlated
systems are in the center of attraction within the research areas of materials science
and condensed matter physics because their exceptional properties are highly important
for fundamental research and in many cases useful for technological applications.

The most popular correlated systems are the high-temperature superconductors [1],
which are up to the present in the center of attraction, particularly due to the very
recent discovery of a new class of Fe-based high-Tc superconductors [2]. Various tran-
sition metal oxides are correlated systems, which exhibit a large variety of interest-
ing properties. The manganites with perovskite structure such as La1−xCaxMnO3 or
La1−xSrxMnO3, which are structurally related to the cuprate superconductors, exhibit
a colossal magnetoresistance (CMR), which allows massive changes of the electrical
resistivity in the presence of a magnetic field [3, 4]. CMR materials are useful for the
development of novel technologies such as read-write heads for magnetic storage and
spintronics.

Electronic correlations are the effects beyond the Hartree-Fock theory. Within this
approximation, the antisymmetric wave function is described by a single Slater deter-
minant, which does not consider Coulomb correlation. This type of correlation is one
major aspect that has to be addressed in correlated systems, which typically have open
d- or f -electron shells. The electronic correlations in these systems lead to a narrowing
of their electronic bands. This fact complicates the theoretical description of such ma-
terials by simple one-electron theories such as the local density approximation (LDA) of
density functional theory or Hartree-Fock theory. The seemingly simple material NiO
has an open 3d-shell and is thus expected to be a metal. Due to electronic correlations
between d-electrons, however, NiO is insulating [5].

This work comprises different unconventional correlated systems. Each of these sys-
tems has exceptional properties. The seemingly simple alkali sesquioxides (Chapters
3-5 in this work) demonstrate that electronic correlations are of major importance not
only for d- and f -electron systems but also for 2p-compounds. Heusler compounds
are usually magnetic and widely known for their potential with respect to application
in spintronic devices. The term ”unconventional” pertaining to the superconducting
Heusler compounds (Chapters 6-9 in this work) does not mean ”Unconventional Super-
conductivity” [6] but rather that certain Heusler compounds with particular features in
their electronic structure can be predicted to become superconducting. The magnetic
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2 1. Introduction

correlations between Mn atoms at different crystallographic sites in the tetragonally
distorted Heusler compound Mn3Ga (Chapter 10) lead to magnetic properties that are
of special importance for spintronics applications.

Chapters 3-5 of this work are about the open shell compounds Rb4O6 and Cs4O6. These
mixed valent compounds contain oxygen in two different modifications: the closed-shell
peroxide anion is nonmagnetic, whereas the hyperoxide anion contains an unpaired elec-
trons in an antibonding π∗-orbital. Due to this electron magnetic ordering is rendered
possible. In contrast to theoretical predictions [7], which suggested half-metallic fer-
romagnetism for Rb4O6, dominating antiferromagnetic interactions were found in the
experiment [8]. Besides a symmetry reduction due to the mixed valency, strong elec-
tronic correlations of this highly molecular system determine its properties [9]; it is a
magnetically frustrated insulator. The corresponding Cs4O6 was found to show similar
properties [10].

Correlation of electrons can lead to magnetic interactions or to superconductivity and
even to coexistence of magnetic ordering with the superconducting state. Chapters
6-9 of this work are about intermetallic Heusler superconductors [11–13]. All of these
superconductors were rationally designed using the van Hove scenario as a working
recipe [14, 15]. A saddle point in the energy dispersion curve of a solid leads to a
van Hove singularity in the density of states. In the Ni-based and Pd-based Heusler
superconductors presented in this work this sort of a valence instability occurs at the
high-symmetry L point and coincides or nearly coincides with the Fermi level. The
compounds escape the high density of states at the Fermi energy through a transition
into the correlated superconducting state.

Another form of correlations is found in the binary Heusler-type compound Mn3Ga.
The cubic DO3 Heusler-type phase of this compound with its 24 valence electrons was
predicted to be a 100% spin-polarized half-metallic completely compensated ferrimag-
net [16]. This prediction was made on the basis of the so-called Kübler rule for Heusler
compounds. According to this rule, Mn at the Y position in a Heusler compound
X2Y Z tends to a high localization. At this position Mn may be described as Mn3+

with a magnetic moment of approximately 4 μB . Chapter 10 of this work is about
the tetragonally distorted ferrimagnetic DO22 phase of Mn3Ga. This hard-magnetic
modification is technologically useful for spin torque transfer applications [17–19]. The
phase exhibits two different crystallographic sites that are occupied by Mn atoms and
can thus be written as Mn2MnGa. The competition between the mainly itinerant mo-
ments of the Mn atoms at the Wyckoff position 4d and the localized moments of the
Mn atoms at the Wyckoff position 2b leads to magnetic correlations. The antiferro-
magnetic orientation of these moments determines the compound to exhibit a resulting
magnetic moment of approximately 1 μB per formula unit in a partially compensated
ferrimagnetic configuration.
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Each chapter of this work is self-contained and corresponds to a scientific publication
of Chapter 2. The styles of the different chapters (arrangement, figures etc.) were
intentionally kept as published in the respective journals in order to accentuate the au-
tonomy of each chapter. My contributions to the publications were the syntheses of all
Heusler superconductors and of the Mn3−xGa series and almost all physical characteri-
zations as well as interpretations of the experimental results for the alkali sesquioxides,
the Heusler superconductors, and Mn3−xGa aside from the specific heat measurement
of the Heusler superconductor ZrNi2Ga and the low-temperature x-ray diffraction and
extended x-ray absorption fine structure (EXAFS) measurements of Mn3Ga. The elec-
tronic structure calculations were carried out by G. H. Fecher, J. Kübler, K. Doll, and
L. M. Sandrastkii.
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3 Challenging the prediction of anionogenic

ferromagnetism for Rb4O6

The text of this chapter is identical with the following publication:
J. Winterlik, G. H. Fecher, C. Felser, C. Mühle and M. Jansen
J. Am. Chem. Soc. 129, 6990 (2007).
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For a long time, rubidium sesquioxide Rb4O6 has been of particular interest because
its black color indicates an electronic structure that strongly differs from related sys-
tems such as regular alkali hyperoxides or peroxides. According to previous investi-
gations, this compound exhibits a mixed valency type of behavior that is caused by
differently charged dioxygen molecules, indicating that the structure may be written as
Rb4(O−

2 )2(O2−
2 ) [20]. The structure type Pu2C3 and the space group I 4̄3d, proposed by

Helms and Klemm [21], as well as the presence of both peroxide and hyperoxide anions,
have been verified by elastic and inelastic neutron scattering studies [22]. Attema et
al. [7] performed density functional calculations within the local spin density approxi-
mation (LSDA), which suggest that Rb4O6 should be a half-metallic ferromagnet with
the magnetic moment carried by the hyperoxide anions.

In the present work, magnetic measurements were performed to investigate this pre-
diction of half-metallic ferromagnetism in Rb4O6. For the present experimental study,
Rb4O6 samples were synthesized by the solid state reaction of RbO2 and Rb2O in a
stoichiometric ratio [20, 23]. Purity and identity of the samples was confirmed by X-ray
powder diffraction.

The magnetic properties of Rb4O6 were measured using a superconducting quantum
interference device (SQUID, Quantum Design MPMS-XL5). Samples of approximately
100 mg, fused in Suprasil tubes under a helium atmosphere, were used for the analysis.
Figures 3.1(a) and (b) display the magnetization data in the temperature range from
1.8 to 15 K. The sample was first cooled to a temperature of 1.8 K without applying
a magnetic field. After applying an induction field μ0H, the magnetization was then
measured as the sample was heated from 1.8 to 15 K [zero-field-cooled (ZFC) modus].
Directly afterward, the measurements were performed in the same field as the tempera-
ture was again lowered down to 1.8 K [field-cooled (FC) measurements]. The magnetic
phase transition was also examined using different strengths of the induction field μ0H

that ranged from 2 mT to 5 T. The high temperature behavior of Rb4O6 (ZFC) was
recorded as the temperature was varied between 100 and 300 K [Figure 3.1(c)].

From Figure 3.1, it is clear that the magnetization versus temperature curves exhibit
hysteresis. This implies that the measurements are not reversible if they are started
from a zero-field-cooled state. Such irreversibility between the FC and the ZFC mea-
surements is typical for magnetically frustrated systems, for example, this effect is well-
known to occur in spin glasses. From the high-temperature data, an effective magnetic
moment of m = 1.83 μB per hyperoxide unit can be deduced applying the Curie-Weiss
law, on the basis of molecular field theory (MFT). This value is in fair agreement with
1.73 μB, which is expected from MFT using the spin-only approximation. An analysis
of the high-temperature data yields a negative paramagnetic transition temperature
Θp = −6.9 K, which is a characteristic signature of an antiferromagnetic type of inter-
action.
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No direct indication of a pure ferromagnetic behavior of the compound was found
from the measured data. The relation of Θp to the magnetic transition temperature
of (3.4±0.3) K, as measured in an induction field of 2 mT, supports the assumption
of spin-glass behavior [24]. In comparison to the low-field measurement (2 mT), the
measurement in an induction field of 5 T shows a distinct broadening of the magnetic
phase transition. This confirms that Rb4O6 is a magnetically frustrated system.

Figure 3.1: Magnetization data for rubidium sesquioxide. The low temperature behav-
ior of the magnetic susceptibility is shown in (a) and (b) for induction fields
of 2 mT and 5 T, respectively. The high temperature behavior of the in-
verse susceptibility for an expanded temperature scale is shown in (c). (All
values are normalized by the value of the susceptibility at 15 K).

In contrast to recent suggestions [7], the present measurements of the magnetic proper-
ties do not confirm that Rb4O6 is a half-metallic ferromagnet. Instead, our data indicate
that Rb4O6 may belong to the class of materials exhibiting thermally acquirable mag-
netically bistable states [25]. In any case, our measurements provide strong evidence
that rubidium sesquioxide Rb4O6 is a magnetically frustrated system that exhibits
spin-glass-like behavior, in a magnetic field. This peculiar behavior may be caused by
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a random charge ordering of the three charged dioxygen molecules in each formula unit.
The incompatibility between the magnetization data presented here and the predicted
half-metallic ferromagnetism seems to be due to an inadequate treatment of the molecu-
lar states in the local spin density approximation, which was used in the calculations by
Attema et al. [7]. Moreover, the LSDA is inappropriate for addressing these particular
types of charged dioxygen molecules and their magnetic ordering. It is worthwhile to
note that LSDA calculations on rubidium hyperoxide RbO2 predict this compound to
be a half-metallic ferromagnet as well [26]. RbO2 (a pale yellow powder [27]), however,
is known from experiments to be an insulating antiferromagnet with a Néel temper-
ature of approximately 15 K [28]. This again indicates that the LSDA calculations
underestimate the localized bonds between the oxygen atoms as well as their magnetic
states. The failure of LSDA in describing the electronic structure correctly cannot be
overcome by using on-site electron-electron correlations in the form of LDA+U . Cal-
culations with varying U up to 13.6 eV are able to explain an antiferromagnetic but
still metallic, and not an insulating, state for RbO2. Other compounds with open p-
shells and molecular like valence states may have similar properties, so that performing
LSDA calculations on these compounds may also result in the prediction of unrealistic
magnetic ground states.
Although Rb4O6 does not exhibit half-metallic ferromagnetism, the fact that this alkali
sesquioxide shows a complicated magnetic ordering, compared to other alkali oxides, is
an exceptional phenomenon that is deserving further investigation. Follow-up experi-
mental as well as more detailed theoretical studies must be performed to fully explain
and understand the magnetic state of the charged oxygen molecules in Rb4O6 and
in the related isoelectronic, isostructural sesquioxide Cs4O6. During submission of this
work, Attema et al. [29] have reported about half-metallicity in other sesquioxides. The
authors proposed for Cs4O6, among others, a half-metallic state with a Curie temper-
ature of 350 K. However, preliminary magnetic measurements on that compound did
not confirm the predicted magnetic state [26]. Therefore, it can be concluded that the
mixed oxides as proposed in Ref.[29] will also not show the predicted half-metallicity.

Acknowledgements
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4 Challenge of magnetism in strongly correlated

open-shell 2p systems

The text of this chapter is identical with the following publication:
J. Winterlik, G. H. Fecher, C. A. Jenkins, C. Felser, C. Mühle, K. Doll, M. Jansen, L.
M. Sandratskii, and J. Kübler
Phys. Rev. Lett. 102, 016401 (2009).

Abstract

We report on theoretical investigations of the exotic magnetism in rubidium sesquiox-
ide Rb4O6, a model correlated system with an open 2p shell. Experimental investi-
gations indicated that Rb4O6 is a magnetically frustrated insulator. The frustration
is explained here by electronic structure calculations that incorporate the correlation
between the oxygen 2p electrons and deal with the mixed-valent oxygen. This leads to
a physical picture where the symmetry is reduced because one third of the oxygen in
Rb4O6 is nonmagnetic while the remaining two thirds assemble in antiferromagnetic
arrangements. A degenerate, insulating ground state with a large number of frustrated
noncollinear magnetic configurations is confidently deduced from the theoretical point
of view. These findings demonstrate in general the importance of electron-electron
correlations in open shell p-electron systems.
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12 4. Challenge of magnetism in strongly correlated open-shell 2p systems

Solid oxygen is the paradigm for p-electron-based magnetic ordering in compounds and
is, together with NO, the only molecular crystal that carries a magnetic moment. It
displays an antiferromagnetic (AFM) transition at a Néel temperature of 24 K [30],
and with moderate pressure, planes in the AFM solid couple ferromagnetically [31].
With higher pressure the molecular crystal becomes metallic [32] and then supercon-
ducting [33].

The alkali-metal oxides constitute an intermediate step on the way from molecular
oxygen to the ionic transition-metal oxides. The alkali-metal atoms transfer their elec-
trons to the oxygen molecules resulting in ionic crystals with dioxygen anions that
retain the molecular properties of solid oxygen [34]. In particular, the heavy alkali
metals form compounds with oxidation states that range from metallic suboxides [35]
to the ozonides [36]. In this Letter it will be shown that the alkali sesquioxides - Rb4O6

and Cs4O6 - are of principal importance. Since these compounds are open-shell 2p
systems within a solid, quantum chemistry and condensed matter meet in an intriguing
fashion.

The black color of Rb4O6 suggests that it has an unconventional electronic structure,
since comparable alkali hyperoxides or peroxides are pale yellow or white. Rb4O6 is an
insulator with a resistivity of approximately 0.04 MΩ·m [10]. The sesquioxide contains
three dioxygen anions with two possible valencies: the closed-shell peroxide anion O2−

2

and the open-shell hyperoxide anion O−
2 . The hyperoxide corresponds to a charged oxy-

gen molecule (radical) and localizes its single unpaired electron in an antibonding π∗

orbital. This causes the rare phenomenon of anionogenic magnetic order. Anionogenic
magnetism is also observed, for example, in rubidium hyperoxide RbO2, an insulating
antiferromagnet with a Néel temperature of 15 K [28]. Electronic structure calculations
have been used to predict half-metallic ferromagnetism in canonical open-shell 2p sys-
tems such as nanographene [37] or hole-doped MgO [38]. Similar predictions were made
for Rb4O6 [7], but the underlying calculations failed to give an accurate description of
its insulating and magnetic properties.

Rubidium sesquioxide crystallizes in the Pu2C3 structure type. Inelastic neutron scat-
tering studies confirmed the simultaneous presence of O−

2 and O2−
2 anions [22]. Magne-

tization measurements [8] indicate a complicated electronic structure with a magnetic
transition at approximately 3.4 K. An effective magnetic moment of m = 1.83 μB per
hyperoxide anion was deduced from a Curie-Weiss fit. Thermal irreversibilities were
observed between zero-field-cooled (ZFC) and field-cooled (FC) magnetization mea-
surements. These phenomena are specific to spin glasses and related random magnetic
systems [24, 39]. Further experiments indicated that the magnetization of Rb4O6 shows
a dynamic time dependent behavior below the magnetic transition [10]. The magne-
tization as a function of time follows an exponential law with a relaxation time of
τ = (1852 ± 30) s. Magnetic and geometric frustration are observed frequently in d-
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electron systems such as the spinel LiV2O4 [40] or the cubic vanadates [41]. In Rb4O6,
however, the magnetic moment is carried by the p electrons of the anionic hyperox-
ide molecules. Here we show for the first time that open-shell 2p compounds exhibit
magnetic frustration and behave like other correlated d- or f -electron systems.

For a detailed analysis of the electronic and magnetic structures of Rb4O6, its crystal
structure must be understood. Figure 4.1(a) shows a body-centered cubic unit cell of
Rb4O6. It contains 12 dioxygen anions that are distinguished by their valency and their
alignment along the principal axes. The experimental bond lengths for the hyperoxide
and the peroxide anions are approximately 0.14a and 0.17a, respectively. The cubic
lattice parameter is approximately a ≈ (9.2− 9.3)Å depending on the temperature [42,
43]. The next-nearest-neighbor environment of one hyperoxide anion is highlighted
in Figure 4.1(b). The arrows denote the total molecular moment in an arrangement
justified below. An AFM configuration that satisfies all interactions between hyperoxide
anions is impossible; the order is frustrated.

Figure 4.1: The pseudo-body-centered cubic cell of Rb4O6 is depicted in (a). Differ-
ently oriented dioxygen anions are drawn with different colors so that the
alignment along the axes can be distinguished. For clarity, the Rb atoms are
gray and transparent. The nonmagnetic peroxide anions (red) are assumed
to be aligned along the z axis. The next-nearest-neighbor environment of
one molecule consisting of hyperoxide anions is highlighted in (b). The vec-
tors represent the total magnetic moment of an anion. The order is that
found in the calculations.

Electronic structure calculations of Rb4O6 were performed using the quantum chemi-
cal CRYSTAL code [44] (details of the calculations are summarized in Ref. [45]). The
implementation of the exact exchange Becke three-parameter Lee-Yang-Parr (B3LYP)
hybrid functional [46] makes it useful for the theoretical treatment of molecular sys-
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tems with a high degree of electron localization. A full optimization of the fractional
coordinates was performed assuming that the dioxygen anions remain ferromagneti-
cally ordered. A metallic ground state was obtained with space group I 43d where
all dioxygen anions are symmetrically equivalent. The structural optimization resulted
in a structure with lower symmetry (space group I 42d) and different bond lengths
of the peroxide and hyperoxide anions. Using the exact exchange hybrid functional,
it converged to an insulating ground state as shown in Figure 4.1(a), where all per-
oxide anions are aligned along a single axis. The optimized bond lengths of 0.146a
for the hyperoxides and 0.167a for the peroxides are in good agreement with the ex-
perimental values. The observed magnetic frustration cannot be calculated using the
CRYSTAL code. Pure local density approximation (LDA) calculations result, however,
in a metallic state [7], which is in disagreement with the experiments [10]. To over-
come these difficulties, the augmented spherical wave (ASW) method [47] together with
LDA plus the multiorbital mean-field Hubbard model LDA+U [48] was used to explain
both the magnetic frustration and the insulating state (for details see Ref. [45]). The
LDA+U method treats electron-electron correlations in narrow bands quite accurately
in a mean-field sense. The Hubbard parameter U was implemented into the ASW code
allowing for unrestricted noncollinear moment arrangements [49]. In the double count-
ing correction scheme used here, the results depend only on the difference between U

and the exchange parameter J . For simplicity, this difference is denoted by U in the
following. A meaningful choice of U is not obvious a priori, but a discussion of possible
values for oxygen in Ref. [50] and the experimentally determined large resistivity [10]
suggest that values around 6 eV are a good choice.

The ASW LDA+U calculations converged only if the different bond lengths of the
hyperoxide and peroxide pairs are accounted for. This is in agreement with the results
of the cell optimization by CRYSTAL. The peroxide anions are chosen to be aligned
along a single axis and found to be nonmagnetic. The hyperoxide anions are aligned
along the orthogonal axes and couple antiferromagnetically with a magnetic moment of
approximately 1 μB per pair [Fig. 4.1 (b)]. This accumulated moment does not depend
on the choice of the parameter U . The individual contributions to the total moment,
however, diverge from the original value of 0.5 μB as U increases. The symmetry is thus
further reduced. The choice of axis for the peroxide anions is symmetrically equivalent,
so it is assumed that the system spontaneously chooses an orientation for the peroxide
anions that leads to antiferromagnetic order of the hyperoxide anions aligned along the
perpendicular directions. Thus, the antiferromagnetism is degenerate and the peroxide
anion is chosen to lie along the z-axis for all the following calculations.

Figures 4.2(a) and (b) show sections of the spin-resolved density of states in the vicinity
of the Fermi energy for antiferromagnetic configurations using U = 4.1 eV and U =
8.2 eV. For these values, the gap that separates the occupied from the empty states is
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EG ≈ 0.1 eV in (a) and EG = 0.8 eV in (b). An intermediate value for the effective
Hubbard parameter of U = 6.8 eV results in EG = 0.5 eV (not shown). In all cases,
a complete charge separation is obtained for the peroxide and hyperoxide anions. The
magnetic moments of the peroxide anion are strictly zero. The highest occupied states
are localized at the nonmagnetic peroxide anions. The s density originates from the
Rb ions and supplies the bonding and exchange paths.

Figure 4.2: The density of states for Rb4O6 obtained by CRYSTAL with the exact
exchange hybrid functional for a ferromagnetic configuration of the O−

2

anions is shown in (a). (b) and (c) show the sublattice density of states
obtained by ASW with LDA+U for an antiferromagnetic setup [U = 4.1 eV
(b) and U = 8.1 eV (c)]. Red shading is used for the nonmagnetic O2−

2

anions, blue and cyan for the magnetic O−
2 anions. Black shading indicates

Rb s states. The upper halves are spin-up; the lower halves spin-down. The
energy origin is chosen to be the Fermi energy. The value of the energy gap,
EG, that separates the highest occupied states from the lowest unoccupied
states is EG ≈ 0.9 eV in (a), 0.1 eV in (b), and 0.8 eV in (c).
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For comparison, Figure 4.2(a) exhibits the density of states in the ferromagnetic config-
uration obtained by CRYSTAL. The electronic structure is obviously insulating. The
gap emerges from the splitting of the O−

2 and O2−
2 ppπ orbitals. All ppσ states are too

far below the Fermi energy to affect the electronic character of Rb4O6. Starting with
a ferromagnetic configuration in the ASW calculations with values of U below 4.1 eV,
the electronic structure became half-metallic ferromagnetic. At U = 4.1 eV a magnetic
moment of exactly 4 μB per unit cell was obtained. The peroxide anions become weakly
magnetic with an induced moment of 0.1 μB, decreasing to 0.05 μB for the largest value
of U . The ferromagnet became insulating for U = 6.8 eV and 8.2 eV.

The ferromagnet is now excluded from our consideration by using the total energy
criterion. For U = 4.1 eV, it is 87 meV per unit cell higher for the ferromagnet
relative to the antiferromagnetic state. For even larger values of U , the stability of
the antiferromagnetic state decreases slightly to approximately 56 meV per unit cell
for U = 8.1 eV. It is thus the electron correlation that leads to an antiferromagnetic
ground state, although it cannot be definitively asserted that the true ground state is
exactly as depicted in Figure 4.1(b).

Figure 4.3: The line plot shows the spiral energies of antiferromagnetic Rb4O6 as func-
tions of the spiral vector k in units of 2π/a along the [0, 0, 1]-direction for
U = 4.1 eV, 6.8 eV, and 8.1 eV. The corresponding magnetic configurations
are sketched for k =0, k = (0, 0, 0.5), and k = (0, 0, 1). The energy is given
per primitive cell.
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It is nontrivial to find the true ground state out of the large number of possible non-
collinear spin orientations. Spiral modulations of the antiferromagnet enable an im-
proved search [49, 51], provided that spin-orbit interaction can be neglected (as justified
here [45]). A magnetic spiral is defined by the size of the magnetic moment, an angle
of tilt θ, and a wave vector k that can be chosen in the Brillouin zone of the crystal.
For convenience, a tilt angle of θ = 90◦ is used. Such a spin spiral changes the polar
angle of the moment of the ion with basis vector x by φ = 2(k · x).

Spin spirals with various values of the wave vector k are thus superimposed onto the
antiferromagnetic state. Assuming the force theorem to be a good approximation, the
total energy changes ΔEtot for each value of k are calculated. The resulting values
of ΔEtot are extremely small for k along the [001] direction. The energy changes are
shown in Figure 4.3 for U = 4.1 eV, 6.8 eV, and 8.1 eV. The spiral energies for any
direction in the BZ other than [001] are larger by three to four orders of magnitude
because the parallel coupling within the hyperoxide anion is extremely strong and the
moments remain parallel only for k along [001].

The frustration of the magnetic moments is clearly seen in the antiferromagnetic case
[see Figures 4.1(b) and 4.3] where the alternating ferromagnetic and antiferromagnetic
bonds are obvious). The magnetic moments along the next-nearest neighbor connec-
tions are perpendicular for k = (0, 0, 1) at the zone boundary and are thus no longer
frustrated. The flat and slightly negative portions of ΔEtot for U = 4.1 eV and 6.8 eV
may be assumed to serve as a reservoir of states to release the frustration, although it
should be noticed that the part of k space available along [001] is extremely restricted.

A theoretical description of the electronic and magnetic state of the model alkali-oxide
system Rb4O6 that is compatible with experimental results [10] is thus only possible
by taking into account the electron-electron correlations, a complex magnetic arrange-
ment of the spins, and the reduction of the symmetry. In particular, the existence of
nonmagnetic peroxide anions is essential and results in a peculiar electronic texture in
real and reciprocal space.

In summary, it has been shown that the proposed half-metallic ferromagnetism [7] in
Rb4O6 is unrealistic, and instead an insulating ground state is obtained. The mag-
netic order is found to be quite exotic in so far as one third of the oxygen becomes
nonmagnetic while the remaining two thirds assemble in a frustrated antiferromagnetic
configuration. The magnetic frustration and the spin spiral state in Rb4O6 as well as its
multidegenerate ground state were demonstrated using noncollinear spin calculations.
The calculations explain both the strong time dependence of the magnetization and the
pronounced differences between the ZFC and FC measurements that are characteristic
of a frustrated magnetic state [10]. The frustration is of geometric origin and caused
by the peculiar symmetry of Rb4O6. The importance of electronic correlation in a
2p compound was demonstrated here for Rb4O6. Open-shell 2p systems thus behave
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like 3d or 4f systems. Strong correlation is also expected to be important in other
p-electron systems. In this Letter it was shown that Rb4O6 serves as a model for other
open-shell systems that are based on p-electrons.
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T. Palasyuk, I. Trojan, S. Medvedev, M. I. Eremets and F. Emmerling
Accepted for publication in Phys. Rev. B (2009).

Abstract

Among the various alkali oxides the sesquioxides Rb4O6 and Cs4O6 are of special in-
terest. Electronic structure calculations using the local spin-density approximation
predicted that Rb4O6 should be a half-metallic ferromagnet, which was later contra-
dicted when an experimental investigation of the temperature dependent magnetization
of Rb4O6 showed a low-temperature magnetic transition and differences between zero-
field-cooled (ZFC) and field-cooled (FC) measurements. Such behavior is known from
spin glasses and frustrated systems. Rb4O6 and Cs4O6 comprise two different types of
dioxygen anions, the hyperoxide and the peroxide anions. The nonmagnetic peroxide
anions do not contain unpaired electrons while the hyperoxide anions contain unpaired
electrons in antibonding π∗-orbitals. High electron localization (narrow bands) sug-
gests that electronic correlations are of major importance in these open shell p-electron
systems. Correlations and charge ordering due to the mixed valency render p-electron-
based anionogenic magnetic order possible in the sesquioxides. In this work we present
an experimental comparison of Rb4O6 and the related Cs4O6. The crystal structures
are verified using powder x-ray diffraction. The mixed valency of both compounds is
confirmed using Raman spectroscopy, and time-dependent magnetization experiments
indicate that both compounds show magnetic frustration, a feature only previously
known from d- and f -electron systems.
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Introduction

Magnetism arising from d- and f -shells has drawn the bulk of research attention but
p-electron based magnetic order is a rare and fascinating topic that presents the added
challenge of molecular and not just atomic ordering. The majority of main group
molecules are nonmagnetic. Few exceptions are found, e.g. in NO, NO2 and O2.
Molecular oxygen contains two single electrons in degenerate antibonding π∗-orbitals,
which can order magnetically in a solid crystal. Solid oxygen shows a large variety
of magnetic phenomena ranging from antiferromagnetism to superconductivity [30–
33, 52].

What applies to molecular oxygen applies equally to charged oxygen molecules with
unpaired electrons. Dioxygen anions are principally found in alkali and alkaline earth
oxides, which represent excellent model systems because of their supposedly simple
electron configurations. The hyperoxide anion O−

2 corresponds to ”charged oxygen”.
Since it still contains one unpaired electron, magetic order is enabled for hyperoxides.
KO2, RbO2, and CsO2 are known to exhibit antiferromagnetic ordering below their
respective Néel temperatures of 7 K, 15 K, and 9.6 K, respectively [28, 53].

Among the alkali oxides, the sesquioxides are of special interest. In contrast to related
compounds, which are white, yellow, or orange, the sesquioxides Rb4O6 and Cs4O6 are
black. Furthermore, a formula unit AM4O6 (AM = alkali metals Rb or Cs) contains two
different types of dioxygen anions: one closed-shell nonmagnetic peroxide anion and two
of the aforementioned hyperoxide anions. The structural formula of the sesquioxides
is thus accurately represented as (AM+)4(O−

2 )2(O2−
2 ) [20]. The mixed valency enables

complicated magnetic structures in the sesquioxides. The first descriptions of the crystal
structures of the sesquioxides were published in 1939 in the pioneering works of Helms
and Klemm [21, 54, 55]. Both compounds belong to the Pu2C3 structure type and to
space group I 43d. This Pu2C3 structure type is known from the noncentrosymmetric
rare earth metal sesquicarbide superconductors such as Y2C3 with a maximum critical
temperature of Tc = 18 K [56]. For Cs4O6, the literature runs out after 1939 because
of the extremely challenging synthesis and sensitivity to air. In Rb4O6, the presence of
both peroxide and hyperoxide anions was verified by neutron scattering [22], and elec-
tronic structure calculations using the local spin density approximation (LSDA) were
performed to explain the exceptional black color [7]. These same calculations predicted
a half-metallic ferromagnetic ground state but were contradicted by later experiments
in which a transition was found to occur at approximately 3.4 K in the temperature
dependent magnetization [8]. Differences between ZFC and FC measurements indi-
cated that Rb4O6 behaves like a frustrated system or a spin glass. Recently published
electronic structure calculations are consistent with the experimental findings [9]. It
was shown that for an accurate theoretical treatment of highly localized systems such
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as Rb4O6 and Cs4O6, a symmetry reduction, exact exchange and electron-electron cor-
relations have to be considered in the calculations. This can be generalized to any
other open shell system that is based on p-electrons. Accounting for these features
the calculations result in an insulating ground state. Further calculations using the
spin spiral method show that Rb4O6 exhibits spin spiral behavior in a certain crys-
tal direction. The energy changes are extremely small along this direction indicating
a multidegenerate ground state [9]. In this work we present the routes of synthesis
for Rb4O6 and Cs4O6 and the structural verification using powder x-ray diffraction
(XRD). Raman spectroscopic measurements confirm the mixed valency of the used
Rb4O6 and Cs4O6 samples. Magnetization experiments are shown that indicate a dy-
namic time dependent magnetism of Rb4O6. Furthermore we present a comprehensive
experimental study of Cs4O6, which has not been extensively investigated due to the
difficulty of sample preparation. Magnetization measurements dependent on temper-
ature, magnetic field, and time provide evidence that Cs4O6 shows a similar behavior
as Rb4O6. According to experimental and theoretical investigations [9], both sesquiox-
ides are mixed valent highly correlated systems exhibiting p-electron based magnetic
frustration. These seemingly simple compounds can serve as model systems for any
other open-shell systems that are based on p-electrons such as hole-doped MgO [38] or
nanographene [37].

Structure

Figure 5.1 depicts a body-centered cubic unit cell of AM4O6. The 24 oxygen atoms in
the cubic cell form 12 molecules that can be distinguished both by their valency and by
their alignment along the principal axes. We assumed the nonmagentic peroxide anions
to be oriented along the z-axis, whereas the hyperoxides are oriented along the x- and
y-axes. The experimental bond lengths for the hyperoxide and the peroxide anions are
0.144 a and 0.165 a, respectively [42, 43]. The cubic lattice parameters are found in
Section 5.

Synthesis

The precursors rubidium and cesium oxide AM2O as well as rubidium and cesium
hyperoxide AMO2 were prepared from elemental sources. For AM2O, liquid rubid-
ium/cesium, purified by distillation, was reacted with a stochiometric amount of dry
oxygen in an evacuated glass tube followed by heating at 473 K for two weeks under
argon atmosphere [27, 57]. The samples were subsequently ground under argon and the
entire cycle was repeated five times. A slight excess of rubidium/cesium was distilled
at 573 K in vacuum, resulting in a pale green powder of Rb2O and an orange powder
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of Cs2O. AMO2 were prepared through the reaction of liquid rubidium/cesium and an
excess of dry oxygen using the same method as described for AM2O, resulting in yellow
powders of RbO2 and CsO2, respectively.

Figure 5.1: Pseudo-body-centered cubic cell of the alkali sesquioxides AM4O6 (AM =
Rb, Cs). Differently oriented dioxygen anions are drawn with different
colors so that the alignment along the axes can be distinguished. For clarity,
the Rb/Cs atoms are gray and transparent.

Rb4O6 was obtained by a solid state reaction of 400 mg RbO2 and 160 mg Rb2O in a
molecular ratio of 4 : 1 in a glass tube sealed under argon at 453 K for 24 hours. Cs4O6

was obtained in the same way using the amounts of 468 mg CsO2 and 280 mg Cs2O
and annealing at 473 K for 24 hours. For the reaction, a slight excess of Cs2O was
used to compensate for small amounts of cesium peroxide, which is always contained
as an imurity in Cs2O. The very air sensitive products were ground and the reaction
was repeated until pure phases were obtained (black powders). For the magnetization
measurements, Rb4O6 and Cs4O6 were sealed in a high-purity quartz tube (Suprasil
glass) under helium atmosphere.
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Structural characterization

Figure 5.2: Powder x-ray diffraction patterns of Rb4O6 and Cs4O6 at 300 K (black).
The gray curves show the differences between the observed data and the
Rietveld refinements.

The crystal structures of the compounds were investigated using XRD. The measure-
ments were carried out using a Bruker D8 diffractometer with Cu Kα1 radiation for
Rb4O6 and Mo Kα1 for Cs4O6. The diffraction patterns are shown in Figure 10.5. The
raw data (black) are compared to the difference between a calculated Rietveld refine-
ment and the raw data (gray). The refinements yielded weighted profile R-values of
Rwp = 8.216 for Rb4O6 and 6.388 for Cs4O6. Both compounds crystallize in the cubic
structure I 43d (space group 220). The experimental lattice parameters as found from
Rietveld refinements are 9.322649(74) Å for Rb4O6 and 9.84583(11) Å for Cs4O6. The
atomic parameters for both compounds are shown in Table 5.1. The pattern of Rb4O6

indicates good phase purity. In the case of Cs4O6, additional signals were detected.
The signals were identified to arise from the impurity CsO2, which belongs to the cubic
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Table 5.1: Atomic parameters for Rb4O6 and for Cs4O6

Atom Site x y z
Rb 16c 1.054696(50) 1.054696(50) 1.054696(50)
O 24d 1.20206(36) 0 3/4
Cs 16c 0.946544(45) 0.946544(45) 0.946544(45)
O 24d 0.55065(49) 0 3/4

space group Fm 3m and has a lattice parameter of a = 6.55296(37) Å. The impurity
phase was included in the refinement of Cs4O6. An impurity content of approximately
7.23% of CsO2 in Cs4O6 was derived from the refinement.

Raman Spectroscopy

The presence of peroxide and hyperoxide anions in Rb4O6 and Cs4O6 was verfied using
Raman spectroscopy. The measurements were performed using a diamond anvil cell
(DAC) in order to prevent sample decomposition from contact with air and moisture.
The samples were loaded in a dry box under dry nitrogen atmosphere. The samples
were confined within a cylindrical hole of 100 microns diameter and 50 microns height
drilled in a Re gasket. We used synthetic type-IIa diamond anvils, which have only
traces of impurities (<1 ppm) and very low intrinsic luminescence. Raman spectra
were recorded with a single 460-mm-focal-length imaging spectrometer (Jobin Yvon HR
460) equipped with 900 and 150 grooves/mm gratings, giving a resolution of 15 cm−1,
notch-filter (Kaiser Optics), liquid nitrogen cooled charge-coupled device (CCD (Roper
Scientific)). Scattering calibration was done using Ne lines with an uncertainty of
±1 cm−1. The He-Ne laser of Melles Griot with the wavelength of 632.817 nm was used
for excitation of the sample. The probing area was a spot with 5 microns diameter.
Figure 5.3 shows the Raman spectrum of Rb4O6 in a range from 700-1250 cm−1. Two
peaks are found at Raman shifts of 795 cm−1 and 1153 cm−1, respectively. The signal
at 795 cm−1 corresponds to the stretching vibration of the peroxide anions and is
in good agreement with the literature value of 782 cm−1 for Rb2O2 [58]. The peak
at 1153 cm−1 is assigned to the corresponding vibration of the hyperoxide anions and
comparable to the literature value of 1140 cm−1 for RbO2 [59]. In the Raman spectrum
for Cs4O6, which was recorded as described above, signals of 738 cm−1 and 1128 cm−1

were recorded. The simultaneous presence of both dioxygen anion types and thus the
mixed valency is proven for both Rb4O6 and Cs4O6.
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Figure 5.3: Raman spectrum of Rb4O6. The peak at 795 cm−1 corresponds to the
stretching vibration of the peroxide anions and the peak at 1153 cm−1 to
the stretching vibration of the hyperoxide anions.

Magnetization

The magnetic properties of Rb4O6 and Cs4O6 were investigated using a superconduct-
ing quantum interference device (SQUID, Quantum Design MPMS-XL5). Samples of
approximately 100 mg, fused in Suprasil tubes under helium atmosphere, were used for
the analysis. In the cases of temperature dependent and time dependent magnetometry
we performed under zero-field-cooled (ZFC) and field-cooled (FC) measurements. For
the ZFC conditions, the samples were first cooled to a temperature of 1.8 K without
applying a magnetic field. After applying an induction field μ0H, the magnetization
was recorded as a function of temperature or time. For the temperature dependent
measurements, the magnetization was recorded directly afterward in the same field
upon lowering the temperature down to 1.8 K again (FC).

Temperature dependent magnetization experiments were discussed in an earlier work
[8] and indicate that Rb4O6 behaves like a frustrated system. We have analyzed the
related Cs4O6 using an identical experimental setup. Figures 5.4(a) and (b) display the
temperature dependent magnetization of Cs4O6 at magnetic induction fields μ0H of
2 mT and 5 T, respectively. The measurements were carried out under ZFC conditions
and FC conditions. In the 2 mT ZFC measurement, a magnetic transition is found to
occur at 3.2 ±0.2 K. In the 5 T ZFC curve, this transition shows a distinct broadening
and is shifted to a higher temperature. Thermal irreversibilities between ZFC and FC
measurements are observed in both magnetic fields, a behavior known from frustrated
systems and spin glasses. Cs4O6 exhibits similar magnetic properties as Rb4O6. Fig-
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ure 5.4(c) shows the normalized inverse susceptibility of Cs4O6 in a temperature range
of 100-300 K at a magnetic field of 5 T. A Curie-Weiss fit was performed in the region
above 200 K and yields a negative paramagnetic transition temperature ΘD=-4.5 K,
which indicates dominance of antiferromagnetic interactions. From the high tempera-
ture data, an effective magnetic moment of m = 2.01μB per hyperoxide anion can be
deduced applying the Curie-Weiss law based on molecular field theory (MFT). This
value is in modest agreement with 1.73 μB as expected from MFT using the spin-only
approximation.

Figure 5.4: Shown is the temperature dependent magnetic susceptibility of Cs4O6. The
low-temperature behavior is shown in (a) and (b) for induction fields of
2 mT and 5 T, respectively. The high-temperature behavior is shown in
(c). The dashed line represents a Curie-Weiss-Fit in the temperature region
above 200 K. (All values are normalized by the value of the susceptibility
at 2 K.)

We also performed field dependent magnetization experiments. Figure 5.4(a) shows
the field dependent magnetization of Rb4O6 at 2 K, well below the magnetic transition
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temperature of 3.4 K. It is clear that the magnetization does not show hysteresis [see
inset (i)]. The shape of the magnetization curve is best modelled by a paramagnetic
loop correction to a Langevin function L(H) given by M(H) = χlinH + M0L(H),
where χlin is the field independent paramagnetic susceptibility and M0 the saturation
moment.

Figure 5.5: Field-dependent magnetization of Rb4O6 and Cs4O6 at T = 2 K. Shown are
three magnetization cycles as a function of applied H: virgin (0 → +Hmax),
down (+Hmax → −Hmax), and up (−Hmax → +Hmax). The insets (i)
show in detail the magnetization close to the origin. The insets (ii) show
the remaining Langevin functions after subtracting the linear paramagnetic
correction.

In inset (ii), the linear contribution was subtracted from the total magnetization. The
remaining Langevin function saturates initially with a magnetic moment of 0.25 μB

per Rb4O6 formula unit and increases in successive cycles. At given magnetic fields,
the up and down curves exhibit differences in the measured magnetization, indicating
that the magnetization changes with time in a manner consistent with the known
relaxation behavior of frustrated systems [60]. Figure 5.4(b) shows the corresponding
field dependent magnetization for Cs4O6, qualitatively similar to Rb4O6. Applying the
model of the paramagnetic loop correction to a Langevin function as described above
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a saturation magnetic moment of 0.37 μB per Cs4O6 formula unit is obtained as seen
in Figure 5.4(b) inset (ii). While the total magnetic moments of Rb4O6 and Cs4O6 are
quite similar at given magnetic fields, the paramagnetic contributions exhibit a large
difference. This indicates that the time dependence and the dynamics of the compounds
are differing.

Time dependent measurements reveal more about these dynamics. Figures 5.5(a) and
(b) show the time dependent variations of the magnetization up to 6400 s for both com-
pounds. The measurements were performed under ZFC conditions at 2 K in induction
fields of 1 T. The magnetic moment of Rb4O6 varies exponentially with a relaxation
time of τ = (1852±30) s. This value is comparable to those of other frustrated systems.
Similar curves were obtained for Rb4O6 using lower as well as higher induction fields of
30 mT and 5 T. The relaxation times were determined to be τ(30 mT)= (1170 ± 30) s
and τ(5 T)= (4340 ± 20) s. The pronounced relaxation is another clear indication of
the magnetic frustration in Rb4O6.

Figure 5.6: Time dependent magnetizations of Rb4O6 and Cs4O6 in induction fields of
μ0H = 1 T are shown. The solid lines are the result of exponential fits.

As in the case of Rb4O6, the magnetic moment of Cs4O6 follows exponential behavior.
A relaxation time of τ = (3701±30) s is deduced from the exponential fit confirming that
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Cs4O6 is also a magnetically frustrated 2p-system although with different dynamics.
The fitting curve does not follow the exponential behavior as exactly as for Rb4O6.
This is most probably due to the fact that a complete saturation of the magnetization
is not reached within the time span of 6400 s. A reason for these differences between
the compounds cannot be given within the scope of these experiments, but electronic
structure calculations for Cs4O6 may shed more light on the dynamics of this system.

Summary and Conclusions

It has been shown that the alkali sesquioxides Rb4O6 and Cs4O6 exhibit frustrated
magnetic ordering based on anionogenic 2p-electrons of the hyperoxide anions. Mixed
valency was verified in both compounds using Raman spectroscopy. The strong time
dependence of the magnetization and the pronounced differences between the ZFC and
FC measurements support the previously assumed frustrated state of Rb4O6 [9]. Cs4O6

was found to show a very similar behavior. The experiments show that strong electronic
correlations can also occur in presumably simple 2p-compounds such as alkali oxides.
The complex distribution of magnetic moments in the lattices leads to a symmetry
reduction and causes a frustrated magnetic beahvior in both compounds. These results
are of major importance since they confirm that open shell p-electrons can behave like
d- or f -electrons.
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Abstract

This work reports on superconductivity in the Heusler compounds Pd2ZrAl and Pd2HfAl.
Magnetization and resistance measurements were carried out to verify their supercon-
ducting states. The compounds exhibit transition temperatures of 3.2 K (Zr) and
3.4 K (Hf). From their behavior in external magnetic fields, it was determined that
both compounds are type II superconductors. Similar to the half-metallic ferromagnets,
the superconducting Heusler compounds follow an electron counting scheme based on
theoretical considerations. As found from ab initio calculations, the superconductivity
can be explained by a valence instability at the L-point, that has been used as design
criterion.
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Introduction

Conventional superconductivity and ferromagnetism are two mutually exclusive phe-
nomena, since conventional Cooper pairs consist of electrons with opposite spins, which
build up a singlet spin state leading to s-wave superconductivity. Because ferromag-
netism destroys singlet pairs, contact with ferromagnets suppresses conventional su-
perconductivity. For this reason, it was believed that supercurrents could be induced
in ferromagnetic materials only via unconventional triplet superconductors. Recently,
Keizer et al. developed a device in which two conventional superconducting layers have
been coupled by a layer of the half-metallic ferromagnetic (HMF) CrO2 [61, 62]. The
report of a spin triplet supercurrent through the CrO2 layer proves that singlet Cooper
pairs were converted to triplet Cooper pairs. This indicates that there is a potential
for designing magnetization-controlled Josephson junctions, which consist of conven-
tional superconductors and half-metallic ferromagnets, epitaxially grown on suitable
substrate.

The class of Heusler compounds A2BC that crystallizes in the cubic L21 structure, is
well known for magnetic ordering. Up to now, many of the Heusler compounds have
been reported to be half-metallic ferromagnets [62, 63] and several Co2-based Heusler
compounds have been successfully implemented as electrodes in magnetic tunnel junc-
tions [64, 65]. In contrast to the half-metallic ferromagnets, only a few Heusler com-
pounds, all of them with a rare earth metal at the B position, have been reported to be
superconductors [66]. Until now, Pd2YSn has been found to be the Heusler compound
with the highest critical temperature (4.9 K) [67]. Coexistence of superconductivity
and antiferromagnetism, demonstrating the manifoldness of the Heusler family, was
reported for Pd2YbSn [68] and Pd2ErSn [69].

The occurrence of superconductivity in Heusler compounds brings up the task of build-
ing a bridge from magnetism to superconductivity. The results of Keizer et al. [61]
are the motivation behind proposing a magnetization-controlled junction that is based
only on Heusler compounds. For such a junction, a half-metallic ferromagnetic Heusler
compound and a Heusler superconductor with matching lattice parameters are needed.
Since a large variety of Heusler HMFs with a broad range of lattice parameters is
already available, the remaining task is to find suitable Heusler superconductors for
building such a device.

For a specific material design, it is necessary to have a well-established recipe for pre-
dicting the electronic as well as the magnetic properties of the particular class of ma-
terials. The Bardeen-Cooper-Schrieffer theory states that the transition temperature
of a superconducting material, at given Debye frequency and Cooper-pairing interac-
tion, increases exponentially with an increasing density of states N(εF ) at the Fermi
energy εF . This implies that, for a particular class of materials, a valence electron
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concentration that results in a maximum of N(εF ) should yield a high transition tem-
perature [70]. For elements, the dependence of Tc on the valence electron concentration
is known as Matthias’ rule [71]. Similarly, high critical temperatures are observed in
A15 compounds at distinguished electron concentrations of about 4.6 and 6.4 electrons
per atom [72]. According to L. van Hove, the electronic structure of a metal exhibits
extrema at certain high symmetry points [14] that are referred to as van Hove singu-
larities and leads to a peak in the density of states. The van Hove scenario provides an
explanation for the unusually high transition temperatures of the A15 superconductors,
which have been of interest up to the present with regard to their use in applications
(mainly Nb3Sn, with a critical temperature Tc of 18 K, as a material for superconduct-
ing magnets) [73]. Following the van Hove scenario [15], superconductivity is predicted
here for Heusler compounds with 27 electrons that exhibit valence instabilities close to
εF , and in particular, for a saddle-point at the L-point.

Results and discussion

To find suitable compounds using the above given design criteria, the electronic struc-
ture of the Heusler compounds Pd2ZrAl and Pd2HfAl has been calculated ab initio.
The electronic structure of the two compounds has been calculated using the full po-
tential linearized augmented plane wave method as implemented in Wien2k [74]. The
exchange correlation functional was taken within the generalized gradient approxima-
tion [75]. A 25 × 25 × 25 point mesh was used as the base for the integration. The
convergence criteria were set to 10−5 Ry for energy and, simultaneously, 10−3e− for
charge. The muffin tin radii were set to about 1.3 Å for all elements. The electronic
structures presented below were calculated for the experimental as well as the opti-
mized lattice parameters of each compound. The equilibrium lattice parameters from
an equation of states fit [76] are slightly larger by approximately 1% than those obtained
from experiment (see Table 6.1).

The calculated electronic structure of Pd2HfAl is shown in Figure 6.1. The electronic
structure of the corresponding compound Pd2ZrAl is very similar. In the band struc-
ture as well as in the density of states, the hybridization gap - typical for Heusler
compounds - that separates the low lying s-states from the d-bands is clearly visible
at approximately 6 eV below the Fermi energy. This gap is slightly larger in Pd2ZrAl,
indicating that the lattice parameter for Pd2ZrAl is larger than for Pd2HfAl.

Most interesting, however, is the occurrence of a van Hove singularity just above the
Fermi energy at the L-point (note that the Λ band, defining the saddle point close to
εF , has only a weak positive 2nd derivative at L that is not resolved in Fig. 6.1(a). In
addition, only one, rather steep, d-band crosses the Δ-direction. The flat bands forming
the van Hove singularity at the L-point result in a maximum in the density of states.
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Table 6.1: Energy of the valence band instabilities near εF . All energies are given in
meV with respect to the Fermi energy εF . The lattice parameters are given
in Å(the experimental and the optimized values for a are indicated by the
subscripts exp,opt, respectively).

Compound a E(L) E(Γ) E(X)
Pd2ZrAl 6.390exp 108 - 694 - 317

6.467opt 109 - 630 - 299
Pd2HfAl 6.370exp 172 - 643 - 287

6.436opt 173 - 585 - 272

This maximum, emerging from the states just above εF , is approximately 3.5 eV−1 for
the Zr compound, which is approximately 0.5 eV−1 higher than the maximum for the
Hf compound. In both compounds, the density is slightly lower directly at εF . From
this point of view, the above given design criteria for a superconductor are fulfilled.

Figure 6.1: Electronic structure of Pd2HfAl. The band structure is given in (a) and
the density of states is given in (b), both are calculated for the optimised
lattice parameter.

The energies of the states at the high symmetry points are summarized in Table 6.1.
From Table 6.1, it may be seen that the energetical position of the van Hove singularity
at the L-point is rather stable against variations in the lattice parameter, whereas some
deviations are found in the energies of the states at the Γ and X-points when the values
calculated for the experimental and optimized lattice parameters are compared.

Polycrystalline samples were prepared by repeated arc melting of a stoichiometric mix-
ture of the constituents under an argon atmosphere at a pressure of 10−4 mbar. The
resulting polycrystalline ingots were annealed afterwards for 7 days at 1073 K in an
evacuated quartz tube. This procedure resulted in samples exhibiting the L21 struc-
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ture. The crystal structure was determined by X-ray powder diffraction (XRD) using
excitation by Cu Kα radiation. According to the XRD data, neither compound exhib-
ited any impurities. The lattice parameters found from a Rietveld-refinement are given
in Table 6.1.
The magnetic properties were investigated using a superconducting quantum interfer-
ence device (Quantum Design, MPMS-XL-5) using small spherical pieces of approxi-
mately 20 mg to 120 mg of the samples. The transport properties were investigated by
a physical property measurement system (Quantum Design, PPMS Model 6000). The
resistance of samples with polished surfaces was measured using the four-point contact
method.

Figure 6.2: Magnetic measurements for Pd2HfAl. (a) shows the temperature-dependent
magnetization under ZFC and FC conditions. (b) shows the field-dependent
magnetization (butterfly) curve at a temperature of 2 K.

The results of the magnetization measurements, plotted for Pd2HfAl as an example,
are given in Figure 6.2. The upper panel shows the temperature-dependent magneti-
zation M(T ) of the sample in an external induction field of 25 mT for both zero-field
cooled (ZFC) and field-cooled (FC) conditions. The onset of the transition into the
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superconducting state is found to occur at a critical temperature Tc of 3.4 K. The tran-
sition is quite sharp, which indicates good sample quality. The thermal irreversibility
between the ZFC and the FC measurements provides evidence, that Pd2HfAl is a type
II superconductor. The large difference in magnitude between the ZFC and the FC
measurements, which indicates a comparatively weak Meissner effect, results from flux
pinning that is caused by bulk inhomogeneities.

The lower panel shows a plot of the field-dependent magnetization (butterfly loop) of
Pd2HfAl. The induction field was varied from -100 mT to 100 mT at a temperature
of 2 K. The critical magnetic field Hc1 at this temperature cannot be accurately de-
termined because of a broadening of the magnetization maximum. In addition, flux
pinning leads to a more symmetric shape of the curve, which impedes accurate deter-
mination of Hc1. The magnetization measurements for the corresponding Pd2ZrAl are
comparable to the magnetization curves shown for Pd2HfAl and indicate that it is also
a type II superconductor. For Pd2ZrAl the onset of the superconducting transition was
observed at a temperature of 3.2 K.

Figure 6.3 displays the results of the resistance measurements for both the Pd2HfAl
and Pd2ZrAl superconductors close to the critical temperatures. Distinct drops of the
resistance point on the transitions to the superconducting states. For both compounds,
the resisitive superconducting transitions appear at slightly higher temperatures than
the transitions determined from the magnetic measurements. This fact is well known
and explained by bulk inhomogeneities.

Figure 6.3: Low-temperature resistance measurements for Pd2HfAl and Pd2ZrAl.
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Conclusion

In conclusion, starting with electronic structure calculations the Heusler compounds
Pd2HfAl and Pd2ZrAl have been found as candidates for superconductivity in ac-
cordance with the van Hove scenario. These proposed superconducting candidates
were synthesized by arcmelting and experimentally investigated. Superconductivity
was found in both compounds. The critical temperatures Tc were determined to be
3.4 K and 3.2 K, respectively. Because of their low transition temperatures however,
neither compound is at present very well suited for design of magnetization-controlled
Josephson junctions but may be used for demonstration. It appears, however, that it
may be possible to design a spin injector based purely on Heusler compounds using a
superconductor along with a suitable half-metallic ferromagnet. Very high magnetic
transition temperatures have already been realized in half-metallic Heusler compounds
[77]. The task now is to find Heusler superconductors with higher transition tempera-
tures so that magnetization-controlled Josephson junctions for applications, which are
exclusively based on Heusler compounds, can be realized.
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Abstract

This work reports on four more Heusler superconductors: Pd2ZrAl, Pd2HfAl, Pd2ZrIn,
and Pd2HfIn. These compounds exhibit superconducting transition temperatures rang-
ing from 2.4 − 3.8 K as determined by resistivity measurements. According to their
behavior in an external magnetic field, all compounds are type II bulk superconductors.
The occurrence of superconductivity was predicted for these compounds using electronic
structure calculations. The electronic structures exhibit van Hove singularities (saddle
points) at the L point. These lead to a maximum in the corresponding density of
states and superconductivity according to the van Hove scenario. The superconducting
properties of electron-doped and hole-doped substituted compounds Pd2B1−xB’xAl,
whereby B=Zr and Hf and B’=Y, Nb, and Mo, were investigated to obtain informa-
tion about the dependence of the transition temperature on the density of states at the
Fermi energy following the van Hove scenario. The calculated electronic structure re-
veals that the substituted compounds do not follow a rigid-band model. In addition, the
random distribution of the substituted atoms strongly increases impurity-type electron
scattering. The substituent concentrations used in this work lead to strongly enhanced
impurity-type scattering and eventually to suppression of the superconducting state.

39
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Introduction

Heusler compounds with the L21 structure type and a stoichiometric composition A2BC
became popular with the archetype Cu2MnAl [78], a remarkable compound that shows
ferromagnetic ordering despite the absence of any ferromagnetic element. At present,
the Heusler family is widely associated with the research area of spintronic applica-
tions. Some Heusler compounds have been reported to show half-metallic ferromag-
netism [62, 63], a feature of utmost concern with respect to the desired high degree
of spin polarization, and thus for implementation in spintronic applications. Several
Co-based Heusler compounds were employed as electrodes in magnetic tunnel junc-
tions [64, 65]. In contrast to the magnetic Heusler compounds, Heusler superconductors
play a minor role with respect to application because of their low transition tempera-
tures. Investigating what causes a certain Heusler compound to show magnetic order
or superconductivity is, however, of general scientific interest.

Up to now, very few Heusler compounds have been reported to be superconductors; the
first of these were published in Ishikawa’s pioneering review [66]. Currently, Pd2YSn is
the Heusler compound with the highest critical temperature Tc of 4.9 K [67]. Despite the
occurrence of ferromagnetic ordering in elemental nickel, Heusler compounds with nickel
at the Wyckoff 8c position were found to exhibit superconductivity; the compound with
the currently highest critical temperature of 3.4 K, Ni2NbSn, was reported in 1983 [67].
The coexistence of superconductivity and antiferromagnetic order was found in Heusler
compounds Pd2YbSn (Ref. [68]) and Pd2ErSn [69].

For a better understanding of the magnetic properties of solid materials, we need to
understand their electronic structures. We have performed electronic structure cal-
culations using ab initio methods in order to find promising palladium-based Heusler
compounds as candidates for superconductivity that match our design criterion, i.e.,
a saddle point at a certain high-symmetry point in the energy dispersion curve at
the Fermi energy εF . Such a saddle point leads to a high density of states n(εF ) at
the Fermi energy. These are referred to as van Hove singularities [14]. Prospective
candidates for superconductivity include certain Heusler compounds with 27 electrons
that exhibit a saddle point at the L point close to εF in the corresponding energy
dispersion curve according to the van Hove scenario [11, 12, 15]. It is known from
the Bardeen-Cooper-Schrieffer (BCS) theory for superconductivity that the transition
temperature of a superconducting material increases exponentially with an increasing
n(εF ) given that Debye frequency and Cooper-pairing interaction are independent of
n(εF ).[70] The unusually high transition temperatures of the intermetallic A15 super-
conductors, which are highly important for application purposes (i.e., as superconduct-
ing magnets), were explained with the van Hove scenario. Based on the van Hove sce-
nario, we have already reported Heusler superconductors with 27 electrons: Pd2ZrAl,
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Pd2HfAl, and Ni2ZrGa [11, 12]. Here we present a more detailed investigation of the
palladium-based compounds and report two more 27-electron superconducting Heusler
compounds: Pd2ZrIn and Pd2HfIn. Electron-doping and hole-doping experiments were
performed with Pd2ZrAl and Pd2HfAl to investigate the dependence of Tc on the energy
of the corresponding van Hove singularities. To do this, we prepared and characterized
solid solutions of pure compounds of Pd2B1−xB’xAl, whereby B=Zr and Hf and B’=Y,
Nb, and Mo.

Calculational details

The electronic and vibrational properties of the pure compounds were calculated by
means of Wien2k (Refs. [79] and [74]) in combination with Phonon [80]. The elec-
tronic properties of the substituted - electron-doped or hole-doped - compounds were
calculated using the Korringa-Kohn-Rostocker method together with the coherent po-
tential approximation [81, 82].

The electronic structure of the pure A2BC compounds was calculated using the full po-
tential linearized augmented plane-wave (FLAPW) method as implemented in Wien2k.
The exchange-correlation functional was taken within the generalized gradient approx-
imation (GGA) [75]. A 25 × 25 × 25 point mesh was used as basis for integration in
the cubic systems resulting in 455 k points in the irreducible wedge of the Brillouin
zone. The energy convergence criterion was set to 10−5 Ry while, at the same time,
the criterion for charge convergence was set to 1 × 10−3e−. The muffin-tin radii were
set to 2.5 a0B (a0B = 0.5291772 Å) for the transition metals as well as the main group
element. The primitive fcc cell, which contains four atoms, was enlarged to a cell with
16 distinguished atoms to calculate the Hellmann-Feynman forces for the phonon anal-
ysis. For these calculations, a force convergence criterion of 1 × 10−4 Rya−1

0B was used
in addition to the energy and charge convergence criteria. All phonon calculations were
performed for the optimized lattice parameter.

The electronic structure of the substituted A2B1−xB’xC compounds was calculated by
means of the full relativistic Korringa-Kohn-Rostocker (SPRKKR) method [81, 82].
The exchange-correlation functional was taken within the Vosko-Wilk-Nusair parame-
terization [83, 84]. No noticeable differences in the electronic structure were observed
when using the full potential version of the program together with GGA. The coherent
potential approximation (CPA) was used to account for the random distribution of the
B and B’ atoms in the Pd2B1−xB’xAl or Pd2B1−xB’xIn solid solutions.

The electronic structures reported below (see Sec. 7) were calculated for the experi-
mental as well as the optimized lattice parameter of each compound. Figure 7.1 shows
the results for the optimization of the lattice parameter for Pd2ZrAl and Pd2HfAl.
The optimized lattice parameters from an equation of states fit [76] are slightly larger
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Table 7.1: Lattice parameters of palladium-based superconducting Heusler compounds.
Compared are the experimental values aexp (see Sec. 7) with the optimized
values aopt. B is the bulk modulus.

aexp [Å] aopt [Å] B [GPa]
Pd2ZrAl 6.406 6.467 151
Pd2ZrIn 6.536 6.623 141
Pd2HfAl 6.376 6.436 159
Pd2HfIn 6.530 6.592 150

than experimental parameters by about 1%. This is common for calculations in the
generalized gradient approximation. GGA slightly overestimates the lattice parameter
compared to the pure local-density approximation, which tends to overbinding [85–87].
The accompanying bulk moduli for Pd2ZrAl and Pd2HfAl are 151 and 159 GPa, re-
spectively. The results from the optimization of the lattice parameters are summarized
in Table 7.1.

Figure 7.1: Optimization of the lattice parameter. Shown is the optimization for
Pd2ZrAl in (a) and Pd2HfAl in (b). The solid lines are the results of an
equation of state fit.
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Experimental details

Polycrystalline ingots were prepared by repeated arc melting of stoichiometric mixtures
of the elements in an argon atmosphere at a pressure of 1× 10−4 mbar to avoid oxygen
contamination. The samples were subsequently annealed for two weeks at 1073 K in
evacuated quartz tubes. After the annealing process, the samples were quenched to
273 K in a mixture of ice and water to retain the desired L21 structure. Slow cooling of
the samples after the annealing process leads to enhanced B2-type anti-site disorder.
This is mainly a disorder between the transition metal (B) on the 4a site with the main
group element (C ) on the 4b site that is often found in Heusler compounds.

The crystal structures of the compounds were investigated using powder x-ray diffrac-
tion (XRD). The XRD measurements were carried out using a Siemens D5000 diffrac-
tometer with monochromatized Cu Kα radiation. The purity of the compounds was
confirmed using scanning electron microscopy with energy dispersive x-ray spectroscopy
(EDX). The superconducting transitions were verified in resistivity measurements using
a Physical Property Measurement System (PPMS, Quantum Design, Model 6000). The
resistivity of samples with polished surfaces was measured using the four-point probe
technique. The diamagnetic shielding and the Meissner effect of the compounds were
investigated using temperature-dependent and field-dependent magnetization measure-
ments with a superconducting quantum interference device (SQUID, Quantum Design,
MPMS-XL-5). Small spherical sample pieces of approximately 20 to 120 mg were used
to ensure precise measurements. The temperature-dependent magnetization measure-
ments were carried out under zero-field-cooled (ZFC) and field-cooled (FC) conditions.
For the ZFC measurements, the samples were first cooled down to 1.8 K without apply-
ing any magnetic field. Afterward, an external magnetic field of 2.5 mT was applied, and
the sample magnetization was measured with increasing temperature. The FC magne-
tization was recorded subsequently in the same induction field upon cooling down to
1.8 K again. The field-dependent magnetization was recorded at a temperature of 2 K,
well below the transition temperatures of all superconductors.

Results and discussion

Pure compounds

Structural characterization

All compounds crystallize in the cubic L21 Heusler structure (space group: Fm3̄m),
where the Wyckoff positions are 8c (1

4 ,14 ,14) for Pd atoms, 4a (0,0,0) for B=Zr or Hf
atoms and 4b (1

2 ,12 ,12 ) for C=Al or In atoms. Figure 7.2 shows the diffraction patterns
for all pure compounds. The raw data (black) are compared to the difference between
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a calculated Rietveld refinement and the raw data (gray). The experimental lattice
parameters as found from Rietveld refinements are given in Table 7.1. The patterns
indicate excellent phase purity for all compounds. In the case of Pd2ZrIn, the (111)
reflex is very small, and the (200) reflex is not seen at all. This is not an effect of
B2-type disorder but is instead due to almost equal scattering factors of Pd, Zr, and
In. Even in a presumably perfectly ordered L21 structure of Pd2ZrIn, the intensity of
the (200) reflex would be less than 1% of that of the (220) reflex.

Θ

Figure 7.2: X-ray diffraction patterns of the pure Heusler superconductors. (a)-(d)
display the patterns for Pd2ZrAl, Pd2HfAl, Pd2ZrIn, and Pd2HfIn.
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Hf and Zr are very difficult to separate during purification of the elements even in high-
purity materials. The used Zr is stated to contain less than 3% Hf by the manufacturer
and vice versa, < 3% Zr in Hf. To detect this type of cross contamination, polished
disks of the materials were investigated using scanning electron microscopy with EDX.
No traces of Hf were found in the Zr-containing compounds and vice versa as shown in
Fig. 7.3. According to the methodological detection limit, the impurities of Pd2HfIn in
Pd2ZrIn are ≤ 1%.

Figure 7.3: EDX spectra of (a) Pd2ZrIn and (b) Pd2HfIn. No cross contamination of
Zr and Hf is observed.

Calculational results

The calculated electronic structures of Pd2ZrAl and Pd2ZrIn are shown in Figs. 7.4
and 7.5. The electronic structure of both compounds is very similar. The hybridization
gap - typical for Heusler compounds - that separates the low-lying s states from the d

bands is clearly visible at around 6 eV below the Fermi energy in the energy dispersion
curve as well as in the density of states of both compounds. This gap is slightly larger
in Pd2ZrIn, reflecting the larger lattice parameter as compared to Pd2ZrAl.
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Figure 7.4: Electronic structure of Pd2ZrAl. (a) displays the band structure and (b) the
density of states. (Both were calculated using FLAPW for the optimized
lattice parameter.)

Most interesting, however, is the occurrence of a van Hove singularity just above the
Fermi energy at the L point. At the same time, only one rather steep, d band is
crossing the Δ direction. The flat bands forming the van Hove singularity at the L

point result in a maximum density of states. This maximum density emerging from
the states just above εF is about 3.5 eV−1 in Pd2ZrAl and thus about 0.8 eV−1 higher
than in Pd2ZrIn. In both compounds, the density is slightly lower directly at εF .

Figure 7.5: Electronic structure of Pd2ZrIn. (a) displays the band structure and (b) the
density of states. (Both were calculated using FLAPW for the optimized
lattice parameter.)

The energy of the states at the high-symmetry points is summarized in Table 7.2
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Table 7.2: Energy of the van Hove singularities close to εF . The experimental lattice
parameters a of the Al-containing compounds are assigned by ∗. All energies
E are given with respect to the Fermi energy εF .

a [Å] E(L) [meV] E(Γ) [meV] E(X) [meV] n(εF ) [eV−1]
Pd2ZrAl 6.406∗ 108 - 694 - 317 2.6

6.467 109 - 630 - 299 2.7
Pd2ZrIn 6.623 65 - 307 - 270 2.7
Pd2HfAl 6.376∗ 172 - 643 - 287 2.3

6.436 173 - 585 - 272 2.4
Pd2HfIn 6.592 136 - 171 - 245 2.4

together with the density of states n(εF ) at the Fermi energy. Table 7.2 shows that the
energy of the van Hove singularity at the L point is rather resistant to variation in the
lattice parameter, whereas some deviations are found in the energies of the states at the
Γ and X points if comparing the values calculated for the experimental and optimized
lattice parameters. The density of states at the Fermi energy is slightly higher in the
Zr compounds compared to the Hf compounds. Overall, no remarkable differences are
noticed if comparing the compounds or the different lattice parameters used in the
calculations.

Figure 7.6: Vibrational structure of Pd2ZrAl. (a) displays the phonon dispersion and
(b) the phonon density of states g(ω). Note that negative energies cor-
respond to solutions of the wave equation with complex q values. (The
calculations were performed with the optimized lattice parameter.)

Figure 7.6 shows the phonon dispersion and the phonon spectrum of Pd2ZrAl. The
vibronic structure exhibits four groups of vibrational states, the low-lying acoustical
modes, and the high-lying optical modes. For high-symmetry directions, the set of
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acoustic modes (LA, TA1, and TA2) is non-degenerate only along Γ-K. The optical
modes are three-fold degenerate at Γ as is revealed in the splitting of the bands in the
Σ direction. The highest optical modes originate from the Al atoms and the lowest
optical modes arise from Pd (see Fig. 7.6(b).
The acoustical modes of Pd2ZrAl are unstable close to the Γ point. The energies with
negative values correspond to wave vectors with complex q values. This instability is
most pronounced in the TA2 mode, which is unstable over a wider range of q. Such
instabilities were previously observed in Ni-based and Co-based Heusler compounds [88,
89]. For the example of Ni2TiGa, it was shown [89] that magnetic order is not a
necessary condition for phonon softening to occur. Here, this fact is demonstrated for
another nonmagnetic compound.

Figure 7.7: Vibrational structure of Pd2ZrIn. (a) displays the phonon dispersion and
(b) the phonon density of states. (The calculations were performed with
the optimized lattice parameter.)

The phonon dispersion and density of Pd2ZrIn is shown in Fig. 7.7, in which the density
can be seen to cover a smaller range of phonon energies. Due to the higher mass of
In, the splitting of the three groups of optical modes is less pronounced compared to
Pd2ZrAl. The gaps between the groups are closed or become pseudogaps.
Table 7.3 summarizes the energies of the optical phonon modes and compares the
average phonon frequency ω =

∫
ωg(ω)dω to the Debye temperature ΘD. ΘD was

determined from a fit of the calculated specific heat of the phonons to a Debye model.
The high-lying optical modes at about 30 meV in the Al-containing compounds do
not overlap with the remainder of the phonon spectrum and appear like Einstein fre-
quencies. In a hybrid Einstein-Debye model for Pd2HfAl, the corresponding Einstein
temperature is ΘE ≈ 350 K calculated from the average phonon frequencies of that
mode. The Debye temperature of Pd2ZrAl was not clearly revealed from the fit. This
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Table 7.3: Energetics of the optical phonon modes and average temperatures. The
energy at X corresponds to the highest mode. The temperature equivalent
of the mean phonon frequency ω is given for better comparison to the Debye
temperature ΘD [note that the values with ∗ are not accurate due to the
phonon softening in Pd2ZrAl (see Fig. 7.6)].

�ω(Γ)1 [meV] �ω(Γ)2 [meV] �ω(Γ)3 [meV] �ω(X) [meV] ω [K] ΘD [K]
Pd2ZrAl 6.96 21.4 29.0 32.3 194∗ > 310∗

Pd2ZrIn 8.52 18.1 20.2 22.5 159 220
Pd2HfAl 10.2 18.9 28.5 31.1 194 277
Pd2HfIn 9.73 16.5 18.8 21 153 209

is partially due to the observed phonon softening. Most probably, the clear splitting
of the Zr-induced optical mode requires a hybrid model with two different Einstein
temperatures to describe the specific heat correctly. The Debye temperatures of the
In-containing compounds are lower compared to those with Al, as expected from the
differences of the phonon spectra.

Resistivity

Figure 7.8: Resistive superconducting transitions of the pure compounds. Shown is the
temperature-dependent resistivity in the region around Tmid

c for the Heusler
superconductors Pd2ZrAl, Pd2HfAl, Pd2ZrIn, and Pd2HfIn.

The superconducting transitions of the pure compounds were verified with temperature-
dependent resistivity measurements. Figure 7.8 shows the resistive superconducting
transitions of the pure compounds. The transition temperatures Tmid

c were determined
by calculating the mean value of the onsets and offsets of the superconducting transi-
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tions. The values are summarized in Table 7.4. In the case of Pd2HfIn, the onset of
a superconducting transition can already be observed at approximately 3.1 K, but the
resistivity does not drop straight to zero. This jump is then followed by the pronounced
bulk superconducting transition for the Heusler compound at 2.4 K. No impurities were
found in the XRD pattern of Pd2HfIn. It is therefore concluded that this broad onset
may be attributed to bulk inhomogeneities of the sample. It may be caused by an
unidentified ternary or binary impurity phase below the XRD detection limit consist-
ing of the elements Pd, Hf, and In as neither contaminations nor impurities of Zr were
found in the EDX analysis.

Magnetic properties

Figure 7.9: Temperature-dependent magnetization of the pure compounds. (a)-(d)
show the volume susceptibilities χV in the regions around Tc upon ZFC
and FC conditions for Pd2ZrAl, Pd2HfAl [11], Pd2ZrIn, and Pd2HfIn. The
measurements were performed with magnetic induction fields μ0H of 2.5
mT, respectively.

The results of the temperature-dependent magnetization measurements are given in
Figs. 7.9(a)-(d). All compounds exhibit superconducting transitions. The onsets of
these transitions are given in Table 7.4. Thermal irreversibilities between ZFC and
FC measurements indicate that all compounds are type II superconductors. All sam-
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ples show quite sharp superconducting transitions indicating low grades of impurity.
However, very large differences in magnitude between ZFC and FC measurements are
found in all cases indicating a reduced Meissner effect. This feature is caused by flux
pinning that is attributed to bulk inhomogeneities. For all compounds, the resistive
superconducting transitions appear at slightly higher temperatures as compared to the
magnetization measurements. This fact is well known. The resistive transition takes
place when one percolation path throughout the sample becomes superconducting. The
magnetic transition requires a certain superconducting volume. The volume suscepti-
bilities χV were calculated assuming a demagnetization factor of 1

3 of a perfect sphere.
Using this approximation for all compounds confirms bulk superconductivity. Precise
statements about the superconducting volumes, however, cannot be made because the
measured samples do not correspond to perfect spherical or other geometrical bodies.
The segregated unidentified impurity, which was found in the resistivity measurement
of Pd2HfIn, is also observed as additional structure in the corresponding temperature-
dependent magnetization curve. The magnetic data of Pd2ZrIn also exhibit small
deviations. This suggests that the unidentified impurity may consist of the elements
Pd and In only. Due to the higher transition temperature of Pd2ZrIn, this effect is not
visible in the corresponding resistivity measurement. The critical temperatures of both
compounds may increase if formation of this impurity phase can be avoided.

Table 7.4: Critical temperatures of the palladium-based Heusler superconductors. The
critical temperatures Tmid

c of the resistivity measurements represent mean
values of the superconducting onsets and offsets. The critical temperatures
from the magnetization measurements TMag

c represent the onsets of the su-
perconducting transitions.

TRes
c [K] TMag

c [K] Hc1 [mT]
Pd2ZrAl 3.2 3.1 6.0
Pd2ZrIn 3.1 3.0 12.3
Pd2HfAl 3.8 3.4 10.3
Pd2HfIn 2.4 2.3 6.2

Figures 7.10(a)-(d) shows the field-dependent magnetizations (butterfly curves) at tem-
peratures of 2 K in the superconducting state for all compounds. Theoretically, the
critical magnetic field Hc1 for a certain temperature and a certain compound can be
determined from the virgin curve of the field-dependent magnetization. This is not
possible, however, for these intermetallic samples, because the bulk inhomogeneities
lead to a more symmetric shape of the curves, which impedes accurate calculations
of Hc1. Rough estimations provide values of Hc1 for the compounds as presented in
Table 7.4.
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Figure 7.10: Butterfly curves for Pd2ZrAl, Pd2HfAl [11], Pd2ZrIn, and Pd2HfIn. (a)-
(d) show the normalized susceptibilities χ/χ0 at temperatures of 2 K in a
range from -100 to 100 mT, respectively. All curves were measured from
the ZFC state.

Substituted compounds

According to the van Hove scenario [15], a maximum Tc should be obtained for a
maximum n(εF ) at εF at a given Debye frequency and Cooper-pairing interaction. For
the cases of Pd2ZrAl and Pd2HfAl, the van Hove singularities coincide with εF when
the compounds are doped with electrons. Assuming a rigid-band model and a fixed
lattice parameter, the calculated electronic structure suggests that doping by about
0.1 of an electron shifts the band with the singularity at L onto εF . This may be
established by substituting the group 4 element (Zr, Hf) by 10% of an element of group
5 (V, Nb) or 5% in case of group 6 elements (Cr, Mo). In a similar way, a substitution
by a group 3 (Sc, Y) element will shift εF downwards to the singularity at X. To
investigate the behavior of Tc upon electron doping and hole doping the solid solutions
of Pd2B1−xB’xAl with B=Zr and Hf and B’=Y, Nb, and Mo were prepared as described
in Sec. 7. For Pd2ZrAl, Y and Nb could be substituted for Zr, whereas only Y could be
substituted for Hf in Pd2HfAl. Doping with Mo was not possible for either compound.



7. Superconductivity in palladium-based Heusler compounds 53

Structural characterization

The crystal structures of the substituted alloys were analyzed as described in Sec. 7.
The alloys crystallize in the cubic L21 Heusler structure (space group: Fm3̄m). With
the exception of Pd2Hf0.5Y0.5Al, none of the alloys exhibit any impurities in the XRD
patterns. The experimental lattice parameters are obtained from Rietveld refinements
(see Table 7.5). The increasing and decreasing lattice parameters in the solid solutions
originate from the differing atomic radii of the substituted elements. The atomic radii of
Nb and Mo are smaller than those of Zr and Hf, whereas the atomic radius of Y is larger.
This is reflected in the lattice parameters listed in Table 7.5. Besides the impurities,
which were found in the XRD pattern of Pd2Hf0.5Y0.5Al, the small difference between
the lattice parameters of Pd2Hf0.75Y0.25Al and Pd2Hf0.5Y0.5Al supports the conclusion
that the lattice of Pd2Hf1−xYxAl becomes saturated with Y when 0.25≤x≤0.5. In-
creasing the Y concentration above this limit causes impurities to segregate. One of
these impurities was identified as elemental yttrium.

Calculational results

Figure 7.11 shows a comparison between the density of states of the Pd2Zr0.9Y0.1Al
and Pd2Zr0.9Nb0.1Al solid solutions and of Pd2ZrAl in its pure form. The calculations
were performed using SPRKKR and the results agree very well with the density of
states from the FLAPW calculations. The solid solutions were treated in the CPA
approximation. It should be noted that a band structure is no longer persistent in the
random alloys due to the lack of periodicity.

Figure 7.11(a) shows that the maximum density of states close above εF , being indica-
tive for the van Hove singularity at the L point, is slightly shifted to higher energies in
the Y-substituted compound. This is due to underdoping of electrons. The position of
the maximum is rather stable for electron doping in the Nb-containing compound (see
Fig. 7.11(c)) in comparison to the pure Zr compound (see Fig. 7.11(b)). This shows
that bands do not behave completely rigid. However, a small shift of εF is evident. Ad-
equate electron doping should thus allow the van Hove singularity to coincide with εF .
In theory, the situation is rather similar for electron-doped and hole-doped Pd2HfAl.

Figure 7.12 illustrates the effect of electron doping on the electronic properties for the
examples of Pd2Zr1−xNbxAl and Pd2Hf1−xNbxAl. The energy shift of the maximum
of n(E) associated with the van Hove singularity at the L point cannot be given more
precisely due to lack of a band structure. From the fit, it is expected that the singularity
coincides with εF at a Nb concentration of approximately 20% or 30% in the alloys based
on Zr or Hf, respectively. The density of states n(εF ) at the Fermi energy increases
with increasing Nb content.

A detailed analysis of Pd2HfAl reveals that this increase is not primary due to the shift
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of the maximum of the density of states arising from Pd states of the pure compound
but by an increase in the density located at the Nb atoms. This reordering of the
electron densities demonstrates that a rigid-band model is not directly applicable for
this sort of compounds even if using a fixed lattice parameter in the calculations.
Pd2ZrAl shows an intermediate maximum of n(εF ). In this case, the local density of
states nPd(εF ) at the Pd atoms also exhibits a maximum. Here, the Nb concentration
x at the intermediate maximum of n(x, εF ) corresponds to the one where the van Hove
saddle point at L coincides with the Fermi energy.

Figure 7.11: Electronic structure of Pd2Zr0.9B0.1Al, B=Y, Nb. Compared is the density
of states of the pure compound to the cases of 10% substitution of Zr by Y
or Nb. (Calculated by SPRKKR with the experimental lattice parameter.)

In a trivial analysis, the increase in states at εF may suggest that the resistivity de-
creases already in the normal conducting state. This is, indeed, not the case due to
the strong influence of impurity scattering in the substituted compounds. The ran-
dom distribution of the Zr or Hf and Nb atoms on a common site of the lattice leads
to an increase in the resistivity as is also observed for simple binary alloys such as
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Pd1−xAgx [90, 91]. It is conceivable that reordering of charges and/or impurity scat-
tering prevent an increase in the superconducting transition temperature.

Figure 7.12: Electron doping in Pd2Zr1−xNbxAl and Pd2Hf1−xNbxAl. (a) shows the
residual resistivity due to impurity scattering, (b) shows the energy shift
of the maximum of n(E) associated with the van Hove singularity at the
L point, and (c) shows the density of states at the Fermi energy relative
to the density in the pure compounds with x = 0. (Calculated for the
normal conducting state by SPRKKR with the fixed lattice parameters of
the pure compounds.)

Resistivity

All solid solutions were investigated with respect to superconductivity in temperature-
dependent resistivity measurements as described in Section 7. The corresponding crit-
ical temperatures Tmid

c are given in Table 7.5. Figure 7.13 shows the resistivity mea-
surement of Pd2ZrAl in comparison to the alloys Pd2Zr0.9Y0.1Al and Pd2Zr0.9Nb0.1Al.
A superconducting transition was only found in Pd2Zr0.9Nb0.1Al (Tmid

c = 2.1 K). In
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this alloy, resistivity already begins to decrease at approximately 4.1 K. This may be
attributed to a superconducting impurity phase below the detection limit of XRD. This
phase may be a disordered cubic A15 material [92]. Some of these are known to exhibit
superconducting transitions around 4 to 5 K. Pd2Zr0.9Y0.1Al does not show a supercon-
ducting transition. A small drop in resistivity occurs at approximately 2.6 K, but this
does not correspond to a bulk superconducting transition. Most probably, this drop is
caused by small superconducting paths in regions with lower yttrium contents through-
out the inhomogeneous bulk sample. Figure 7.14 shows the temperature-dependent re-
sistivity of Pd2HfAl in comparison to the alloys Pd2Hf0.75Y0.25Al and Pd2Hf0.5Y0.5Al.
Superconducting transitions are observed in both alloys but the transition temperature
decreases with increasing yttrium concentration.

Table 7.5: Properties of the substituted palladium-based Heusler superconductors. a
are the measured lattice parameters and Tmid

c is the critical temperatures
from resistivity measurements.

a [Å] Tmid
c [K]

Pd2Zr0.9Y0.1Al 6.432 -
Pd2Zr0.9Nb0.1Al 6.372 2.1
Pd2Hf0.75Y0.25Al 6.393 3.2
Pd2Hf0.5Y0.5Al 6.404 2.9

Maximum transition temperatures were expected for electron-doped Pd2ZrAl and Pd2HfAl
according to the van Hove scenario. For Pd2HfAl, no conclusion can be drawn about
the possibility of electron doping and increasing Tc because only Y was incorporated
successfully into the unit cell of Pd2HfAl. This hole doping led to a decrease in Tc

with increasing Y content as expected from the electronic structure. For Pd2ZrAl, hole
doping with 10% of Y led to destruction of superconductivity, and the superconduct-
ing transition is lowered in the alloy Pd2Zr0.9Nb0.1Al as compared to Pd2ZrAl. The
expected behavior was thus not found. Nonmagnetic scattering should not suppress su-
perconductivity by itself according to Anderson’s theorem [93]. It was, however, shown
that enhanced disorder leads to spatial fluctuations of the superconducting gap Δ and
eventually to suppression of the superconducting state [94]. Thus, a Nb concentration
of 10% manifestly provokes a degree of disorder, which is sufficient to reduce Tc consid-
erably. Electron-doping experiments with the cubic A15 superconductors led to similar
results, where Tc is very often lowered upon electron doping or hole doping via element
substitution [72].
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Figure 7.13: Resistive superconducting transitions for the solid solutions
Pd2Zr1−xB’xAl. Shown is the temperature-dependent resistivity in
the region around Tmid

c for the pure compound Pd2ZrAl as well as the
alloys Pd2Zr0.9Y0.1Al and Pd2Zr0.9Nb0.1Al.

Figure 7.14: Resistive superconducting transitions for the solid solutions
Pd2Hf1−xYxAl. Shown is the temperature-dependent resistivity in
the region around Tmid

c for the pure compound Pd2HfAl as well as the
alloys Pd2Hf0.75Y0.25Al and Pd2Hf0.5Y0.5Al.

Summary and conclusions

Using ab initio calculations as a basis, the Heusler compounds Pd2ZrAl, Pd2HfAl,
Pd2ZrIn, and Pd2HfIn have been identified as prospects for superconductivity accord-
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ing to the van Hove scenario. Resistivity and magnetization measurements provided
evidence that all compounds are type II bulk superconductors with transition temper-
atures in the range of 2.4-3.8 K. Following the van Hove scenario, solid solutions of
Pd2B1−xB’xAl with B=Zr and Hf and B’=Y, Nb, and Mo were synthesized to investi-
gate the dependence of superconducting properties on the valence electron concentra-
tion and thus the density of states at the Fermi energy. Although the incorporation
of some elements was possible for both compounds Pd2ZrAl and Pd2HfAl, supercon-
ductivity was suppressed in all solid solutions as compared to the pure compounds.
The rather sizeable amounts of the substituents used here provoked a degree of dis-
order beyond the validity of the Anderson theorem. Instead of shifting the van Hove
singularities to εF they caused suppressions of the superconducting state.
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Abstract

This work reports on the Heusler superconductor ZrNi2Ga. Compared to other nickel-
based superconductors with Heusler structure, ZrNi2Ga exhibits a relatively high su-
perconducting transition temperature of Tc = 2.9 K and an upper critical field of
μ0Hc2 = 1.5 T. Electronic structure calculations show that this relatively high Tc is
caused by a van Hove singularity, which leads to an enhanced density of states at
the Fermi energy N(εF ). The van Hove singularity originates from a higher-order va-
lence instability at the L point in the electronic structure. The enhanced N(εF ) was
confirmed by specific-heat and susceptibility measurements. Although many Heusler
compounds are ferromagnetic, our measurements of ZrNi2Ga indicate a paramagnetic
state above Tc and could not reveal any traces of magnetic order down to temperatures
of at least 0.35 K. We investigated in detail the superconducting state with specific-
heat, magnetization, and resistivity measurements. The resulting data show the typical
behavior of a conventional, weakly coupled BCS (s-wave) superconductor.
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Introduction

In the research area of spintronic applications, Heusler compounds have become of in-
terest as half-metals, where due to the exchange splitting of the d-electron states, only
electrons of one spin direction have a finite density of states (DOS) at the Fermi level
N(εF ) [62, 63]. Up to the present, very few Heusler superconductors with the ideal
formula of AB2C have been found. In 1982, the first Heusler superconductors were
reported, each with a rare-earth metal in the B position [66]. Among the Heusler su-
perconductors, Pd-based compounds have attracted attention because YPd2Sn exhibits
the highest yet recorded Tc of 4.9 K [67]. Moreover, coexistence of superconductivity
and antiferromagnetic order was found in YbPd2Sn (Ref. [68]) and ErPd2Sn [69]. A sys-
tematic investigation of Ni-based Heusler compounds seems to be worthwhile as nickel
has many properties in common with palladium but tends more toward magnetic or-
der due to the smaller hybridization of the 3d states. In fact, elementary nickel is a
ferromagnet. Thus, nickel-containing Heusler compounds with a high proportion of Ni
are naively expected to show magnetic order rather than superconductivity. However,
superconductivity of Ni-rich alloys NbNi2C (C = Al, Ga, Sn) has been reported some
time ago, with transition temperatures Tc ranging from 1.54 K to the highest recorded
transition temperature of a Ni-based Heusler compound of 3.4 K in NbNi2Sn [67, 95].
In contrast to the two aforementioned Pd-based compounds, these superconductors do
not show indications of magnetic order. Currently there is a lot of excitement about
the new high-temperature superconductors based on FeAs [96]. The superconductivity
of these compounds is related to two-dimensional layers of edge-shared FeAs tetrahe-
drons [97]. These structure types can be understood as two-dimensional variants of the
Heusler structure.

A clear understanding of the origin of superconductivity, magnetism, and their possible
coexistence in Heusler compounds is still missing. To shed light on the relation between
the electronic structure and the resulting ground state of AB2C Heusler compounds
we searched for another Ni-based Heusler compound with a high DOS at εF close to
the Stoner criterion for ferromagnetism. A possible route for increasing N(εF ) is the
use of saddle points in the energy dispersion curves of the electronic structure. They
lead to maxima in the DOS, which are the so-called van Hove singularities [14]. In
order to identify such compounds, we have performed electronic structure calculations
using ab initio methods. In a simple approach following the Bardeen-Cooper-Schrieffer
(BCS) theory and neglecting any magnetic order, we would expect that the supercon-
ducting transition temperature of such compounds increases with N(εF ) according to
Tc ≈ ΘD exp[−1/V0N(εF )] if the Debye temperature ΘD and the Cooper-pairing inter-
action V0 are independent of N(εF ). In fact, this van Hove scenario, where a maximum
in the DOS is ideally located at εF , was used to explain the unusually high transition
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temperatures of the intermetallic A15 superconductors [98]. The correspondence be-
tween Tc and the valence electron count is known as the Matthias rule [71]. According
to this rule, the high Tc of the A15 compounds was related to electron concentrations
of about 4.6 and 6.4 electrons/atom, leading to a maximum of the DOS at εF [72].

On the basis of the van Hove scenario, we already found superconductivity in two
Heusler compounds with 27 electrons: ZrPd2Al and HfPd2Al [11, 15]. Here, we report
on the theoretical and experimental characterization of another Ni-containing supercon-
ducting Heusler compound ZrNi2Ga. Additionally, electron-doped alloys Zr1−xNbxNi2Ga
were prepared and investigated to obtain information about the dependence of Tc on
the location of the van Hove singularity.

Experimental details

Polycrystalline ingots of ZrNi2Ga and electron-doped alloys Zr1−xNbxNi2Ga were pre-
pared by repeated arc melting of stoichiometric mixtures of the corresponding elements
in an argon atmosphere at a pressure of 10−4 mbar. Care was taken to avoid oxygen
contamination. The samples were annealed afterward for 2 weeks at 1073 K in an
evacuated quartz tube. After the annealing process, the samples were quenched in a
mixture of ice and water to retain the desired structure. ZrNi2Ga crystallizes in the
cubic L21 Heusler structure (space group: Fm3̄m), where the Wyckoff positions are 4a
(0,0,0) for Zr atoms, 4b (1

2 ,12 ,12 ) for Ga atoms, and 8c (1
4 ,14 ,14) for Ni atoms. The unit

cell of the Heusler structure is displayed in Figure 8.1. The crystal structure of ZrNi2Ga
was investigated using powder x-ray diffraction (XRD). The measurements were car-
ried out using a Siemens D5000 with monochromatized Cu Kα radiation. The electrical
resistance of a bar-shaped sample was measured using a four-point probe technique.
The magnetization measurements below a temperature of 4 K were performed in a su-
perconducting quantum interference device (SQUID) (Quantum Design MPMS-XL-5).
For higher temperatures, the magnetization was measured using a vibrating sample
magnetometer (VSM) (VSM option of a Quantum Design PPMS). The measured sam-
ples had a spherical shape with a mass of approximately 20-120 mg. In order to study
the diamagnetic shielding, the sample was initially cooled down to T = 1.8 K without
applying any magnetic field, i.e., zero-field cooled (ZFC). Then a field of μ0H = 2.5 mT
was applied, and the sample magnetization was recorded with increasing temperature.
To determine the Meissner effect (flux expulsion) the sample was subsequently cooled
and its magnetization measured in the identical field, i.e., field cooled (FC). The field-
dependent magnetization of ZrNi2Ga was measured at a temperature of 2 K. Finally,
the normal-state susceptibility was measured at μ0H = 2 T in a temperature range
from 1.8 K to 300 K. Specific-heat measurements were carried out at 0.35 K < T < 4 K
in magnetic fields of up to 5 T in a Quantum Design PPMS with a 3He option.
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Figure 8.1: The cubic L21 Heusler structure of ZrNi2Ga. Zr atoms are black, Ga atoms
white, and Ni atoms are gray. The Zr atoms are placed on Wyckoff position
4a (0,0,0), Ga on 4b (1

2 ,12 ,12) and Ni on 8c (1
4 ,14 ,14 ). The Ni atoms build

up a simple-cubic sublattice. The centers of the cubes formed by Ni are
alternately occupied by Zr and Ga atoms corresponding to a perfect 23

CsCl superstructure.

Ab initio calculations of the electronic and vibrational

properties.

The electronic and vibrational properties were calculated through the use of Wien2k
(Ref. [99]) in combination with Phonon [80]. The electronic structure of ZrNi2Ga was
calculated by means of the full potential linearized augmented plane-wave (FLAPW)
method as implemented in Wien2k provided by Blaha, Schwartz, and co-workers [74,
79, 99]. The exchange-correlation functional was taken within the generalized gradient
approximation (GGA) in the parameterization of Perdew, Burke and Enzerhof [75].
A 25 × 25 × 25 point mesh was used as base for the integration in the cubic systems
resulting in 455 k points in the irreducible wedge of the Brillouin zone. The energy
convergence criterion was set to 10−5 Ry and simultaneously the criterion for charge
convergence to 10−3e−. The muffin-tin radii were set to 2.5 a0B (a0B := Bohr’s radius)
for the transition metals as well as the main group element. A volume optimization
resulted in aopt = 6.14 Åand a bulk modulus of B = 156 GPa for the relaxed structure.
This value is slightly larger than the experimentally observed lattice parameter aexp

(see below). The results presented in the following are for the relaxed lattice parameter.
No noticeable changes are observed in the calculations using aexp.
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Figure 8.2 shows the results for the electronic structure from the ab initio calculations.
Typical for Heusler compounds is the low-lying hybridization gap at energies between
7 eV and 5.6 eV below the Fermi energy. This gap emerges from the strong interaction
of the s − p states at the Ga atoms in Oh symmetry with the eight surrounding Ni
atoms. It explains the structural stability of the compound.

Figure 8.2: Electronic structure of ZrNi2Ga. (a) displays the band structure and (b)
the density of states. The inset in (b) shows the dispersion of the bands
that cause the van Hove singularity at the L point on an enlarged scale.

More interesting are the bands close to the Fermi energy. In particular, the topmost
valence band exhibits a van Hove singularity at the L point only 70 meV above εF . The
result is a maximum of the density of states at the Fermi energy [see Figure 8.2(b)]. A
closer inspection of those states reveals that the singularity at L is an S2-type saddle
point of the electronic structure with a twofold degeneracy. This degeneracy is removed
along LK or LW . For both bands, two of the second derivatives

∣∣∂2E(k)/∂ki∂kj

∣∣
ke

of
the dispersion E(k) are > 0 and one is < 0 (Λ-direction) at ke = (1/4, 1/4, 1/4).
Figure 8.3 shows the calculated phonon dispersion and phonon density of states. The
dispersion of the acoustic LA and TA1 modes is degenerate in the fourfold Δ direction
as well as along Λ. This degeneracy is removed at the K point and in the twofold Σ
direction. Instabilities in the form of soft-phonon modes, as are observed for several
magnetic Ni-based Heusler compounds [89, 100], do not occur in the phonon-dispersion
relation of ZrNi2Ga. This indicates the high structural stability of the compound
compared to the Ni-based Heusler shape memory alloys (for example MnNi2Ga).
The high density of phonons at energies of about 30 meV is due to the vibration of
the rather heavy Zr atoms. These optical modes have no overlap with the remainder
of the phonon spectrum and appear as Einstein frequencies. In a hybrid Einstein-
Debye model, this corresponds to an Einstein temperature of ΘE ≈ 340 K and a Debye
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temperature of ΘD ≈ 270 K taken from the density maximum at the upper cutoff of
the optical modes.

Figure 8.3: The calculated vibrational spectrum of ZrNi2Ga. (a) displays the phonon
dispersion and (b) the corresponding density of states.

Results and Discussion

Crystal structure and sample quality

The cubic L21 Heusler structure of ZrNi2Ga was determined using XRD. Figure 8.4
shows the diffraction pattern for ZrNi2Ga with the raw data above (black) and the
difference between a calculated Rietveld refinement and the raw data below (gray).
Within the experimental resolution of the diffractometer, no secondary phases were
observed. The Rietveld refinement results in a cubic lattice parameter of a = 6.098 ±
0.003 Å. The as-cast samples of ZrNi2Ga were indistinguishable from the annealed
ones in their XRD patterns; but magnetic, transport, and specific-heat measurements
suggested an improved quality of the annealed samples. This improved quality of
the annealed crystals was confirmed by resistivity measurements yielding a residual
resistivity ratio of two, which is typical for polycrystalline Heusler compounds. The
specific-heat and magnetization measurements reveal sharp superconducting transitions
of ΔTc/Tc ≤ 0.03. At low temperature, however, the measurements indicate small
sample inhomogeneities or impurities, which are discussed in Section 8.
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Figure 8.4: Powder x-ray diffraction of ZrNi2Ga at 300 K (black). The difference curve
(gray) shows the difference between the observed data and the Rietveld
refinement.

Properties of the superconducting state

The superconducting transition of ZrNi2Ga was observed in measurements of the electri-
cal resistance. Figure 8.5 displays the temperature dependence of the resistance, which
exhibits metallic behavior and a transition to superconductivity at Tc = 2.87± 0.03 K.

Figure 8.5: The resistance of ZrNi2Ga as a function of temperature. The inset shows
an enlargement of the superconduction transition at Tmid

c = 2.87 K.

Magnetization measurements using SQUID magnetometry were carried out to confirm
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bulk superconductivity in ZrNi2Ga. The results of the magnetization measurements
are given in Figure 8.6. The upper panel (a) shows the temperature dependent mag-
netization M(T ) of a nearly spherical sample in an external field of μ0H = 2.5 mT.
A sharp onset of superconductivity is observed in the ZFC curve at a temperature of
Tc = 2.80 K. The sharpness of the transition indicates good sample quality. The resis-
tive transition appears at a slightly higher temperature than that determined from the
magnetization measurements. This is a well-known phenomenon: the resistive transi-
tion occurs when one percolation path through the sample becomes superconducting,
whereas the magnetic transition requires a certain superconducting volume.

Figure 8.6: Magnetization measurements in the superconducting state of ZrNi2Ga. (a)
shows the temperature-dependent magnetization under ZFC and FC condi-
tions. Panel (b) shows the field-dependent magnetization at a temperature
of 2 K.

The ZFC curve demonstrates complete diamagnetic shielding. For the calculation of
the magnetic volume susceptibility, we used the demagnetization factor of 1

3 of a sphere.
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The deviation from the expected value of -1 (100% shielding) is ascribed to an imper-
fect spherical shape of the sample and therefore an underestimated demagnetization
factor. The FC curve represents the Meissner effect for superconducting ZrNi2Ga. The
large difference between the ZFC and the FC curves shows clearly that ZrNi2Ga is a
type-II superconductor and points to a weak Meissner effect due to strong flux pinning.
Figure 8.6(b) shows a plot of the field-dependent magnetization (M -H curve). The
magnetic field was varied from -100 mT to 100 mT at a constant temperature of 2 K.
The M(H) measurements exhibit the typical butterfly loop of an irreversible type-II
superconductor with large hysteresis due to strong flux pinning. An accurate determi-
nation of the lower critical magnetic field Hc1 at this temperature is nearly not possible
because of the broadening of the M(H) curves. A very rough estimation of Hc1, defined
as the magnetic field where the initial slope interacts with the extrapolation curve of
(Mup + Mdown)/2, yields μ0Hc1(T = 2 K) of approximately 16 mT compared to the
upper critical field at T = 2 K of 0.62 T.

Figure 8.7: Electronic contribution to the specific heat of ZrNi2Ga divided by temper-
ature T at various magnetic fields. The continuous line represents the cal-
culated behavior of a weak-coupling BCS superconductor at zero magnetic
field.

Figure 8.7 shows the electronic contribution to the specific heat Ce of ZrNi2Ga plotted
as Ce/T vs T in various magnetic fields. The phonon contribution to the specific heat
was subtracted as will be shown below. The main feature of Ce/T is the specific-
heat jump ΔCe at Tc = 2.83 K with a width of 0.1 K. The nearly perfect agreement
between the differently determined Tc values together with the large ΔCe confirms
bulk superconductivity in ZrNi2Ga. An analysis of the jump yields ΔCe/γnTc = 1.41,
which is in very good agreement with the weak-coupling BCS value of 1.43. Here γn
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denotes the normal-state Sommerfeld coefficient, which is discussed below. The energy
gap is obtained from a plot of Ce/γTc on a logarithmic scale versus Tc/T , as shown in
Figure 8.8. A comparison with the BCS formula for Ce well below Tc

Ce/γTc = 8.5 exp[−(0.82Δ(0)/kBT ]

yields an energy gap Δ(0) of 0.434 meV for T → 0 and 2Δ(0)/kBTc = 3.53, which is
again in very good agreement with the weak-coupling BCS value.
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Figure 8.8: Electronic contribution to the specific heat of ZrNi2Ga at zero field divided

by γnTc/T vs. Tc/T . The inset shows Ce/T at T = 0.5 versus the magnetic
field.

At lowest temperatures one can observe deviations from the expected behavior. As
these deviations are sample dependent and clearly reduced in the annealed samples, we
attribute them to the aforementioned sample imperfections. In a more detailed analysis
we compared Ce at zero field with the calculated behavior of a BCS superconductor by
using the approach of Padamsee et al. [101] and the temperature dependence of the gap
Δ(T ) of Mühlschlegel [102]. In this model, Ce is estimated for a system of independent
fermion quasiparticles with

S

γnTc
= − 6

π2

Δ(0)
kBTc

∫ ∞

0
[f ln f + (1 − f) ln(1 − f)]dy,

Ce

γnTc
= t

∂(S/γnTc)
∂t

where
f = [exp(

√
ε2 + Δ2(t))/kBT + 1], t = T/Tc, y = ε/Δ0.
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The only free parameter, the ratio 2Δ(0)/kBTc, was set to 3.53. Indeed, the specific
heat can overall be rather well described by the weak-coupling BCS theory, as can be
seen in Figure 8.7. To study the influence of the magnetic field we plot Ce/T at a
constant temperature of 0.5 K vs the H/Hc2 in the inset of Figure 8.8. The linear
increase of Ce/T with H corresponds to an isotropic gap, as expected for a cubic BCS
superconductor.

Figure 8.9: Temperature dependence of the upper critical field Hc2 of ZrNi2Ga. Shown
is a summary of the resistance and specific-heat measurements. The con-
tinuous line represents a calculation of the WHH model with α = 0 and
λso = 0, which is identical to a finite α and λso → ∞.

Further R(T ) measurements in various magnetic fields were performed to determine the
upper critical field Hc2 of ZrNi2Ga. In Figure 8.9 the data are summarized together
with those of the specific-heat measurements. Hc2(T ) was theoretically derived by
Werthamer, Helfand, and Hohenberg (WHH) (Ref. [103] in the limit of short electronic
mean free path (dirty limit), including, apart from the usual orbital pair breaking,
the effects of Pauli-spin paramagnetism and spin-orbit scattering. The model has two
adjustable parameters: the Maki parameter α, which represents the limitation of Hc2

by the Pauli paramagnetism, and the spin-orbit scattering constant λso. α can be
determined from the initial slope of the upper critical field

α = −0.53 · μ0 dHc2/dT |T=Tc
(μ0H in T),

or via the Sommerfeld coefficient γn and the residual resistivity ρ0 with:

α = 2e2
�γnρ0/(2π2mk2

B),

where m and e are the free electron mass and charge, respectively. From the data we ex-
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tract μ0 dHc2/dT |T=Tc
= −0.75 T/K and α = 0.4. With λso → ∞, the curve estimated

by the WHH model follows the data points very closely, as is seen in Figure 8.9. As the
spin-orbit scattering counteracts the effect of the Pauli paramagnetism, this is equal to
α = 0 and λso = 0, representing the upper bound of Hc2 where pair breaking is only
induced by orbital fields. Consequently, the temperature dependence of Hc2 can either
be explained by Pauli paramagnetism with an extremely strong spin-orbit scattering
or with a dominating orbital field effect. The critical field due to the Pauli term alone
is μ0Hp(0) = μ0Δ(0)/

√
2μB = 1.84Tc = 5.24 T, which is much higher than Hc2 in the

absence of Pauli paramagnetism μ0H
∗
c2(0) = −0.69 · μ0 dHc2/dT |T=Tc

= 1.48 T. Hence
pair breaking in ZrNi2Ga is most probably only caused by orbital fields [104]. This
is in contrast to other Ni-based Heusler superconductors like NbNi2Ga and NbNi2Sn
where H∗

c2(0) is clearly larger than the measured critical fields and therefore the Pauli
paramagnetic effect has to be considered (see Table 8.1).

Table 8.1: Comparison of nickel-based paramagnetic and superconducting Heusler com-
pounds. Sommerfeld coefficient γn, Debye temperature ΘD, supercon-
ducting transition temperature Tc, orbital limit of the upper critical field
μ0H

∗
c2(0) = −0.69 · μ0 dHc2/dT |T=Tc

, and critical field Hc2(0) extrapolated
from low-temperature measurements.

γn ΘD Tc μ0H
∗
c2 μ0Hc2

(mJ/molK2) (K) (K) (T) (T)
ZrNi2Ga 17.3 3001/2702 2.85 1.48 1.48
TiNi2Al 13.373 4113 - - -
TiNi2Sn 6.864 2904 - - -
ZrNi2Al 13.673 2763 - - -
ZrNi2Sn 8.364 3184 - - -
HfNi2Al 10.853 2873 - - -
HfNi2Sn 6.374 2804 - - -
VNi2Al 14.173 3583 - - -
NbNi2Al 8.005,10.953 2805,3003 2.155 0.966 > 0.705

NbNi2Ga 6.505 2405 1.545 0.676 ∼ 0.605

NbNi2Sn 4.05,5.153 2065,2083 2.905,3.403 0.786 ∼ 0.635

TaNi2Al 10.013 2993 - - -

The thermodynamic critical field was calculated from the difference between the free

1Measured value in this work
2Calculated value in this work
3Reference [95]
4Reference [105]
5Reference [106]
6Calculated with the initial slope dHc2/dT from Ref. [95]
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energy of the superconducting and the normal states as follows:

μ0Hc =
[
2μ0

∫ T

Tc

∫ T

Tc

(Ce/T
′′ − γn)dT ′′dT ′]

] 1
2

.

The value of μ0Hc = 44.6 mT is obtained. From the upper and thermodynamic critical
fields one can estimate the Ginzburg-Landau parameter κGL, which is the ratio of the
spatial variation length of the local magnetic field λGL and the coherence length ξGL:
κGL = Hc2(

√
2Hc) = λGL/ξGL = 23.5. The isotropic Ginsburg-Landau-Abrikosov-

Gor’kov theory leads to the values of ξGL =
√

Φ0/2πμ0Hc2 = 15 nm and λGL = 350 nm
(Φ0 is the fluxoid quantum h/2e).

Obviously, ZrNi2Ga is a conventional, weakly coupled, fully gapped type-II supercon-
ductor that is best described in terms of weak-coupling BCS superconductivity. If a
phonon-mediated pairing mechanism is assumed, we can determine the dimensionless
electron-phonon coupling constant λ by using the McMillan relation:[107]

Tc =
ΘD

1.45
exp

[ −1.04(1 + λ)
λ − μ∗

c(1 + 0.62λ

]
.

If the Coulomb coupling constant μ∗
c is set to its usual value of 0.13 and ΘD to our

measured value of 300 K we get λ = 0.551, which is in good accordance with other
superconducting Heusler compounds [95].

Normal-state properties

Now we turn to a characterization of the normal-state properties. When supercon-
ductivity is suppressed in a magnetic field of H > Hc2, the Sommerfeld coefficient γn

and the Debye temperature ΘD can be extracted from the low-temperature behavior
of the specific heat, C = γnT + 12

5 π4Rnθ−1
D T 3 where R is the gas constant and n is

the number of atoms per formula unit (= 4 in the case of Heusler compounds). The
extracted Debye temperature ΘD = 300 K agrees very well with the calculated value
of 270 K and is in the typical ΘD range of other Heusler compounds (see Table 8.1).

Likewise in accordance to our electronic structure calculations, the high density of
states leads to a strongly enhanced Sommerfeld coefficient of γn = π2

3 k2
BN(εF ) =

17.3 mJ/mol K2. In fact, γn is one of the highest values for paramagnetic Ni-based
Heusler compounds (see Table 8.1). As already stated by Boff et al. [106], the maximum
of γn in the isoelectronic sequence A = Ti, Zr, Hf of ANi2C (C = Al, Sn) is found for
Zr and in the sequence A = V, Nb, Ta for V. As the electronic structure of all these
compounds is quite similar, and consequently a rigid-band model may be applicable,
the Fermi level can be shifted through the appropriate choice of A to a maximum
of N(εF ) [106, 108, 109]. This behavior and the comparatively large γn of ZrNi2Ga
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confirm the van Hove scenario.

The measured magnetic susceptibility χ(T ) as shown in Figure 8.10 is nearly indepen-
dent of T , which is indicative of a predominantly Pauli-like susceptibility. No sign of
magnetic order can be found down to T = 1.8 K. Even more, the low-temperature
specific-heat measurements demonstrate clearly that apart from the superconductivity
no other phase transitions occur down to temperatures of 0.35 K. The enhanced sus-
ceptibility corresponds to the high density of states seen in γn value as evidenced by the
Wilson ratio R = (χ/γn)·π2k2

B/3μ0μ
2
eff = 0.97, where we have set μ2

eff = g2μ2
BJ(J+1)

to its free-electron values, i.e., the Landé factor g = 2 and the total angular momentum
J = 1

2 . The resulting Wilson ratio is close to that for independent electrons (R = 1).
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Figure 8.10: Susceptibility χDC = M/H of ZrNi2Ga in a magnetic field of μ0H = 2 T>
μ0Hc2. The susceptibility of the normal state shows Pauli-type behavior
without any indications of magnetic order. At low temperatures there
is a small Curie-Weiss-type upturn, which may be attributed to sample
inhomogeneities or impurities.

Below about 10 K, a Curie-Weiss-type increase of χ is observed for all samples. A fit
of a Curie-Weiss law to the data yields a Weiss temperature of -3.3 K and an effective
moment of 0.06 μB/f.u. (assuming s = 1/2). This Curie-Weiss-type behavior is sample
dependent and can again be attributed to a small amount of magnetic impurities. It
is, however, supervising that no appreciable pair breaking is observed as evidenced by
the validity of the BCS law of corresponding states 2Δ(0) = 3.53kBTc.

Finally, we want to discuss the influence of the increased DOS on the superconducting
properties of ZrNi2Ga. Although ZrNi2Ga exhibits an enhanced γn compared to the
value 5.15 mJ/mol K2 of NbNi2Sn, both compounds have nearly the same transition
temperature. Obviously, the simple relationship between N(εF ) and Tc does not hold.
Table 8.1 demonstrates, likewise, that the upper critical field Hc2 and the orbital limit
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H∗
c2 apparently do not depend on the density of states in these materials.

Electron doping

The influence of the increased DOS on the superconducting properties is investigated
from another point of view, which refers only to ZrNi2Ga and the van Hove singularity
in this compound. The Fermi level can be shifted with an appropriate choice of the
element A within the Heusler formula unit AB2C, and the van Hove scenario yields
a maximum Tc when the van Hove singularity coincides with εF . According to the
electronic structure calculations, electron doping of ZrNi2Ga should lead to this de-
sired coincidence. Therefore, we doped ZrNi2Ga with electrons in the A position by
substituting Zr with distinct amounts of Nb. The alloys Zr1−xNbxNi2Ga with x=0.15,
0.3, 0.5, and 0.7 were prepared according to Section 8.

The crystal structures of the alloys were determined using a Siemens D8 Advance
diffractometer with Mo Kα radiation. All alloys were found to crystallize in the Heusler
structure (space group: Fm3̄m). The atomic radius of Nb is smaller than the one of Zr,
and thus a decrease of the lattice parameter is expected upon substituting Zr with Nb.
In fact, this effect was observed (Figure 8.11). No impurity phases were detected in all
alloys except of Zr0.3Nb0.7Ni2Ga. The small difference between the lattice parameters
of Zr0.3Nb0.7Ni2Ga and Zr0.5Nb0.5Ni2Ga supports that a saturation of Nb in the lattice
of Zr1−xNbxNi2Ga is reached for a value of 0.5≤x≤0.7. Increasing the Nb concentration
above the saturation limit leads to segregation of impurities. One of them was identified
as elemental Zr.

Figure 8.11: Powder x-ray diffraction of the alloys Zr1−xNbxNi2Ga at 300 K. Shown is
the region around the (220) reflection, which determines the cubic lattice
parameter. The signals are splitted in Mo Kα1 and Mo Kα2 peaks.
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The superconducting transitions of the alloys were analyzed in magnetization measure-
ments using SQUID magnetomety as described in Section 8. Figure 8.12 shows the
ZFC curves of the alloys Zr0.85Nb0.15Ni2Ga, Zr0.7Nb0.3Ni2Ga, and Zr0.5Nb0.5Ni2Ga.
Zr0.3Nb0.7Ni2Ga did not show a superconducting transition down to 1.8 K. This is not
surprising because of the impurities, which were detected from XRD in this alloy. The
other alloys show a trend of decreasing Tc with increasing Nb concentration as summa-
rized in Table 8.2. The expected behavior, a maximum Tc at a certain Nb concentration,
was thus not found. According to Anderson’s theorem, nonmagnetic scattering should
not suppress superconductivity by itself [93]. Ma and Lee [94] showed, however, that
enhanced disorder leads to spatial fluctuations of Δ and eventually to the suppression of
the superconducting state. Obviously, even the lowest Zr:Nb ratio of 85:15 is sufficient
to provoke a high degree of disorder in Zr0.85Nb0.15Ni2Ga, which leads to reduction of
Tc and suppression of superconductivity. Furthermore, the alloys cannot be described
accurately with the rigid-band model. Doping with Nb leads to smearing out of the
states and to a broadening of the van Hove singularity.

Figure 8.12: Superconducting transitions of the alloys Zr1−xNbxNi2Ga under ZFC
conditions. The measurements were performed with magnetic fields of
μ0H = 2.5 mT.

Conclusions

Starting with electronic structure calculations, the Heusler compound ZrNi2Ga was
predicted to have an enhanced density of states at the Fermi energy N(εF ) due to a
van Hove singularity close to εF . According to the BCS model, ZrNi2Ga was therefore
expected to be an appropriate candidate for superconductivity with a comparatively
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high superconducting transition temperature.

Table 8.2: Properties of the alloys Zr1−xNbxNi2Ga compared to ZrNi2Ga. a is the
measured lattice parameter and Tc is the critical temperature from the ZFC
curves in the magnetization measurements.

Compound/alloy a (Å) Tc (K)
ZrNi2Ga 6.098 2.8
Zr0.85Nb0.15Ni2Ga 6.074 2.4
Zr0.7Nb0.3Ni2Ga 6.037 2.3
Zr0.5Nb0.5Ni2Ga 5.990 2.0
Zr0.3Nb0.7Ni2Ga 5.972 -

The predicted superconducting transition was found at Tc = 2.87 K. Specific-heat
and magnetization measurements proved bulk superconductivity in this material and
demonstrate that ZrNi2Ga is a conventional, weakly coupled BCS type-II supercon-
ductor. The electronic specific heat of the normal state shows a clearly enhanced
Sommerfeld coefficient γn, which supports the van Hove scenario. In the temperature
range 0.35 K < T < 300 K, no sign of magnetic order is found. Apparently, the high
N(εF ) is not sufficient to satisfy the Stoner criterion. The normal-state susceptibility
is described best by an increased Pauli paramagnetism, corresponding to an enhanced
N(εF ). Despite the presence of magnetic impurities, which would suppress the energy
gap by pair breaking, the BCS law of corresponding states holds. This point deserves
further investigations.
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Ternary intermetallic Heusler compounds with the stoichiometric composition A2BC,
where A and B are transition metals, and C is a main group element, have come
to attention with the archetype Cu2MnAl [78], a remarkable ferromagnet despite the
absence of any ferromagnetic element. Heusler compounds crystallize in the cubic space
group no. 225 (Fm3̄m). Nowadays Heusler compounds are mainly associated with the
research area of spintronics applications, i. e. as half-metals, where due to the exchange
splitting of the d-electron states, only electrons of one spin direction exhibit a density
of states at the Fermi energy n(εF ) [62, 63].

Up to the present, only a few Heusler compounds have been found to exhibit super-
conductivity. The first Heusler superconductors were reported in 1982 [66]. Among
them, Pd2YSn exhibits the highest yet recorded critical temperature Tc of 4.9 K [67].
Pd2YbSn and Pd2ErSn, both with rare earth metals at the B position, exhibit co-
existence of superconductivity and antiferromagnetic order [68, 69]. Very recently we
employed electronic structure calculations in order to explore Heusler compounds as
candidates for superconductivity and found several Pd- and Ni-based Heusler com-
pounds, which become superconducting in the low temperature region [11–13].

The recipe we used in these approaches is based on the van Hove scenario [14]. The
Bardeen-Cooper-Schrieffer (BCS) theory for superconductivity states that the transi-
tion temperature of a BCS superconductor increases exponentially with an increasing
density of states at the Fermi energy n(εF ) provided that Debye temperature ΘD and
Cooper-pairing interaction are independent n(εF ). Saddle points in the energy disper-
sion curves of the electronic structure of solids lead to maxima in the density of states
(DOS), the van Hove singularities. The coincidence of a saddle point and thus a van
Hove singularity with the Fermi energy in a compound causes a high density of states
at εF and is therefore a good precondition for superconductivity. Assuming this coinci-
dence in the van Hove scenario, ΘD can be substituted by the Fermi temperature ΘF ,
which allows higher transition temperatures compared to the BCS theory [110, 111].
The van Hove scenario was used to explain the unusually high transition temperatures
of the intermetallic A15 superconductors [98] and of the cuprate superconductors [112].
The energy dispersion curve of YBa2Cu3O7 (YBCO) exhibits a saddle point at the
X-point in the near of the Fermi edge. This feature, which was verified experimentally
using angle-resolved photoemission [113], was used for an explanation of the high tran-
sition temperature of YBCO according to the van Hove scenario [114, 115]. We have
figured out using electronic structure calculations that certain Heusler compounds with
27 electrons exhibit saddle points at the L-points in the energy dispersion curves in the
near of the Fermi edge. Superconductivity of these compounds was verified according
to the van Hove scenario [11–13]. The idea of this work was the design of a novel
intermetallic superconductor without inversion symmetry. Noncentrosymmetric super-
conductors are of utmost importance with respect to understanding superconducting
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gap symmetries and pairing mechanisms. The major concern of these superconductors
is their pairing state when the inversion center is lacking. Parity is no longer symmetry
of the Cooper pairs. The pairing state should therefore be a mixture of singlet and
triplet Cooper pairs. The discovery of superconductivity in noncentrosymmetric sys-
tems such as the heavy fermion superconductor CePt3Si [116] has raised the interest
in elucidating the influence of the lacking inversion symmetry on the superconducting
properties of a compound. The most attention has been paid to strongly correlated
noncentrosymmetric heavy fermion superconductors such as CePt3Si, CeRhSi3 [117],
CeIrSi3 [118], and UIr [119] because of their unconventional behavior. Superconductiv-
ity without inversion symmetry has, however, also been found in more basic systems
such as the transition metal compounds Y2C3 [120], Li2Pd3B [121], Li2Pt3B [122],
Mg10Ir19B16 [123], and KOs2O6 [124]. The anisotropic spin-orbit (SO) interaction in
noncentrosymmetric compounds lifts spin degeneracy and splits the energy bands. The
magnitude of SO coupling has thus an important influence on the superconducting gap
symmetry and the Cooper pairing mechanism [125]. Li2Pd3B is a spin-singlet super-
conductor. Substitution of Pd by Pt and thus increasing the SO interaction leads to a
nodal spin-triplet superconducting current in Li2Pt3B [126].

Figure 9.1: The Heusler structure in comparison to the LiMgPdSn structure. Both
structures consist of four interpenetrating fcc lattices. In the Heusler struc-
ture, two of them are occupied by the same atom (Wyckoff position 8c).

The cubic LiMgPdSn structure (space group no. 216, F 4̄3m) is related very closely to
the Heusler structure except for the lack of inversion symmetry as depicted in Figure 9.1.
The electronic structures of Heusler compounds and compounds of the noncentrosym-
metric LiMgPdSn structure are quite similar in many cases. We therefore applied the
same design criterion as in the case of the Heusler superconductors and looked for
noncentrosymmetric superconductor candidates that follow the van Hove scenario as
described above for Heusler compounds, namely 27 electron compounds with van Hove
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singularities at the L-point. Using this method we identified PdAuScAl as a prospec-
tive candidate for noncentrosymmetric superconductivity. Successful preparation of the
compound in the correct structure would also have additional advantages: Spin-orbit
coupling should play an important role due to the heavy atoms Au and Pd. Disorder,
which is a quite common feature in Heusler compounds, could be easily detected using
x-ray diffraction because of the largely differing atomic scattering factors of Al, Sc, Pd,
and Au, which are all located in different periods of the periodic table of elements.
Calculational details, synthesis, investigation of superconducting properties and the
structural characterization of PdAuScAl are described in the following.
The electronic structure of PdAuScAl was calculated using the full potential linearized
augmented plane wave method as implemented in Wien2k [74].] The generalized gra-
dient approximation was used for the exchange-correlation functional using the pa-
rameterizations of Perdew, Burke, and Enzerhof [75] or Engel and Vosko [127]. The
band structure was calculated for the experimental lattice parameters. The equilibrium
lattice parameters found from a volume optimization are slightly larger but leave the
results unchanged. Due to the high Z of Au, the calculations were also performed in-
cluding spin-orbit interaction. Figure 9.2 displays the calculated electronic structure of
PdAuScAl. The splitting of the bands, caused by the spin orbit interaction, is clearly
visible. The van Hove singularity at the L-point is found to be very close to the Fermi
edge (approximately 0.35 eV above εF ). The compound is therefore a convenient can-
didate for superconductivity according to the van Hove scenario. Coincidence of the
maximum in the density of states with εF could be achieved with electron doping.

Figure 9.2: Electronic structure of PdAuScAl. Shown are the band structure (a, d) and
the density of states (b, c). (a, b) are calculated without and (c, d) with
inclusion of spin orbit interaction.

We have prepared polycrystalline ingots of PdAuScAl by repeated arc melting of stoi-
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chiometric mixtures of the corresponding elements in an argon atmosphere. Care was
taken to avoid oxygen contamination. For a comparison of sample purity, some of
the samples were annealed afterward for 2 weeks at 873 and 1073 K, respectively in
evacuated quartz tubes. After the annealing process, the samples were quenched in a
mixture of ice and water to retain the desired structure.

To account for superconductivity, the resistivity of PdAuScAl was measured using
samples with polished surfaces, which are applied with electrical contacts according to
the four-point probe technique. Figure 9.3 displays the resistance of PdAuScAl as a
function of temperature at five different magnetic fields. As expected, a superconduct-
ing transition was found to take place at approximately 3.0 K in the field-free case.
With increasing magnetic fields Tc is shifted to lower temperatures (Tc = 2.3 K for a
magnetic induction field of 0.2 T). For a magnetic induction field of 0.5 T, no super-
conducting transition was found within the temperature range of the measurements
(down to 1.8 K). The characteristic of the resistivity is metallic at high temperatures
as is seen in the inset. The residual resistivity ratio of approximately 1.5 is a common
value for intermetallic bulk samples and is comparable to values known from the class
of Heusler compounds.

Figure 9.3: Resistivity of PdAuScAl. Shown is the temperature dependence of the
resistivity in the region of Tc at five different magnetic fields. The inset
shows the resistivity of PdAuScAl for an expanded temperature range.

Magnetization measurements using SQUID magnetometry were carried out to investi-
gate the diamagnetic shielding and the Meissner effect of PdAuScAl bulk samples. The
results of the magnetization measurements are given in Figure 9.4. The upper panel a)
shows the temperature-dependent magnetic volume susceptibility χV (T ) of PdAuScAl
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in an external induction field of 2.5 mT. For the calculation of χV (T ), a demagnetization
factor of 1/3 for a spherical sample geometry was incorporated. The ZFC curve shows
the diamagnetic shielding for PdAuScAl. The onset of the superconducting transition
is found to take place at a critical temperature of Tc = 2.9 K.

Figure 9.4: Diamagnetic shielding and Meissner effect of PdAuScAl. The temperature
dependence of the susceptibility in a magnetic induction field of 2.5 mT un-
der zero-field cooled (ZFC) and field cooled (FC) conditions is shown in a).
The butterfly loop for PdAuScAl at 2 K is shown in b). The susceptibility
values in b) are normalized by the maximum value.

The sharpness of the transition indicates good sample purity and quality. The incor-
porated demagnetization factor provides bulk superconductivity of roughly 115% for
the sample. However, the factor of 1/3 may be too low because the sample does not
exhibit the exact geometry of a perfect spherical body. The FC curve shows the Meiss-
ner effect for PdAuScAl. The large difference in magnitude between the ZFC and the
FC measurements provides evidence that PdAuScAl is a type II superconductor and
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points on a comparatively weak Meissner effect. This fact is attributed to strong flux
pinning in the bulk material. The lower panel b) shows the field-dependent magneti-
zation (butterfly loop) of PdAuScAl between -100 mT to 100 mT at a temperature of
2 K. An accurate determination of the critical magnetic field Hc1 at this temperature
is impossible because of a broadening of the magnetization maximum. In addition, flux
pinning causes a more symmetric shape of the curve. It is evident that the prediction
of the van Hove scenario was verified for the novel superconductor PdAuScAl. The
question of symmetry and the pairing mechanism are, however, yet unsolved. The
crystal structure of PdAuScAl has to be analyzed before a statement can be made
about these issues. The structure of PdAuScAl was determined using x-ray powder
diffraction (XRD).

Figure 9.5: Powder x-ray diffraction of PdAuScAl at 300 K. The observed diffraction
data (black) is shown above. The difference curve (grey) shows the dif-
ference between the observed data and the Rietveld refinement. The red
pattern corresponds to a theoretical structure of a PdAuScAl compound
with complete order among the 4c and the 4d sites.

Figure 9.5 shows the diffraction pattern of PdAuScAl. The cubic Heusler-type structure
is easily recognized. The pattern indicates excellent phase purity of the samples. A
buckling in the vicinity of the (220) reflection points on a small amount of an impurity,
which is not yet identified. However, the XRD pattern of PdAuScAl definitely reveals
that the compound does not crystallize in the LiMgPdSn structure. A detailed analysis
of the (111), (311), (331), and (511) reflections shows that there is a high degree of
disorder among the 4c and 4d sites in the cubic lattice (Pd and Au), which leads too
a large decrease of the aforementioned reflections. The disorder creates a centre of
symmetry and leads to a change of symmetry to Fm3̄m. The Rietveld refinement was
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performed to an R-value of 3.2 and confirms the disorder among Pd and Au. A lattice
parameter of a = 6.442 Åwas derived from the refinement for PdAuScAl. Anti-site
disorder is a common feature in Heusler compounds, and in many cases its amount
can be reduced by annealing procedures. We therefore have annealed samples at 873
and 1073 K. These temperatures were useful for improving the order in the recently
reported Pd-based Heusler superconductors [11, 13]. The XRD powder patterns of both
samples, however, did not show any visible improvements with respect to the disorder
between Pd and Au.

In conclusion, as we have predicted, the van Hove scenario works for the novel super-
conductor PdAuScAl. The compound is, however, not a noncentrosymmetric super-
conductor because disorder between Pd and Au creates an artificial center of inversion.
This fact reveals the question, whether this artificial center of inversion and thus the
disorder among the Pd and Au sites may be a necessary condition for superconductivity
to occur in PdAuScAl. It may be deduced that the compound ”wants to” escape the
noncentrosymmetry to settle at an energetic minimum with the disordered structure in
the conventional superconducting state. This question cannot yet be answered because
the gap symmetry and the pairing mechanism of PdAuScAl require further experimen-
tal investigation. First measurements of the specific heat indicate that, besides the
superconducting transition, the compound shows another second-order phase transi-
tion at approximately 2.3 K as depicted in Figure 9.6. The origin of this transition is
not yet explained.

Figure 9.6: Powder x-ray diffraction of PdAuScAl at 300 K. The observed diffraction
data (black) is shown above. The difference curve (grey) shows the dif-
ference between the observed data and the Rietveld refinement. The red
pattern corresponds to a theoretical structure of a PdAuScAl compound
with complete order among the 4c and the 4d sites.
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Despite the occurrence of inversion symmetry and the fact that PdAuScAl behaves like
a Heusler compound we were successful in the rational design of a novel superconduc-
tor. Further work has to be done to fully explore this interesting compound, primarily
detailed investigations of the crystal structure, and the origin of the second low temper-
ature phase transition. Development and application of working recipes such as the van
Hove scenario can contribute fundamental findings for the elementary understanding
of superconductivity.

Experimental Section

The transport properties (resistivity and specific heat) of the samples were analyzed us-
ing a Physical Property Measurement System (PPMS, Quantum Design, Model 6000).
The magnetic properties were measured using a SQUID, Quantum Design, MPMS-XL-
5. The XRD measurements were carried out using a Siemens D5000 with monochrom-
atized Cu Kα radiation.
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Abstract

This work reports on the electronic, magnetic, and structural properties of the binary
intermetallic compounds Mn3−xGa. The tetragonal DO22 phase of the Mn3−xGa se-
ries, with x varying from 0 to 1.0 in steps of x = 0.1, was successfully synthesized
and investigated. It was found that all these materials are hard magnetic, with energy
products ranging from 10.1 kJm−3 for low Mn content (x → 1) to 61.6 kJm−3 for high
Mn content (x → 0). With decreasing Mn content, the average saturation magnetiza-
tion per atom increases from 0.26μB for Mn3Ga to 0.47μB for Mn2Ga. The increase
in the saturation magnetization as the Mn content is reduced indicates a ferrimagnetic
order with partially compensating moments of the two different Mn atoms on the two
crystallographically different sites of the DO22 structure. This type of magnetic order
is supported by ab initio calculations of the electronic structure that predict a nearly
half-metallic ferrimagnet with the highest spin polarization of 88% at the Fermi energy
for Mn3Ga. The Curie temperature of the compounds is restricted to approximately
770 K because of a structural phase transition to the hexagonal DO19 phase. Thermal
irreversibilities between zero-field-cooled and field-cooled measurements suggest that
the Mn3−xGa series belongs to the class of magnetically frustrated ferrimagnets. The
most pronounced magnetic anomaly is found for Mn3Ga.
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Introduction

Several binary alloys Mn3Z are known that contain manganese together with a main
group element Z. Those compounds exhibit various different structures and magnetic
properties. Cubic Mn3Si shows a complicated type of antiferromagnetism and is being
discussed as an antiferromagnetic half-metal [128–130]. Mn3Ge, which crystallizes in
the hexagonal structure DO19, exhibits a triangular spin configuration and weak ferro-
magnetism [131–134]. Similar magnetic properties were reported for Mn3Sn [135, 136],
which belongs to the same hexagonal structure type as Mn3Ge. Another compound
from this materials class is Mn3Sb. This compound belongs to the cubic Cu3Au struc-
ture type (L12) and shows weak ferromagnetism [137, 138].

Reducing the Mn content in such binary compounds, the compounds Mn2Z are found.
Mn2Ge crystallizes in a hexagonal Ni2In-type structure [139] and has not been in-
vestigated experimentally until now. Band structure calculations using the density
functional theory led to the prediction of an antiferromagnetic ground state for Mn2Ge
[140]. Ferrimagnetic Mn2Sb belongs to the tetragonal Cu2Sb structure type, which is
known as having a rich variety of magnetic structures [141, 142].

The present work focuses on the binary compound Mn3Ga, which has long been an issue
of interest because of its manifoldness regarding multiple structures and temperature-
induced phase transitions. After some preliminary work on the binary Mn-Ga sys-
tem [143, 144], Meißner and Schubert, in a comprehensive publication, established
the framework for a phase diagram of this system [145]. Under suitable preparation
conditions, three different phases are obtainable for the 3:1 composition of Mn and
Ga. As-cast samples, obtained from repeated arc melting crystallize in a disordered
Heusler-type DO3 phase, which was predicted by Wurmehl et al. to show half-metallic
completely compensated-ferrimagnetic behavior [146]. However, experiments provided
evidence that the cubic phase of Mn3Ga is not stable and cannot be produced without
a high degree of disorder. Annealing of Mn3Ga at high temperatures yields the hexag-
onal DO19 phase. A Mn-Ga composition with a Mn content of 71.25% was synthesized
in the hexagonal phase in 1970 by Kren and Kadar [147]. This sample was investigated
using neutron diffraction. Upon annealing this triangular antiferromagnetic structure
at 750 K, a tetragonal DO22 phase was observed. This phase, which is the subject of
this paper, is obtained by moderate annealing at a maximum temperature of 673 K.
The phase is ferrimagnetic with magnetic moments of -2.8 μB for MnI and 1.6 μB for
MnII (see Figure 10.1). Niida et al. [148] investigated several Mn3−xGa compositions,
but obtained single phase DO22-type samples only in the range of x = 0.15 − 1.16.
From ab initio electronic structure calculations, Kübler proposed a Curie temperature
of TC = 762 K for Mn3Ga in the tetragonal DO22 structure [149]. The DO22 struc-
ture can be found by applying a tetragonal distortion to the DO3 structure; therefore,
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Mn3Ga can be viewed as being a tetragonally distorted, binary Heusler compound and
should exhibit properties that are associated with such a compound. Because of this,
Balke et al. [17] recently suggested the applicability of Mn3Ga in magnetoelectronic
devices and, particularly, as a suitable material for spin torque transfer applications.

The present work reports on the electronic, magnetic, and structural properties of
Mn3−xGa with x varying from 0 to 1.0 in steps of Δx = 0.1. The electronic and mag-
netic structures were calculated by ab initio methods. The structure was investigated
using powder X-ray diffraction (XRD), extended x-ray absorption fine structure (EX-
AFS) spectroscopy, and differential scanning calorimetry (DSC). The magnetic proper-
ties were studied using temperature and induction field dependent magnetometry. The
transport properties of Mn3Ga were investigated as to their dependence on tempera-
ture. The specific heats of Mn3Ga and Mn2Ga were investigated up to temperatures
of 200 K and 150 K, respectively.

Figure 10.1: Structure of tetragonal Mn3−xGa. Mn3Ga (from Ref. [17]) is shown in (a)
and Mn2Ga is shown in (b). The figure shows the DO22 crystal structure.
Mn atoms (larger spheres) are represented by light (yellow) and dark (red)
spheres, Ga atoms by gray spheres. In Mn3Ga, the MnI atoms are located
on the base quadratic faces (1/2,1/2,0) and on the center plane (0,0,1/2);
the MnII atoms are found on the rectangular faces (0,1/2,1/4) and the
Ga atoms at the corners and center of the cuboid. The MnI atoms have
a tetrahedral nearest neighbour environment. For Mn2Ga shown in (b),
only the MnI atoms have been removed (see model I in Sec. IV A 2));
however, experiments indicate that both types of Mn atoms are removed
(see text).

Calculational Details

Self-consistent electronic structure calculations of the electronic and magnetic proper-
ties of Mn3Ga and Mn3−xGa were performed. The calculations were carried out using
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the spin polarized (SP) fully relativistic (R) Korringa-Kohn-Rostoker (KKR) method
as implemented in the Munich-SPRKKR program [82, 150].

The exchange-correlation functional was taken within the parametrization of Vosko,
Wilk, and Nussair [83, 84]. For comparison, the generalized gradient approximation
(GGA) in the parametrization of Perdew et al. [75] was used; however, no remarkable
differences were found between either parameterization. A base, 14 × 14 × 17 mesh,
was used for integration. The mesh corresponds to 368 (out of 3332) k points in
the irreducible wedge of the Brillouin zone. The size of the muffin-tin radii was set
automatically to result in space-filling spheres, and depends on the lattice parameters.
f states (l = 3) were included in the basis of both atoms, Mn and Ga.

The properties of Mn3−xGa were calculated in I 4/mmm symmetry using polynomial
fits of a and c to the experimental lattice parameters (see Section 10). In the DO22

structure type, the Mn atoms occupy two different positions. The first position (MnI),
with multiplicity 1, is located at the Wyckoff position 2b (0,0,1/2) and the second
position (MnII), with multiplicity 2, is at 4d (0,1/2,1/4). The Ga atom is at the Wyckoff
position 2a (0,0,0). The lack of manganese in Mn3−xGa was simulated by introducing
vacancies (�) in the DO22 structure. To account for the random distribution of the
vacancies for x 	= 0, the calculations were carried out using the coherent potential
approximation (CPA).

No essential changes of the electronic and magnetic structures of Mn3Ga were obtained
when the calculations were performed for the optimized lattice parameter as reported
in Ref. [17].

Experimental Details

Mn3−xGa samples were prepared by repeated arc melting of stoichiometric amounts of
the constituents in an argon atmosphere at 10−4 mbar. Care was taken to avoid oxygen
contamination. The resulting polycrystalline ingots were annealed afterward at 623 K
in an evacuated quartz tube for 14 days. The temperature was chosen to be safely
below the structural transition temperature (see Section 10) and to be high enough to
ensure sufficient diffusion. After annealing, the samples were quenched in an ice/water
mixture so that the desired structure would be retained. This procedure resulted in
samples exhibiting the DO22 structure (space group: I 4/mmm) as was confirmed by
using powder X-ray diffraction. The unit cell of the DO22 structure is displayed in
Figure 10.1.

DSC measurements (NETZSCH, STA 429) were performed to detect phase transitions
below the melting points of the materials. The crystal structure of the Mn3−xGa
series was determined using XRD with excitation by Mo Kα radiation. In addition,
temperature dependent XRD was used for a detailed structural investigation of Mn3Ga.
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The latter powder XRD experiments were carried out at the D10B-XPD beamline of
the LNLS (Brazilian Synchrotron Light Laboratory, Campinas, Brazil).

The short range order of Mn3Ga was investigated using EXAFS. The EXAFS exper-
iments were performed at the XAFS1 beamline [151] of the LNLS using a Si(111)
channel-cut monochromator. The spectra were collected at room temperature in the
transmission mode at the Mn (6539 eV) and Ga (10367 eV) K edges using three ion-
ization chambers. Ga or Mn standard foils were placed at the third chamber to check
the monochromator energy calibration. The EXAFS spectra were analyzed using the
IFEFFIT analysis package [152]. The isolated atom background function was removed
from the experimental X-ray absorption coefficient data to yield the χ(k) signal. The
Fourier transform (FT) was applied using a Hanning window with a k range of 8 Å−1.
The structural parameters were obtained from a least-squares fit to the data in r and k

space using phase shifts and amplitudes that were obtained from the FEFF code [153]
as calculated for Mn3Ga in the DO22 structure and accounting for the two possible Mn
sites shown in Figure 10.1.

The magnetic properties were investigated using a superconducting quantum inter-
ference device (SQUID, Quantum Design MPMS-XL-5) using small spherical sample
pieces of approximately 5-10 mg of the sample. The transport properties and the spe-
cific heats were investigated using a physical property measurement system (Quantum
Design PPMS models 6000 and 6500, respectively).

Results and Discussion

Calculated electronic structure

Mn3Ga.

For the parent compound Mn3Ga, the ab initio calculations indicated a ground state
with ferrimagnetic order for the fully occupied DO22 cell. The spin magnetic moments
(ms) found from the calculations using the VWN parametrization are -3.049 μB for MnI

and 2.386 μB for MnII . The orbital moments are parallel to the spin moments and
amount to -0.02 μB and 0.03 μB for MnI and MnII , respectively. The total magnetic
moment of 1.702 μB in the primitive cell is low due to the partial compensation of
the moments of the Mn atoms on the two different sites. Using the GGA approach,
the total magnetic moment is found to be slightly higher (1.83 μB). A particular
enhancement of the orbital moments is not observed; they amount to approximately
1% of the spin moments, independent of the exchange-correlation functional used. The
values for total and local moments agree well with those previously reported for full
potential calculations in Ref. [17].
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Figure 10.2: Electronic structure of Mn3Ga. The relativistic band structure is shown
in (a), along with the spin resolved density of states in (b).

Figure 10.2 shows the full relativistic band structure and the spin resolved density
of states (DOS) for Mn3Ga. Unlike the nonrelativistic approach (see Ref. [17]), the
minority and majority character of the band structure cannot be distinguished. This
is only possible in the density of states. The reason is the intrinsic coupling of the
spin states because of the spin-orbit interaction in the Dirac equation. The density of
states, as an expectation value, can still be determined with respect to the direction
of the spin. As was already discussed from the results of nonrelativistic calculations,
the higher density of minority states at the Fermi energy εF (compared to the low
majority density) suggests that there is a remarkable difference in the conductivity
between the minority and the majority electrons as was already discussed from the
result of nonrelativistic calculations [17]. Typical for a large family of compounds
between transition metals and main group elements is the occurrence of a hybridization
gap that splits the low lying s bands (at below approximately -7 eV) from the high lying
p and d bands. The size of that gap, appearing in both spin directions, decreases with
decreasing hybridization strength. This is similar to what is observed for the related
Heusler compounds (see Ref. [62]).

Mn3−xGa, 0 < x ≤ 1.0.

Basically, two different structural models were employed in the calculations for the com-
pounds with a lack of Mn. In the first model, only the MnI was removed from the 2b
position resulting in Mn2(Mn1−x�x)Ga (model I). In the second model, the Mn was re-
moved from both positions simultaneously (4c and 2b), resulting in (Mn2−2x/3�2x/3)(Mn1−x/3�x/3)Ga
(model II). The first model is based on the experimental observation (see Section 10)
that the magnetic moment increases as the lack of Mn increases, and is higher in Mn2Ga
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than in Mn3Ga. In the ferrimagnetic state the moments of MnI and MnII are aligned
in antiparallel fashion. Therefore, at least for fixed local moments, the removal of MnI

will increase the total magnetic moment.

Figure 10.3: Calculated magnetic moments of Mn3−xGa. The total magnetic moment
in the DO22 cell is shown in (a) and the local magnetic moments at the
MnI and MnII sites are given in (b). Note that the magnetic moment
m = ml +ms contains both spin (ms) and orbital (ml) moments. See text
for an explanation of the different models (I - III) used in the calculations.

The calculated magnetic moments for the two structural models are compared in Fig-
ure 10.3. In contrast to experimental observation, the total moment decreases slightly
with increasing lack x of Mn for model II [(Mn2−2x/3�2x/3)(Mn1−x/3�x/3)Ga]. The
reason is clear. Although the local moments do not stay constant, their influence
is partly compensated in the total moment that is mainly given by the composition
m = (1 − x/3) {2mII − |mI |}. The behavior of the total magnetic moment in model
I [Mn2(Mn1−x�x)Ga] follows the expected path; it increases with increasing lack of
manganese. The simultaneous increase of the moment at MnII and the decrease of the
absolute value of the moment at MnI cause a strong increase in the overall moment.
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Figure 10.4: Density of states for Mn3−xGa. (a)-(c) show the DOS for
model I: Mn2(Mn1−x�x)Ga (d)-(f) show the DOS for model III:
Mn2−x/3�x/3)(Mn1−2x/3�2x/3)Ga. Shown are the selected compositions
with x = 0.3 [(a) and (d)], 0.6 [(b) and (e)], and 0.9 [(c) and (f)]. Majority
densities are shown in the upper parts, and minority states in the lower
parts of each of the plots.

However, the increase with x of the total magnetic moment of model I is more pro-
nounced than that found in the experimental data. Therefore, a third model was
introduced where more MnI is removed with increasing x than MnII . The composition
in model III was chosen as (Mn2−x/3�x/3)(Mn1−2x/3�2x/3)Ga, which is an intermediate
case between the two other models, which constitute the borderline cases of Mn removal
from the crystallographic sites. For this model, twice as much MnI is removed as MnII .
From Figure 10.3(a), it is apparent that the increase of the total magnetic moment is
weaker than for the Mn2(Mn1−x�x)Ga model. Further details will be discussed later,
together with the experimental data.

Figure 10.4 shows the DOS for the two structural models I and III, where mainly
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MnI is removed with increasing x. To cover most of the cases, the compositions with
x = 0.3, 0.6, and 0.9 were chosen for the comparisons. The VWN parametrization of
the exchange-correlation functional was used in the calculations.
The general shape of the density of states is quite similar for all the cases. In particular,
the minority DOS exhibits a maximum at the Fermi energy. At the same time, the
majority DOS has a minimum at εF that is less pronounced at low Mn content and
vanishes in the particular case of Mn2Mn0.1Ga. The latter result is typical for model
I, where the maximum of the DOS above εF is decidedly lowered with the removal of
the MnI atoms. At the same time the high density of states in the minority channel
at approximately -3 eV is lowered as MnI atoms are removed. This explains why the
localized moment of the MnI atom is pronouncedly reduced upon removal of those
atoms from the structure. The more delocalized moment of the MnII atom is less
affected. In all cases, a decrease in the size of the low lying band gap at about -6 eV
that splits off the s-p states from the d states is observed. This indicates a weaker
hybridization between Mn and Ga in the compounds with low Mn content.

Structural characterization

X-ray powder diffraction

Table 10.1: Lattice parameter of Mn3−xGa. As found from a Rietveld refinement of
the XRD data, the tetragonal lattice parameters a and c are tabulated for
decreasing Mn content (3− x). The ratio c/a and volume V are calculated
from the measured values of a and c. The maximum errors for the lattice
parameters are estimated from the (200) and (004) reflection peaks to be
Δa = 0.004 Å and Δc = 0.016 Å. (Uncertainty for calculated quantities
follows from error propagation.)

x a [Å] c [Å] c/a V [Å3]
0 3.909 7.098 1.816 54.214

0.1 3.907 7.100 1.817 54.118
0.2 3.908 7.105 1.818 54.265
0.3 3.910 7.117 1.820 54.396
0.4 3.910 7.122 1.821 54.489
0.5 3.909 7.130 1.824 54.467
0.6 3.906 7.155 1.832 54.581
0.7 3.905 7.160 1.834 54.602
0.8 3.906 7.169 1.835 54.680
0.9 3.906 7.175 1.837 54.719
1 3.905 7.193 1.849 54.930

The crystalline structure of the Mn3−xGa series was examined using XRD with ex-
citation by Mo Kα radiation. The measurements were performed at room tempera-
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ture. As examples, Figure 10.5 shows the XRD results for three selected composi-
tions (x = 0.1, 0.5 and 1.0). The XRD data verify that, for all the compositions, the
Mn3−xGa samples crystallize in the Al3Ti structure type, which belongs to the space
group I 4/mmm. The diffraction patterns for all the compositions (except for Mn2Ga)
did not show any unexpected reflexes. This indicates the phase purity of the samples.
However, a small shoulder on the low angle side of the (112) reflex in the pattern for
Mn2Ga indicates an impurity, which could not be dedicated.

Figure 10.5: Powder diffraction of Mn3−xGa. The measured diffractograms for
Mn2.9Ga, Mn2.5Ga, and Mn2Ga are compared to the curve fits from a
Rietveld refinement. The spectra were excited using Mo Kα radiation and
recorded at T = 300 K.

The lattice parameters found from a Rietveld refinement of the powder XRD data
are summarized in Table 10.1. Within the uncertainty of the measurements, the a
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parameter remains constant when the Mn content in the samples is reduced. At the
same time, the c parameter increases by approximately 1.7% as x varies from 0 to 1.0.
Overall, this results in an increase of the cell volume V as well as the c/a ratio with
decreasing Mn content. A removal of MnI atoms will apparently weaken the Mn-Ga
bonds along the c axis. The increase of the c-parameter with x also indicates that
more MnI atoms than MnII atoms are removed along the c axis when the Mn content
is reduced. The Rietveld refinement is compatible with both of the models used for
the calculations: (I) for the removal of MnI only, as well as (III) for the removal of a
higher amount of MnI than MnII .

Temperature dependent XRD

Figure 10.6: Temperature dependence of the Mn3Ga lattice parameters. The tempera-
ture dependence of the lattice parameter a and the cell Volume V is shown
in (a) and (b), respectively. The temperature dependence of the ratio c/a
of the tetragonal lattice parameters is shown in (c).

The crystal structure was recorded in the temperature range between 25 K and 200 K
using a step size of 25 K and, additionally, at 300 K using excitation by radiation
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with a wavelength of 1.75866 Å. Figure 10.6 shows the temperature dependence of the
lattice parameter a, the volume of the tetragonal unit cell V and the c/a ratio. It is
seen that the lattice parameter a and the cell volume decrease linearly with decreasing
temperature. The lattice parameter c, which is not shown in Figure 10.6, also exhibits
a linear decrease when the temperature is reduced. However, Figure 10.6(c) indicates
that the c/a ratio increases when the temperature decreases. When the temperature is
raised, the lattice parameter a, thus, grows stronger than the lattice parameter c. The
decrease of c/a with T means that the tetragonal unit cell of Mn3Ga becomes closer to
a cubic structure as the temperature increases. However, the ratio c/a, even at room
temperature, is far from the ideal value (

√
2) that is expected for a cubic system with

the DO3 structure.

Extended x-ray absorption fine structure

The results from the analysis of the EXAFS measurements are summarized in Fig-
ure 10.7. The EXAFS signals [χ(k)] at the Mn and Ga [Figure 10.7(a)] K edges display
the characteristic patterns for a cubic structure. The fit of the FT curves for both
elements is given in Figure 10.7(b). Excellent agreement between the data and theory
is found as demonstrated by the low R-factor values (between 0.01 and 0.02). The
Fourier transform at the Ga K -edge spectra exhibits one peak at approximately 2.2 Å
and another at 4.5 Å (not corrected for the scattering phase shift) that correspond
mainly to the Ga-Mn single scattering contribution in the coordination shell and the
Ga-Ga contribution, respectively. Other scattering contributions appear in the quite
smooth region between the two main peaks.

The FT at the Mn K -edge spectra exhibits peaks at similar positions but with lower
amplitudes. In fact, the Mn atoms have two possible sites: site MnI surrounded by 8
Mn atoms, and site MnII surrounded by (4 Mn + 4 Ga) atoms. The peak at about 4.5 Å
corresponds mainly to the Mn-Ga and Mn-Mn contributions. Because the coordination
number for Ga and Mn are the same, the difference in intensity may be explained by
disorder effects.

The curve fitting procedures for Mn3Ga lead to physically reasonable numbers that are
close to those provided by the theoretical structural model. The obtained values for
the passive electron reduction factor (S2

0) are about 0.7. The shift in distance (ΔR)
and the Debye-Waller factor (σ2) with respect to the theoretical model for the paths
involving Ga-Ga or Ga-MnI(MnII) were small throughout, with ΔR ≈ 0.04 Å and
σ2 ≈ 0.007 Å2. For the paths involving only Mn atoms, MnI(MnII) - MnI(MnII), the
ΔR and σ2 values were considerably higher, with ΔR ≈ 0.13 Å and σ2 ≈ 0.02 Å2,
respectively. This is in agreement with the lower amplitudes obtained at the Mn K
edge. The curve fitting results clearly indicate the DO22 structure for the Mn3Ga
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composition.

Figure 10.7: EXAFS results for Mn3Ga. EXAFS oscillations at the Mn and Ga K
edges, extracted from the x-ray absorption spectra, are given in (a). The
corresponding Fourier transforms (symbols) and best fit results (gray line)
are given in (b).

Structural phase transitions

Using XRD, it was observed that the samples undergo a transition to the hexagonal
DO19 structure at high temperatures. For this reason, DSC measurements of the entire
sample series were performed to search for and investigate possible phase transitions.
The DSC signals were recorded in the range from 300 K to 1250 K for heating and cool-
ing rates of 5 K min−1 to examine the reversibility of the occurring phase transitions.
As an example, Figure 10.8(a) shows two DSC curves for the compositions Mn2.3Ga
and Mn2.7Ga.
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Figure 10.8: Phase transitions in Mn3−xGa. The plots in (a) show the results from
differential scanning calorimetry for Mn2.7Ga and Mn2.3Ga in the tem-
perature range between 700 K and 1200 K upon heating of the samples,
followed by cooling. The composition dependence of the phase transition
temperatures is summarized in (b). Tt1 and Tt2 are taken from the DSC
measurements, Tm is from high temperature magnetization measurements
(see Section 10). (Lines are drawn for clarity.)

The change of the DSC signal as a function of temperature is given. Upon heating,
both substances exhibit a first maximum at a temperature Tt1 of approximately 800 K
that is not observed upon cooling, thus indicating an irreversible phase transition.
In addition, a second, reversible phase transition is observed at higher temperatures,
which is assigned a temperature of Tt2. It is seen from Figure 10.8(b) that the phase
transition temperature Tt1 is independent of composition. Furthermore, it is evident
that the signal at about 800 K becomes less intense and is broadened with increasing
Mn content, a trend that was observed throughout the entire series. For x ≤ 0.2,
the determination of this phase transition at Tt1 was impossible because the levels of
the signals were too low. Nevertheless, the magnetic measurements (Section 10) also
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indicate that there is a magnetic phase transition between 750 K and 830 K in all the
samples. The phase transition observed using DSC at Tt1 corresponds to a transition
to the high temperature hexagonal phase DO19 (structure type: Ni3Sn, space group
P 63/mmc). The structural nature of the phase transition was verified experimentally
by annealing the samples at a temperature of 873 K and then examining the crystal
structure using XRD. From Figure 10.8(b), it is seen that the signals at temperature
Tt2 exhibit hysteresis between heating and cooling that is due to the intrinsic effects of
DSC. The shift between the extrema depends on the amount of material used as well
as on the rates of temperature change. Therefore, the mean value of Tt2 is displayed in
Figure 10.8(b) with error bars indicating the differences between the endothermic and
exothermic values. The phase transition appears throughout the entire range of sample
composition. It is clear that Tt2 increases with decreasing Mn content and saturates for
x ≥ 0.6 at 1000 K. It is very likely that this corresponds to an order↔disorder transition
in the hexagonal phase with preserved symmetry. Such a transition would hardly be
detectable with XRD because the scattering amplitudes of Mn and Ga have similar
magnitudes. It appears that this high temperature phase transition at Tt2 changes the
sample properties in such a way that the first phase transition at approximately 800 K
can no longer occur upon cooling.

Magnetic properties

The results of the induction field dependent magnetization measurements are displayed
in Figure 10.9. All samples exhibit hard magnetic behavior at temperatures below
the phase transitions to the hexagonal DO19 phase. For Mn2.9Ga, hysteresis loops
at three different temperatures are displayed in Figure 10.9(a). It is seen that the
magnetic moment is stable up to a temperature of 400 K. For the compounds Mn3Ga
and Mn2.9Ga, Table 10.2 summarizes the values of the coercitive fields Hc, remanences
Br, the specific energy products E = Hc × Br and the energy integrals WH =

∮
HdB

at temperatures of 5 K, 300 K, and 400 K, respectively. The energy products E of
Mn3Ga and Mn2.9Ga are comparable to those of other hard magnetic materials such
as Alnico 6. But the coercitivities of Mn3Ga and Mn2.9Ga are approximately four to
five times higher than that of Alnico 6. The relatively low saturation magnetizations,
due to the ferrimagnetic order, make the materials comparable to ferrites and related
materials. From a direct integration of the magnetization loops, the energy integral
WH =

∮
HdB gives the hysteresis loss per cycle. For Mn3Ga and Mn2.9Ga, it is between

three and four times larger than the energy product. For an ideal hard magnet, a nearly
rectangular hysteresis loop (B(H)) with WH ≈ 4E and E = BHmax is expected. The
maximum energy product BHmax = max(−B × H) is an energy parameter of interest
for the manufacture of magnets. It represents the maximum useful magnetic energy of
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a permanent magnet. Its value is obtained by multiplying B times H in the second
(or fourth) quadrant of the hysteresis loop. Figure 10.10 shows a plot of BH and the
maximum energy product for the case of Mn3Ga. The value of BHmax ≈ 18 kJm−3,
like the other energy values, is comparable to the value found in magnets from the
Alnico series.

Figure 10.9: Magnetic properties of Mn3−xGa. The field dependent magnetization for
Mn2.9Ga at temperatures of 5 K, 300 K, and 400 K is given in (a). Hys-
teresis loops for Mn2.9Ga, Mn2.5Ga and Mn2.1Ga at T = 5 K are given in
(b).

The hysteresis loops for Mn2.9Ga, Mn2.5Ga and Mn2.1Ga are given in Figure 10.9(b).
The curves reveal a trend that is observed throughout the entire sample series. The
coercitivity Hc decreases upon removal of Mn (increasing x). The remanence Br does
not strongly dependent on x. Since complete saturation is not reached up to an in-
duction field of 5 T for all samples, the value of the saturation magnetization cannot
be determined. However, the maxima of the magnetic moments (at 5 T) of the series
clearly increase with increasing x. This accords well with the structural properties
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(Table 10.1). The increase of the lattice parameter c with increasing x, which is caused
by the removal of the MnI atoms along the c-axis, leads to a reduction of the magnetic
compensation in the ferrimagnetic unit cell of Mn3Ga. This explains why, at a given
induction field, the magnetic moments increase when Mn is removed from Mn3Ga.

Table 10.2: Hard magnetic properties of Mn3Ga and Mn2.9Ga. Values are provided
at low and elevated temperatures T of the coercitive field Hc, the rema-
nence Br, the specific energy product E, the energy integral WH and the
maximum energy product BHmax. (Errors for the measured quantities are:
ΔHc = 2 kAm−1 and ΔBr = 0.5 mT. Errors for the calculated quantities
E, WH and BHmax may be found using error propagation.)

T Br Hc E WH BHmax

[K] [T] [kAm−1] [kJm−3] [kJm−3] [kJm−3]
Mn3Ga 5 0.136 453 61.6 203 18.3

300 0.133 383 50.9 176 14.4
400 0.130 342 44.5 149 12.7

Mn2.9Ga 5 0.131 412 54.0 171 15.4
300 0.132 359 47.4 158 13.9
400 0.131 322 42.2 140 12.2

Figure 10.10: BHmax of Mn3Ga. The second quadrant of the hysteresis loop B(H)
recorded at T = 5 K is shown in (a). The calculated values for
BH(H) = −B(H)× H are given in (b). The maximum value BHmax of
approximately 18 kJm−3 is found for a magnetic field of ≈ 250 kAm−1

and a flux density of ≈ 0.07 T. [Note that the x (H) and y (B,BH) axes
are interchanged for better comparison.]

Calculated and measured magnetization data are compared in Figure 10.11. When
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going from Mn3Ga to Mn2.1Ga, an increase in magnetization of about 80% is found
experimentally. The increase in the calculated values is much larger (≈ 300%) for
model I where only MnI is removed. According to model III, the simultaneous removal
of MnI and MnII results in a reduced increase of 140% if it is assumed that twice
as much MnI as MnII is removed. Table 10.3 provides an overview of the physical
properties of the Mn3−xGa series. It is evident that varying the Mn content allows a
simultaneous continuous tunability of coercitivity, saturation magnetization and energy
product, making the desired properties of the materials easily adjustable.

Figure 10.11: Comparison of magnetization data for Mn3−xGa. The values are nor-
malized to x = 0 for better comparison. Experimental values are for an
induction field of 5 T. Calculated values for models I and III are seen in
Section 10.

The (mass) density ρ of Mn3−xGa decreases drastically by about 30% with increasing
x. This is because the number of Mn atoms in the unit cell decreases while the volume
of the unit cell increases with x. The decrease is, nevertheless, linear and a fit results
in ρ(x) = (1 − 0.2441 x) × 7189 kgm−3. This means that the decrease of the density
is governed by the loss of mass since a slope of about -0.2342 is expected for a fixed
volume. The magnetic transition temperature is nearly constant with a mean value of
Tm = (775 ± 2) K (omitting the value at x = 1). The comparatively low transition
temperature for Mn2Ga may be attributed to the impurity that was found from XRD
measurements (see Section 10). From Table 10.3, it is apparent that Mn3−xGa becomes
magnetically softer with decreasing Mn content. All three energy parameters E, WH

and BHmax decrease with increasing x. At the same time, a decrease of the coercitivity
and a maximum of the remanence at intermediate Mn concentrations are observed.
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Table 10.3: Magnetic properties of Mn3−xGa. The following are tabulated: density ρ
(at T = 300 K), magnetic moment m per atom (at μ0H = 5 T), the high
temperature magnetic transition Tm, remanence Br, coercitive field Hc,
specific energy product E, energy integral WH and the maximum energy
product BHmax. The magnetic properties are given for 5 K. (Maximum
errors were determined to be: Δm = 5 × 10−3μB, ΔTm = 5 K, ΔBr =
0.5 mT and ΔHc = 2 kAm−1. Other uncertainties are found from error
propagation.

x ρ m Tm Br Hc E WH BHmax

[kgm−3] [μB ] [K] [T] [kAm−1] [kJm−3] [kJm−3] [kJm−3]
0 7184 0.26 779 0.137 453 61.6 203 18.3

0.1 7028 0.27 774 0.131 412 54.0 171 15.4
0.2 6841 0.29 779 0.137 344 47.1 159 12.3
0.3 6657 0.29 770 0.130 315 41.0 146 10.4
0.4 6478 0.36 771 0.155 249 38.6 150 8.8
0.5 6313 0.34 781 0.139 205 28.5 122 6.8
0.6 6133 0.41 777 0.127 149 18.9 116 3.8
0.7 5963 0.43 785 0.125 137 17.1 114 3.4
0.8 5788 0.42 781 0.114 124 14.1 105 2.9
0.9 5617 0.47 762 0.111 100 11.1 91 2.6
1 5429 0.47 723 0.099 102 10.1 90 2.4

The temperature dependence of the magnetization is shown in Figure 10.12 for the
cases of Mn3Ga and Mn2Ga. In the low temperature region, the measurements were
performed using induction fields of 0.1 T under zero-field-cooled (ZFC) and field-cooled
(FC) conditions. For the ZFC measurements the samples were first cooled to a temper-
ature of 1.8 K without applying a magnetic field. After applying an induction field μ0H,
the sample magnetization was recorded as the samples were heated to the maximum
temperature. Immediately afterwards, the FC measurements were performed in the
same field as the temperature was lowered to 1.8 K. The results for low temperatures
are shown in Figures 10.12(a) and (b). Evidently, the curves show no regular ferro-,
antiferro- or ferrimagnetic behavior. Magnetic transitions are observed at temperatures
of 164 K for Mn3Ga and approximately 145 K for Mn2Ga in the ZFC measurements.
These transitions exhibit thermal irreversibilities between the ZFC and the FC mea-
surements. This type of behavior is known from spin glasses and other frustrated
systems with multi-degenerate ground states [39]. Thermal irreversibilities, such as
the ones mentioned above, are found in all samples of the entire series. Furthermore,
the irreversibilities were observed using different magnetic induction fields that ranged
from 2.5 mT to 5 T. These irreversibilities lead to the conclusion that the Mn3−xGa
series is a set of frustrated ferrimagnets [24, 154].
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Figure 10.12: Temperature dependent magnetization of Mn3Ga and Mn2Ga. The tem-
perature measurements in the range from 5 K to 400 K under ZFC and FC
conditions are given in (a) and (b). The high temperature measurements
(T > 300 K) upon heating of the samples are given in (c) (from Ref. [17])
and (d). For better comparison, the data are normalized to the values at
300 K [note the offset of the Mn2Ga low temperature magnetization data
in (c)].

The difference of the magnetization between ZFC and FC measurements decreases with
increasing x. For Mn3Ga, there is a difference of 131% between ZFC and FC measure-
ments while the same difference constitutes only 9% for the case of Mn2Ga. Apparently,
the magnetic frustration is lowered upon removal of Mn atoms from the unit cell. This
also supports model III. According to model I, where only MnI atoms are removed in
Mn2Ga, a ferromagnetic order should remain. The remaining magnetic frustration in
Mn2Ga thus provides evidence that Mn2Ga contains both MnI and MnII atoms with
an at least partially random distribution among both crystallographic sites. For some
intermediate compositions, an accurate determination of the transition temperatures
was not clearly possible because the transitions were very broad or there was no dis-
tinct maximum at all (in the cases of x = 0.2 and 0.4). The transitions that could be
determined span a temperature range from 145 K to 172 K. It appears, however, that
there is no distinguished correlation of the transition temperatures with x, the magnetic
moment or the lattice parameters. This hints also on a partial random distribution of



10. Structural, electronic, and magnetic properties of tetragonal Mn3−xGa:
Experiments and first-principles calculations 107

the voids on both Mn positions.

The drastic decreases of the magnetizations at TS ≈ 780 K for Mn3Ga and at TS ≈
720 K for Mn2Ga, which are seen in the high temperature SQUID measurements in
Figure 10.12(c) and (d), are caused by structural transitions from the tetragonal to
the hexagonal phases [145, 147]. These structural transitions are easily detected using
differential scanning calorimetry. The occurrence of the structural phase transitions
makes it impossible to determine the Curie temperature of the tetragonal phase of
Mn3−xGa. The structural phase transitions take place at temperatures below the ex-
pected magnetic phase transition. The high temperature magnetic measurements also
support the results from DSC (see Section 10). The lower temperatures of Tm com-
pared to Tt1 [see Figure 10.8(b)] are addressed to an intrinsic effect of the DSC, where
the signals depend on the heating rates; higher heating rates and larger amounts of
material will apparently shift the signal to higher temperatures. The magnetic mea-
surements also show the onset of magnetization at Tm upon cooling. This confirms
the assumption that Tm and Tt1 correspond to the magnetic transition temperature
of the hexagonal DO19 phase rather than to the Curie temperature of the tetragonal
DO22 phase. The magnetic transition and the structural transition occur nearly simul-
taneous. Nevertheless, this should not cause problems in designing devices using this
material because it is very stable in the temperature range below 700 K and, thus, well
suited for applications at and far above room temperature.

Transport properties

The resistance of Mn3Ga and Mn2Ga was measured as a function of temperature upon
heating and cooling in the range from 2 K to 300 K. The heating curves are shown in
Figure 10.13. The values are normalized to the value at 2 K for better comparison.
The samples show typical metallic behavior, where the resistances increase with in-
creasing temperature. At approximately room temperature, the resistances of Mn3Ga
and Mn2Ga exhibit a linear slope. Only a very small thermal hysteresis was found
between the heating and cooling curves and it can be attributed to the precision of
the measurements. Residual resistivity ratios of approximately 8 for Mn3Ga and 4.5
for Mn2Ga were determined for the ratio between the 2 K and 300 K measurements.
For polycrystalline ingots, the comparably large value of 8 indicates the high quality
of the Mn3Ga samples. However, the value for Mn2Ga is significantly lower. This
fact is addressed to the unknown impurity, which was found in the XRD measurement
(Section 10). The low temperature magnetic transitions, as mentioned in Section 10,
are not observable in the resistivity measurements. It is known from other frustrated
systems that the transitions may be shifted to much higher temperatures (values of
150% are quite common, shifts of up to more than 1000% are known) or are simply
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not detectable in the resistivity measurements [39, 155–157]. The latter is the most
probable reason because a sharp phase transition is also not detectable in the magnetic
measurements.

Figure 10.13: Electric resistance measurements of Mn3Ga and Mn2Ga. The measure-
ments were performed upon heating of the samples. For better compari-
son, the data are normalized to the values at 2 K.

Specific heat

Figure 10.14: Specific heat of Mn3Ga and Mn2Ga. The measurements were performed
upon heating of the samples.

The specific heat of Mn3Ga and Mn2Ga was measured as a function of temperature.
The results are displayed in Figure 10.14. The curves show typical metalliclike specific
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heat shapes composed of electronic and phononic contributions to the specific heats.
To a good approximation, they follow T 3 laws below 30 K. A low temperature fit
(< 5 K) of the data results in electron specific heats of 19 ± 0.2 mJ/(molK2) and
16 ± 0.2 mJ/(molK2) for Mn3Ga and Mn2Ga, respectively. Those values are rather
large compared to pure Mn [γMn = 9.2 mJ/(molK2)].

Figure 10.15: Low temperature magnetic anomaly of Mn3Ga and Mn2Ga. (a) shows
the derivatives of the specific heats. (Changes in the slope of the Mn3Ga
curve are marked by arrows.) (b) shows the temperature dependence of
the magnetic irreversibility. For better comparison, the differences are
normalized to the value at 2 K. [The maxima of the M(T ) dependences
in Figure 10.12 are marked by vertical lines.]

The magnetic anomalies, which were mentioned in Sec. 10, are not directly visible from
the specific heat curves of Mn3Ga or Mn2Ga. This is expected, because the magnetic
anomaly covers a wide temperature range rather than appearing as a sharp transition.
The situation changes when having a closer look to the derivative of Cv. Figure 10.15(a)
compares the differentiated specific heat of Mn3Ga and Mn2Ga to the magnetic irre-
versibility at low temperatures (T < 250 K). The magnetic irreversibility is determined
by the difference mFC−mZFC between the magnetization measured under FC and ZFC
conditions. It is evident from Figure 10.15(b) that the magnetic anomaly is more pro-
nounced in the case of Mn3Ga. For Mn2Ga, the curve is flatter than what is expected
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from the M(T ) dependence shown in Figure 10.12. This fact can be addressed to a low-
ered degree of frustration as noted in Sec. 10. From the comparison of Figures 10.15(a)
and (b), it is obvious that the magnetic anomaly coincides with a pronounced change
of the slopes of the differentiated specific heat curves. For Mn3Ga, these changes of
the slopes coincide with the strong changes in the magnetic irreversibility. For Mn2Ga,
such changes are much smaller. This is expected from the less pronounced effect that
is seen in the temperature dependence of the magnetization.

Summary

The series of compounds Mn3−xGa was investigated experimentally and by first-principles
calculations. In summary, it has been shown that the binary compounds Mn3−xGa,
with x varying from 0 to 1.0 crystallize in the tetragonal DO22 phase with two inequiv-
alent positions of the Mn atoms. The structural properties were determined by x-ray
diffraction. Both the volume and the c/a ratio increase with increasing Mn content.
From the electronic structure calculations, this can be attributed to a weakened hy-
bridization between Ga and Mn states along the c axes in the compounds with lower
Mn content. With increasing x, mainly - but not exclusively - the MnI atoms along
the c axis are removed from the tetragonal unit cell. This model is supported by first-
principles calculations that showed that the total magnetic moment should increase
much stronger with x if only the MnI atoms are removed, while it should decrease if
both types of Mn atoms are removed simultaneously. The result is an increase of the
magnetic moment with x, because the Mn atoms at different crystallographic sites of
the Mn3−xGa compounds order ferrimagnetically. The experimentally observed change
of the magnetic moment is also found in the ab initio calculations if more MnI atoms
than MnII atoms are removed. The coercitivity and the different energy products of
Mn3−xGa decrease upon removal of Mn, allowing the magnetic properties and hard-
ness to be tuned by varying the composition. The magnetization of the entire series
vanishes at approximately 770 K. This is mainly caused by the structural transforma-
tion into the hexagonal DO19 phase. The entire series exhibits temperature dependent
magnetic irreversibilities between zero field-cooled and field-cooled conditions. A mag-
netic anomaly is found in all samples at temperatures between 145 K and 172 K. This
anomaly provides evidence that Mn3−xGa is a series of magnetically frustrated ferri-
magnets. The highest degree of frustration is found for the case of Mn3Ga, where the
magnetic anomaly is most pronounced.
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11 Summary

With the alkali sesquioxides, the Heusler superconductors, and the tetragonal Mn3Ga,
three thematic constellations have been presented within the topic of this work, ”Un-
conventional correlated systems”.

The task of the open shell alkali sesquioxides Rb4O6 and Cs4O6 was to explore their
properties experimentally. Extremely challenging syntheses and air sensitivity had
made it impossible up to now to characterize these materials. The main focus was
on identifying the magnetism of Rb4O6 and testing the accuracy of the theoretical
prediction of half-metallic ferromagnetism [7]. It was shown in this work that Rb4O6 is
a magnetically frustrated insulator [8–10]. The magnetization exhibits an irreversibility
between ZFC and FC temperature-dependent measurements and an exponential time
dependency as known from spin glasses. The related Cs4O6 was found to show very
similar behavior. The highly molecular character of Rb4O6 requires the consideration
of electronic correlations in the calculations, and the coexistence of hyperoxide and
peroxide anions leads to a reduction of symmetry in the primary cubic crystal. The
frustration is due to the peculiar crystal structure of Rb4O6, which does not allow a
pure antiferromagnetic setup of the hyperoxide anions.

The second job definition in this work was to search for Heusler compounds that exhibit
superconductivity according to the van Hove scenario. Certain Heusler compounds with
27 electrons were identified to exhibit saddle points at the L point close to the Fermi
energy εF in their energy dispersion curves. The corresponding high density of states
at εF is a good precondition for superconductivity according to the BCS theory and the
van Hove scenario. Five Pd- and Ni-based novel Heusler compounds were synthesized
and confirmed to be type II bulk superconductors using resistivity and magnetization
measurements. A fact of particular interest is that even the compound ZrNi2Ga with
a large proportion of ferromagnetic Nickel becomes superconducting instead of exhibit-
ing magnetic ordering. This supports the fact that the van Hove scenario, which was
already employed to explain superconductivity in the high-Tc superconductors [112], is
an important precondition for a compound to show a transition to the highly corre-
lated superconducting state. Noncentrosymmetric superconductors have recently come
into the center of attraction, mainly with respect to the task of exploring supercon-
ducting gap symmetries and pairing mechanisms. Using the van Hove scenario as a
working recipe, the Heusler-type quaternary compound PdAuScAl was identified as an
appropriate candidate for noncentrosymmetric superconductivity. The Heusler struc-
ture consists of four inter penetrating fcc lattices, and a split of the atoms on the
Wyckoff 8c position, in this case to 4c and 4d with Pd and Au on the sites, removes
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the inversion symmetry and leads to the noncentrosymmetric space group F 4̄3m. The
compound was synthesized and verified to exhibit a superconducting transition at a
Tc of 3.0 K. The structural characterization using powder x-ray diffraction revealed,
however, that there is a high degree of antisite disorder between Pd and Au, and it is
a very interesting question whether this disorder, which changes the symmetry of the
structure to Fm3̄m and creates an artificial center of inversion, may be a condition for
superconductivity to occur. Attempts of annealing to remove or at least to lower the
disorder between Pd and Au failed. Another interesting feature of this compound was
found in the specific heat measurement, which showed a second phase transition within
the temperature region of the superconducting state. Further experimental investiga-
tions are required to explore pairing mechanism and gap symmetry of this compound
to evaluate the origin of this second phase transition.
The third setting of a task for this work was the synthesis and characterization of
the sample series Mn3−xGa in the tetragonal ferrimagnetic DO22 structure in steps of
x = 0.1. These metastable phases were found to exhibit hard-magnetic properties up
to very high temperatures (700-800 K) [18]. The correlations between itinerant and
localized moments of the Mn atoms on the different lattice sites determine a resulting
magnetic moment of approximately 1 μB per formula unit Mn3Ga. These magnetic
properties make the Mn3−xGa alloys highly interesting for spin torque transfer ap-
plications. Because the magnetic moment increases with x whereas the magnetism
becomes softer with increasing x, a continuous tunability of the magnetic properties
of these alloys is easily possible by adjusting the Mn-content to the desired materials
properties.
One major aspect if not the most important one in the research area of materials
science is the preselection of prospective candidates for a desired technological appli-
cation. Only accurate assessments of the microscopic properties of a material such
as its electronic structure can lead to the desired macroscopic properties and thus to
successful and rational material design. In this context it is of particular importance to
understand and evaluate electronic correlations to predict and verify macroscopic prop-
erties of materials. In 1963 Slater defined correlation as the energy difference between
the Hartree-Fock energy and the experimentally observed energy [158]. He furthermore
states that ”it is intuitively obvious that two electrons, repelling each other by Coulomb
repulsion, will be less likely to be found at the same point of space than at points sep-
arated from each other.” Ever-growing computer capacities will hopefully contribute
to a complete understanding of electronic correlations in the near future so that the
energy between the theoretical model and the experiment will finally converge to zero.
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[29] J. J. Attema, G. A. de Wijs, and R. A. de Groot. J. Phys.: Condens. Matter,
19:165203, 2007.

[30] R. B. Meier and R. B. Helmholdt. Phys. Rev. B, 29:1387, 1984.

[31] I. N. Goncharenko, O. L. Makarova, and L. Ulivi. Phys. Rev. Lett., 93:055502–1,
2004.

[32] Y. Akahama, H. Kawamura, D. Husermann, M. Hanfland, and O. Shimomura.
Phys. Rev. Lett., 74:4690, 1995.



Bibliography 117

[33] K. Shimizu, K. Suhara, M. Ikumo, M. I. Eremets, and K. Amaya. Nature, 393:767,
1998.

[34] I. A. Nekrasov, M. A. Korotin, and V. I. Anisimov. arXiv:cond-mat/0009107vl.,
2000.

[35] A. Simon. Z. Anorg. Allg. Chemie, 431:5, 1977.

[36] W. Klein, K. Armbruster, and M. Jansen. Chem. Comm., 6:707, 1998.

[37] Y.-W. Son, M. L. Cohen, and S. G. Louie. Nature, 444:347, 2006.

[38] I. S. Elfimov, A. Rusydi, S. I. Csiszar, Z. Hu, H. H. Hsieh, H.-J. Lin, C. T. Chen,
R. Liang, and G. A. Sawatzky. Phys. Rev. Lett., 98:137202, 2007.

[39] K. Binder and A. P. Young. Rev. Mod. Phys., 58:801, 1986.

[40] C. Urano, M. Nohara, S. Kondo, F. Sakai, H. Takagi, T. Shiraki, and T. Okubo.
Phys. Rev. Lett., 85:1052, 2000.

[41] G. Khaliullin, P. Horsch, and A. M. Oles. Phys. Rev. Lett., 86:3879, 2001.

[42] T. Bremm and M. Jansen. Z. anorg. allg. Chemie, 610:64, 1992.

[43] H. Seyeda and M. Jansen. J. Chem. Soc., Dalton Trans.:165203, 1998.

[44] R. Dovesi, V. R. Saunders, C. Roetti, R. Orlandeo, C. M. Zicovich-Wilson, F. Pas-
cale, B. Civalleri, K. Doll, N. M. Harrison, I. J. Bush, Ph. D’Arco, and M. LLunell.
CRYSTAL 2006 User’s Manual. University of Torino, Torino, 2006.

[45] http://www.aip.org/pubservs/epaps.html. See EPAPS Document No. E-
PRLTAO-102-007902 for details about the methodologies of the electronic struc-
ture calculations used in this work. For more information on EPAPS.

[46] A. D. Becke. J. Chem. Phys., 98:5648, 1993.
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[110] A. Simon, A. Yoshiasa, M. Bäcker, R. W. Henn, C. Felser, R. K. Krenzer, and
Mattausch H. Z. Anorg. Allg. Chem., 622:123, 1996.

[111] A. Simon. Angew. Chem. Int. Ed. Engl., 36:1788, 1997.

[112] A. Simon. Angew. Chem., 99:602, 1987.

[113] A. Abrikosov, J. C. Campuzano, and Gofron K. Phys. Status Solidi C, 214:73,
1993.

[114] D. M. News, C. C. Tsuei, and P. C. Pattniak. Phys. Rev. B, 52:13611, 1995.

[115] A. Simon. Angew. Chem., 109:1872, 1997.

[116] E. Bauer, G. Hilscher, H. Michor, C. Paul, E. W. Scheidt, A. Gribanov, Y. Serope-
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[129] C. Pfleiderer. Physica B, 329:1085, 2003.

[130] S. Tomiyoshi, E. R. Cowley, , and H. Onodera. Phys. Rev. B, 73:024416, 2006.

[131] G. Kadar and E. Kren. Int. J. Magn., 1:143, 1971.

[132] S. Tomiyoshi, Y. Yamaguchi, and T. Nagamiya. J. Magn. Magn. Mater., 31:629,
1983.

[133] J. W. Cable, N. Wakabayashi, and P. Radhakrishna. Phys. Rev. B, 48:6159, 1993.

[134] H. Takizawa, T. Yamashita, K. Uheda, and T. Endo. J. Phys.: Cond. Mat.,
14:11147, 2002.

[135] H. Ohmori, S. Tomiyoshi, H. Yamauchi, and H. Yamamoto. J. Magn. Magn.
Mater., 70:249, 1987.

[136] J. W. Cable, N. Wakabayashi, and P. Radhakrishna. Solid State Comm., 88:161,
1993.

[137] T. Yamashita, H. Takizawa, T. Sasaki, K. Uheda, and T. Endo. J. Alloys Com-
pds., 348:220, 2003.

[138] V. S. Goncharov and V. M. Ryzhkovskii. Inorg. Mater., 41:557, 2005.

[139] M. Ellner. J. Appl. Crys., 13:99, 1980.

[140] A. Bekhti-Siad, A. Mokrani, C. Demangeat, and A. Khelil. J. Mol. Struct.:
THEOCHEM, 777:11, 2006.

[141] M. Suzuki, M. Shirai, and K. Motizuki. J. Phys.: Cond. Mat., 4:L33, 1992.

[142] V. M. Ryzhkovskii, V. P. Glazkov, V. S. Goncharov, D. P. Kozlenko, and B. N.
Savenko. Phys. Solid State, 44:2281, 2002.

[143] I. Tsuboya and M. Sugihara. J. Phys. Soc. Japan, 18:143, 1963.

[144] M. Hasegawa and I. Tsuboya. J. Phys. Soc. Japan, 20:464, 1965.

[145] H.-G. Meißner and K. Schubert. Zeitschrift für Metallkunde, 56:523, 1965.



Bibliography 123

[146] S. Wurmehl, H. C. Kandpal, G. H. Fecher, and C. Felser. J. Phys.: Condens.
Matter, 18:6171 – 6181, 2006.

[147] E. Kren and G. Kadar. Solid State Comm., 8:1653 – 1655, 1970.

[148] H. Niida, H. Hori, T. Onodera, Y. Yamaguchi, and Y. Nakagawa. J. Appl. Phys.,
79:5946, 1996.
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