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I. INTRODUCTION

The demands for energy is leading to social and political conflicts in the world. For exam-

ple, the limited resources of fossil fuels causing a dependence on the oil conveying countries

in the world, leading to political discords.

One way to save energy is to increase the efficiency of a process. In the field of thermoelec-

tricity waste heat is used to produce electricity, this leads to an improvement of the efficiency.

Heusler compounds with C1b structure with the general formula XY Z (X, Y = transition
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metal, Z = main group element) are in focus of the present thermoelectric research.[1–14]

Their mechanical and thermal stability is exceptional in comparison to the commonly used

thermoelectric materials.[15] The possibility to substitute small amounts of elements from

the parent compound without destructing the lattice structure allows tuning the electronic

properties.[16, 17] This tunability also allows to avoid the use of toxic and expensive ele-

ments. The reported thermoelectric Heusler compounds exhibit high electrical conductivity

and moderate values of the Seebeck coefficients, which lead to a high powerfactor.[18] The

disadvantage of Heusler compounds is their high thermal conductivity. Introducing mass

disorder on the X-site lattice is one effective way to produce additional phonon scattering

and with it to decrease the thermal conductivity.[19, 20] Another approach is to implement

a nano or micro structure in the thermoelectric material. This can be achieved by phase

separation, composite materials, pulverization with additional spark plasma sintering or by

a complex lattice structure.[21, 22]

In the first part of this work, the influence of element substitutions on the Zr0.5Hf0.5NiSn

system was investigated, to obtain the knowledge on how to optimize the electronic prop-

erties of the Heusler compounds with C1b structure. In line with this, the change of the

electronic structure was investigated and a possible mechanism is predicted. In the second

part of this work, the phenomenon of phase separation was investigated. First, by applying

a phase separation in the well-known system Co2MnSn [23] and subsequently by systematic

investigations on the TixZryHfzNiSn. In the third part, the results from the previous parts

before were used to produce and explain the best reported Heusler compound with C1b

structure exhibiting a Figure of Merit of ZT= 1.2 at 830 K.
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II. THEORETICAL BACKGROUND

A. Thermoelectric effects

1. Seebeck effect

The simplest way to explain the Seebeck effect is to have a look on a schematic thermo-

electric circuit consisting of two materials A and B (Figure 1). These materials, which later

can be named thermoelectric legs, are connected electrically in series and thermally parallel.

If a temperature TC and a temperature TH with TH > TC is applied at the two junctions,

a voltage is measurable at V.[24–26]

V = α(TH − TC) => α =
V

∆T
(1)

With α as the differential Seebeck coefficient between the two junctions. This relationship

is linear for small differences between the temperatures and can be written as:

α =
δV

δT
(2)

The sign of the Seebeck coefficient α is per definition related to the sign of the established

voltage.[24]

2. Peltier effect

If, contrary to the Seebeck effect, a current is applied to the circuit, one junction will be

heated and the other will be cooled [24–26]. This effect is named after Jean Peltier and the

relationship is given as:

π =
I

Q
, (3)

with I as the applied current and Q as the cooling or heating rate. This two effects are

connected via the Kelvin relation:

α =
π

T
(4)
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FIG. 1: Schematic hot and cold junction of two materials A and B [24, 25].
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B. Figure of Merit

The thermoelectric Figure of Merit ZT is an instrument to evaluate the efficiency of a

thermoelectric material[24, 26, 27].

ZT =
α2σ

κ
· T =

α2

ρκ
· T, (5)

with α as the Seebeck coefficient, σ as the electrical conductivity, κ as the thermal conduc-

tivity and ρ as the electrical resistivity. The Figure of Merit is included in the definition of

the maximum thermoelectric efficiency ηmax via

ηmax =
TH − TC

TH

√

1 + ZT − 1
√

1 + ZT + TC

TH

, (6)

with TC as the temperature at the cold junction, TH as the temperature at the hot junction

and ZT as Figure of Merit, which takes the n-type and p-type material properties into

account and uses the average temperature between the hot and the cold junction T [27],

ZT =
(αp − αn)

2T

(
√
ρnκn +

√
ρpκp)2

. (7)

C. Transport theory

1. Boltzmann transport theory: the relaxation time approximation

The Boltzmann transport equation describes the statistical distribution of carriers in

a certain volume.[24, 28, 29] It gives respect to the diffusion, external fields and scattering

processes. The relaxation approximation assumes that the mean free path Λ of an excitation

is longer than its wavelength λ.

Λ > λ (8)

By solving the Boltzmann equation in the relaxation approximation the currents Ji are

observed.

Ji = σijEi + νij∇jT + σijkEjHk + ... (9)

with

σij(T ) =
−e2

4π3V

∫ ∫

τkνi(k)νj(k)
dS

∇kE(k)

∂f(E, µ, T )

∂E
dE (10)
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and

νij(T ) =
−e2

4π3V

∫ ∫

τkνi(k)νj(k)
dS

∇kE(k)
(E − µ)

∂f(E, µ, T )

∂E
dE (11)

In these equations e is the elementary charge, V the investigated volume, τ the relaxation

time, ν the spatial velocities, S the entropy, E the electric field, µ the chemical potential

and T the temperature.[28] Out of these equations we can receive the electric current as:

J = σE (12)

this leads in comparison with equation 9 to the electrical conductivity tensor:

σ = σij(T ) (13)

Also the Seebeck coefficient α can be determined out of the equation 9:

α =
νij(T )

σij(T )
(14)

Analogous the thermal conductivity κ is obtained [28],

κ =
ST 2 + Tνij(T )E

∇T
+

νij(T )
2T

σij(T )
. (15)

2. Seebeck coefficient and the electrical conductivity

The commonly used equation in the field of thermoelectricity is the Mott equation, into

which by using the approximation of a single parabolic band the Boltzmann equation is

extracted to [24, 25, 27, 30–32]:

α =
π2k2

b

3e
T

{

d[ln(σ(ε))]

dε

}

ε=εF

, (16)

with kb as the Boltzmann constant, e the elementary charge and σ(E) the energy-dependent

electrical conductivity. In this equation the conductivity is calculated as if the Fermi level is

at ε. For infinitesimal energy steps the electrical conductivity is proportional to the density

of states (DOS), which means that d[ln(σ(ε))]
dε ε=εF

is the slope of the DOS at the Fermi energy.

Therefore the Seebeck coefficient is dependent on the slope of the DOS(εF ) at the Fermi

energy [27, 29, 30, 32].

The electrical conductivity is given by:

σ = neµ, (17)
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with n as the carrier concentration, e the elementary charge and µ the carrier mobility. By

implementation of the electrical conductivity σ to the Mott equation, we get:

α =
π2k2

b

3e
T

{

1

n

dn(ε)

dε
+

1

µ

dµ(ε)

dε

}

ε=εF

. (18)

This shows the dependence of the Seebeck coefficient on the carrier mobility µ as well as

the carrier concentration. To simplify the equation 18 two more approximations have to be

applied [27, 29, 30, 32]. For a degenerate semiconductor, which is a semiconductor that acts

like a metal with pure acoustic phonon scattering of the carriers, because of a very high level

of doping, the equation is:

α =
8π2k2

b

3eh2
Tm∗

(

π

3n

)
2

3

, (19)

with h as Planck‘s constant and m∗ as the effective mass. The values of m∗ and n are

dependent on εF , which determines the degeneracy of the material. Thereby, this equation

underlines the problem of the optimization of the Seebeck coefficient without decreasing the

carrier concentration n, which would decrease the electrical conductivity (see equation 17)

and simultaneously the Figure of Merit. The dependence of the Seebeck coefficient on the

carrier concentration for a degenerate semiconductor is given in equation 19.[27, 30, 32] The

dependence for a non-degenerate semiconductor is

α ∝
(

1

ln(n)

)

. (20)

As seen above the Seebeck coefficient is dependent on the carrier concentration (see equa-

tions 20,19,18) [27, 30]. From equation 19 it can be observed that α also depends on the

effective mass m∗ of carriers, what means that a high density of states at the Fermi energy,

what usually means a high m∗, leads to high Seebeck coefficients [33]. In equation 18 the

Seebeck coefficient is also dependent on the mobility µ, which is given as

µ =
e

m∗

τ , (21)

with e as the elemental charge, m∗ as the carrier effective mass and τ as the average scattering

time.[34, 35] Thus a high effective mass leads to a high Seebeck coefficient and a low mobility,

what means a low electrical conductivity (see equation 17). This shows that a balance

between the effective mass, high Seebeck coefficients, and a low mobility, i.e. low electrical

conductivity, has to be found. If the equations 17, 19 and 20 are combined, the dependence
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of the Seebeck coefficient on the electrical conductivity is recognizable. For a degenerate

semiconductor

α ∝
(

µe

σ

)
2

3 ∝
(

e2τ

m∗σ

)
2

3

, (22)

and for a non-degenerate semiconductor

α ∝
(

1

ln(µe
σ
)

)

∝
(

−ln(
e2τ

m∗σ
)

)

. (23)

If the mobility is constant, what means that the carrier effective mass and the scattering time

do not change, α is only dependent on the electrical conductivity or the carrier concentration

(see equation 17). In Figure 2 the resulting development for a degenerate and non-degenerate

semiconductor is shown.[27, 32, 34, 35]
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FIG. 2: Electrical conductivity dependence on the Seebeck coefficient for a degenerate semicon-

ductor and a non-degenerate semiconductor.

The sign of the Seebeck coefficient is determined by the sort of carrier, which causes the

conduction. For large Seebeck coefficients only one sort of carrier is present, but for small

Seebeck coefficients the bipolar conduction, where holes and electrons participate in the

conduction, is observed. The resulting Seebeck coefficient of the bipolar conduction is

α =
αeσe + αhσh

σe + σh
, (24)

with αe/h as the contribution of the holes h and electrons e to the Seebeck coefficient and

σe/h as the contributions to the electrical conductivity [27, 30].
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3. Thermal conductivity

Energy in case of heat can be carried via electrical carriers - holes and electrons - lattice

vibrations - phonons - or other excitations. The thermal conductivity consists of the lattice

contribution to the thermal conductivity κl and the electronic contribution to the thermal

conductivity κe,

κ = κl + κe. (25)

For a metal the electronic contribution is dominating, for an insulator the lattice contribu-

tion is dominating [34, 36].

The electronic contribution to the thermal conductivity κe

Via the Boltzmann transport theory and the free electron theory the electronic contribu-

tion to thermal conductivity is given by the Wiedemann-Franz law [29, 36, 37]:

κe = LσT, (26)

with L as the Lorenz number, which is 2.4453·10−8 W Ohm K−2 [29, 37] for metals and

highly degenerate semiconductors. Under the assumption of acoustic phonon scattering

the Lorenz number for non-degenerate semiconductors is 1.4866·10−8 W Ohm K−2. For

temperatures high above the Debye temperature θD (T ≫ θD) and below the Debye tem-

perature (T ≪ θD) the Wiedemann-Franz law gives proper values for κe. At intermediate

temperatures the law fails due to inelastic phonon scattering of the charge carriers, which

leads to a lower value of the Lorenz number.

The lattice thermal conductivity κl

The heat in solids is transferred by vibrations of the lattice, which can be described as

quasi particles (phonons). The starting point is the definition of the phonon mean free path

Λ = νgτ, (27)

with νg as the group velocity of the phonons and τ as the relaxation time [25, 28, 29, 38, 39].

The group velocity of the phonons can be divided into several parts, because of the broad
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spectrum of the phonons. The high energetic optical phonons exhibit low group velocities,

which are not effective heat carriers, but interact with acoustic phonons and influence the

heat transfer [34, 36, 39]. This acoustic phonons are the main heat carriers and so the group

velocity is high. The mean free path is also influenced by the relaxation time. With a short

relaxation time the mean free path is reduced, this is done by several scattering mechanism

like point defect scattering, boundary scattering or Umklapp scattering. By reducing the

boundary size the mean free path is reduced, which can be applied by nano structures, a

complex crystal structure or an amorphous structure [25, 33, 36, 38, 40]. Combined with

the kinetic gas theory κl is

κl =
1

3
CV νgΛ, (28)

with CV as the heat capacity. A low heat capacity leads (according to equation 28) to a low

lattice thermal conductivity. The heat capacity can be reduced by heavy atoms, large unit

cell volumes or low bonding strength. With increasing unit cell volume the atom number

increases, leading to a higher number of optical phonon branches. At temperatures of θD≪
T almost all optical states are occupied (Dulong-Petit law), this leads to a lower contribution

of the acoustic phonons to the heat capacity.

CV = 9NkB

(

T

θD

)3 ∫ θD

T

0

z4ez

(ez − 1)2
dz, (29)

with the Debye temperature

θD =
h̄ωD

kB
=

h̄νD
kB

3

√

6π2N

V
, (30)

and N as the number of atoms in the unit cell, V the volume of the unit cell and νD as

the Debye velocity. In Keyes‘ expression all intrinsic properties, which determine the lattice

conductivity, are combined:

κl · T =
(RTm)

3

2ρ
2

3

3γ2ǫ3AN
1

3

AM
7

6

, (31)

with R as the ideal gas constant, Tm the melting point of the material, ρ the density, γ the

Grüneisen constant, ǫA the fractional amplitude of interatomic thermal vibration, NA the

Avogadro‘s number and M as the mean atomic weight.[30, 41]
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D. Thermoelectric modules

In Figure 3 a schematic thermoelectric module is shown.[27] The p-type material legs

(green) are connected in series with the n-type material legs (red). From the hot side (top)

the carrier, holes in the p-type material and electrons in the n-type material, diffuse to the

cold side (see zoom in). This diffusion establishes a positive charge at the cold side of the

p-type material and at the hot side of the n-type material. A negative charge is measured at

the hot side of the p-type material and at the cold side of the n-type material. This enables

a current flow from the cold side of the n-type material through the leg pair.

FIG. 3: Schematic thermoelectric module. Shown are the connected n-type and p-type thermo-

electric legs [27].

E. Heusler compounds

1. Heusler compounds with L21 structure

The structure prototype of Heusler compounds with L21 structure is Cu2MnAl (225,

Fm3m)[1, 2, 42–49], the first known compound with this structure. The common com-
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position is X2Y Z, with X, Y as transition metals and Z as main group elements. The X

atoms occupy the 8c Wyckoff positions, the Y atoms the 4a positions and the Z atoms the

4b positions. The structure is build up by the Z atoms, which form a face centered cubic

lattice. The Y atoms occupy the octahedral cavities at the middle of the edging of the fcc

lattice and in the center of this lattice. The X atoms fill up all tetrahedral cavities, and are

in each case surrounded by four Y and four Z atoms.

FIG. 4: The Heusler L21 structure X2YZ.

2. Heusler compounds with C1b structure

The prototype for Heusler compounds with C1b structure is MgAgAs (216, F43m) with

the common composition XY Z. This structure is related to the L21 structure, but just 50%

of the tetrahedral cavities are occupied. The Z atoms occupy the Wyckoff 4d positions, the

Y atoms the 4c and the X atoms the 4a positions. The structure can also be seen as zinc

blende structure with filled octahedral cavities. Jung et al [50] recognized that many XYZ

compounds can be thought of as comprising Xn+ ions stuffed in a zinc-blende-type [YZ]n−

sublattice, where the number of valence electrons associated with the [YZ]n− sublattice is 18

(d10+s2+p6). Such closed-shell 18-electron compounds are nonmagnetic and semiconducting

[51, 52].
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FIG. 5: The Heusler C1b structure XYZ.
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F. Phase separation

First of all, the difference between decomposition, segregation and separation has to be

defined. Phase separation means that more than one phase is present in a sample. Usually,

in almost all samples small impurities exist, which are second phases, but are not considered

as a phase separation. Samples with a phase separation exhibit at least one additional phase,

which occupies 10% of the volume of the sample. This means that a phase decomposition

and a phase segregation is a phase separation. The difference between a decomposition and

a segregation is that in a decomposition the new phase, which is created out of the parent

phase, exhibits the same crystal structure. In a segregation the new phase has a different

crystal structure.[53, 54] A phase separation is also defined by the lattice misfit. In Figure 6

the three different possible precipitates are shown, which form three different interfaces. In

a) the coherent precipitate with almost no lattice misfit is recognizable. This case is found in

decompositions, in which the crystal structures of the phases are the same. In b) the case of a

slight misfit in the crystal structure due to, e.g. different lattice parameters is demonstrated.

The last case (c) is the incoherent precipitate, which exhibits a completely different crystal

structure. This incoherent precipitates are often found in segregations.[53–56]

FIG. 6: Schematic lattice misfits with different precipitates. Shown is a coherent precipitate with

almost no misfit (a); a semicoherent precipitate with a slight misfit (b); a incoherent precipitate

with a completely different crystal structure (c).[54]

As indicated in Fig. 6 the misfit influences the shape of the precipitate or segregation

or decomposition. Mainly two energies determine the shape of the precipitate, the surface
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energy of the precipitate and the misfit strain energy.[57] In Table I the circumstances for

three forms of a decomposition are listed. Form I is the case of a coherent precipitate, which

leads to a spherical precipitate. Form II is the common case of a semicoherent precipitate,

which exhibits a huge misfit in the lattice parameter and forms a disk-like or needle-like

precipitate. Form III is the special case of a normal eutectic growth, which is diffusion

determined due to a planar solidification front moving in one direction. Behind this front

the two phases grow in a lamellar shape. In Fig. 7 the dependence of the c/a ratio is shown,

demonstrating the influence of the lattice parameter misfit.

Form I Form II Form III

same crystal structure and large misfit eutectic decomposition

similar lattice parameter in the lattice parameter (a→ b + c)

⇓ ⇓ ⇓

misfit strain energy huge surface energy diffusion

negligible with low misfit strain energy determined

⇓ ⇓ ⇓

sphere -like precipitates disk-like or needle-like precipitates lamellar growth

⇓

conversion at

the grain boundaries

(high diffusion)

TABLE I: Three forms of the precipitates in a decomposed sample.

Two different decomposition processes can be described. In Figure 8 the two growth

process are shown. The composition in dependence on the growth time and the distance

in the sample is demonstrated. In a) the spinodal decomposition is described. This

decomposition begins spontaneously and the steady state composition is established by

up-hill diffusion after a time t∞. In b) the nucleation and growth process is shown. In this

process the steady state composition is directly build up (seed) due to thermal fluctuations.

After the seed is created it grows by down-hill diffusion. So the main difference between

the two processes is that if a spinodal decomposition is quenched, phases with different

compositions are recognizable. In the nucleation and growth process just one composition,
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FIG. 7: The shape effects in dependence of the c/a ratio. Indicated are the shapes of the precipitates

at the c/a ratio. After F.R.N. Nabarro.[57]

the steady state composition, can be found [53, 54].

FIG. 8: Schematic growth processes of a decomposition. Shown is the composition in dependence

on the growth time and distance in the sample. In a) the spinodal decomposition process is

demonstrated. b) describes the nucleation and growth process.[54]
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III. METHODS

A. Synthesis

1. Conventional preparation method

Three different preparation methods were investigated for the synthesis of the Heusler

compounds. The conventional preparation method (see Fig. 9) is the simplest method. The

constituting elements were stoichiometric weighed, then arc melted three times with a home-

made system (see Figure 10). After this the samples were crushed and remelted, to insure

the homogeneity of the sample. An additional heat treatment was necessary for all Heusler

compounds with C1b structure for 7 days at 950◦C under argon.

FIG. 9: Sample preparation via the conventional method.

2. Conventional cold-pressing sintering method (CCS)

In the conventional cold-pressing sintering method the samples were first arc melted

analogous to the conventional method (see Fig. 9) and then powdered by ball milling. The

Fritsch Planeten-Mikromühle PULVERISETTE 7 premium line was used. The obtained
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FIG. 10: The arc melter setup.

powder was cold pressed and sintered again by arc melting. This improved the homogeneity

significantly. The additional heat treatment for 7 days at 950◦C under argon was necessary

for an improved lattice structure. This method was used for every samples without volatile

elements synthesized in this work.

FIG. 11: Sample preparation via the conventional cold-pressed sintering method.
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3. Pulverized powder and intermixed elements sintering method (PIES)

In the pulverized and intermixed elements sintering method all elements or pre-melted

alloys were pulverized and intermixed. Afterwards the mixture was mechanical alloyed

by a ball mill. The obtained powder, which already exhibits the Heusler structure, was

cold pressed and sintered again [24]. A heat treatment for 7 days at 950◦C under argon

was necessary. All samples in this work with volatile elements were synthesized with this

method.

FIG. 12: Sample preparation via the pulverized and intermixed elements sintering method.
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B. Characterization

1. Powder X-ray diffraction

The lattice structure was determined by powder X-ray diffraction. In Fig. 13 the

schematic Bragg diffraction is shown. An incident beam hits the surface of a sample and the

resulting reflections show a interference pattern. This is described by the Bragg equation

(see equation 32).

FIG. 13: Schematic Bragg diffraction. Shown are two atomic layer, which are separated by one

Miller plane distance and an incident beam with the an incidence angle of θ.

2dsin(θ) = nλ (32)

with d as the Miller plane distance and λ as the wavelength of the incident beam. The Miller

indices describe the origin of the obtained reflections of a certain lattice structure. These

reflections are the fingerprints of the lattice structure, see for example Fig. 14. The samples
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in this work were characterized by the Siemens D5000 using Cu Kα radiation.

d =
a√

h2 + k2 + l2
(33)

with a as lattice parameter of a cubic crystal, h, k, l as the Miller indices of the Bragg

plane [33].

h2 + k2 + l2 = sin2(θ) ·
(

2a

λ

)2

(34)
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FIG. 14: Powder X-ray diffraction pattern of the Heusler compound Zr0.5Hf0.5NiSn measured with

Cu Kα radiation. In brackets are the Miller indices indicated.

2. Scanning electron microscope with energy dispersive X-ray spectroscopy

A scanning electron microscope (SEM, Jeol JSM-6400) equipped with an energy disper-

sive X-ray spectroscopy (EDX) detection system (EUMEX EDX) was used to identify the

micro stucture and local stoichiometry of the phase separated compound. The measure-

ments were carried out at a pressure of 3 x 10−6 mbar. An acceleration voltage of 20 kV was

applied and an inspection angle of 35◦ was set up. For the correction of the quantitative

data the ZAF method was used which relies on atomic number (Z), absorption (A) and
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fluorescence (F) effects. The images were acquired via the Digital Image Processing System

(DIPS) and the quantitative chemical analysis was performed with the program WINEDS

4.0. Figure 15 shows the signals of the backscattering image, produced by backscattered

electrons, and of the energy dispersive X-ray spectroscopy, which is element characteristic

X-ray radiation.

FIG. 15: Schematic view of the signals produced and used in a SEM. Shown is an incident electron

beam on an arbitrary sample surface and the resulting signal measured by a SEM and EDX

detector.
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3. Physical property measurement system (PPMS)

The low temperature transport properties were investigated by the physical property

measurement system (PPMS, Quantum Design). For transport measurements the samples

were cut into bars with the approximate dimensions of 2 x 2 x 10 mm3. The samples were

polished immediately before contacting in order to remove oxide layers.

FIG. 16: Schematic contacting of a sample in the thermal transport mode of the PPMS.

The samples were contacted with four gold-coated copper leads that were wrapped around

the bars to homogenize the current passing through. The sample chamber was flooded

with helium and evacuated afterwards. The transport measurements were carried out at

a pressure of 1.2 x 10−4 mbar by a standard four point ac method from 2-300 K. The

schematic contacting of a sample is shown in Figure 16. At the top contact (I+) the current

for the electrical resistivity measurement is applied. The bottom contact is the back contact

(I-). Between the two contacts in the middle the voltage is measured. The resistivity is

determined by

ρ = R
A

l
=

U

I

A

l
, (35)

with R as the resistance, A the cross-section area, l the lead-separation, U the voltage

between V2 - V1 and I the applied current. To determine the Seebeck coefficient the heater
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(green) at the top contact is switched on. A temperature gradient ∇T in the sample is

established and the temperature difference (T2-T1) at the two contacts in the middle are

measured by the two thermocouples (gold). Parallel the voltage is measured and with

equation 1 the Seebeck coefficient is determined. The thermal conductivity is obtained by

switching on the heater together with a stop watch, which counts the time till the same

temperature change is visible at both thermocouples. Under the approximation that the

heat is just carried through the sample (no irradiation losses), the thermal conductivity can

be determined.
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4. High temperature Seebeck coefficient and electrical resistivity determination

The high temperature Seebeck coefficient and electrical resistivity measurements were

done by the . In comparison to the PPMS the contacting for the LSR-3 is forced-fitted (see

Figure 17) for the top and bottom contacted and the contacts in the middle are spring-

loaded contacts. The electrical resistivity and Seebeck coefficient are determined analogous

to the low temperature determination. The samples were measured from 50 to 600◦C to

avoid reaction with the platinum contacts.

FIG. 17: Schematic contacting of a sample in the Linseis LSR-3.
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5. High temperature thermal conductivity determination

The high temperature thermal conductivity determination is not so simple as in the low

temperature range. The thermal conductivity has to measured via

κ = αd · cP · ρD, (36)

with αd as the thermal diffusivity, cP the specific heat capacity and ρD the density of the

sample.[24, 28]

Diffusivity αd determination

The diffusivity was determined by the Netzsch LFA 457. For this the samples were cut

into disks and coated with graphite (to insure that no reflections appear). In Figure 18 the

schematic measurement setup is shown. A infrared laser pulse was applied on the bottom

side of the sample. Together with the laser pulse a stop watch was started and counts until

a signal is registered at the InSb detector above the sample. From the shape and the time

interval the thermal diffusivity was determined.

FIG. 18: Schematic measurement setup of the LFA.
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Heat capacity cp determination

The difference scanning calorimetry measurements were done with a Netzsch DSC 404

F3, which uses the integration of the ∆T -TR plot to determine the enthalpy changes φ (heat

flux). A sample and a reference material was placed in a crucible (Al2O3 inlay in a Pt

crucible) and set on the DSC probe head, which consists of a thermally well conducting

material (Pt). When the furnace heats the sample and the reference material, the heat flows

from the sample and reference material into the DSC probe head, where the thermocouples

of the reference material and the sample are placed. When the heat flux φ for both is

the same, no voltage V is detected, because the voltage is proportional to ∆T , which is

proportional to φS-φR. When the enthalpy of the sample changes during the measurement

due to phase transition e.g., the heat flux φ is changes and a voltage is measured. When

the heat capacity of the reference material is know the heat capacity of the sample can be

calculated by comparison with these values.

cp =
δH

δT
(37)

with H as the enthalpy and T the temperature.

Density ρD determination

The density of the samples ρS were determined by a pycnometer, which allows to deter-

mine the density via equation 38.

ρS =
msp −mp

(mwp −mp)− (mspw −msp)
· ρw (38)

with ρw as the density of the water, msp as the mass of the pycnometer and the sample, mp

as the mass of the empty pycnometer, mwp as the mass of the pycnometer filled with water

and mspw the mass of the pycnometer, the sample and water.
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FIG. 19: Schematic measurement setup of the DSC. Shown are the sample and reference crucible

connected with to thermocouples, which produce a voltage if φS is not equal to φR.
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6. Superconducting quantum interference device (SQUID)

With the superconducting quantum interference device (SQUID) the magnetic properties

of the Heusler samples with L21 structure were determined. The magnetometer MPMS

(Quantum Design) in the temperature region of 2 K -800 K was used with magnetic fields

up to 5 T. The setup is based on the sensitivity of the SQUID sensor, which consists of a

superconducting coil disconnected by two Josephson contacts, on a change in the magnetic

flux. A Josephson contact is a tunnel barrier, which is passable under certain conditions for

the cooper-pair. Both of the Josephson contacts are placed in the SQUID so that a highly

coherent supra current is distributed on the contacts. After the passing of the tunnel barrier

both currents are combined and a closed current circuit, which exhibits a phase difference, is

obtained. The phase shift can be applied by an external magnetic field, which is set into the

superconducting coil. The established interference can be used to measure small magnetic

fields. During the measurement the sample is pulled through the superconducting coil, what

induces an electrical current in the detection coil (SQUID coil). This induction current is

connected to the supra current, what causes a change in the supra current proportional to

the magnetic field. This leads to a variation of the input voltage. If the change is calibrated,

very accurate measurements are possible.

FIG. 20: Schematic principle of the SQUID.
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7. Hard X-ray photoelectron spectroscopy (HAXPES)

The electronic structure of the several Heusler compounds with C1b structure were ex-

plored by means of high energy X-ray photo electron spectroscopy. The measurements

were performed at the beamline BL47XU of the synchrotron SPring 8 (Hyogo, Japan).

The photons are produced by means of a 140-pole in vacuum undulator and are further

monochromized by a double-crystal monochromator. The first monochromator uses Si(111)

crystals and the second a Si(111) channel-cut crystal with (444) reflections (for 8 keV X-

rays). The energy of the photo electrons is analyzed using a Gammadata - Scienta R 4000-

12kV electron spectrometer. For the reported experiments in this work, a photon energy of

7939.9 eV has been employed. Under the present experimental conditions an overall resolu-

tion of 250 meV has been reached. All values concerning the resolution are determined from

the Fermi-edge of a gold sample. Due to the low cross-section of the valence states from the

investigated compounds, the spectra had to be taken with Epass = 100 eV and a 500 µm

slit in order to achieve a good signal to noise ratio. The polycrystalline samples have been

cleaved in-situ before taking the spectra to remove the native oxide layer. Core-level spectra

have been taken to check the cleanliness of the samples. No traces of impurities were found.

All measurements have been made at a sample temperature of 300 K.
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8. Measurement errors

The errors in the determination differ over the different characterization methods. The

errors in the powder X-ray diffraction are caused by bad sample preparation or installation

in the measurement device, meaning that the sample is not in the right distance between

the X-ray source and the detector. This leads to an offset error in the diffraction pattern.

Additional errors can be produced due to fluorescence of elements of the sample, by huge

backgrounds due to bad sample preparations or by too short measurement times and errors

during the refinements. However, the crystal structure of the Heusler compounds should

be visible. The estimated error of the lattice parameter counts at least 0.005 Å. The errors

of the energy dispersive X-ray spectroscopy are mainly due to the detector and the sample

preparation. For all results it has to be kept in mind that the penetration depth of electrons

with 20 keV for the investigated Heusler compounds is approximately 1 µm, meaning that the

composition of the illuminated volume (area of the electron spot multiplied by penetration

depth) is determined. This means that possibly more than one phase is measured. The

second error is caused by overlapping signals and the fitting of the signals. Overall the

estimated error for the determined composition is at least 5% per element. The errors in the

electrical resistivity and Seebeck coefficient determination for low and high temperatures are

dominated by the kind of the sample contacting. The PPMS uses firmly bonded contacts and

the LSR-3 uses force-fitted contacts. This leads to a mismatch in the measured resistivity

values. Usually, the force-fitted contacts lead to lower resistivity values, because of the

better contacts. However, this error shifts the resistivity curve just slightly. The estimated

error of a resistivity measurement is 5%. The determination of the Seebeck coefficient

is not as much sensitive to the contacts. The reproducibility of the Seebeck coefficient

measurements are mainly influenced by the appliance of a temperature gradient. The error

of the Seebeck coefficient measurements is estimated as 10% of the measured value. The

measured thermal conductivity at the PPMS is dependent on the contacts, the appliance

of the temperature gradient and the thermocouples, leading to at least an error of 1 W
Km

.

For the high temperature thermal conductivity determination three parameters have to be

determined (see equation 36). The errors of the diffusivity determination with the LFA

457 are dominated by the sample shape and the applied calculation model. The error is

estimated to 3% of the measured value. The heat capacity contributes the main part to the
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error of the thermal conductivity. The heat capacity measured with the DSC is dependent

on the temperature program, the sample preparation and the contact resistance between the

crucible and the sample holder as well as the contact resistance between the sample and the

crucible. Due to the differential methods, with sapphire as standard sample, the accuracy

is not very high. The estimated error counts at least 10% of the measured values. The last

parameter for the thermal conductivity determination is the density, which was measured

by a pycnometer. The measurement is dependent on the accuracy of the used balance and

the temperature of the used water as well as on the volume of the sample. By using different

pieces of one sample and repeating the measurements the error is just in the range of 3% of

the measured value. Combined, the estimated error of the determined Figure of Merit is at

least 20% of the measured value.
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IV. RESULTS

A. Influence of element substitutions on Zr0.5Hf0.5NiSn

To investigate the influence of different elemental substitutions on a known ther-

moelectricly used Heusler compound with C1b structure, the known Heusler compound

Zr0.5Hf0.5NiSn [19, 20] was chosen and substituted with several elements. The Zr0.5Hf0.5NiSn

compound exhibits promising thermoelectric properties (see Figure 21). The thermal con-

ductivity is low in comparison to other Heusler compounds, the value of the Seebeck coef-

ficient lies in an adequate range, only the electrical resistivity is too high to lead to a high

value of the Figure of Merit. Altogether this is a good compound for making a starting point

of investigations on the influence of element substitutions and with it for an optimization

of the thermoelectric properties. The element substitutions were chosen with respect to

the GADSL (Global Automotive Declarable Substance List), which means avoiding toxic

elements, and paying attention to the prices of the elements.
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FIG. 21: Thermoelectric properties of Zr0.5Hf0.5NiSn. Shown are the temperature dependence of

the Seebeck coefficient α, the thermal conductivity κ, the electrical resistivity ρ and the dimen-

sionless Figure of Merit ZT from 50 K to 350 K.
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1. Vanadium substitution

First of all, the Zr/Hf atoms were substituted with vanadium, which formally exhibits

one valence electron more than zirconium and hafnium and should increase the carrier

concentration.

All samples from this series exhibit the C1b structure. In Figure 22, the measured elec-

tronic properties of the (Zr0.5Hf0.5)1−xVxNiSn samples are compared with the parent com-

pound Zr0.5Hf0.5NiSn. The values of the Seebeck coefficient exhibit a dependence on the

vanadium concentration. With the help of Figure 26 it is easy to understand this depen-

dence, which seems to be dominated by possible resonant levels build up by the added

vanadium.[5, 31, 38, 58–62] At low vanadium concentrations (1% and 2%) the values of the

Seebeck coefficient increase due to the increase of the localized resonant states caused by

the distortion of the vanadium atoms in the lattice. Possibly leading to a higher effective

mass m∗ which increases the values of the Seebeck coefficient. An indication for this can be

seen in Figure 23, which shows the dependence of the Seebeck coefficient on the electrical

conductivity. For a non-degenerated semiconductor, which is just dependent on the carrier

concentration (constant mobility), the development should approximately follow the (σ)−
3

2

behavior (see Figure 2). This behavior can not be found in all samples, which indicates

that the mobility changes. The change in the mobility is caused either by a change of the

scattering time or by a change of the carrier effective mass. The additional increase of the

carrier concentration, which is achieved by substituting Zr/Hf with vanadium, does not have

a high impact on the Seebeck coefficient at low concentrations of V. The resistivity values

are decreased due to the fact that the carrier concentration is increased. From 3% to 5% V

substitution the localized states near the conduction band (CB) are broadened and thereby

the gap between the localized states and the CB is decreased. Due to the small gap between

the localized states and the CB and due to the increasing number of electrons the resistivity

is decreased as well as the values of the Seebeck coefficient. In comparison to the parent

sample the resistivity values of all substituted samples are decreased to almost one order

of magnitude, but the values of the Seebeck coefficient are increased or in almost the same

order of magnitude. This is a real improvement of the electronic properties of the parent

sample.

In Figure 24 the thermal conductivity of the (Zr0.5Hf0.5)1−xVxNiSn samples is compared
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FIG. 22: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : V ; x: 0.01-0.05 samples.

with the parent sample. All vanadium substituted samples exhibit a higher thermal conduc-

tivity in comparison to the parent compound, except the 5% V substituted sample, which

exhibits as mentioned above a high distortion in the structure. It has to be kept in mind that

all the vanadium substituted samples have lower values of the resistivity, meaning that the

electronic contribution to the thermal conductivity is higher and this way is not unexpected

that the values of the thermal conductivity of the V samples are higher (see Figure 25).

The calculated electronic contribution to the thermal conductivity κe is shown in Figure 25

and is compared to the lattice thermal conductivity κl. The V samples show a dependence

of the lattice thermal conductivity on the vanadium concentration except the 4% V, which

can be explained by the increased disorder or defects in the samples due to the increasing

substitution. The 4% vanadium substituted sample seems to exhibit a higher crystallinity

recognizable in the maximum at ≈ 50 K, which is due to compensation of the increasing

number of phonons contributing to the transport and due to the increasing contribution

from Umklapp processes causing scattering with increasing temperature. The additional

scattering at grain boundaries causes a decrease of κl. The higher crystallinity causes the

higher thermal conductivity, because the phonon scattering is decreased by the decreased
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FIG. 23: Electrical conductivity dependence of the Seebeck coefficient of (Zr0.5Hf0.5)(1−x)Z xNiSn

| Z : V ; x: 0.01-0.05 samples.

distortion of the lattice. The samples with higher V concentrations (3%, 4%, 5%) show

the typical behavior of a compound with a complex unit cell in quasicrystal or amorphous

metals[63, 64]. The parent sample and the samples with low vanadium concentrations show

a maximum at intermediate temperatures like the 4% V sample due to the higher crys-

tallinity (see Fig.25). Combined all vanadium samples exhibit higher values for the Figure

of Merit ZT as the parent sample due to the lower resistivity and the comparable values of

the Seebeck coefficient. The maximum Figure of Merit is obtained in the 5% V substituted

with ZT= 0.12 at 300 K.

38



0 100 200 300

2

4

6

8

10

12

14

Temperature T [K]
 

 

Th
er

m
al

 C
on

du
ct

iv
ity

 
 [W

 K
-1
 m

-1
]

0 100 200 300
0.00

0.05

0.10

0.15

Figure of M
erit ZT

 Zr
0.5

Hf
0.5

NiSn 
 1 % V 
 2 % V 
 3 % V
 4 % V
 5 % V

Temperature T [K]

 

 

FIG. 24: Temperature dependence of the Figure of Merit and the thermal conductivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : V ; x: 0.01-0.05 samples.
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FIG. 25: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion on the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : V ; x: 0.01-0.05 samples.
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FIG. 26: Possible schematic change in the electronic structure and density of states of the parent

Heusler compound in dependence on the substitution concentration at 300 K.
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2. Niobium substitution

Niobium, which formally owns the same valence electron number in comparison to vana-

dium, but has a higher effective nuclear charge, should increase the impact of the substitution

on the electronic properties and increase the phonon scattering due to mass distortion.

All samples from this series exhibit the C1b structure.[18] In Figures 27+29, the measured

physical properties of the (Zr0.5Hf0.5)1−xNbxNiSn samples are compared to the unsubsti-

tuted Zr0.5Hf0.5NiSn. The thermal conductivity κ of the unsubstituted Zr0.5Hf0.5NiSn has

the lowest value. This could be partially explained by the low electrical resistivity ρ of

the substituted compounds, which is almost two orders of magnitude higher than the un-

substituted compound. An increase of the electrical conductivity σ by substituting the

(Zr0.5Hf0.5) with Nb is the expected behavior, because the carrier concentration is increased

and simultaneously the electrical conductivity.
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FIG. 27: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Nb ; x: 0.01-0.05 samples.

The substitution of (Zr0.5Hf0.5) with Nb is as strong that it changes the temperature

dependence of the resistivity from a semiconducting behavior to a metallic behavior (see

Figure 27). The sign of the Seebeck coefficient was negative for all samples in the temper-

ature range from 50 K to 300 K, which indicates n-type conduction. The comparison of
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the Seebeck coefficient α of the (Zr0.5Hf0.5)1−xNbxNiSn samples to the unsubstituted sample

shows that the absolute values of the substituted samples are much lower. This is due to

the higher carrier concentration. The Seebeck coefficient shows a monotonous dependence

on the niobium concentration till 5% Nb. This can possibly be explained by Figure 26.

With a substitution concentration of 1% Nb the localized states in the band gap (in-gap

states [5, 31, 38, 58–62]) are filled up and the gap between the states and the conduction

band is decreased (see third DOS in Fig.26), this also explains the metallic behavior of

the resistivity. With higher substitutions the Seebeck coefficient increases until 3-4% Nb,

which is possibly due to the new established states in the gap between the new valence band

(VB*) and conduction band (CB*) (last DOS in Fig.26). 4% Nb is the point at which the

carrier concentration is as high that the Seebeck coefficient is decreased. Because of this the

resistivity for 5% Nb is the lowest of all samples.
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FIG. 28: Electrical conductivity dependence of the Seebeck coefficient of (Zr0.5Hf0.5)(1−x)Z xNiSn

| Z : Nb ; x: 0.01-0.05 samples.

Figure 28 shows the dependence of the Seebeck coefficient on the electrical conductivity.

As obtained in the vanadium substitution no sample exhibits a behavior of a degenerated

semiconductor with a constant mobility, just depending on the carrier concentration. In

the samples with 1% Nb and 5% Nb the behavior of a non-degenerated semiconductor

with a constant mobility can be obtained, meaning that the developing is approximately
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proportional to ln( 1
σ
). In the other three cases the mobility changes and hence the carrier

effective mass and/or the scattering time changes. This is a possible prove for the assumption

of resonant levels or in-gap states in these samples, because of the changing of the electronic

structure and DOS shown in Figure 26. In Figure 29 the total thermal conductivity is shown

and to compare this the electronic contribution to the thermal conductivity and the lattice

thermal conductivity were calculated (Fig.30). It is recognizable that the samples with 1%

and 3% Nb exhibit a development of a distorted or complex lattice structure[63, 64] due

to the flat maximum at intermediate temperatures. Additionally, the samples with high

Nb concentrations show the lowest lattice thermal conductivity due to the higher distortion

of the lattice, which increases the phonon scattering. High electronic contributions to the

thermal conductivity κe are obtained, which is caused by the low resistivity values. The 5%

Nb sample exhibits the lowest lattice thermal conductivity but the highest κe. This shows

one of the main problems in thermoelectricity.
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FIG. 29: Temperature dependence of the Figure of merit and the thermal conductivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Nb ; x: 0.01-0.05 samples.

In Figure 29 the Figure of Merit of the unsubstituted Zr0.5Hf0.5NiSn is set as a benchmark

for the Nb substituted samples. The values of the dimensionless Figure of Merit of all

samples increase with increasing temperature. All ZT values of the substituted samples are
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higher than the unsubstituted once, this is due to the higher electrical conductivity of all

substituted samples, except the sample with x = 0.05 of which the Figure of Merit increases

with the increasing amount of Niobium. The maximum of the Figure of Merit is reached at

x = 0.04 Nb concentration with a value of 0.09 at 300 K.

In summary, it has been shown that small substitutions of the Zr0.5Hf0.5NiSn system can

improve the thermoelectric properties. The best value for the substitution with Nb was

found at x = 0.04 for the (Zr0.5Hf0.5)1−xNbxNiSn series. Beyond this concentration of Nb

the thermoelectric properties are decreasing due to the increasing carrier concentration. The

values of the dimensionless Figure of Merit ZT of the sample with x = 0.04 were improved

by the factor of 5 in comparison to the Zr0.5Hf0.5NiSn sample.
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FIG. 30: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Nb ; x: 0.01-0.05 samples.
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3. Manganese substitution

After the substitutions with vanadium and niobium, the idea was to see the impact of

manganese substitution on the transport properties, because manganese exhibits formally

three electrons more than Zr/Hf and hence the carrier concentration should be increased

faster. All samples from this series exhibit the C1b structure.
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FIG. 31: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Mn ; x: 0.01-0.05 samples.

In Figure 31, the measured electronic properties of the (Zr0.5Hf0.5)1−xMnxNiSn samples

are compared with the parent compound Zr0.5Hf0.5NiSn. A dependence of the values of the

Seebeck coefficient and the resistivity on the manganese concentration is recognizable. The

changes of the values of the Seebeck coefficient and the resistivity in the Mn substituted

samples are analogous to the vanadium substitution up to a concentration of 4% manganese

(see Figure 26). Above a concentration of 5% Mn the former conduction band (CB) is

probably totally filled and becomes the new valence band (VB*). Additionally, between the

new valence band and the new conduction band (CB*) there are still localized states (in-gap

states) caused by the high distortion in the structure, what leads to a n-type semiconducting

sample.[5, 28, 31, 38, 58–62] An indication for the former filled conduction band is that even

the sample with the lowest resistivity value exhibits a high resistivity value in comparison
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FIG. 32: Electrical conductivity dependence of the Seebeck coefficient of (Zr0.5Hf0.5)(1−x)Z xNiSn

| Z : Mn ; x: 0.01-0.05 samples.

to the other substitutions, e.g. vanadium. This probably means that the conduction band is

really flat and can be easily filled by adding certain number of electrons. This was done by

increasing the Mn concentration, because the manganese formally exhibits three electrons

more than Zr/Hf. In Figure 32 the dependence of the Seebeck coefficient on the electrical

conductivity is shown. No sample exhibits the (σ)−
3

2 or ln( 1
σ
) behavior, proving that the

carrier effective mass and/or the scattering time change. The developing of the electrical re-

sistivity of the samples with 1%, 2% and 5%Mn is similar, fitting to the possible explanations

above, because of their analogy in the DOS (see Figure 26). Also the maxima in the tem-

perature dependent resistivity measurements at low temperatures is typical for established

resonant levels.[28, 59] In Figure 33 the thermal conductivity of the (Zr0.5Hf0.5)1−xMnxNiSn

samples is compared to the parent sample. All manganese substituted samples exhibit a

higher thermal conductivity in comparison to the parent compound. The Mn samples of

the higher substituted samples show the lowest lattice thermal conductivity (see Figure 34)

due to the same reason like the ones for vanadium and niobium, the higher distortion of

the lattice structure. The electronic contribution to the thermal conductivity κe has a lower

impact on the total thermal conductivity, because of the high values of the resistivity, what

leads into low κe values. Altogether, the Figure of Merit of the low Mn concentrations is
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comparable with the parent sample. The huge disadvantage is the really high resistivity,

which decreases the Figure of Merit. The highest values for the Figure of Merit are obtained

in the 1% and 2% Mn substituted samples with ZT= 0.02 at 300 K.

0 100 200 300
2

4

6

8

10

12

14

0 100 200 300
0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

 

 
Th

er
m

al
 c

on
du

ct
iv

ity
 

 [W
 K

-1
 m

-1
]

Temperature T [K]

Figure of M
erit ZT

 

 

Temperature T [K]

 Zr
0.5

Hf
0.5

NiSn
 1 % Mn
 2 % Mn
 3 % Mn
 4 % Mn
 5 % Mn
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FIG. 34: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Mn ; x: 0.01-0.05 samples.
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4. Silver substitution

The intention of the experiment of substituting the Ni atoms with Ag atoms was on the

one hand to see the influence of the substitution on this position and on the other hand to

possibly decrease the high values of the resistivity of the parent sample. With respect to

the demands of the industry, small concentrations of silver were added to keep the material

cost low. All samples from this series exhibit the C1b structure.
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FIG. 35: Temperature dependence of the Seebeck coefficient and resistivity of

Zr0.5Hf0.5Ni(1−x)AgxSn | x: 0.001; 0.01; 0.01; 0.05; 0.1; 0.15 samples.

In Figure 35, the measured electronic properties of the Zr0.5Hf0.5Ni1−xAgxSn samples are

compared with the parent compound Zr0.5Hf0.5NiSn. Concerning the values of the Seebeck

coefficient a clear dependence on the Ag concentration is obtained. With an increasing

silver concentration the Seebeck coefficient is decreased. The 0.1% Ag substitution exhibits

a larger value of the Seebeck coefficient due to the introduced distortion of the structure.

The number of states near the conduction band is possibly increased and hence the effective

mass m∗ is increased, which increases the value of the Seebeck coefficient (see Figure 26).[5,

31, 38, 58–62]. The possible increase of the effective mass can also be seen in Figure 36.

Additionally, the dependence of the Seebeck coefficient on the electrical conductivity is

shown. It is recognizable that non of the samples follows the behavior of a degenerated
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FIG. 36: Electrical conductivity dependence of the Seebeck coefficient of Zr0.5Hf0.5Ni(1−x)AgxSn |

x: 0.001; 0.01; 0.01; 0.05; 0.1; 0.15 samples.

or non-degenerated semiconductor with constant mobility. This means that the mobility is

changed due to a change of the carrier effective mass and/or the scattering time. Above

0.1% Ag the gap between the localized states and the conduction band is decreased due to

the increasing carrier concentration, because silver formally exhibits one valence electron

more than Zr/Hf, and with thus the values of the Seebeck coefficient decreases. Concerning

the values of the resistivity they act analogous to the Seebeck coefficient. With 0.1% Ag the

resistivity is slightly increased. At higher silver concentrations the resistivity is decreased

by the increasing carrier concentration.

In Figure 37 the thermal conductivity of the Zr0.5Hf0.5Ni1−xAgxSn samples is compared

to the parent sample. All silver substituted samples exhibit a higher thermal conductivity in

comparison to the parent compound. But almost all the silver substituted samples have lower

values of the resistivity, meaning that the electronic contribution to the thermal conductivity

κe is higher and hence it is not unexpected that the values of the thermal conductivity of the

Ag samples are higher (see Figure 38). A clear dependence of the thermal conductivity on the

silver concentration is recognizable. The thermal conductivity is increased with increasing

silver concentration and the same trend is obtained for κe. The increase of the electronic

contribution to the thermal conductivity is due to the decreasing resistivity with increasing
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FIG. 37: Temperature dependence of the Figure of Merit and the thermal conductivity of

Zr0.5Hf0.5Ni(1−x)AgxSn | x: 0.001; 0.01; 0.01; 0.05; 0.1; 0.15 samples.

silver concentration, because of the increasing carrier concentration. By comparing the

lattice thermal conductivity of the 0.1%, 1% Ag and the parent sample almost the same

value is obtained at 300 K. This can be explained by the extremely low silver concentrations,

which do not significantly disturb the lattice structure. The samples with 5%, 10% and 15%

silver exhibit almost the same lattice thermal conductivity, which can possibly explained by

the higher crystallinity in the samples. All properties combined lead to an increased Figure

of Merit for the low silver concentration due to the higher values of the Seebeck coefficient

and the comparable values for resistivity and thermal conductivity. A maximum value is

obtain for the 0.1% and 1% Ag substituted samples of ZT= 0.04 at 300 K. In summary the

Figure of Merit was increased by the factor of two with slight substitution of Ag on the Ni

position.
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FIG. 38: Temperature dependence of the lattice thermal conductivity and the electronic contri-

bution to the thermal conductivity of Zr0.5Hf0.5Ni(1−x)AgxSn | x: 0.001; 0.01; 0.01; 0.05; 0.1; 0.15

samples.

52



5. Scandium substitution

The p-type substitution was an attempt to create a p-type semiconductor with adequate

thermoelectric properties. The benefit of a p-type thermoelectric material, which has almost

the same composition as the n-type material, is that almost all mechanical properties are

equal and thus the handling is comparable.

All samples from this series exhibit the C1b structure. In Figure 39, the measured elec-

tronic properties of the (Zr0.5Hf0.5)1−xScxNiSn samples are compared with the unsubstituted

Zr0.5Hf0.5NiSn. The values of the Seebeck coefficients increase with increasing Sc concen-
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FIG. 39: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Sc ; x: 0.01-0.05 samples.

tration, this is due to the fact that electrons of the parent compound are removed and at a

scandium concentration of 2% holes are the dominating carrier type. The slope of all p-type

semiconducting samples show a linear dependence of the values of the Seebeck coefficient

from the temperature. The maximum value of the Seebeck coefficient is achieved in the

5% Sc substituted sample and exhibits a value of α ≈ 57 µV
K

at 300 K. Additionally, in

Figure 39 the values of the electrical resistivity are compared with the parent compound.

In comparison to the parent phase the resistivity of the 1% Sc sample exhibits a value one

order of magnitude lower. The resistivity values of the Sc substituted sample increase with
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increasing scandium concentration due to the decreasing number of electrons in the sam-

ples. Also the temperature behavior of the resistivity changes from metallic behavior at

2% Sc to almost temperature independent at 3% Sc to semiconducting at 4% Sc and 5%

Sc. The 1% Sc substituted sample and the 2% Sc sample exhibit values of the resistivity in

the same order of magnitude, but they have different carrier types. The same behavior is

recognizable within the 3% Sc and 4% Sc samples. They have comparable resistivity values.

The 5% Sc substituted sample exhibits a resistivity value in the same order of magnitude

like the parent phase and shows the largest positive values for the Seebeck coefficient. In
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FIG. 40: Electrical conductivity dependence of the Seebeck coefficient of (Zr0.5Hf0.5)(1−x)Z xNiSn

| Z : Sc ; x: 0.01-0.05 samples.

Figure 40 the dependence of the Seebeck coefficient on the electrical conductivity is shown.

Non of the samples exhibits the behavior of a degenerated or non-degenerated semiconduc-

tor with constant mobility. So the mobility changes due to the change of the effective mass

and/or the scattering time. This can be explained by the fact that the electrons are re-

moved out of the localized states in the band gap by adding Sc into the system. Somewhere

between 1% and 2% Sc the localized states are empty, by adding more Sc the Fermi energy

is shifted into the valence band (see Figure 43). In Figure 41 the thermal conductivity of

the (Zr0.5Hf0.5)1−xScxNiSn samples is compared to the parent sample. All scandium substi-

tuted samples exhibit a higher thermal conductivity in comparison to the parent compound.
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FIG. 41: Temperature dependence of the Figure of Merit and the thermal conductivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Sc ; x: 0.01-0.05 samples.

The scandium substituted samples have lower values of the resistivity, meaning that the

electronic contribution to the thermal conductivity is higher and hence it is not unexpected

that the values of the thermal conductivity of the Sc samples are higher (see Figure 42). The

lattice thermal conductivity shows the same behavior of the Sc substitution like the Seebeck

coefficients. It can be seen easily that the development of the lattice thermal conductivity

of the parent sample and the 1% Sc substituted one is alike, related to this the development

of the 2% till 5% Sc substituted sample is similar. The thermal conductivity of the parent

sample is expected to show a maximum at intermediate temperatures due to a compensation

of the increasing number of phonons contributing to the transport and due to the increasing

contribution from Umklapp processes causing scattering with increasing temperatures. The

additional scattering at grain boundaries cause a decrease of κl. This expected temperature

dependence of κ(T ) is observed at lower temperatures with the maximum located below

T= 50 K. The maximum of the 1% Sc substituted sample is located at T= 65 K. The lattice

thermal conductivity of the other scandium substituted samples show typical behavior of a

compound with a complex unit cell in a quasicrystal or amorphous metal.[63, 64] The tail

at 300 K in the lattice thermal conductivity of these samples can be explained by bipolar
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diffusion.[36]
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FIG. 42: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Sc ; x: 0.01-0.05 samples.

FIG. 43: Possible change in the electronic structure and density of states of the parent Heusler

compound in dependence of the substitution concentration at 300 K.
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6. Yttrium substitution

All samples from the yttrium substituted series exhibit the C1b structure. In Figure 44,

the measured electronic properties of the (Zr0.5Hf0.5)1−xYxNiSn samples are compared to the

unsubstituted Zr0.5Hf0.5NiSn. The samples with 1% to 5% yttrium have a p-type conducting

n-type conducting transition in the Seebeck coefficient values at different temperatures. The

p-n transition temperatures rise with increasing yttrium concentration. Additionally, the

gradient of the development decreases with increasing yttrium concentration, except within

the 1% Y sample, which shows metallic behavior of the Seebeck coefficient values. All

yttrium substituted samples therefore exhibit maxima, 1% at≈ 200 K, 2% at ≈ 199 K, 3% at

≈ 271 K, 4% at≈ 308 K and 5% at≈ 281 K, which indicate bipolar conduction. The position

of the maxima is shifted to higher temperatures with increasing yttrium concentration,

except within the 5% Y sample. Also the values of the Seebeck coefficient show a dependence
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FIG. 44: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Y ; x: 0.01-0.05 samples.

of the yttrium concentration. With increasing yttrium concentration the values increase,

because more and more holes are created and hence the electrons need more energy to

be activated to contribute to the conduction. In the parent sample n-type conducting is

dominating, caused by states near the conduction band, which were produced by defects
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and distortions [5, 31, 38, 58–62], are occupied by electrons, which can be excited into the

conduction band causing n-type conduction. Due to the higher disorder caused by 1% Y

substitution the states near the conduction band are probably increased, leading into lower

values of the Seebeck coefficient and the resistivity shows a metallic behavior (see Figure 43).

At 2% Y substitution an almost intrinsic semiconducting behavior is obtained, which can
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FIG. 45: Electrical conductivity dependence of the Seebeck coefficient of (Zr0.5Hf0.5)(1−x)Z xNiSn

| Z : Y ; x: 0.01-0.05 samples.

also be seen in the higher resistivity, due to the larger gap, in comparison to the other

samples. Within 3% Y holes are produced in the valence band, causing p-type conduction

behavior, meaning that the Fermi energy is shifted into the valence band. Above 3% Y

more holes are created and hence possibly the carrier concentration and the mobility, which

is probably increased by a change of the carrier effective mass and/or the scattering time

(see Figure 45), are increased, leading to higher values for the Seebeck coefficient and a lower

resistivity (4% Y). At 5% Y the valence band is probably almost empty, leading to a low

carrier concentration. This increases the values of the Seebeck coefficient up to S= 82 µV
K

at 300 K and the resistivity is increased, too. Figure 45 shows again the dependence of the

Seebeck coefficient on the electrical conductivity and the same behavior of the Sc substitution

is recognizable. In Figure 46 the thermal conductivity of the (Zr0.5Hf0.5)1−xYxNiSn samples

is shown. The yttrium samples show no clear dependence of the lattice thermal conductivity
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FIG. 46: Temperature dependence of the Figure of Merit and the thermal conductivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Y ; x: 0.01-0.05 samples.

on the yttrium concentration, possibly due to the different crystallinities.

The development of the parent, 1%, 2% and 5% Y substituted samples show a maximum

in the lattice thermal conductivity at low temperatures due to the compensation of the

increasing number of phonons contributing to the transport and increasing contribution of

Umklapp processes causing scattering with increasing temperature (see Figure 47). The 3%

Y and 4% Y substituted samples do not show a maximum at intermediate temperatures,

which is a typical development of a compound with a complex unit cell in a quasicrystal

or amorphous metal [63, 64], like in the scandium substituted samples. Interestingly, the

two samples with the lowest resistivity, meaning the ones exhibiting the highest electronic

contribution to the thermal conductivity κe, possess one of the lowest thermal conductivities.

This implies that the lattice thermal conductivity κl is very low, due to additional scattering

caused by the distorted structure. In Figure 46 the Figure of Merit is also plotted (inset shows

the parent sample). All physical properties combined result in a low Figure of Merit due to

the low values of the Seebeck coefficient and the high resistivities values. The maximum of

the Figure of Merit is achieved by the 5% Y sample with a value of ZT= 0.001 at 300 K.
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FIG. 47: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Y ; x: 0.01-0.05 samples.
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7. Aluminum substitution

The advantage of aluminum is its low price in comparison to scandium and yttrium,

what could be promising for industrial applications. The produced aluminum samples

all exhibit the C1b structure. In Figure 48, the measured electronic properties of the

(Zr0.5Hf0.5)1−xAlxNiSn samples are compared to the parent compound Zr0.5Hf0.5NiSn.
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FIG. 48: Temperature dependence of the Seebeck coefficient and resistivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Al ; x: 0.01-0.05 samples.

The parent sample is a n-type semiconducting material, the disorder is increased by the

substitution with aluminum causing the formation of localized states or resonant levels in

the conduction band.[5, 28, 31, 38, 58–62] This is proved by the dependence of the Seebeck

coefficients on the aluminum concentration. Small Al concentrations increase the values of

the Seebeck coefficient (1% Al). The effective mass m∗ is possibly increased due to the sharp

resonant levels, leading to higher values of the 1% Al substituted sample for the Seebeck

coefficient (see Figure 26). Also the resistivity of the 1% Al sample is increased due to the

higher effective mass m∗ (see Figure 50). A possible prove for this is shown in Figure 49.

All samples exhibit a behavior of a changing mobility, meaning that the carrier effective

mass and/or the scattering time must have changed. By increasing the aluminum concen-

tration the values of the Seebeck coefficient decrease as well as the resistivity values. At an
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FIG. 49: Electrical conductivity dependence of the Seebeck coefficient (Zr0.5Hf0.5)(1−x)Z xNiSn |

Z : Al ; x: 0.01-0.05 samples.

aluminum concentration of 4% the Seebeck coefficient and the resistivity indicate metallic

behavior. This again can be explained by the in-gap states or resonant levels, which are

broadened at high substitution concentrations and therefore touch the conduction band,

leading to a metallic behavior. The 5% Al substituted sample exhibits a higher value of

the Seebeck coefficient, which can possibly be explained by Figure 26. At concentrations

higher than 4% Al the localized states and the conduction band build up a new valence

band (VB*). Meaning that between 4% Al and 5% Al an intrinsic semiconducting behavior

should be obtained. At 5% Al probably new localized states are established between the

new VB* and CB*, leading to higher values of the Seebeck coefficient and a lower resistivity.

In Figure 50 the thermal conductivity of the (Zr0.5Hf0.5)(1−x)AlxNiSn samples is compared

to the parent compound, which exhibits the lowest value of the thermal conductivity. The

aluminum samples show a dependence of the lattice thermal conductivity on the aluminum

concentration. With increasing aluminum concentration the lattice thermal conductivity is

decreased until 4% Al (see Figure 51). After 4% Al κl is increased, possibly due to the better

crystallinity. The sample with 4% Al shows the typical development of a compound with a

complex unit cell in a quasicrystal or amorphous metal.[63, 64] This trend is caused by the

increasing strain and disorder in the sample with increasing aluminum concentration. At
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FIG. 50: Temperature dependence of the Figure of Merit and the thermal conductivity of

(Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Al ; x: 0.01-0.05 samples.

5% Al the thermal conductivity increases and the development shows the typical maximum

of a crystalline compound at low temperatures. The electronic contribution to the thermal

conductivity is, except for the 4% Al sample, in the same order of magnitude due to com-

parable resistivity values. The 4% Al substituted sample shows a metallic behavior of the

resistivity, causing a high κe. The resulting Figure of Merit is lower than for the parent

compound and as mentioned above just n-type conducting samples were obtained. Hence

the objective of a p-type conducting material with the low costing aluminum could not be

reached.
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FIG. 51: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of (Zr0.5Hf0.5)(1−x)Z xNiSn | Z : Al ; x: 0.01-0.05 samples.
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8. Summary of the substitutions

In summary, the substitutions can be divided into two parts, one part with the aim to

improve the n-type material (V, Nb, Mn and Ag) and another to create a p-type material (Sc,

Y and Al). The n-type substitutions can also be divided into substitutions on the Zr/Hf

position (V, Nb and Mn) and on the Ni position (Ag). The vanadium substitution leads to

an improvement of the Figure of Merit by a factor of 6, which is mainly explainable by to the

lower resistivity values. Similar behavior is shown by the Nb substitution. By substituting

Zr/Hf with Nb the ZT value was improved by a factor of 5 also caused by a lower resistivity.

The impact of the niobium on the parent compound seems to be higher in comparison to the

vanadium substitution. The manganese substitution was not as effective for the improvement

of the Figure of Merit, but the values of the Seebeck coefficients and hence the values of

the resistivity were increased. This result was not expected because the manganese, which

formally exhibits three valence electrons more than the parent sample, should increase the

carrier concentration strongly. Instaed a possible change in the electronic structure next to

the Fermi energy was obtained (Figure 26). The Ag substitution on the Ni position leads

to an improvement of the Figure of Merit by a factor of 2 at low Ag concentrations. In

comparison to the substitutions with V and Nb the impact on the transport properties is

not as strong.

The substitution with scandium on the Zr/Hf position caused a n-p transition at 2% Sc.

The obtained Figure of Merit (ZT= 0.0015) was still 10 times lower than the value of the

parent sample. Similar results are obtained for the yttrium substitution, but with a weaker

impact on the physical properties. The achieved Figure of Merit was 15 times lower than the

value of the parent sample. The last substitution with aluminum showed no n-p transition.

This substitution showed a similar behavior like the one found in the Mn substitution. High

values of the Seebeck coefficient and the resistivity were obtained caused by a change of the

electronic structure next to the Fermi energy (Figure 26).
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B. Phase separation

One characteristic of the Heusler compounds is their high electrical conductivity, which

leads on the one hand to a high powerfactor and on the other hand to a large thermal con-

ductivity according to the Wiedemann-Franz law (equation 26 ).[18, 65] The main obstacle

for the use of Heusler compounds in thermoelectric applications is their high lattice thermal

conductivity, which has to be reduced to achieve a large Figure of Merit. Several approaches

to reduce the lattice thermal conductivity have been proposed. Hohl et al. reported that

mass disorder in the X-site lattice causes additional phonon scattering and thereby reduces

the thermal conductivity.[19, 20, 36] Another approach is the creation of a nano or micro

structure in the sample, this increases the number of grain boundaries for example by sinter-

ing of nano particles or by a fine grained phase separation induced by rapid quenching.[66–69]

The challenge of this approach is to preserve structural stability over a wide temperature

range. In many inhomogeneous compounds the grains of the polycrystalline sample tend to

grow at higher temperatures and with increasing time. This grain coarsening reduces the

grain boundaries and increases the thermal conductivity [36]. The idea of this part of the

thesis was to apply a temperature stable phase separation, a segregation or decomposition,

on the system, which causes increasing grain boundary scattering and hence reduces the

thermal conductivity.
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1. Heusler compounds with L21 structure

Due to the previous work of Graf et al.[21, 67] it was the intention to apply a phase

separation on the Co2X0.5Z0.5Sn | X: Mn, V, Ti ; Z: Y, V, Sc, Dy, Cr, Fe system. The

compositions are:

• Co2Fe0.5Ti0.5Sn,

• Co2Dy0.5Mn0.5Sn,

• Co2Cr0.5V0.5Sn,

• Co2Mn0.5Sc0.5Sn,

• Co2Cr0.5Mn0.5Sn,

• Co2Mn0.5V0.5Sn,

• Co2Mn0.5Y0.5Sn.

The result of the XRD and EDX measurements show that only the Co2Dy0.5Mn0.5Sn

composition exhibits a temperature stable phase separation. In all the other composition

the phase separation is vanished after the annealing step.[23]

Co2Dy0.5Mn0.5Sn [23]

In Fig. 52 the X-ray diffraction pattern of Co2Dy0.5Mn0.5Sn is shown. Almost all reflec-

tions of the XRD pattern can be indexed by the reflections of Co2MnSn (225, Fm3m) and

Co8Dy3Sn4 (186, P63mc). The lattice parameter of the Co2MnSn phase is a= 5.950 Å and

the lattice parameters of the Co8Dy3Sn4 phase are a=b= 8.844 Å and c= 7.518 Å, fitting

well with the literature data.[70]
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FIG. 52: XRD pattern of the phase-separated Co2Dy0.5Mn0.5Sn alloy.
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FIG. 53: a) Element-specific EDX mappings of the four constituents of the phase separated

Co2Dy0.5Mn0.5Sn alloy with brightness proportional to the concentration. b) Linear combina-

tion of the EDX mapping shown in a) revealing three distinct regions with different compositions:

region I (light blue), region II (violet), and region III (green). c) Line-scan along the path (white

line) indicated in b).

Figure 53 (a) shows the distribution of elements in the phase separated Co2Dy0.5Mn0.5Sn

compound, forming a sixfold symmetry pattern. While the Co concentration is equally

distributed, the Dy forms a flower-like six-fold pattern. The Dy-rich regions have a small

concentration of Mn and vice versa. Sn also shows a more or less homogeneous distribution

except in small regions at the grain boundaries. A linear combination of the element-specific

EDX mappings shown in Figure 53 (b), reveals three distinct phases. Region I (light blue)

shows a sixfold flower pattern embedded in region II (violet). Region III (green) fills the

interstitial space inbetween region II.

The EDX line-scan shown in Figure 53 (c) quantifies the stoichiometry of the three re-

gions. Region I with composition Co1.95Dy0.84Mn0.26Sn0.95 has the lowest Mn concentration

and forms the flower-like six-fold pattern surrounded by region II with a six-fold pattern

Co1.95Dy0.14Mn0.96Sn0.95 structure. The compositions are formally close to the Heusler alloy

CoxDyxMn1−xSn. Region III consists of an intermediate composition Co2Dy0.83Mn0.45Sn0.72.

The structure in the lower left corner of Figure 53 (b) reveals an inner pattern, roughly

repeating the six-fold flower-like pattern on a smaller scale. All three phases reveal inho-

mogeneities that could hardly be resolved by EDX. Taking into account the XRD anal-

ysis, which has identified cubic L21 ordered Co2MnSn and hexagonal Co8Dy3Sn4 as pure

constituent phases, the observed stoichiometry for region I and II may be interpreted in

the following way: Region I is dominated by the Co8Dy3Sn4 with additional inclusions of
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FIG. 54: Sketch of the 3-dimensional phase-separated Co2Dy0.5Mn0.5Sn alloy. The temperature

gradient ∇T is pointing along the z direction.

Co2MnSn amounting to 20% volume fraction, and region II is dominated by Co2MnSn with

an amount of 10%. The SEM and EDX measurements conducted on a surface cut par-

allel to the temperature gradient reveal parallel stripes of up to 1 mm length which can

be clearly identified with region I, region II, and region III (see left hand side Figure 55).

In contrast, EDX images of surfaces perpendicular to the temperature gradient show the

flower-like structure (see Figure 53, see right hand side Figure 55). A sketch of the resulting

3-dimensional structure is shown in Figure 54.

The 3-dimensional cellular microstructure is formed by a dendritic crystal growth similar

to observations for binary alloys, e.g. Pb-Sn.[71] The different melting points of Co2MnSn

and Co8Dy3Sn4 is most likely the origin of the observed cellular microstructure. Co8Dy3Sn4,

with the highest melting point, solidifies as the observed region I in the remaining liquid

phase. The six-fold pattern formation in region I originates from the strong epitaxial strain

imposed by the hexagonal Co8Dy3Sn4 phase with the cubic Co2MnSn phase formed during

the solidifying process.

A phase separation has also been observed for the Heusler alloys Co2Mn(1−x)TixSn and

CoTi(1−x)MnxSb.[17, 21] These alloys exhibit a separation into two Heusler phases, but they

show a rather irregular structure. Moreover, the phase separation disappears after high
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FIG. 55: SEM image of a slice of the Co2Dy0.5Mn0.5Sn ingot. The temperature gradient ∇T on

the borders of the ingot determined the growth direction.

temperature annealing, in contrast to the compound discussed here.

Figure 56 (a) shows the magnetization as a function of the sample temperature. Two

magnetic phase transitions occur at different Curie temperatures TC,1= 95 ± 10 K and

TC,2= 830 ± 10 K. The TC values were determined by fitting the temperature dependent

magnetization withM(t) = M0(1−T/TC)
1/2 as obtained from the mean field theory.[72] Pre-

vious measurements have shown that Co2MnSn has a Curie temperature of TC= 830 K.[73]

Therefore, the TC,2 can be attributed to this phase. TC,1 is likely the Curie temperature of

Co8Dy3Sn4. For pure Co8Dy3Sn4 we found a Curie temperature of TC= 70 ± 10 K in good

agreement with TC,1. Figure 56 (b) shows the field dependent magnetization above and

below TC,1 for the phase separated compound. At 5 K both phases are ferromagnetic, what

explains the large saturation magnetization. At 300 K only Co2MnSn exhibits ferromag-

netic behavior, resulting in a much smaller magnetization. The M(H) curve at 300 K reveals

a coercive field of Hc,2= 9×10−4 T. This comparatively small coercive field is within the
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FIG. 56: a) Temperature dependent magnetization of phase separated Co2Dy0.5Mn0.5Sn. The

measurements were performed in an induction field of 1 T.

b) Field dependent magnetization at 5 K and 300 K in units of Bohr magnetons per formula unit

(µB/f.u.)

order of magnitude observed for other Co-based Heusler alloys and indicates soft magnetic

behavior.[74] At 5 K, however, the coercive field Hc,1= 0.130 T is much larger due to the

crystal anisotropy of the Co8Dy3Sn4 alloy.

Figure 57 shows the thermal conductivity of the phase separated Co2Dy0.5Mn0.5Sn sample

compared to the Heusler alloys Co2MnSn and Co8Dy3Sn4. The electronic contribution

to the thermal conductivity κe was calculated using the Wiedemann-Franz Law [65] (see

equation 26). With the relation from equation 25 the lattice contribution to the thermal

conductivity was calculated. In comparison to Co2MnSn the electronic part of the thermal

conductivity of Co2Dy0.5Mn0.5Sn is lower due to the slightly higher resistivity (Figure 58).

The higher resistivity probably is an effect of the phase separation, because there are more

grain and phase boundaries than in the Co2MnSn sample. Possibly electrons are scattered

more often at these grain boundaries. The resistivity of Co8Dy3Sn4 is slightly higher than in

the mixed compound leading to a lower electronic contribution to the thermal conductivity.
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The lattice thermal conductivity is about one third lower for Co2Dy0.5Mn0.5Sn than for

Co2MnSn. In comparison with Co8Dy3Sn4 κl is slightly lower than the mixed phase up to

250 K. Above 250 K the lattice thermal conductivity of Co8Dy3Sn4 increases strongly and is

about 40% higher than that of Co2Dy0.5Mn0.5Sn. The lower κl value can be explained by the

phase separation, as well. The additional grain boundaries act as very efficient scattering

centers for phonons and electrons, thus decreasing the thermal conductivity.

The lattice thermal conductivity is expected to show a maximum at intermediate tem-

peratures due to a compensation of the increasing number of phonons contributing to the

transport and increasing contribution from Umklapp processes causing scattering with in-

creasing temperature. The additional scattering at grain boundaries cause a temperature

independent decrease of κl, till the temperatures are as high that the mean free path of the

phonons is shorter than the grain sizes. This expected temperature dependence of κl(T ) is

observed at lower temperatures with the maximum located at T= 50 K. The slight increase

of the lattice thermal conductivity near 300 K can be explain by a temperature dependent

Lorenz number instead of a constant used in this case for the calculation of the electronic

contribution to the thermal conductivity or by bipolar diffusion.[36] The lattice thermal

conductivity of Co8Dy3Sn4 shows a typical behavior of a compound with a complex unit

cell in a quasicrystal or amorphous metal.[63, 64] κi(T ) can be divided into three intervals.

In Interval I (0-75K) the thermal conductivity increases linearly. Interval II (75-150 K)

covers an almost constant κi(T ). In Interval III (T > 150 K) κ(T ) increases with increasing

temperature. Interval I is determined by an almost constant mean free path of the phonons,

which is limited by grain boundaries or extrinsic defects like lattice distortions. In Interval

II, the plateau, all available phonons are saturated in the Dulong-Petit limit.[64] Interval

III can be explained by the interaction of high-energy critical modes with low-energy ex-

tended phonons similar to the phonon-assisted fraction hopping in glasses.[63, 64] Electrical

resistivities show metallic behavior, i.e. resistivity increases with increasing temperature.

The resistivity of Co2Dy0.5Mn0.5Sn is larger by a factor of two. As mentioned above, this

probably is an effect of the phase separation. Co8Dy3Sn4 shows a slightly higher resistivity

than the mixed compound.

The Seebeck coefficient was also measured and the results show that the samples exhibit

a negative Seebeck coefficient indicating n-type conduction. The Seebeck coefficient of

Co2MnSn decreases above 250 K to a value of - 35 µV K−1 at 400 K. The Seebeck coef-
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FIG. 57: Temperature dependent thermal conductivity of a) Co2Dy0.5Mn0.5Sn, b) Co2MnSn and

c) Co8Dy3Sn4. Shown are the thermal conductivity, the lattice thermal conductivity and the

electronic contribution to the thermal conductivity, calculated using the Wiedemann-Franz law.

ficient of Co2Dy0.5Mn0.5Sn decreases linearly with the temperature in the total measured

temperature range between 2 K to 400 K. Similar behavior is seen for Co8Dy3Sn4. The

electronic properties of the mixed compound Co2Dy0.5Mn0.5Sn seem to be dominated by the

electronic properties of Co8Dy3Sn4.

In summary, it has been shown that grain boundaries between structurally different grains

can reduce the lattice thermal conductivity κl significantly. The lattice thermal conductivity

of Co2Dy0.5Mn0.5Sn is lower than the mean value of the κl of the constituent phases. This is

a consequence of the phase separation, which is temperature-stable over a wide temperature

range. The temperature dependence of the magnetization reflects the phase separation into

two main phases. In contrast, the magnetization curve indicates a homogeneous magnetiza-

tion rotation with a large coercive field dominated by the Co8Dy3Sn4 phase at low tempera-

ture. The Seebeck effect and the electronic resistivity in the phase separated compound are

dominated by the Co8Dy3Sn4 phase. The results of this study show that the obstacle of a

large lattice thermal conductivity commonly observed for Heusler compounds can be over-
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FIG. 58: Seebeck coefficient(a) and electrical resistivity (b) for Co2Dy0.5Mn0.5Sn, Co2MnSn and

Co8Dy3Sn4.

come by a temperature-stable phase separation. Further improvements are expected from

an increase of the Seebeck coefficient by optimization of the carrier concentration through

hole or electron doping.
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2. The TixZryHfzNiSn system

The best four reported Figure of Merits for Heusler compounds in the field of thermo-

electricity derive from the TixZryHfzNiSn system (see Figure 59). The idea of this work was

to investigate why this TixZryHfzNiSn system exhibits such promising properties and what

could be possible reasons for this.

For a better readability the weighted samples are named as TixZryHfzNiSn and the detected

phases are named as TixZryHfzNiSn(roman numerals).
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Zr(1−x)HfxNiSn

FIG. 60: Scanning electron microscope images of Zr0.2Hf0.8NiSn (top) and Zr0.05Hf0.95NiSn (bot-

tom).

To reduce the number of parameters for the investigation the Ti was ignored and the

Zr(1−x)HfxNiSn series was produced. The lattice parameters a and the phase compositions

are shown in Table II. The obtained lattice parameters, achieved by multiple phase fit, indi-

cate a dependence on the Hf concentration, but through comparison of the detected phases by

EDX, just five different C1b phases were found. Beside the parent phases ZrNiSn and HfNiSn,

the phases with average compositions of Zr0.78Hf0.22NiSn(XII), Zr0.55Hf0.45NiSn(XIII) and

Zr0.37Hf0.63NiSn(XIV) are detected. This indicates that the Zr(1−x)HfxNiSn series is not a

solid solution and that just a few compositions of Zr(1−x)HfxNiSn are stable at the temper-

ature of 950◦C. Two examples of SEM images of a phase separated and an almost clean
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sample are shown in Figure 60. The contrast is produced due to the different work function

of the electrons in the different phases. With EDX point and line scans it is possible to

measure the composition of the phases. In Figure 61 the produced compositions (blue) and

the detected phases (red) are indicated in the Gibbs triangle for the TixZryHfzNiSn system.

It is remarkable that the coexistence of two Heusler C1b phases in one compound were not

able to be resolved by standard XRD measurements.

Weighed composition Detected phases Ratio a

Zr(1−x)HfxNiSn [Å]

ZrNiSn ZrNiSn, Sn 97% ZrNiSn 6.121(5)

Zr0.95Hf0.05NiSn ZrNiSn, Hf inclusions 6.114(5)

Zr0.9Hf0.1NiSn ZrNiSn, Hf inclusions 6.114(5)

Zr0.8Hf0.2NiSn Zr0.85Hf0.15NiSn(XII), Sn3Zr5, Hf2Ni2Sn 95% (XII) 6.112(5)

Zr0.7Hf0.3NiSn Zr0.6Hf0.4NiSn(XIII), Zr0.75Hf0.25NiSn(XII)
90%(XIII)
10%(XII) 6.105(5)

Zr0.6Hf0.4NiSn Zr0.58Hf0.42NiSn(XIII), ZrSn2 95% (XIII) 6.101(5)

Zr0.5Hf0.5NiSn Zr0.49Hf0.51NiSn(XIII) 95% (XIII) 6.101(5)

Zr0.4Hf0.6NiSn Zr0.36Hf0.64NiSn(XIV), Ni3Sn4 50% (XIV) 6.098(5)

Zr0.3Hf0.7NiSn Zr0.29Hf0.71NiSn(XIV), ZrSn2 95% (XIV) 6.094(5)

Zr0.2Hf0.8NiSn HfNiSn, Zr5Sn3 90% HfNiSn 6.092(5)

Zr0.1Hf0.9NiSn HfNiSn, Zr inclusions 6.091(5)

Zr0.05Hf0.95NiSn HfNiSn, Zr inclusions 6.091(5)

HfNiSn HfNiSn 97% HfNiSn 6.091(5)

TABLE II: The phase compositions of the different Zr(1−x)HfxNiSn samples and the parent samples.

In Figures 62-65, the measured physical properties of the Zr(1−x)HfxNiSn series are com-

pared with the parent ZrNiSn and HfNiSn. All obtained values of the Seebeck coefficient

(see Figure 62) for the Zr(1−x)HfxNiSn series show a negative value, which indicates n-type

conduction. The first impression of the different developments is that there is no depen-

dence inbetween the measurements, but if the values of the Seebeck coefficient are set in

relation to the detected stable phases (see Table II or Figure 61 ) a clear trend is recogniz-

able. All samples which are consisting of only one phase, meaning that they exhibit almost
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FIG. 61: The Zr(1−x)HfxNiSn series with the detected phases indicated in the Gibbs triangle.

Stable compositions

ZrNiSn

Zr0.85Hf0.15NiSn(XII)

Zr0.49Hf0.51NiSn(XIII)

Zr0.36Hf0.64NiSn(XIV)

HfNiSn

TABLE III: Compositions of the stable Heusler phases with an error range of 3%.

the stable composition, have high values for the Seebeck coefficient (ZrNiSn, Zr0.1Hf0.9NiSn,

Zr0.5Hf0.5NiSn, Zr0.9Hf0.1NiSn, Zr0.95Hf0.05NiSn, HfNiSn). This is not unexpected because

for high values of the Seebeck coefficient a good crystalline structure is needed, meaning

that no shortcut by impurity phases exists. Structural stress, disorder or impurities would

increase the number of states next to the conduction band and would decrease the gap to

the conduction band by broadening of the localized states. This would decrease the values

of the Seebeck coefficient and would decrease the resistivity. In Figure 63 this can be seen

in the resistivity values. The resistivity of the different Zr(1−x)HfxNiSn samples follows the

same trend as the values of the Seebeck coefficient. Except sample Zr0.5Hf0.5NiSn all samples
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FIG. 62: Seebeck coefficient of the Zr(1−x)HfxNiSn series in comparison to the parent compounds.
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FIG. 63: Electrical resistivity of the Zr(1−x)HfxNiSn series in comparison to the parent compounds.

with high values of the Seebeck coefficient exhibit a high lattice thermal conductivity due

to the good crystallinity and the low impurities (see Figure 67). Although the samples with

more phases exhibit low values for the resistivity, meaning that the electronic contribution

to the thermal conductivity κe is high (see Figure 66), the thermal conductivity κ is low.

This is the effect of the phase separation, which causes additional phonon scattering at the
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FIG. 64: Thermal conductivity of the Zr(1−x)HfxNiSn series in comparison to the parent com-

pounds.

grain and phase boundaries. The lowest value is achieved by the stable phase Zr0.5Hf0.5NiSn

with a value of κ= 2.2 W
Km

. The sample with a phase decomposition Zr0.7Hf0.3NiSn exhibits a

low value for the thermal conductivity, too. The samples with a phase segregation, meaning

with at least two phases with different crystal structures coexisting, also have low values for

the thermal conductivity and they show the typical behavior of a compound with a complex

unit cell in a quasicrystal or amorphous metal.[63, 64] In Figure 68 the dependence of the

lattice thermal conductivity on the hafnium concentration is shown. For a solid solution the

maximum values should be the parent phases and the minimum value should be exact at a

concentration of 0.5 Hf.[36] The lowest values are achieved for phase separated samples and

for the 0.5 Hf sample. The other values do not show a real trend, because this system is not a

solid solution and samples with segregations are obtained. Figure 65 shows the temperature

dependence of the Figure of Merit. Due to the high values of the Seebeck coefficient the

samples with almost one phase and the parent phases show the highest values for the Figure

of Merit (see Table IV and Table II).
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Composition Seebeck coefficient Resistivity Thermal conductivity Figure of Merit

Zr(1−x)HfxNiSn α [µVK ] ρ [Ohm m] κ [ W
Km ] ZT

ZrNiSn -241 7.4·10−5 5.8 0.040

Zr0.95Hf0.05NiSn -184 2.0·10−4 10.7 0.005

Zr0.9Hf0.1NiSn -347 1.4·10−4 7.9 0.033

Zr0.8Hf0.2NiSn -106 2.9·10−5 7.5 0.016

Zr0.7Hf0.3NiSn -31 2.5·10−5 4.1 0.003

Zr0.6Hf0.4NiSn -29 9.7·10−6 7.9 0.004

Zr0.5Hf0.5NiSn -154 1.3·10−4 2.2 0.014

Zr0.4Hf0.6NiSn -109 6.5·10−5 4.1 0.014

Zr0.3Hf0.7NiSn -68 5.3·10−5 4.2 0.007

Zr0.2Hf0.8NiSn -85 5.5·10−5 5.7 0.007

Zr0.1Hf0.9NiSn -352 3.6·10−4 8.3 0.013

Zr0.05Hf0.95NiSn -102 4.8·10−5 7.0 0.009

HfNiSn -142 8.0·10−5 7.6 0.010

TABLE IV: Physical properties of the Zr(1−x)HfxNiSn series in comparison to the parent com-

pounds at 300 K.

200 250 300 350
0.00

0.02

0.04

0.06

0.08

0.10

Zr
1-x

Hf
x
NiSn

 x= 0
 x= 0.05
 x= 0.1
 x= 0.2
 x= 0.3
 x= 0.4
 x= 0.5
 x= 0.6
 x= 0.7
 x= 0.8
 x= 0.9
 x= 0.95
 x= 1

Temperature T [K]

 

 

Fi
gu

re
 o

f M
er

it 
ZT

FIG. 65: Figure of Merit of the Zr(1−x)HfxNiSn series in comparison to the parent compounds.

82



0 50 100 150 200 250 300 350

0.0

0.2

0.4

0.6

0.8

1.0

 x= 0
 x= 0.05
 x= 0.1
 x= 0.2
 x= 0.3
 x= 0.4
 x= 0.5
 x= 0.6
 x= 0.7
 x= 0.8
 x= 0.9
 x= 0.95
 x= 1

Zr
1-x

Hf
x
NiSn

Temperature T [K]

 

 

El
ec

tro
ni

c 
co

nt
rib

ut
io

n
 to

 th
e 

th
er

m
al

 c
on

du
ct

iv
ity

 
e [

W
 K

-1
 m

-1
]

FIG. 66: Temperature dependence of the electronic contribution to the thermal conductivity of

the Zr(1−x)HfxNiSn series in comparison to the parent compounds.
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FIG. 67: Temperature dependence of the lattice thermal conductivity of the Zr(1−x)HfxNiSn series

in comparison to the parent compounds.
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FIG. 68: Lattice thermal conductivity at 300 K of the Zr(1−x)HfxNiSn series in dependence on the

hafnium concentration x.
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Ti(1−x)ZrxNiSn

FIG. 69: Scanning electron microscope images of Ti0.4Zr0.6NiSn (top) and Ti0.6Zr0.4NiSn (bottom).

After the investigation of the Zr/Hf system the Hf was ignored and the Ti(1−x)ZrxNiSn

series was investigated to prove that this series is no solid solution, either. The lattice pa-

rameters a and the phase compositions are shown in Figure V. A slight trend is recognizable

in the obtained lattice parameters showing a dependence of the Zr concentration. The com-

parison of the detected phases again leads to just five different C1b phases. In addition to the

parent phases ZrNiSn and TiNiSn, the phases Ti0.82Zr0.18NiSn(IX), Ti0.65Zr0.35NiSn(X) and

Ti0.31Zr0.69NiSn(XI) were found. The analogy to the detected phases of the Zr(1−x)HfxNiSn

series is remarkable and shows that the series are chemically related. This result is not un-

expected because the properties of Ti, Zr and Hf are related. Two examples of SEM images

of a phase separated and an almost clean sample are shown in Figure 69. In Figure 70 the

produced compositions (dark blue) and the detected phases (red) are indicated in the Gibbs
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triangle for the TixZryHfzNiSn system. These results also lead to the conclusion that the

Ti(1−x)ZrxNiSn series is no solid solution, either.

Weighed composition Detected phases Ratio a

Ti(1−x)ZrxNiSn [Å]

TiNiSn TiNiSn, Ni2TiSn, Ti6Sn5, Sn 85% TiNiSn 5.939(5)

Ti0.95Zr0.05NiSn TiNiSn, Ni2TiSn, Ti6Sn5, Zr 85% TiNiSn 5.961(5)

Ti0.9Zr0.1NiSn TiNiSn, Ni2TiSn, Zr 90% TiNiSn 5.960(5)

Ti0.8Zr0.2NiSn Ti0.80Zr0.19NiSn(IX), Ti6Sn5 95% (IX) 5.966(5)

Ti0.7Zr0.3NiSn Ti0.78Zr0.12NiSn(IX), Ni3Sn4 60%(IX) 6.001(5)

Ti0.6Zr0.4NiSn Ti0.62Zr0.38NiSn(X), ZrSn2 90% (X) 6.086(5)

Ti0.5Zr0.5NiSn Ti0.74Zr0.26NiSn(IX), Ti0.36Zr0.64NiSn(XI)
50%(IX)
50%(XI) 6.005(5)/6.067(5)

Ti0.4Zr0.6NiSn Ti0.66Zr0.34NiSn(X), Ti0.23Zr0.77NiSn(XI)
40%(X)
60%(XI) 6.075(5)

Ti0.3Zr0.7NiSn Ti0.29Zr0.71NiSn(XI) 97% (XI) 6.204(5)

Ti0.2Zr0.8NiSn ZrNiSn, Ti6Sn5, Zr 90% ZrNiSn 6.101(5)

Ti0.1Zr0.9NiSn ZrNiSn,Ti6Sn5 95% ZrNiSn 6.101(5)

Ti0.05Zr0.95NiSn ZrNiSn, Ti 95% ZrNiSn 6.108(5)

ZrNiSn ZrNiSn, Sn 97% ZrNiSn 6.121(5)

TABLE V: The phase compositions of the different Ti(1−x)ZrxNiSn samples and the parent samples.

Stable compositions

TiNiSn

Ti0.80Zr0.19NiSn(IX)

Ti0.66Zr0.34NiSn(X)

Ti0.29Zr0.71NiSn(XI)

ZrNiSn

TABLE VI: Compositions of the stable Heusler phases with an error range of 3%.

In Figures 71-74, the measured physical properties of the Ti(1−x)ZrxNiSn series are com-

pared.
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FIG. 70: The Ti(1−x)ZrxNiSn series with the detected phases indicated in the Gibbs triangle.
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FIG. 71: Seebeck coefficient of the Ti(1−x)ZrxNiSn series in comparison to the parent compounds.

All samples of the Ti(1−x)ZrxNiSn series exhibit n-type conduction indicated by the nega-

tive values of the Seebeck coefficient (see Figure 71). Again the values of the Seebeck coeffi-

cient of the Ti(1−x)ZrxNiSn series seem to show no dependence on the composition. High val-
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FIG. 72: Electrical resistivity of the Ti(1−x)ZrxNiSn series in comparison to the parent compounds.

ues of the Seebeck coefficient are obtained for Ti0.05Zr0.95NiSn, Ti0.3Zr0.7NiSn, Ti0.4Zr0.6NiSn,

Ti0.5Zr0.5NiSn and Ti0.8Zr0.2NiSn. In comparison to the detected stable phases (see Table V

or Figure 70) just samples with one Heusler phase with C1b structure or a decomposition

of two Heusler phases with C1b structure exhibit the high values of the Seebeck coefficient.

This shows that a good crystalline structure and low impurities are needed. But also de-

composition of two clean Heusler phases with C1b structure can lead to high values of the

Seebeck coefficient. The values of the resistivity support this observation (see Figure 72)

and have the same dependence as the values of the Seebeck coefficient. In contrast to the

results of the Zr(1−x)HfxNiSn series, the Ti(1−x)ZrxNiSn samples with high values of the

Seebeck coefficient show moderate values of the thermal conductivity. The lattice thermal

conductivity (see Figure 76) of this samples is dominated by the crystallinity of the samples.

This is recognizable in the values of the resistivity, which are high in the samples with clean

C1b structure and leads to a low contribution to the electronic thermal conductivity κe (see

Figure 75) in comparison to the other samples of the Ti(1−x)ZrxNiSn series. In Figure 77

the dependence of the lattice thermal conductivity on the zirconium concentration is shown

and no behavior of a solid solution is recognizable. The samples with one phase or a high

crystallinity exhibit the highest values for the lattice thermal conductivity. This is explain-
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able by the lower disorder, strain and impurities in these samples. The slight increase of the

lattice thermal conductivity is due to bipolar contributions to the conduction.[36] In Fig-

ure 74 the temperature dependence of the Figure of Merit is shown. The samples with high

values of the Seebeck coefficient show high values for the Figure of Merit (see Table VII).

But also the samples with moderate values of the Seebeck coefficient and a lower resistivity

in comparison to the samples with clean C1b structure show high values for the Figure of

Merit. This is due to the high impact of the resistivity on the Figure of Merit.

Composition Seebeck coefficient Resistivity Thermal conductivity Figure of Merit

Ti(1−x)ZrxNiSn α [µVK ] ρ [Ohm m] κ [ W
Km ] ZT

ZrNiSn -286 5.6·10−5 5.5 0.093

Ti0.05Zr0.95NiSn -323 7.8·10−5 4.9 0.092

Ti0.1Zr0.9NiSn -57 9.8·10−6 9.4 0.012

Ti0.2Zr0.8NiSn -135 3.8·10−5 7.1 0.023

Ti0.3Zr0.7NiSn -8 1.3·10−6 34.8 0.001

Ti0.4Zr0.6NiSn -281 5.8·10−5 5.8 0.080

Ti0.5Zr0.5NiSn -301 5.8·10−5 3.4 0.218

Ti0.6Zr0.4NiSn -182 1.6·10−5 2.5 0.271

Ti0.7Zr0.3NiSn -199 3.2·10−5 26.1 0.025

Ti0.8Zr0.2NiSn -232 4.7·10−5 15.1 0.039

Ti0.9Zr0.1NiSn -130 1.7·10−5 4.2 0.115

Ti0.95Zr0.05NiSn -200 3.6·10−5 4.8 0.079

TiNiSn -117 2.8·10−5 8.4 0.014

TABLE VII: Physical properties of the Ti(1−x)ZrxNiSn series in comparison to the parent com-

pounds at 350 K.
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FIG. 73: Thermal conductivity of the Ti(1−x)ZrxNiSn series in comparison to the parent com-

pounds.
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FIG. 74: Figure of Merit of the Ti(1−x)ZrxNiSn series in comparison to the parent compounds.
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FIG. 75: Temperature dependence of the electronic contribution to the thermal conductivity of

the Ti(1−x)ZrxNiSn series in comparison to the parent compounds.
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FIG. 76: Temperature dependence of the lattice thermal conductivity of the Ti(1−x)ZrxNiSn series

in comparison to the parent compounds.
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FIG. 77: Lattice thermal conductivity at 300 K of the Ti(1−x)ZrxNiSn series in dependence on the

zirconium concentration x.
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Ti(1−x)HfxNiSn

FIG. 78: Scanning electron microscope images of Ti0.2Hf0.8NiSn (top) and Ti0.7Hf0.3NiSn (bottom).

Also the Ti(1−x)HfxNiSn series was investigated to prove if this series is no solid solution.

The values of the lattice parameters a and the phase compositions are shown in Figure VIII.

In this series a dependence of the lattice parameters on the Hf concentration is also recog-

nizable. Analogous to the two series above the comparison of the detected phases lead to

five different C1b phases. Together with the parent phases TiNiSn and HfNiSn, the phases

Ti0.83Hf0.17NiSn(VII), Ti0.61Hf0.39NiSn(VI) and Ti0.24Zr0.76NiSn(V) were found. And again

in comparison to the Zr(1−x)HfxNiSn and the Ti(1−x)ZrxNiSn series the stable Heusler C1b

phases found are almost the same. This result shows that the formation of stable Heusler

C1b phases is dependent on the chemical character of the constructing elements and that

the atom size has almost no influence of the formation of a stable C1b phase. What means

that the covalent contribution to the bonding plays an important role for the formation of a
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Weighed composition Detected phases Ratio a

Ti(1−x)HfxNiSn [Å]

TiNiSn TiNiSn, Ni2TiSn, Ti6Sn5, Sn 85% TiNiSn 5.939(5)

Ti0.95Hf0.05NiSn TiNiSn, Ni2TiSn, Ti6Sn5, Hf 85% TiNiSn 5.940(5)

Ti0.9Hf0.1NiSn Ti0.87Hf0.13NiSn(VII), Ti6Sn5 90% (VII) 5.955(5)

Ti0.8Hf0.2NiSn Ti0.83Hf0.17NiSn(VII) 97%(VII) 5.971(5)

Ti0.7Hf0.3NiSn Ti0.87Hf0.13NiSn(VII), Ti0.61Hf0.39NiSn(VI)
50%(V II)
50%(V I) 5.954(5)/5.991(5)

Ti0.6Hf0.4NiSn Ti0.64Hf0.36NiSn(VI), Ti6Sn5 95% (VI) 5.995(5)

Ti0.5Hf0.5NiSn Ti0.59Hf0.41NiSn(VI), Ti0.26Hf0.74NiSn(V)
30%(V I)
70%(V ) 6.038(5)

Ti0.4Hf0.6NiSn Ti0.79Hf0.21NiSn(VII), Ti0.27Hf0.73NiSn(V)
30%(V II)
70%(V ) 6.043(5)

Ti0.3Hf0.7NiSn Ti0.19Hf0.81NiSn(V), Ti6Sn5 85% (V) 6.045(5)

Ti0.2Hf0.8NiSn Ti0.19Hf0.81NiSn(V), Ti6Sn5 95% (V) 6.071(5)

Ti0.1Hf0.9NiSn HfNiSn,Ti6Sn5 90% HfNiSn 6.090(5)

Ti0.05Hf0.95NiSn HfNiSn, Ti6Sn5 95% HfNiSn 6.089(5)

HfNiSn HfNiSn, Sn 97% HfNiSn 6.091(5)

TABLE VIII: The phase compositions of the different Ti(1−x)HfxNiSn samples and the parent

samples.

Stable compositions

TiNiSn

Ti0.87Hf0.13NiSn(VII)

Ti0.64Hf0.36NiSn(VI)

Ti0.19Hf0.81NiSn(V)

HfNiSn

TABLE IX: Compositions of the stable Heusler phases with an error range of 3%.

stable composition. Two examples of SEM images of a phase separated and an almost clean

sample are shown in Figure 78. In Figure 79 the produced compositions (light blue) and the

detected phases (red) are indicated in the Gibbs triangle for the Ti(1−x)HfxNiSn system. In

the Figures 80-83, the measured physical properties of the Ti(1−x)HfxNiSn series are com-
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FIG. 79: The Ti(1−x)HfxNiSn series with the detected phases indicated in the Gibbs triangle.
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FIG. 80: Seebeck coefficient of the Ti(1−x)HfxNiSn series in comparison to the parent compounds.

pared. All samples of the Ti(1−x)HfxNiSn series are n-type semiconductors, indicated by the

negative values of the Seebeck coefficient (see Figure 80). Similar to the results in the two se-

ries above the samples with one Heusler phase with C1b structure or a decomposition of two
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FIG. 81: Electrical resistivity of the Ti(1−x)HfxNiSn series in comparison to the parent compounds.

Heusler phases with C1b structure exhibit high values of the Seebeck coefficient. The com-

positions are Ti0.05Hf0.95NiSn, Ti0.2Hf0.8NiSn, Ti0.5Hf0.5NiSn, Ti0.6Hf0.4NiSn, Ti0.7Hf0.3NiSn

and Ti0.8Hf0.2NiSn. Additionally, the results are in a good agreement with the stable phases

(see Table VIII or Figure 79). Also the values of the resistivity follow the same trend as

the values of the Seebeck coefficient (Figure 81). Analogous to the Zr(1−x)HfxNiSn series

the Ti(1−x)HfxNiSn samples with show high values of the Seebeck coefficient high values of

the thermal conductivity. The thermal conductivity of these samples seem to be dominated

by the crystallinity of the samples, except the sample Ti0.6Hf0.4NiSn, which exhibits a very

low conductivity. This can be seen in Figure 85, showing the values of lattice thermal con-

ductivity, which is almost the total thermal conductivity, because of the low impurities and

disorder. The electronic contribution to the thermal conductivity shows very small values,

because of the high resistivity values. The dependence of the lattice thermal conductivity on

the hafnium concentration (see Figure 86) shows that the Ti(1−x)HfxNiSn series is no solid

solution. As mentioned above the samples with high Seebeck coefficient, high crystallinity

and low impurities, exhibit high thermal conductivity. The lattice thermal conductivity

shows a slight increase at high temperatures, what happens due to bipolar contribution to

the conduction.[36] In Figure 83 the temperature dependence of the Figure of Merit is shown.
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Similar to the Zr(1−x)HfxNiSn seriesvthe Figure of Merit is dominated by the high values of

the Seebeck coefficient (see Table X). This is not unexpected because the resistivity values

are in the same order of magnitude and hence the impact on the Figure of Merit by the

Seebeck coefficient is high.

Composition Seebeck coefficient Resistivity Thermal conductivity Figure of Merit

Ti(1−x)HfxNiSn α [µVK ] ρ [Ohm m] κ [ W
Km ] ZT

HfNiSn -167 6.2·10−5 6.9 0.023

Ti0.05Hf0.95NiSn -293 9.2·10−5 8.1 0.040

Ti0.1Hf0.9NiSn -148 3.5·10−5 5.6 0.038

Ti0.2Hf0.8NiSn -304 8.6·10−5 5.4 0.097

Ti0.3Hf0.7NiSn -141 3.8·10−5 12.3 0.022

Ti0.4Hf0.6NiSn -199 3.2·10−5 14.3 0.034

Ti0.5Hf0.5NiSn -343 8.2·10−5 6.5 0.100

Ti0.6Hf0.4NiSn -294 5.8·10−5 1.9 0.272

Ti0.7Hf0.3NiSn -266 6.4·10−5 4.0 0.135

Ti0.8Hf0.2NiSn -274 4.4·10−5 11.8 0.056

Ti0.9Hf0.1NiSn -213 4.1·10−5 4.6 0.123

Ti0.95Hf0.05NiSn -210 3.8·10−5 6.1 0.097

TiNiSn -117 2.8·10−5 8.4 0.014

TABLE X: Physical properties of the Ti(1−x)HfxNiSn series in comparison to the parent compounds

at 350 K.
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FIG. 82: Thermal conductivity of the Ti(1−x)HfxNiSn series in comparison to the parent com-

pounds.
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FIG. 83: Figure of Merit of the Ti(1−x)HfxNiSn series in comparison to the parent compounds.

98



300 400 500 600 700 800 900
0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035
Ti

(1-x)
Hf

x
NiSn  x= 0.95

 x= 0.9
 x= 0.8
 x= 0.7
 x= 0.6
 x= 0.5
 x= 0.4
 x= 0.3
 x= 0.2
 x= 0.1
 x= 0.05

 

 

El
ec

tro
ni

c 
co

nt
rib

ut
io

n
 to

 th
e 

th
er

m
al

 c
on

du
ct

iv
ity

 
e [

W
 K

-1
 m

-1
]

Temperature T [K]

FIG. 84: Temperature dependence of the electronic contribution to the thermal conductivity of

the Ti(1−x)HfxNiSn series in comparison to the parent compounds.
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FIG. 85: Temperature dependence of the lattice thermal conductivity of the Ti(1−x)HfxNiSn series

in comparison to the parent compounds.
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FIG. 86: Lattice thermal conductivity at 300 K of the Ti(1−x)HfxNiSn series in dependence on the

hafnium concentration x.
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Ti(1−x)(Zr0.5Hf0.5)xNiSn

FIG. 87: Scanning electron microscope images of Ti0.2(Zr0.5Hf0.5)0.8NiSn (top) and

Ti0.4(Zr0.5Hf0.5)0.6NiSn (bottom).

To combine the three series above, but to avoid the complexity of three different pa-

rameters, one parameter was fixed. With respect to that the Ti(1−x)(Zr0.5Hf0.5)xNiSn series

was investigated. Except the samples with low Ti or (Zr0.5Hf0.5) concentrations all sam-

ples are phase separated (see Table XI). The XRD measurements show three samples with

phase separations, but the other XRD measurements of the series exhibit just a broad-

ening of the reflections, what can indicate that a sample consists of an additional phase

with similar lattice parameter. The fitted lattice parameters a and the phase composi-

tions are shown in Table XI. The obtained lattice parameters indicate a slight dependence

of the Ti concentration, but the phases detected by EDX show that just seven different
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Heusler C1b phases were found. Beside the parent phase, TiNiSn and Zr0.55Hf0.45NiSn(XIII),

Ti0.82Zr0.18NiSn(IX), Ti0.83Hf0.17NiSn(VII) found in the series above, only three phases were

obtained: Ti0.68Zr0.18Hf0.13NiSn(I), Ti0.43Zr0.28Hf0.29NiSn(III) and Ti21Zr0.40Hf0.39NiSn(IV).

Two examples of SEM images of a phase separated and an almost clean sample are shown

in Figure 87. The results are similar to the results of the other series. It is remarkable that

stable C1b phases are found from the other series above, hence these results are consistent

with the results from the other series. A slight relation seems to exist between the ”bi-

nary” (Zr(1−x)HfxNiSn, Ti(1−x)ZrxNiSn,Ti(1−x)HfxNiSn) series and this ”ternary” series (see

Figure 88).
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FIG. 88: The Ti(1−x)(Zr0.5Hf0.5)xNiSn series with the detected phases indicated in the Gibbs

triangle.
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Weighed composition Detected phases Ratio a

Ti(1−x)(Zr0.5Hf0.5)xNiSn [Å]

Zr0.5Hf0.5NiSn Zr0.49Hf0.51NiSn(XIII) 95% (XIII) 6.101(5)

Ti0.05(Zr0.5Hf0.5)0.95NiSn Zr0.53Hf0.47NiSn(XIII), Ti6Sn5 90% (XIII) 6.109(5)

Ti0.1(Zr0.5Hf0.5)0.9NiSn Zr0.53Hf0.47NiSn(XIII), Ti6Sn5 70% (XIII) 6.117(5)

Ti0.2(Zr0.5Hf0.5)0.8NiSn Ti0.18Zr0.42Hf0.40NiSn(IV), Ti0.44Zr0.26Hf0.28NiSn(III)
95%(IV )
5%(III) 6.090(5)

Ti0.3(Zr0.5Hf0.5)0.7NiSn Ti0.24Zr0.39Hf0.37NiSn(IV), Ti0.44Zr0.27Hf0.29NiSn(III), Ti6Sn5, Sn
80%(IV )
20%(III) 6.092(5)/6.013(5)

Ti0.4(Zr0.5Hf0.5)0.6NiSn Ti0.30Zr0.35Hf0.35NiSn(III), Ti0.65Zr0.22Hf0.13NiSn(I)
60%(III)
40%(I) 6.020(5)

Ti0.5(Zr0.5Hf0.5)0.5NiSn Ti0.39Zr0.28Hf0.34NiSn(III), Ti0.76Zr0.15Hf0.09NiSn(I)
50%(III)
50%(I) 6.050(5)/5.986(5)

Ti0.6(Zr0.5Hf0.5)0.4NiSn Ti0.46Zr0.26Hf0.27NiSn(III), Ti0.78Zr0.14Hf0.08NiSn(I)
50%(III)
50%(I) 6.045(5)/5.983(5)

Ti0.7(Zr0.5Hf0.5)0.3NiSn Ti0.54Zr0.21Hf0.26NiSn(III), Ti0.74Zr0.14Hf0.11NiSn(I)
30%(III)
70%(I) 6.001(5)

Ti0.8(Zr0.5Hf0.5)0.2NiSn Ti0.89Zr0.11NiSn(IX), Ti0.69Zr0.13Hf0.19NiSn(I)
60%(IX)
40%(I) 5.973(5)

Ti0.9(Zr0.5Hf0.5)0.1NiSn Ti0.87Hf0.13NiSn(VII), Ti6Sn5, ZrSn2 70% (VII) 5.957(5)

TiNiSn TiNiSn, Ni2TiSn, Ti6Sn5, Sn 85% TiNiSn 5.939(5)

TABLE XI: The phase compositions of the different Ti(1−x)(Zr0.5Hf0.5)xNiSn samples and the parent samples.
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Stable compositions

Zr0.49Hf0.51NiSn(XIII)

Ti0.18Zr0.42Hf0.40NiSn(IV)

Ti0.30Zr0.35Hf0.35NiSn(III)

Ti0.78Zr0.14Hf0.08NiSn(I)

Ti0.89Zr0.11NiSn(IX)

TiNiSn

TABLE XII: Compositions of the stable Heusler phases in an error range of 3%.

In Figures 89-92, the measured physical properties of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series

are compared to the parent TiNiSn and Zr0.5Hf0.5NiSn (also see Table XIII). All measured

values of the Seebeck coefficient (see Figure 89) for the Ti(1−x)(Zr0.5Hf0.5)xNiSn series are

negative, indicating n-type conduction. Analogue to the other series the samples, which
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FIG. 89: Seebeck coefficient of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent

compounds.

almost possess the composition of the detected stable phases, exhibit high values of the

Seebeck coefficient. It is also remarkable that samples with very similar phase composi-

tions have the same values of the Seebeck coefficient and resistivity (Ti0.4(Zr0.5Hf0.5)0.6NiSn,
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FIG. 90: Electrical resistivity of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent

compounds.

Ti0.5(Zr0.5Hf0.5)0.5NiSn). This shows that the measurements are consistent and that the

phase composition determines the transport properties. The resistivity values support the

results of the Seebeck coefficient values (Figure 90). In the measurements of the thermal con-

ductivity (Figure 91) the impact of the phase decomposition can be seen. All samples with

a decomposition of two Heusler C1b phases exhibit a visible low lattice thermal conductivity

due to the additional scattering at the grain and phase boundaries (see Figure 94). The

electronic thermal conductivity κe (see Figure 93) exhibits low values for the samples with

a phase separation, except the samples Ti0.3(Zr0.5Hf0.5)0.7NiSn and Ti0.8(Zr0.5Hf0.5)0.2NiSn.

This can be explained by impurities in sample Ti0.3(Zr0.5Hf0.5)0.7NiSn and by the presence

of the Ti0.89Zr0.11NiSn(IX) phase, which exhibits a low resistivity (see Figure 71) in sample

Ti0.8(Zr0.5Hf0.5)0.2NiSn (see Table XI). Figure 95 shows the dependence of the lattice ther-

mal conductivity on the Zr/Hf concentration. No solid solution is obtained. The samples

with phase separation exhibit low values due to the increased grain boundary scattering.

The samples with segregations, e.g. Zr/Hf 0.3, show higher thermal conductivities, because

of the mixture of Heusler phases, with low lattice thermal conductivities and binary alloys

which usually exhibit high lattice thermal conductivities in comparison to these Heusler

compounds. Figure 92 shows the temperature dependence of the Figure of Merit. The val-
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ues of the Figure of Merit are dominated by the high values of the Seebeck coefficient and

the mentioned low thermal conductivity.

Composition Seebeck coefficient Resistivity Thermal conductivity Figure of Merit

Ti(1−x)(Zr0.5Hf0.5)xNiSn α [µVK ] ρ [Ohm m] κ [ W
Km ] ZT

Zr0.5Hf0.5NiSn -154 1.3·10−4 2.3 0.024

Ti0.05(Zr0.5Hf0.5)0.95NiSn -34 6.7·10−6 8.0 0.007

Ti0.1(Zr0.5Hf0.5)0.9NiSn -63 2.5·10−5 9.5 0.005

Ti0.2(Zr0.5Hf0.5)0.8NiSn -392 2.8·10−4 4.6 0.036

Ti0.3(Zr0.5Hf0.5)0.7NiSn -38 1·10−5 10.1 0.004

Ti0.4(Zr0.5Hf0.5)0.6NiSn -88 2.7·10−5 4.5 0.019

Ti0.5(Zr0.5Hf0.5)0.5NiSn -87 3.2·10−5 4.6 0.016

Ti0.6(Zr0.5Hf0.5)0.4NiSn -127 5.5·10−5 6.1 3·10−4

Ti0.7(Zr0.5Hf0.5)0.3NiSn -242 1.3·10−4 2.5 0.060

Ti0.8(Zr0.5Hf0.5)0.2NiSn -55 1.4·10−5 5.7 0.011

Ti0.9(Zr0.5Hf0.5)0.1NiSn -28 1.7·10−5 6.0 0.002

TiNiSn -99 3.7·10−5 8.4 0.007

TABLE XIII: Physical properties of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent

compounds at 300 K.
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FIG. 91: Thermal conductivity of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent

compounds.
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FIG. 92: Figure of Merit of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent com-

pounds.
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FIG. 93: Temperature dependence of the electronic contribution to the thermal conductivity of

the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent compounds.
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FIG. 94: Temperature dependence of the lattice thermal conductivity of the

Ti(1−x)(Zr0.5Hf0.5)xNiSn series in comparison to the parent compounds.
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FIG. 95: Lattice thermal conductivity at 300 K of the Ti(1−x)(Zr0.5Hf0.5)xNiSn series in dependence

on the hafnium concentration x.
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TixZryHfzNiSn

FIG. 96: Scanning electron microscope images of Ti0.68Zr0.17Hf0.15NiSn (top) ,

Ti0.43Zr0.28Hf0.29NiSn (middle) and Ti0.21Zr0.40Hf0.39NiSn (bottom).

To prove the results from the series above, three stable Heulser phases with different

TixZryHfzNiSn ratios were produced and characterized. Additionally, samples with varied

Ti:Zr:Hf ratio were produced to see if the constructed Gibbs triangle works (Figure 97). The

compositions of the produced and the detected phases are shown in Table XIV. All detected

phases are in a good agreement with the results from the series above. The constructed Gibbs

triangle seems to work. After several optimization steps the stable Heusler phases with C1b

structure Ti0.21Zr0.40Hf0.39NiSn(IV), Ti0.43Zr0.28Hf0.29NiSn(III) and Ti0.68Zr0.17Hf0.15NiSn(I)

could be synthesized as single phase also. The SEM images are shown in Figure 96.

The physical properties of the stable phases are shown in Figures 98-102. The high values

of the Seebeck coefficient show that the crystallinity is high and that impurities and strain do

not influence the physical properties much. The resistivity values diverge between the sam-
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Weighed composition Detected phases Ratio

TixZryHfzNiSn

Ti0.4Zr0.48Hf0.12NiSn Ti0.64Zr0.36NiSn(X), Ti0.29Zr0.71NiSn(XI), Hf
20%(X)
80%(XI)

Ti0.5Zr0.4Hf0.1NiSn Ti0.70Zr0.30NiSn(X), Ti0.29Zr0.71NiSn(XI), Hf
30%(X)
70%(XI)

Ti0.6Zr0.32Hf0.08NiSn Ti0.77Zr0.23NiSn(IX), Ti0.39Zr0.61NiSn(XI), Hf
40%(IX)
60%(XI)

Ti0.7Zr0.24Hf0.06NiSn Ti0.83Zr0.16NiSn(IX), Ti0.65Zr0.35NiSn(X), Hf
50%(IX)
50%(X)

Ti0.4Zr0.24Hf0.36NiSn Ti0.70Zr0.16Hf0.14NiSn(I), Zr0.39Hf0.61NiSn(XIV)
30%(I)

70%(XIV )

Ti0.5Zr0.2Hf0.3NiSn TiNiSn, Zr0.38Hf0.62NiSn(XIV) 70%(XIV)

Ti0.6Zr0.16Hf0.24NiSn TiNiSn, Zr0.40Hf0.60NiSn(XIV) 80%(XIV)

Ti0.7Zr0.12Hf0.18NiSn TiNiSn, Ti0.66Hf0.34NiSn(VI), Zr 70%(VI)

Ti0.21Zr0.40Hf0.39NiSn Ti0.21Zr0.40Hf0.39NiSn(IV) 97%(IV)

Ti0.43Zr0.28Hf0.29NiSn Ti0.43Zr0.28Hf0.29NiSn(III) 95%(III)

Ti0.68Zr0.17Hf0.15NiSn Ti0.68Zr0.17Hf0.15NiSn(I) 95%(I)

TABLE XIV: The phase compositions of the different TixZryHfzNiSn samples.

ple Ti0.18Zr0.42Hf0.40NiSn(IV), Ti0.78Zr0.14Hf0.08NiSn(I) and Ti0.30Zr0.35Hf0.35NiSn(III). The

sample Ti0.30Zr0.35Hf0.35NiSn(III) and Ti0.78Zr0.14Hf0.08NiSn(I) show a comparable resistiv-

ity and comparable values of the Seebeck coefficient, in contrast to this a higher value of the

Seebeck coefficient and a higher resistivity are obtained in sample Ti0.18Zr0.42Hf0.40NiSn(IV).

The lattice thermal conductivity shows a remarkable low thermal conductivity for sample

Ti0.78Zr0.14Hf0.08NiSn(I), which also exhibits the highest electronic contribution to the ther-

mal conductivity. The trend of the lattice thermal conductivity is inverse to the trend of the

electronic contribution. The sample Ti0.18Zr0.42Hf0.40NiSn(IV), which exhibits the largest

values of the Seebeck coefficient, shows the highest lattice thermal conductivity possibly

due to the high crystallinity. The high contributions to the electronic thermal conductiv-

ity of sample Ti0.78Zr0.14Hf0.08NiSn(I) and Ti0.30Zr0.35Hf0.35NiSn(III) is caused by the low

electrical resistivity. The slight increase of the lattice thermal conductivity at high temper-

atures is due to bipolar contributions to the conduction.[36] The calculated Figure of Merit

shows a high value of ZT= 0.8 for the sample Ti0.78Zr0.14Hf0.08NiSn(I) due to the moder-

ate value of the Seebeck coefficient, the low resistivity and the low thermal conductivity.
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FIG. 97: The detected stable phases at 950◦C indicated in the Gibbs triangle.

The values of sample Ti0.18Zr0.42Hf0.40NiSn(IV) are dominated by high resistivity and the

high thermal conductivity, caused by the high crystallinity. This shows that not only a

high Seebeck coefficient leads to a high Figure of Merit, also a moderate value of the See-

beck coefficient and a low resistivity can lead to high value of the Figure of Merit. Sample

Ti0.30Zr0.35Hf0.35NiSn(III) exhibits a Figure of Merit of ZT= 0.5, because of the still high

thermal conductivity.
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Stable compositions

TiNiSn

ZrNiSn

HfNiSn

Zr0.85Hf0.15NiSn(XII)

Zr0.49Hf0.51NiSn(XIII)

Zr0.36Hf0.64NiSn(XIV)

Ti0.80Zr0.19NiSn(IX)

Ti0.66Zr0.34NiSn(X)

Ti0.29Zr0.71NiSn(XI)

Zr0.49Hf0.51NiSn(XIII)

Ti0.87Hf0.13NiSn(VII)

Ti0.64Hf0.36NiSn(VI)

Ti0.19Hf0.81NiSn(V)

Ti0.18Zr0.42Hf0.40NiSn(IV)

Ti0.30Zr0.35Hf0.35NiSn(III)

Ti0.78Zr0.14Hf0.08NiSn(I)

TABLE XV: Compositions of the stable Heusler phases with an error range of 3%.
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FIG. 98: Seebeck coefficient of the three stable phases with different TixZryHfzNiSn ratios.
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FIG. 99: Electrical resistivity of the three stable phases with different TixZryHfzNiSn ratios.
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FIG. 100: Thermal conductivity of the three stable phases with different TixZryHfzNiSn ratios
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FIG. 101: Temperature dependence of the lattice thermal conductivity and the electronic contri-

bution to the thermal conductivity of the three stable phases with different TixZryHfzNiSn ratios.
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FIG. 102: Figure of Merit of the three stable phases with different TixZryHfzNiSn ratios.
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TixZryHfzNiSn conclusion

In summary, in the quasi binary Zr(1−x)HfxNiSn system only three stable phases were

determined, except the parent compounds. The thermal conductivity of the samples with

almost one phase is in comparison to the parent compounds remarkably low, but the elec-

tronic properties are not adequate for the thermoelectric use. This is due to the fact that

not the pure stable compounds were synthesized. The sample Zr0.5Hf0.5NiSn accidentally

meets the stable composition and therefore shows the best thermoelectric properties in this

series.

The Ti(1−x)ZrxNiSn system also exhibits three stable phases. Two stable compositions were

accidentally synthesized and exhibit the highest values for the thermal conductivity, what

can be explained by the better crystallinity. One interesting result in this system is the

metallic behavior of the Ti0.3Zr0.7NiSn sample, which is one of the stable compositions.

Another result is that the two samples containing two Heusler phases exhibit low values

for the thermal conductivity and hence the best thermoelectric properties. The sample

Ti0.6Zr0.4NiSn, which consists of one Heusler phase and the binary phase ZrSn2, shows the

maximum value for the thermoelectric Figure of Merit ZT= 1.1 due to the especially low

thermal conductivity.

The Ti(1−x)HfxNiSn system as well shows three stable Heusler phases. The samples, which

almost consist of one Heusler phase, show the highest values for the Seebeck coefficient

and the highest thermal conductivity due to the higher crystallinity. The samples with two

Heusler phases again exhibit low values for the thermal conductivity, but the Ti0.4Hf0.6NiSn

sample, which consists of two Heusler phases, has an unusual high thermal conductivity,

showing that not every phase decomposition leads to an improvement of the thermal con-

ductivity.

In the Ti(1−x)(Zr0.5Hf0.5)xNiSn system also three stable Heusler phases were obtained. Ex-

cept one sample, all samples with two Heusler phases exhibit low values for the thermal

conductivity. The samples, which consist of almost one Heusler phase, exhibit the highest

values of the Seebeck coefficient and the highest values of the resistivity. This characterizes

the stable Heusler phases, what can be seen in the values of the transport properties of the

stable phases (see Figures 98-102). In addition to the determination of the transport prop-

erties, hard x-ray photoelectron spectroscopy was applied to one of the stable compositions
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(see Figure 103). A high intensity next to the Fermi energy was observed and explains the

high values for the Seebeck coefficients. The valence band in the HAXPES is indicated in

Figure 103 and exhibits a high intensity, which is related to a high density of states. Also the

localized states (in-gap states) of the n-type semiconductor can be seen and are indicated.

The gap between the valence band and the localized states, which are located at the edge

of the conduction band can be determined as Egap= 0.46 eV.

It was shown that the TixZryHfzNiSn system is not a solid solution. The analogy of the com-

position of the stable phases is remarkable, but this can be explained by possible eutectics

or peritectics in the quasi binary systems. Additionally, the analogy is not as surprisingly

by taking the chemical relationship of titanium, zirconium and hafnium into account.
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FIG. 103: Valence band (left) and Fermi energy (right) of Ti0.21Zr0.40Hf0.39NiSn measured by hard

x-ray photoelectron spectroscopy.
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C. Element substitutions in the phase separated system Ti0.5Zr0.25Hf0.25NiSn

The X-ray diffraction pattern (Fig.104) of the samples could be fitted by three Heusler

phases with C1b structure (216 ,F43m), which exhibit very similar lattice parameters.

The determined lattice parameter of the three phases are a1= 5.989 Å, a2= 6.029 Å and

a3=6.075 Å. In comparison to the lattice parameter of the ternary compounds TiNiSn a=

5.939 Å, ZrNiSn a= 6.121 Å and HfNiSn a= 6.091 Å it is possible to estimate the composition

of the three phases qualitatively. The phase with the smallest lattice parameter a1= 5.989 Å

is very similar to the TiNiSn lattice parameter, what indicates a Ti-rich phase. The phase

with the largest lattice parameter a3= 6.075 Å seems to be a Hf-rich phase because of the

very similar lattice parameter in comparison to the HfNiSn lattice parameter.
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FIG. 104: (220) reflection measured by synchrotron radiation.

Figure 105 shows the element-specific EDX mappings of the Ti0.5Zr0.25Hf0.25NiSn com-

pound. Brightness indicates high concentration of the respective constituent. These map-

pings are exemplary for all Ti0.5Zr0.25Hf0.25NiSn(1−x)Z x | Z: Sb, Bi, Te; x: 0-0.006 compounds.

The elements-specific EDX mappings show that Zr, Sn and Ni is almost homogeneous dis-

tributed over the whole measurement area. In comparison to this, the Ti and Hf mappings

behave complementary, forming a homogeneous decomposition. The shape of the precipi-

tates indicates semicoherent interfaces, which fit well to the X-ray diffraction results showing
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FIG. 105: Element-specific EDX mappings of the five constituents of the phase separated

Ti0.5Zr0.25Hf0.25NiSn compound with brightness proportional to the concentration.

that at least three phases with the same crystal structure and similar lattice parameters are

coexisting. Additionally, small bright spots are recognizable in the Hf mapping, which could

be explained by small pure Hf inclusions. These Hf inclusions can act as possible nucleation

seeds, which were formed first of all during the cooling process due to the high melting

point of Hafnium. Above 1740◦C Hafnium exhibits a bcc crystal structure (229, Im3m, a=

3.615 Å[83]), what is convenient for the forming of the Heusler phases (lattice mismatch in

Hf [111] direction ≈ 3 %).

In Figure 106 the temperature dependence of the resistivity measurements of the

Ti0.5Zr0.25Hf0.25NiSn(1−x)Z x | Z= Sb, Bi, Te; x= 0-0,006 samples is shown. The slightly

discontinuous behavior at 400 K is a result of different contacting methods (PPMS: firmly

bonded contacts, LSR: force-fitted contacts). The electrical resistivities of the parent phase,

the 10/00 Sb sample and the 20/00 Bi sample show semiconducting behavior, i.e. resistivity

decreases with increasing temperature. The resistivities of the 20/00 Sb and 20/00 Te doped

samples show an almost temperature independent behavior and the 60/00 Sb sample clearly

shows metallic behavior. With increasing antimony concentration the resistivity decreases

due to the increasing carrier concentration - antimony exhibits one valence electron more

then the substituted tin. In Figure 107 the dependence of the Seebeck coefficient on the
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electrical conductivity is shown. Except the 60/00 Sb sample, all antimony substituted sam-

ples exhibit the same development, what probably indicates the same electronic structure

and that the changes in the electronic properties are only due to the increasing carrier

concentration. To prove the influence of other elements on the carrier concentration, we

substituted the antimony with bismuth, which is isoelectronic in comparison to antimony,

but slightly bigger, and with tellurium, which exhibits one valence electron more and is

smaller than the antimony atom. The 20/00 Bi sample shows semiconducting behavior, but a

slightly higher resistivity than the 20/00 Sb sample. If the values of the Seebeck coefficients

of the 20/00 Sb sample and the values of the 20/00 Bi sample are compared, there is almost no

difference. That is because antimony and bismuth are isoelectronic and hence bismuth does

not increase the carrier concentration. Thus the values of the Seebeck coefficient, which are

sensitive to the carrier concentration, do not change. This can also be seen in Figure 107,

the developing of the Seebeck coefficient in dependence on the electrical conductivity for

both samples is almost the same, meaning that the mobility does not change and hence

the electronic structure is almost the same. The development of the parent compound and

the sample with 10/00 Sb are also almost the same, meaning that the electronic structure is

the same and thus the change of the electronic properties is only dependent on the carrier

concentration. The 20/00 Te substitution should increase the carrier concentration in com-

parison to the 20/00 Sb substitution, because tellurium exhibits one valence electron more

than antimony. The influence of the higher carrier concentration in the 20/00 Te sample can

be seen in the measurement of the Seebeck coefficient (see Figure 106), which drops down

due to the higher carrier concentration. However, the development of the Te substituted

sample in Figure 107 shows that the electronic structure is different to the Sb substituted

sample, what can be seen by the different development. All resistivity measurements con-

verge to the value of ρ ≈ 1·10−5Ohm·m at high temperatures. The difference between the

highest and the lowest resistivity value of the antimony substituted samples is at 2 K three

orders of magnitude, showing the huge impact of the Sb doping. The results of the See-

beck coefficient measurements show that all samples exhibit a negative Seebeck coefficient

indicating n-type conduction (see Fig.106). The Seebeck coefficient of all antimony samples

except the 60/00 Sb sample decrease until approximately 400 K. The 60/00 Sb sample shows

a minimum in the Seebeck coefficient at 800 K. The minimum value of - 290 µV
K

at 400 K

is exhibited by the sample with 10/00 Sb. Above a Sb value of 10/00 all values of the Seebeck
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FIG. 106: Temperature dependence of the resistivity and Seebeck coefficient of the

Ti0.5Zr0.25Hf0.25NiSn(1−x)Y x compounds.

coefficient increase with increasing Sb concentration. This can be explained by the creation

of sharp states very close to the Fermi energy due to the distortion of the lattice of the

parent phase.[5, 31, 38, 58–62] These sharp states lead to a high Seebeck coefficient, because

the Seebeck coefficient depends on the density of states close to the Fermi energy and on the

developing of the band near the Fermi energy.[24] The values of the Seebeck coefficient of all

antimony samples increase above 500 K, due to the increasing electrical conductivity. The

Seebeck coefficient of the tellurium sample decreases until 650 K and exhibit a value in the

same order of magnitude like the 60/00 Sb sample. The Seebeck coefficient of the 20/00 bismuth

substituted sample shows almost the same behavior as the 20/00 Sb sample. As mentioned

above the influence of the higher carrier concentration in the tellurium substituted sample

is obvious in the measurements of the Seebeck coefficient, recognizable by the higher value

of the Seebeck coefficients in comparison with the 20/00 Sb sample.

Figure 108 shows the temperature dependence of the thermal conductivity. The decreas-

ing thermal conductivity at high temperatures shows the for Umklapp process typical 1/T

behavior until approximately 700 K. At temperatures above 700 K the thermal conductivity

of all sample increases due to higher contributions of the electronic thermal conductivity (see
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FIG. 107: Electrical conductivity dependence of the Seebeck coefficient of the

Ti0.5Zr0.25Hf0.25NiSn(1−x)Y x compounds.

Figure 109) . The samples with 60/00 Sb and 20/00 Te exhibit higher thermal conductivities

at room temperature in comparison to all the other samples which exhibit almost the same

value at room temperature. This result for the 60/00 Sb sample can be explained by a

higher resistivity and thereby the higher electronic contribution to the thermal conductiv-

ity. Concerning the 20/00 Te sample the results are explainable by the higher lattice thermal

conductivity. The lattice thermal conductivity of the parent compound exhibits the highest

value in comparison to the Sb substituted samples, because the structure is not disturbed

by the Sb substitution. The especially low thermal conductivity of the 20/00 Sb substituted

samples is the consequence of the phase separation combined with a structural disorder due

to the substitution, which produces additional phonon scattering, and the moderate resis-

tivity. The lattice thermal conductivity of the Te and Bi substituted sample are in the same

order of magnitude of the parent sample. The Te substituted sample exhibits the highest

lattice thermal conductivity of all samples possibly due to the small atomic size, leading to

lower distortion. The increase of the lattice thermal conductivity of the 10/00 Sb, 2
0/00 Te and

20/00 Bi are due to the bipolar diffusion.[36] The combined results of the Seebeck coefficients,

the resistivities and the thermal conductivities lead to high values for the Figure of Merit
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FIG. 108: Temperature dependence of the Figure of Merit and the thermal conductivity of the

Ti0.5Zr0.25Hf0.25NiSn(1−x)Y x compounds.

(see Figure 108). The maximum value is exhibited by the sample with 20/00 Sb with ZT =

1.2 at 830 K.

In summary, it has been shown that the high Figure of Merit values reported by Shutoh et

al.[76] could almost be reproduced. The origin of the exceptional low thermal conductivity

is the decomposition in the compounds, which does not influence the electrical conductivity

significantly because of semi-coherent interfaces between the three coexisting Heusler phases.

These intrinsic properties of the Ti0.5Zr0.25Hf0.25NiSn(1−x)Z x | Z= Sb, Bi, Te; x= 0-0.006

system show that Heusler compounds are competitive in matters of the transport properties

and exhibit mechanical properties, which exceed the once of the most common thermoelectric

materials (hardness ≈ 900VH1 [15]). Additionally, it has been shown that the Heusler

compounds are tunable by doping with several elements, what allows designing the material

for a suggested application.
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FIG. 109: Temperature dependence of the lattice thermal conductivity and the electronic contribu-

tion to the thermal conductivity of the phase separated Ti0.5Zr0.25Hf0.25NiSn(1−x)Y x compounds.
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V. CONCLUSION

In the first part (chapter A) of this work the influence of element substitutions on the

system Zr0.5Hf0.5NiSn was investigated. The Zr/Hf position was substituted with V, Nb, Mn

and the Ni position with Ag to improve the n-type thermoelectric behavior. The Sc, Y and

Al substitutions were done to produce a p-type thermoelectric material. This was supposed

to show the benefit that the thermoelectric pair (n-type and p-type material) exhibits the

same mechanical properties, e.g. thermal expansion coefficient or hardness, which simplifies

the implementation of the Heusler materials in a thermoelectric module. Additionally, the

industrial up-scaling would be easier, because of the same process parameter, e.g. heat treat-

ment or melting point. The substitutions on the Zr/Hf position lead to improvements of the

thermoelectric properties, e.g. the vanadium substitution increased the values for the Figure

of Merit by a factor of 4 and the niobium substitutions by a factor of 5. The substitutions

with scandium and yttrium caused p-type semiconducting behavior, as expected the Figure

of Merit was still not comparable with the values for the n-type materials. In all samples,

except the p-type conducting samples, high values for the Seebeck coefficient are obtained at

low substitution concentrations, what can be explained by the creation of resonant levels or

in-gap states in the conduction band next to the Fermi energy.[58, 59] These states produce

a high density of states next to the Fermi energy, which lead into high values of the Seebeck

coefficient. This phenomenon is reported in several publications [16, 84, 85] and is easy to

apply to other Heusler compounds. Altogether, the substitution is an effective method to

optimize the electronic properties of Heulser compounds.

In chapter B the TixZryHfzNiSn system was investigated. After the reproduction of several

samples from the literature consisting of TixZryHfzNiSn, it was recognized that these samples

show a phase separation.[76, 77] The intention was to determine the origin of these phase

separations and to use this knowledge afterwards for a controlled reduction of the thermal

conductivity. The results of this investigation are very interesting. In every quasi binary sys-

tem, e.g. Ti(1−x)HfxNiSn, three different compositions are stable Heusler phases. Altogether

twelve stable phases plus the three parent phases were obtained in the TixZryHfzNiSn system

and a Gibbs triangle for 950◦C was constructed (see Figure 97). The transport properties

of all synthesized samples were determined and they show that the pure Heusler phases

exhibit high values of the Seebeck coefficient and semiconducting behavior of the resistivity.
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Additionally, hard x-ray photoelectron spectroscopy measurements show high crystallinity

recognizable by the high density of states next to the Fermi energy, which causes the high

values of the Seebeck coefficient, and the missing in-gap states or resonant levels, which

were produced by impurities, structural stress or disorder (see Figure 103). A second re-

markable result of the transport properties is that the phase decomposition of two Heusler

phases can significantly reduce the thermal conductivity without destructing the electronic

properties. It was also shown that phase separations with one Heusler phase and another

binary phase destroy the thermoelectric properties. Overall, the stable Heusler phases in

the TixZryHfzNiSn system can be synthesized and exhibit transport properties, which are

expected for samples with high crystallinity and low disorder, what is also indicated by the

relative high thermal conductivity (see Figure 102).

In chapter C the phase separated compound Ti0.5Zr0.25Hf0.25NiSn was optimized by substitu-

tions on the tin position, which exhibit an improved thermal conductivity. The dependency

of the electronic properties on the substitution is recognizable and improves the thermoelec-

tric properties. A maximum value of the Figure of Merit ZT= 1.2 at 830 K was achieved

at a substitution of 20/00 Sb on the tin position. This is up to now the highest reported and

reproduced ZT value of a Heusler compound in the literature.

VI. OUTLOOK

The main disadvantage of Heusler compounds still is the high lattice thermal conductivity.

Heusler compounds with C1b structure usually exhibit high electrical conductivities in com-

parison to other thermoelectric materials and moderate values for the Seebeck coefficient.

One suggestion to reduce the thermal conductivity is to apply a phase decomposition on the

thermoelectric system, which causes additional phonon scattering at the grain boundaries.

In the most cases the size of the decomposition is hard to control and it is not temperature

stable. Another thought is to implement a nanostructure by powdering the thermoelec-

tric material followed by a sintering step via spark plasma sintering or hot-pressing. The

drawback of this method is that in almost all cases the nanostructure vanishes during heat

treatment or one thermoelectric cycle. This is caused by grain coarsening, which is a typical

phenomenon [9], but decreases the thermoelectric efficiency with every thermoelectric cycle.

The results from this work enable to combine the advantages of both methods described
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above. The idea is to produce two of the thermodynamic stable Heusler phases with ad-

equate electronic properties separately. The next step is to pulverize the samples with a

determined particle size, e.g. nano particles via high energy mechanical alloying. After the

pulverization the two stable phases are mixed in a certain ratio and sintered by the spark

plasma sintering process. The advantage of this method is that the phase decomposition can

be controlled by the particle size of the synthesized Heusler phases and the ratio of the two

Heusler phases. Another advantage is that due to the fact that two thermodynamic stable

Heusler phases are present in the new composite sample, the grain coarsening is reduced

or vanishes completely. The third advantage is that this method could easily be up scaled

for industrial processes. The idea to produce a Heusler composite material consisting of

the determined stable Heusler phases allows to synthesize composite Heusler materials with

demanded properties. It is possible to mix two or more different Heusler phases to produce

the determined micro or nano structure, which leads to designated transport properties for

industrial applications. This is not constricted to thermoelectric materials, in principle this

method can also be used for other applications.
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