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Summary

This thesis focuses on the investigation of models of locally stiff polymers in the melt by means
of molecular dynamics simulations. In particular, the local properties in statics and dynamics are
examined. Two simulation models are used: first, a generic polymer model with only the stiffness
entering as a parameter characterizing specific polymers. This model allows for the simulation of
relatively large time and length scales. Additionally, detailed atomistic simulations of a model of
trans-polyisoprene were carried out. The model parameters were derived from a mixture ofab
initio quantum chemistry and a newly developed automatic procedure for force-field parameteri-
zation.

With the first model the statics and dynamics ofwormlike chainpolymers in the melt can be
observed. The static properties arise as expected from theory. The overall structure of the melt
consists of Gaussian random walk chains, which are stretched on very local scales. Thus, the
blob concept is suitable as static description. Local orientations depend on stiffness only weakly
although they are present on the scale of a few monomeric units.

This, however, changes drastically in the dynamics. The reptation model for long chains in
the melt is no longer able to fully describe the encountered dynamics. This is the main result of
this work. Long chains move as if confined to tubes. Yet, this motion depends considerably on
stiffness. Fully flexible chains move as expected, whereas chains of the relatively weak stiffness
leading to a persistence length of five monomer units move almost only along their contour, as
transversal motions are effectively suppressed. This leads to the missing of thet1/4 behavior in
the segmental motion commonly regarded as marking observable for reptation. For these chains
the behavior of double-quantum NMR experiments could be reproduced qualitatively where a
two-stage reorientation is observed. So the dynamics reflects experimental results in large even
with such a simple model. It is no longer possible to define an entanglement length for stiffer
chains in a simple way. For chains of stiffness five the entanglement length already approaches
the persistence length. A more detailed study of the interdependence of these lengths especially
at higher stiffnesses was prohibited by the nematic ordering transition which occurs in the melt
quite early. Dynamic structure functions and primarily visualizations indicate as well that the chain
motion is effectively confined to a tube.

The atomistic polyisoprene model was compared with different experiments, primarily NMR.
A two stage reorientation appears in these oligomers where the first stage is contingent on the high
frequency bond vibrations and the second stage on the overall reorientation of the short chains.
To generate different independent starting configurations the end-bridging Monte Carlo technique
was adapted to the polymer under study. In the subsequent molecular dynamics simulations experi-
mental results could be reproduced qualitatively and semiquantitatively. Differences to simulations
of cis-polyisoprene from other groups could be observed. Nevertheless, the findings are all in all
comparable.

Finally, the model-free mapping of time and length scales of the two different models was a
success with respect to reorientation behavior although the Rouse modes cannot be mapped onto
each other.
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Zusammenfassung

Die vorliegende Arbeit besch¨aftigt sich mit der Untersuchung von Polymeren mit intrinsischer
Steifigkeit. Es werden vor allem lokale statische und dynamische Eigenschaften anhand zwei-
er verschiedener Simulationsmodelle betrachtet. Das erste ist ein generisches Polymermodell, bei
dem nur die Steifigkeit als ein das spezifische Polymer charakterisierenden Parameter eingeht. Die-
ses Modell erlaubt die Simulation ¨uber relativ große Zeitspannen und L¨angenskalen. Als zweites
wird mit Hilfe einer Mischung ausab initio Quantenchemie und einem neuentwickelten Verfahren
zur Kraftfeldoptimierung ein detailliertes atomistisches Modell f¨ur trans-Polyisopren entwickelt.

Mit Hilfe des ersten Modells k¨onnen Statik und Dynamik wurmartiger Ketten beobachtet wer-
den. Die statischen Eigenschaften ergeben sich, wie theoretisch f¨ur eine Schmelze erwartet. Die
Gesamtstruktur der Ketten in der Schmelze besteht aus Gaussschen Irrfl¨ugen, die auf lokalen Ska-
len gestreckt sind. Daher ist das Blob-Konzept eine angemessene statische Beschreibung. Die
lokalen Orientierungen h¨angen nur schwach von der Steifigkeit ab, obwohl sie durchaus ¨uber
mehrere Monomereinheiten hinweg beobachtet werden k¨onnen.

In der Dynamikändert sich dieses Bild grundlegend. Das Reptationsmodell kann die beob-
achtete Dynamik f¨ur lange Ketten nicht mehr angemessen beschreiben. Dies ist das zentrale Er-
gebnis der Arbeit. Lange Ketten bewegen sich, als ob sie in R¨ohren gezw¨angt wären; jedoch ist
die Bewegung stark abh¨angig von der Steifigkeit. Voll flexible Ketten bewegen sich wie erwartet,
während sich Ketten mit einer relativ schwachen Steifigkeit, die zu einer Persistenzl¨ange von f¨unf
Monomereinheiten f¨uhrt, fast ausschließlich entlang ihrer Kontur bewegen, da Transversalbewe-
gungen durch die Steifigkeit effektiv unterdr¨uckt werden. Insbesondere kann dast1/4-Verhalten in
der Segmentbewegung, das ¨ublicherweise als Indikator f¨ur Reptation benutzt wird, nicht mehr be-
obachtet werden. F¨ur Ketten dieser Art konnte qualitativ das Verhalten reproduziert werden, das
in Doppelquanten-Kernspinresonanz (NMR)-Experimenten beobachtet wird. Es handelt sich um
einen Zweistufenprozess. Die Dynamik solch einfacher Modelle kann damit zur Beschreibung der
experimentellen Realit¨at herangezogen werden. Eine Verhakungsl¨ange lässt sich f¨ur solche Ketten
kaum mehr definieren, da f¨ur Ketten mit einer Persistenzl¨ange von f¨unf Monomeren die Verha-
kungslänge etwa genauso kurz ist wie die Persistenzl¨ange. Eine genauere Untersuchung dieser
Abhängigkeit bei steiferen Ketten war aufgrund des nematischen Phasen¨ubergangs, der in einer
dichten Schmelze derartiger Ketten sehr fr¨uh eintritt, nicht möglich. Dynamische Strukturfunk-
tionen und insbesondere die direkte Visualisierung der Ketten verdeutlichen die effektiv auf eine
Röhre beschr¨ankte Bewegung.

Das atomistische Polyisoprenmodell wurde mit verschiedenen Experimenten, haupts¨achlich
NMR, verglichen. Ein Zweistufenprozess findet sich bei diesen Oligomeren, wobei die erste Stufe
von den hochfrequenten Bindungsschwingungen abh¨angt, die zweite Stufe hingegen die Gesamt-
reorientierung der Kette widerspiegelt. Um mehrere unabh¨angige Startkonfigurationen zu erhal-
ten, wurde das

”
endenverbindende“ Monte-Carlo-Verfahren auf dieses Isomer angepasst. In den

anschliessenden Molekulardynamiksimulationen bei verschiedenen Temperaturen konnten quali-
tativ und semiquantitativ experimentelle Ergebnisse reproduziert werden. Ebenso werden Unter-
schiede zu Simulationen ancis-Polyisopren anderer Gruppen festgestellt, die allerdings nicht sehr
groß sind.

Zuletzt wurden die L¨angen- und Zeitskalen der beiden Modelle erfolgreich aufeinander abge-
bildet, wobei, obwohl die explizite Dynamik nicht die gleiche ist, Diffusion und Reorientierung
jedoch mit der gleichen Abbildung beschrieben werden k¨onnen.
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1 Polymers - A challenge on various scales

In the modern world, one cannot escape polymers - be it simple applications like plastic foil pack-
aging through food technology, e. g. all the fat substitutes in low fat products are polymeric, or
high performance materials in the clothing industry or even space technology. No other class of
materials is so diverse and multi-functional. Even DNA which stores the human and all creatures’
genome is a polymer. There are plenty of reasons for looking into generic features of the whole
class of materials as well as for special features of a specific synthetic or naturally abundant poly-
mers.

Polymers are chain molecules, characterized by the repetition of chemically equal or simi-
lar units (monomers). The most simple polymers are therefore chains of equal repeat units (ho-
mopolymers). There are several more complex variants, including topologically more complex
ones when multi-functional units are introduced leading to stars, brushes or networks. Chemically
more complex polymers are obtained when different repeat units along the chain line up randomly,
alternatingly or in blocks (see fig. 1.1). One of the major challenges in polymer science is the large
range of time and length scales spanning from interatomic bond distances (a fewÅ) to macro-
scopic scales. They require one to apply various experimental techniques like nuclear magnetic
resonance (NMR) [SRS94], neutron [ZRF+92, ZAC+95, SFL+98] and X-ray [Ale69] scattering,
rheology [OMK70], atomic force microscopy [PSD95] and many others (see e.g. [Str97]) in order
to elucidate the interesting and complex properties.

This challenge makes it even more demanding to understand polymers from a theoretical point
of view. It is essential to combine different theoretical approaches developed independently in vari-
ous fields of physics and theoretical chemistry which cannot not be easily interlinked. Perturbation
theories depend on the dominance of one interaction or length scale over all the others, only treated
as perturbations. Therefore, such theories are often not applicable to polymers due to the complex
interrelation of length and time scales. A fundamental property of polymer chains is, that they can-
not cross each other, as this would break chemical bonds and violate the excluded volume. This is
difficult to incorporate into a theory as the resulting topology conservation imposes constraints on
the equations of motion.

Computer simulations can contribute substantially to the understanding of physics and chem-
istry. They are the means of study applied in this thesis. Here, the different scales pose a severe
problem. Actually, it is the hardest task in simulations to deal with all the length and time scales
because the time step of the simulations is set by the fastest motion. This motion, however, is often
not very important for answering the typically “interesting” mesoscopic or macroscopic questions.
But in order to keep a correct dynamics, one has to be careful in integrating out these fast degrees
of freedom correctly. The big advantage of simulations is the free access to all information about
the system at all times. One knows “everything”. However, simulations are only models of reality.
One has always to validate them against experiments or analytic theory, and refine the model if
necessary.

The subject of this work is the melt state of polymers, which is very interesting from the point

13
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linear homopolymer

star polymer

polymer comb

block copolymer

random copolymer

sequential copolymer

Figure 1.1: Illustration of some topological polymer classes and of classes of copolymers. More
complex copolymers are realized if more types of monomeric units are introduced.
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of view of its dynamics depending on the degree of polymerization, i.e. the chain length. The
properties change drastically from liquid-like to rubbery behavior as the chain length increases.
Moreover, they are viscoelastic. They behave liquid-like if slow deformations are applied. In the
high-frequency range they respond elastically to deformations like a solid. An important example
for a polymer melt is non-vulcanized rubber, as e.g. polyisoprene. Besides, the melt state is crucial
to polymer processing as most polymers in industrial applications are processed in their melt state,
e.g. by injection molding. Thus, the technological relevance of a better understanding of polymer
melts is obvious.

This thesis now deals on one hand with a very simple generic model of polymers that are just
beads connected by springs. This model allows the investigation of generic questions on meso-
scopic length scales where the detailed chemistry is of minor importance. On the other hand, a
specific model fortrans-polyisoprene is developed and examined in detail in order to be able to
compare more directly to experimental data. Both approaches study different parts of the problems.
The main focus is on the local scale structure and dynamics of chains in the melt. Recent nuclear
magnetic resonance experiments on polybutadiene melts found local scale dynamics which cannot
yet be explained completely by existing theories [GHS98]. Local reorientation dynamics is a main
prerequisite for the understanding of such modern NMR experiments. Therefore, the reorientation
of bond and segment vectors along polymer chains is a major issue of study in the subsequent
chapters.

For the not too distant future, it would be desirable to calculate material properties of not yet
synthesized polymers. To do this, one would need a link between the atomistic and the macro-
scopic length scales. Nowadays, however, even the local scale is not fully understood. This thesis
wants to contribute to the understanding of local-scale phenomena in polymers; especially the
influence of different chemical architectures, which express themselves in different stiffness, is
under investigation.

This thesis is organized as follows. Chapter 2 reviews several important theoretical concepts
for the understanding of polymer-melt statics and dynamics together with experimental observa-
tions. The following chapter discusses methods and models for polymer simulations. Chapters 4
and 5 present static and dynamic observations in the generic model as a function of stiffness.
In chapter 6, a detailed polyisoprene model is developed and discussed. Finally, conclusions are
drawn by linking the different length scales.





2 Description of polymers - Important
results and models

The static structure and the dynamics of polymer chains are at the focus of several theoretical con-
cepts. This chapter first provides a summary of models describing the static observables of polymer
chains in the melt. Then, two of the most prominent dynamical models, the Rouse and the rep-
tation model, are recapitulated in order to put the current work in the appropriate framework. A
more detailed description is given in the original literature [Rou53, de 71] as well as in standard
text books [de 79, DE86]. The Kratky-Porod model of semiflexiblity and some recent approaches
to combine semiflexibility with entanglements are presented in sections 2.1.2 and 2.4. As nuclear
magnetic resonance (NMR) experiments are addressed in the subsequent chapters, some funda-
mental connections between reorientation of polymer chains and NMR observables are discussed
as well.

2.1 Static structure of flexible and semiflexible chains

2.1.1 The random walk of a flexible chain

In the most primitive model of a polymer, the monomers are simply connected beads without
any correlation. If there are correlations, one maps more than one real monomer onto one bead
to arrive at the length scale appropriate for this treatment. The polymer configuration performs a
random walk (RW) in three dimensional space. The mean squared end-to-end distance of a chain
consisting ofN beads connected by fixed bonds of lengthlb is given by

〈 ER2
e-e

〉
=

〈( ERN − ER1

)2〉

=
〈( N−1∑

i=1

[ ERi+1 − ERi ]
)2〉

=
〈 N−1∑

i, j =1

( ERi+1 − ERi )( ERj +1 − ERj )
〉

RW=
〈 N−1∑

i=1

( ERi+1 − ERi )
2
〉

= (N − 1)l 2
b. (2.1)

The second to last equality is true because of the absence of correlations, so that only the diagonal
terms contribute to the average.
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18 2 Description of polymers - Important results and models

An experimentally accessible measure, e.g. by small angle neutron scattering or light scatter-
ing, for the size of a polymer chain is its radius of gyration

Rgyr =
√√√√ 1

2N2

N∑
i, j =1

〈
( ERi − ERj )2

〉
=
√√√√ 1

N

N∑
i=1

〈
( ERcm − ERi )2

〉
, (2.2)

ERcm = 1

N

N∑
i=1

ERi , (2.3)

where ERcm is the position of the center of mass of a chain. The radius of gyration averages over all
distances between monomers on a chain.

In the case of a random walk, often referred to as Gaussian chain, the radius of gyration and
the end-to-end distance are related by

ER2
gyr = ER2

e-e

6
. (2.4)

This is not the case for other conformations. If the chain is more elongated the ratio becomes
smaller (1/12 for an infinitely thin rod), a more collapsed conformation has a bigger ratio (1/3 for a
sphere).

2.1.2 Effects of stiffness

Real polymers are not fully flexible, especially not on local scales. They cannot fold back onto
themselves. Moreover, most of them have an intrinsic stiffness leading to locally stiff parts of
more than one monomer size. To describe this, one needs a model including local stiffness or even
semiflexibility. In the context of this work, semiflexibility means a constant stiffness along the
chain backbone. For thestaticsof a melt the “blob model” provides a good description. It claims
that all localintra-chain interactions lead just to a prefactor in the random walk extension

R2
e-e = CN(N − 1)l 2

b . (2.5)

The constantCN depends on chain length. In the limit of long chains, however, it must become
independent of chain length, as all local features become irrelevant. Then one can write:

R2
e-e = C∞(N − 1)l 2

b . (2.6)

So all local interactions are summarized into an effective monomer size beyond which generic
scaling arguments apply. This length scale is called the Kuhn lengthlK [Kuh34] and defined as

lK = 〈 ER2
e-e〉

R(max)
e-e

= 〈 ER2
e-e〉

(N − 1)lb
= C∞lb (2.7)

with R(max)
e-e the maximum possible length of the end-to-end vector in fully stretched conformation.

Direction correlations of neighboring bonds can be used to define another length, thepersistence
length lp. It is the length on which such correlations decay. Local potentials lead to a short-range
exponential decay. Then the persistence length in monomer units is defined as in equation (2.8)〈

Eu(n)Eu(n ± j )
〉
= e− j/lp . (2.8)
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k
−
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I
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S
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ln k

ln k
− ν

1

1 Figure 2.1: The different regimes of the single
chain structure factor of a semiflexible chain in
the melt in double logarithmic representation.

The vectorEu(n) is a tangent vector on the chain characterizing the direction of monomern. Orig-
inally, the persistence length comes from thewormlike-chain picture (see below).

Static single chain structure factorsSSC(k), which can be measured by different scattering
techniques [Str97], support the blob picture. The structure factor is the three-dimensional Fourier
transform of the monomer positions. Here only the spherical average is needed, so that the wave-
vectorEk and the position vectorsERj of bead j on the chain appear only with their moduli

SSC(k) =
〈 ∣∣∣∣∣∣

N∑
j =1

exp(ik Rj )

∣∣∣∣∣∣
2 〉

. (2.9)

For a continuous fractal curve in three dimensions the structure factor decays with a simple
scaling exponent relating to the fractal dimension of the curve. Polymers are not true fractals as
they are finite and cannot be self-similar on all scales. An ideal random walk is a fractal curve
with a dimension of 2 embedded in three-dimensional space. Normally, in the structure factor a
scaling regime is found which shows that, within approximation, mesoscopic length scales can
be described as fractals. In the melt, chains are random walks since the blob picture holds. Thus,
the structure factor behaves in this scaling regime asSSC(k) ∝ k−1/ν with a scaling exponent
ν = 1/d = 1/2. The high wave-vector end relates to intra monomer structure and fork → 0 one
finds the finite dimension of the chain relating to the radius of gyration. The typical shape ofSSC(k)

is depicted in figure 2.1.
The structure factor of a locally stiff chain in the melt shows two scaling regimes relating to

different fractal dimensions on different scales. On local scales the chain is stretched, but on larger
length scales a random walk of blobs is recovered. In regimeI, only the overall extension of the
chain is seen. Therefore, the structure factor behaves like 1− q2

/3R2
gyr which is the beginning of

a cumulant expansion. The second regime is a Gaussian scaling regime decaying withk−2. In the
case of solutions the scaling behavior is fundamentally different with a scaling exponentν ≈ 0.59.
At a wave-vector related to the persistence length, the decay crosses over to regimeIII where a
rod-like behavior withk−1 is observed. A rod has obviously a dimension of one. On very local
scales (regimeIV), the internal monomer structure shows up, which is of no relevance to scaling.
In bead-spring models, like the one discussed in the following chapters, this regime is meaningless.

If one wants to take semiflexibility into account in a dynamic study, a model with energies and
forces arising from stiffness is needed. For this purpose thewormlike chainmodel was introduced
by Kratky and Porod, which establishes an additional contribution to the energy penalizing chain
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bending [KP49]

Ubend= E

2

∫ L

0
ds

(
∂ Eu
∂s

)2

. (2.10)

Here,s is the coordinate along the chain contour. The model is continuous, which is convenient
for general theoretic considerations. Real polymers are not continuous curves but rather consist of
discrete finite-size monomers. The discrete version of this model, which is applied to simulations
in bead-spring systems, reads

Vangle= x

(
1 − Er i−1,i · Er i,i+1

r i−1,i r i,i+1

)
, (2.11)

wherex is a parameter of dimension energy, measured in the following in units ofkBT , describing
the stiffness. In the limit of long chains the numerical values of persistence lengthlp andx coin-
cide in the chosen unit system. For a semiflexible chain, the radius of gyration can be calculated
analytically [HWR97]

R2
gyr = Llp

3
− l 2

p + 2l 3
p

L
− 2l 4

p

L2
(1 − e−L/lp) (2.12)

with the contour lengthL = (N − 1)lb. The connection between the Kuhn-length and the persis-
tence length can for thewormlikechain model be shown to be

lK = 2lp . (2.13)

2.2 The Rouse model

A simple model for describing polymer dynamics was developed by Rouse in the 1950s [Rou53].
A polymer chain is taken as a number of noninteracting points connected by harmonic springs
in a background of homogeneous friction. These basic assumptions lead to coupled Langevin
equations of motion for the monomers

ξ
d ERn

dt
= −k

[
2 ERn − ERn+1 − ERn−1

]
+ Efn, 1 ≤ n ≤ N . (2.14)

ERn are the position vectors of the beads,ξ is the constant friction coefficient, andEfn the stochastic
force acting on the bead.Efn andξ are coupled by a fluctuation dissipation theorem defining the
temperatureT (see e.g. [Rei65])

ξ

m
= 1

2kBT

∫ ∞

−∞

〈 Ef (t) Ef (0)
〉
dt . (2.15)

The equations (2.14) do not contain an inertial term. The motion is overdamped, as the stochas-
tic forces are assumed to dominate the motion. It is a mean-field model, as all the effects of possible
surroundings, e.g. solvent particles or other chains, are collected into one simple number, the fric-
tion coefficient. The chains are ideal Gaussian random walks moving independently. Nothing in
the equations prevents them from cutting through each other. Thus, they move isotropically (in the
ideal case).

Though the Rouse model was developed for a single polymer chain in solution, it is not able
to describe this situation correctly because of the lack of hydrodynamic interactions1 but is rather

1The Langevin dynamics does not conserve momentum. For hydrodynamic interactions the Zimm model [Zim56] is
quite successful.
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Figure 2.2: In the Rouse model the beads are connected with springs in a background of homo-
geneous friction.

appropriate for short flexible chains in the melt (see e.g. [DE86]). The reason for this is, that in
the melt the chains screen each other from all long-range forces. In this contextlong-rangemeans
interaction between topologically or spatially distant monomers, be it the excluded volume (the
monomers are not point particles, but need a finite volume) or hydrodynamic interactions. Hence,
a local description is well suited.

The model is exactly solvable by transformation to the eigenmodesEXp of eq. (2.14) which are
analogous to Fourier modes of the chain.

EXp = 1

N

N−1∑
i=0

cos

(
πp(i + 1/2)

N

)
ERi . (2.16)

Since these modes diagonalize the differential equation system and lead to the uncoupled equa-
tions (2.17), the model is solved completely

ξp
∂

∂t
EXp = −kp EXp + Ef p . (2.17)

The Ef p are the representation of the random forces in the space spanned by the eigenmodes with
index p denoting the mode number. Thekp are the oscillator strengths of the respective modes.
The mode with index 0 relates to the center of mass motion,p = 1 is the internal mode with the
longest wave-length and so on.

As the system is solved for given random forces, one can calculate observables of systems
if the exact mapping, i.e. the friction coefficient, is known. The overall center of mass diffusion
constant reads

D = kBT

Nξ
(2.18)
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with N being the monomer number (or more precisely the number of Kuhn segments, see above).
Several simulational [KG90, HMT98] and experimental [Fer80] investigations for short chains
have been performed confirming the prediction. Moreover, the diffusion constant leads to a melt
viscosity of monodisperse melts to scale withη ∝ N. The relation between viscosity and diffusion
coefficient may even be used to deduce melt viscosities from computer simulations after the Rouse
model has been confirmed e.g. by the correlation functions of modes [HMT98].

The autocorrelation functions〈
Xpα(t)Xqβ(0)

〉
= δpqδαβ

kBT

kp
e−t/τp (2.19)

of the Rouse eigenmodes decay exponentially forp > 0. The Greek indices denote the Cartesian
components of the vectors. The respective time constants behave likeτp = τR/p2 with τR ≡ τ1

called theRousetime, the longest relaxation time of the system

τR = ζ N〈R2
e-e〉

3π2kBT
. (2.20)

One sees that the correlation timeτ0 of mode p = 0 diverges, as the correlation function of
the center of mass motion does not decay exponentially. The center of mass performs a normal
diffusive motion. As shorter chains do not differ from subchains of longer chains in this model,
the relaxation times of short chain polymer melts behave likeτrelax ∝ N2.

For describing the motion of the chains, mean-squared displacements (MSD) of whole chains
related to the diffusion and mean-squared displacements of monomers on the chain are often dis-
cussed. In the Rouse model, two regimes for the inner-monomer-MSD are to be considered. First,
there is a sub-diffusive motion, as the internal degrees of freedom are not relaxed

g1(t) :=
〈
[ ERN/2(t) − ERN/2(0)]2

〉
∝ t1/2 . (2.21)

In order to limit end-effects always the central monomer is used forg1(t). A monomer is not
free to diffuse, since it is connected to the chain and has to drag more and more “mass” of other
monomers with it for longer and longer distances. As this part of the chain becomes the whole
chain, the monomer diffusion and the center of mass diffusion obey the same dynamics, i.e. a
normal diffusive motiong1 ∝ t . This behavior is shown in fig. 2.3a. For future reference a second
functiong3(t) is, additionally, defined here, which is the mean-squared displacement of the center
of mass

g3(t) :=
〈
[ ERcm(t) − ERcm(0)]2

〉
. (2.22)

2.2.1 Changes introduced by stiffness

In the case of an additional stiffening potential, the stiffness plays an increasing role for eigen-
modes of large wave-vectors so that the original Rouse model is no longer appropriate. But still,
analytical calculations of the relaxations of the modes are possible. The eigenmodes and the cor-
relation functions of the respective amplitudes have been calculated analytically [HWR97]. The
resulting correlation times have to be derived from transcendental equations which incorporate the
two limits of full flexibility and strong rigidity. In the limit of small persistence length a Rouse-like
dependence is recovered (γ is a normalization constant)

τp = γ L2

3π2lpkBT p2
. (2.23)
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Figure 2.3: Dynamical scaling laws of the mean-squared displacement of inner monomers with
time: a) Rouse model, b) reptation model.

For high stiffness the relaxation times increase withL4 and the dependence on mode number
changes drastically

τp = 32γ L4

lp3(2p − 1)4π4kBT
. (2.24)

The longest relaxation time in the high stiffness case does no more scale withL2 as in the Rouse
case. Thus, the relaxation is slowed down by stiffness.

In the “intermediate” regime where the bending modes and the Rouse modes are equally im-
portant an analytical treatment becomes very involved [HWR97].

2.3 The reptation model

2.3.1 Experimental observations

Experimentally, one observes that the Rouse model is no longer appropriate for chains longer than
a characteristic length. Thus, a more elaborate model has to be used, which includes theentangling
of long polymer chains. From the experimental point of view there are typically two different ways
of defining an entanglement molecular massMe or a critical molecular massMc, respectively.

Plateau modulus

The former (Me) is derived from the plateau in the oscillatory shear modulus [Fer80]. In an oscil-
latory shear experiment the stressσ applied to a material and the measured strainγ = γ 0 cosωt
are coupled by the following constitutive relation in the case of linear viscoelasticity, i.e. stress
and strain follow a linear dependence

σ = γ 0(G′ cosωt − G′′ sinωt) , (2.25)

whereG′ andG′′ are the storage and loss moduli. The storage modulus is the elastic part of the
modulus whereas the loss modulus is the inelastic, dissipative part. In entangled polymers one finds
a plateauGN in the storage modulusG′ over a range of frequenciesω (fig. 2.4). The existence of
the plateau relates to an intermediate time and corresponding length scale which is the maximum
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Figure 2.4: A sketch of the plateau in the stor-
age modulus used to extract the entanglement
length. The molecular weight increases from
right to left. An experimental observation for
polystyrenes can be found e.g. in ref [OMK70].

length any local process can see. Any length longer thanle is “infinite” for all local scales. The
relation between the entanglement monomer numberNe and the plateau modulus is

GN = 4ρkBT

5Ne
. (2.26)

Viscosity

Experimentally, the viscosity no longer scales for chains longer than a characteristic length with
N2 as predicted by the Rouse model, but rather withN3.4 [BF68]. The respective molecular weight
Mc is not necessarily the same asMe but close to it. The change of the scaling exponent may
partly be explained by the reptation model introduced by de Gennes [de 71] which predicts aN3-
dependence. Recently it was proposed that theN3.4 dependence is only a long lasting cross-over
region [MM98]. This has not yet been decided experimentally.

2.3.2 The concept of the tube

The main oversimplification of the Rouse model if applied to polymer melts is the neglect of
the non-crossability of the chains, which is a topological property. In nature and simulations this
originates from the excluded volume interaction. The reptation model incorporates topological
constraining without waiving the simplicity of an effective one-chain picture. The main idea of
the reptation model is most easily explained by a bunch of cooked spaghetti. The chains are not
allowed to cross each other. Instead they move more easily along their contour than perpendicular
to it, as they do not need to push away neighbors in the space the chain occupies already.

Reptation, therefore, introduces the concept of a tube in which the polymer resides. This tube,
however, does not exist independently of the chain; the chain defines its tube. It is a mean-field
description of the complex topological constraints imposed by neighboring chains. Experiments
could actually resolve the snake-like motion of chains by direct visualization [PSC94]. The exper-
iment was performed by dragging a chain through the medium.

The reptation model is under investigation in the following chapters, especially its interplay
with local chain stiffness. In this connection some of its deficiencies become clear. One of the
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Figure 2.5: The monomers in the tube move
along the curvilinear coordinates performing a
random walk. As the tube itself performs a ran-
dom walk, the motion in cartesian space is more
complex.

Figure 2.6: The polymer moves back and forth
along the tube. When the polymer leaves a part
of the tube this part vanishes. By entering in a
new region a new part of the tube is defined.

important dynamical measures used in the discussion of reptation is the mean-squared displace-
ment of single monomers. One focuses on the central monomers, i.e. the functiong1 as end-effects
obscure the observations. The expected behavior of this entity is depicted in figure 2.3b. After the
(here neglected) ballistic regime where monomers just move very shortly following the law of iner-
tia, a Rouse regime witht1/2 is expected, because, on short scales, a monomer does not know about
the tube and behaves like simply being attached to its own chain. After some timeτe, so-called
entanglementsstart to play a role. The monomers feel the constraint by the tube. This timeτe can
be translated to an entanglement lengthle (or entanglement monomer numberNe) by regardingτe,
theentanglement time, as the Rouse relaxation time of a subchain withNe monomers. The Rouse
model is used for this mapping, as it is expected to hold up to this length, thus:τR(Ne) = τe. The
so defined entanglement molecular weight is not necessarily the same as the molecular weight
Me of experiments measuring the plateau modulus [PKG00]. As the chain is confined to a one-
dimensional tube performing a random walk in three-dimensional space, the sub-diffusive Rouse
motion is slowed down even more strongly. At1/2 behavior in the curvilinear contour coordinate
s is expected. As the tube performs a random walk in three dimensions, this transforms to at1/4

scaling in Cartesian space (fig. 2.5). After the Rouse timeτR, all internal degrees of freedom are
relaxed, but the chain is still confined to its tube. So the whole chain may be then regarded as a
single particle performing a one-dimensional random walk in a curvilinear tube leading again to
a t1/2 regime, because all monomers just follow the center of mass. Here the diffusivereptile-like
motion, leading to the model name, is encountered. After some time when the polymer has moved
about its own radius of gyration, the tube relaxes. As only the chain can define the tube, the origi-
nal tube shortens and is rebuilt somewhere else by the chain moving out at the ends (fig. 2.6). The
old tube path may still exist; however, it is meaningless without the chain. After the whole tube has
been rebuilt this way, an unconstrained diffusive motion in space leads to the standard diffusion
exponentg1(t) ∝ t . This last crossover time is called the tubedisengagementtime τd. Although
all thesestaticexplanations are rather illustrative, one has to keep in mind that the tube itself and
the whole concept of entanglements is purelydynamic. They are used to give an intuitive picture
of the anisotropy of the motions.

Several simulations have been performed to look for reptation [KG90, WPB92, PKG00]. Kre-



26 2 Description of polymers - Important results and models

Figure 2.7: Possible “hooking sce-
narios” according to [Wu89].
Left: plain contact, middle: single
hook contact, right: binary hook con-
tact

meret al. and Pütz et. al.have used the same model as applied in the following chapters without
bending stiffness. The different dynamic regimes could be confirmed and the entanglement length
of the model chains was determined by several different methods.

According to the Rouse model the center-of-mass diffusion constantD scales withN−1,
whereas in the reptation model it scales withN−2. So if DN, the center-of-mass diffusion co-
efficient multiplied by the number of monomers, is plotted in a double logarithmic representation
versus the number of monomersN, a plateau is expected for short chains. At the entanglement
monomer number it kinks down to a straight line with slope−1, Ne ≈ 32 is determined this way
for flexible chains with excluded volume [KG90]. The crossover time from at1/2 to at1/4 behavior
in g1 gives in the case of flexible chains (x = 0) an even better estimate ofNe (after mapping
the time to a monomer number using the Rouse model). The tube diameter can be determined by
the distance a monomer has diffused at the crossover. For the flexible polymers investigated in the
past this tube diameter isdT ≈ √

Ne (for bond lengthlb ≈ 1). This is no more the case with added
semiflexibility as the tube encloses the chain more tightly.

The different scaling regimes introduced in this section can be investigated in more detail.
In doing so, the prefactors can be calculated [DE86]. The corresponding equations read for the
standard reptation picture of flexible chains

g1 = lb

(
3kBT

πζ
t

)1/2

, t < τe = π2

9

ζd4
T

kBT l2b
; (2.27)

g1 = dT

(
kBT l2b

ζ
t

)1/4

, τe < t < τR ; (2.28)

g1 = dT

(
kBT

Nζ
t

)1/2

, τR < t < τd = τe

(
N

Ne

)3

; (2.29)

g1 = kBT d2
T

3N2l 2
bζ

t , t > τd . (2.30)

2.4 Approaches to combine semiflexibility and
entanglements

Several attempts have been undertaken to treat the semiflexibility in the presence of entanglements.
Up to now, none of them can describe the full physics satisfactorily. Here an overview of some
approaches is given.

2.4.1 Topological hooking model

A purely topological model to describe the interplay of entanglements and stiffness is based on
thehookingof polymer chains (fig. 2.7) [Wu89]. According to this model onlybinary hooksare
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Figure 2.8: Illustration of the fuzzy cylinder model by Satoet al. The monomer positions are
smeared out on intermediate times defining a cylinder-like object.

entanglement contacts. This reasoning leads then to the relation

Ne ∝ C2
∞ . (2.31)

This ansatz, however, is questionable. First, as will be shown later, the entanglement monomer
number shrinks massively with increasing persistence length which contradicts this idea. Second,
the definition of an entanglement is non-unique especially on the molecular scale.

2.4.2 The fuzzy cylinder model

Some measurements of the shear viscosity of semiflexible chains in the hydrodynamic limit can-
not be explained by the standard reptation theory, as the viscosity shows different scaling with
concentration and molecular weight [ST91, TST91, OKST95]. Therefore, Satoet al. introduced
a fuzzy cylindermodel in order to describe a semiflexible polymer in solution or melt. The main
idea is that there is a separation of time-scales between local conformation changes and the overall
relaxation (fig. 2.8). The local motion smears out the positions of the different monomers on inter-
mediate time scales. However, the overall reorientation is hindered by entanglements. Every chain
defines a fuzzy cylinder by its local motion, and then this cylinder has to relax. For very stiff poly-
mers (persistence length of tens to hundreds of nanometers), there is considerable agreement with
experiment. However, the polymers of interest in the present work do not fall into this category.

2.4.3 Theory of Odijk and Doi

Odijk was one of the first, who combined the concept of the tube with semiflexibility [Odi83]. He
introduced the concept of a deflection lengthλ, which is assumed to be small against the Kuhn
lengthλ � lK. It is the length between two points where the chain “hits” the tube. This, of course,
is only a conceptual picture, as there is no external tube imposing the deflection of the chain at its
walls (fig. 2.9). Odijk replaced the chain by straight segments of lengthλ.

This qualitative argumentation was later quantified by Doi, who assumed that the Brownian
motion is dominated by reptation [Doi85]. He derived e.g. a diffusion coefficientDcm for the center
of mass along the chain contour

Dcm = D

3

{
lK
L

− l 2
K

2L2

[
1 − exp

(
−2L

lK

)]}
, (2.32)
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λ

Figure 2.9: The chain in a tube deflected by the walls. The deflection lengthλ is the mean
distance between two “hits” at the tube wall.

where D is the diffusion coefficient along the backbone. The underlying assumption is that the
mesh size of the (pseudo)-network is small against the Kuhn segment length. Here again the stiff-
ness defines the bigger length scale. Doi also speculated about a fast bending motion allowing the
polymer to interact strongly with its environment in addition to reptation. Thus, the “deflection
points” press themselves into the surrounding matrix.

2.4.4 Morse’s model of highly versus loosely entangling

Recently, Morse has proposed a crossover from aloosely to a highly entangled state [Mor98a,
Mor98b, Mor98c]. The loosely entangled regime corresponds to the standard reptation picture
requiring that the chain performs a random walk in the tube, which itself is a random walk. This
corresponds to a line which is only very loosely fixed in a wide tube and can therefore wind freely.

The opposite limit is the highly entangled regime (fig. 2.10). It is characterized by the condition
lp � le which is not reached in this work. However, the basic ideas already apply. The chain has
to follow the tube and vice versa. For both of them, a wormlike chain model rather than random
walk statistics applies at least on local scales (cf. the single chain structure factor, fig. 2.1). In the
extreme case, this can be pictured as an electric wire in its insulation hose. The systems studied
in the following fall between the two limits as the entanglement length and the persistence length
come very close.

Within this model stress tensors and viscoelastic properties can be calculated [Mor98b]. The
moduli depend considerably on the persistence-length/contour-length relationship. The plateau in
the storage modulus shortens with increasing persistence length. In the framework of this theory,
there is a proposal for the dependency of the entanglement length and the tube diameter on the
persistence length in the limit ofle < lp anddT < lp (tightly entangled) [Mor98b] whereby the
rheological entanglement length is identified as Odijks deflection length

le ∝ l 1/5
p ρ−2/5 , (2.33)

dT ∝ l −1/5
p ρ−3/5 . (2.34)

The entanglement length depends on the densityρ and rises weakly with the persistence length
whereas the tube diameter shrinks. It is noteworthy that there is no longer a positive correlation
between them. Thus, the tube becomes more anisotropic. It is tighter and at the same time longer
in comparison to the standard tube picture.
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Figure 2.10: Illustration of the Morse model where loosely (left) and highly (right) entangled
polymers are of interest.

2.4.5 The packing length concept

It is not yet known, how the entanglement length relates to the persistence length. However, there
is a suggestion by Fetterset al. that the entanglement molecular weight can be calculated using a
packing lengthdefined as

p = M

〈R2
e-e〉ρNa

(2.35)

[FLR+94, FLG99, FLMG99], wherebyM is the chain molecular weight per mole chains,〈R2
e-e〉

the mean-squared end-to-end distance,Na Avogadro’s number andρ the system mass density.
This packing length is a measure of the chain thickness. The choice is motivated by the idea that
stiffer polymers are more extended and therefore have more contact to other chains which makes
it easier for them to entangle. The decisive length is the length at which one other complete chain
is entirely inside the volume spanned by a chain; i.e. the ellipsoid a chain defines is only half filled
by itself.

There is some experimental evidence that this length is important for the dynamics, although
it is a purely static definition. Fetterset al. suggest by fitting to experimental data that the actual
entanglement molecular weight reads [FLG99]

Me = 218ρp3 ∝ l −3
p . (2.36)

At least for the bead-spring model this result is not appropriate as will be shown in section 5.3.

2.4.6 The state of the art

One can conclude that the interplay between entanglements and stiffness is not very well un-
derstood analytically. There are several different models which all contribute more or less to the
understanding. The extreme limits of full flexibility and full rigidity are described quite well. How-
ever, it is not at all clear what happens in the, experimentally very relevant, intermediate regime
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concept Ne dT

Wu hooking model ∝ l 2
p

Morse model ∝ l
1/5
p ∝ l −1/5

p

packing length ∝ l 3
p

Table 2.1: The different proposed dependen-
cies of the entanglement length and tube diam-
eter (whichever are available) on the persistence
length from the discussed concepts.

where the characteristic lengths arising from stiffness and from entanglements become compara-
ble. In the following chapters this parameter region will be under study. In a dynamical Monte
Carlo study using the bond-fluctuation model [CK88], Wittmeret. al. looked for the dependence
of reptation on temperature with temperature entering as a bending potential that vanishes with
T → ∞ [WPB92]. These results can be regarded as the first study of reptation under semiflex-
ibility suggesting an increasing degree of entanglement with stiffness. However, they could not
elucidate the dependence ofle on lp and have problems with the lattice structure.

Table 2.1 compares the different proposed dependencies of entanglement length or tube diam-
eter on the persistence length.

2.4.7 Theoretical consideration on diffusion in entangled semiflexible
polymer melts

For the interesting case of intermediate stiffness, there are only very few theoretical considerations.
Therefore, a simple analysis of the segmental motion in this regime is deduced here.

In simulations of entangled melts a new type of dynamics was encountered, whereby
monomers of the semiflexible chains can move faster than of flexible ones (sec. 5.3). This can be
explained by a strong reptation dynamics, where the chain coincides almost with its tube. The
relevant dynamics is therefore the secondt1/2 regime of the reptation model (fig. 2.3b). In the case
of fully flexible chains theprimitive pathdiffuses along the tube (figure 2.11). According to a
blob argument the persistence length of the tube islp,tube = lbN

1/2
e wherelb is the bond length and

Ne the entanglement monomer number. So the mean squared displacement of an inner monomer
in this dynamic regime (which is difficult to observe for moderately long chains [P¨ut99]) is

g1(t) = lbN1/2
e

√
kBT

ξ N
t (2.37)

with the friction coefficientξ [DE86].
In the semiflexible case the persistence lengths of the tube and the chain cannot be very differ-

ent. The chain moves almost exclusively along its contour as transverse fluctuations are effectively
suppressed by the stiffness. Thus, the mean squared displacement of an inner monomer reads

g1(t) = lp

√
kBT

ξ N
t . (2.38)

Here the correlation lengthlbN
1/2
e of the random walk tube of eq. (2.37) is exchanged by the

persistence lengthlp of the chain. This regime crosses over to the final free diffusion when the
chain has moved one tube length along the contour. In the flexible case this is the length of the
primitive path; in the semiflexible case, it is the length of the chain itself.
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Figure 2.11: The chain in the tube and its primitive path.

The final diffusion coefficient for long timesD∞ may be calculated from

D∞ = 〈r 2〉crossover

tcrossover
. (2.39)

The mean-squared distance and time of the crossover, however, may be calculated from “below”
(t < tcrossover), where the above considerations are valid. The respective times are by diffusion
along the tube

Nel 2
b

l 2
p


 kBT

ξ N
tcrossover=



(

Nl2b
dT

)2
flexible

L2 semiflexible

. (2.40)

In the flexible case the diffusion coefficient is with〈r 2〉crossover= Nl2corr (lcorr the respective corre-
lation length of the tube)

D∞ = lbN
1/2
e

Nl2b
dT

ξ N
kBT

(
Nl2b
dT

)2 = kBT

ξ N

l 2
b Ne

Nl2b
= kBT

ξ N

Ne

N
= kBT

ξ N

le
L

, (2.41)

wheredT = lpN
1/2
e is the tube diameter in the flexible case. The corresponding expression with

semiflexibility is

D∞ = lpL
ξ N
kBT L2

= kBT

ξ N

lp
L

. (2.42)

The criterion to decide, which of the two models applies, is that the persistence length is smaller
than the tube diameter. The tube diameter, however, shrinks with increasing stiffness as the chain
cannot explore transversal degrees of freedom. So the second scenario arises already at moderate
stiffness.

Another way of seeing this is, that one may define two tube diameters. A very tightdT1 ≈ lb
emanating from the local stiffness and a second widerdT2 arising from the topological constrain-
ing. This concept is especially helpful in the range of intermediate stiffness where the diffusion
coefficient shows two Rouse-like plateaus ifDN is plotted againstN (sec. 5.3).

Depending onlp there are now three possible scenarios (fig. 2.12):

1. lp < dT : The standard reptation model holds.
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Figure 2.12: Possible intersection patterns
for mean-square displacements of central
monomers(g1(t)) of flexible and stiff chains.
The solid curve denotes the standard reptation
picture. The dashed line is the second interme-
diate case and the dotted line is the very stiff
case (leading to nematic order).

2. dT < lp < le : The mean-squared displacements of a flexible and the semiflexible chain
intersect twice, because the semiflexible chain is faster in the reptating dynamics but slower
in the final diffusion.

3. lp > le: The mean-squared displacements intersect once. The semiflexible chain is faster in
the final diffusion as well. However, for such persistence lengths, the nematic state would
be reached (for the densities interesting for this work). In this case, the speedup is, however,
obvious, as the diffusion in a nematic liquid crystal along its director is fast.

The second intersection of the second scenario could not yet be found in simulations, as the simu-
lation times were too short.

2.5 Fundamentals of NMR in polymers

In order to study experimentally the reorientation of chain segments one can apply nuclear mag-
netic resonance (NMR). With NMR the relaxation of magnetization arising from nuclei is inves-
tigated. Therefore, only elements with nuclei which do have a non-zero magnetic moment are
observable by NMR. Luckily, the hydrogen nucleus1H has a magnetic moment, as does the iso-
tope deuterium2H. The normal carbon nucleus12C has no magnetic moment. One has to exchange
it with the isotope13C. By selective isotope exchange, vectors between distinct nuclei can be mon-
itored in NMR experiments.

An interesting observable for polymer dynamics is the reorientation of bond-vectors. Two
neighboring nuclei interact by their magnetic moments and are, therefore, recordable by NMR.
The reorientation of vectors between well-defined atoms can be monitored selectively. NMR can
only investigatedirectors. A director can be regarded as a vector with indistinguishable ends.2

Recent NMR experiments on different entangled polymers have shown remarkable differences
in the local scale dynamics depending on chain stiffness. In contrast to poly-(dimethylsiloxane)
(PDMS) which follows almost perfectly the reptation model [CS98], poly-(butadiene) (PB) exper-
iments show considerable deviations which are taken as indications of local order [GHS98]. There
is a high degree of order fort → 0 which cannot be explained by reptation. In the case of poly-
(ethylene-oxide) (PEO) deviations from reptation behavior are observed as well [CS98]. PDMS is

2Actually, a director is a symmetric traceless second rank tensor
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one of the most flexible polymers and, therefore, well suited for direct comparison to simple theo-
retical bead-spring models. PB, however, is locally stiff and has an alternating flexibility along its
backbone originating from the sequence of alternating single and double bonds.

On the basis of the reptation model one can calculate dynamic exponents for the reorientation
of polymer chain segments with time [BCS97]. As the degree of entanglement increases (with
increasing chain length or correspondingly decreasing entanglement length), the reorientation dy-
namics of the chains slows down tremendously.

2.5.1 Reorientation and double quantum correlation functions

To describe the reorientation dynamics of local chain segments, one defines the auto-correlation
function of the second Legendre polynomial of a chain tangent vector

Creor(t) =
〈
1

2

[
3
(
Eu(t)Eu(0)

)2 − 1
]〉

. (2.43)

In appendix A it is shown that the experimentally accessible double quantum correlation function
CDQ is proportional toCreor under the assumption of an isotropic distribution of the unit vectors at
all times.CDQ, which was determined for polybutadiene for instance [Gra98, GHS98], is defined
as [SRS94]

CDQ(t) ≡
〈
P2

[ EBEu(0)
]

P2

[ EBEu(t)
]〉

(2.44)

isotropy= 1

5
Creor(t) . (2.45)

Eu is a unit vector. As for the reorientation behavior one normally is interested in vectors along
the backbone but experimentally monitors atom-atom vectors it can be necessary to transform
between them.EB is a unit vector parallel to the external magnetic field in the NMR experiment. Its
direction is arbitrary in the analysis of isotropic simulations since no magnetic field is involved.
Thus, EB = êz can be chosen for convenience.

2.5.2 Dynamical order parameter

From NMR measurements for entangled systems residual order effects can be inferred. One of the
central observables is theresidual dynamical order parameter[CA74, SRS94]

S(t) =
〈
P2(α)

〉
t
. (2.46)

The angleα describes the orientation with respect to the external fieldEB. This dynamical or-
der parameter yields the residue of orientation correlation after time-averaging over (possibly
anisotropic) fast local motions, i.e.t is the length of the time interval. For a fully isotropic move-
mentS would vanish, in rigid systems it stays atS = 1. The local motional anisotropy leads to a
non-vanishing time average

S(τe) = 1

τe

∫ τe

0
dt P2(t) (2.47)

up to the entanglement timeτe, the time when the chain experiences its surrounding as a constrain-
ing tube.
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Figure 2.13: Two different two-dimensional NMR spectra. In part a the two spinsA andB are
well separated and do not give rise to double quantum coherences. In part b they are close enough
to interact. Thus, the two coherence peaks (marked in red) arise (compare [Gra98]).

2.5.3 Double quantum experiments

To focus on the reorientation correlationCreor of distinct vectors one has to be able to identify the
atoms constituting the vector. This is possible without isotopic exchange ifmultidimensional, i.e.
multi quantum, NMR is applied. In the following the discussion is restricted to the double quantum
case. Double quantum transitions are forbidden in the sense of second order quantum mechanical
perturbation theory. Two quanta have to be absorbed for the transition. Therefore the experiment is
inherently two-dimensional in the frequency domain. Two interacting spins result in different two
dimensional patterns from the ones of two separate spins. Figure 2.13 shows the two cases with
the corresponding twodimensional patterns [Gra98]. In the single quantum dimensionω2

3 the two
spectra do not differ, i.e. only double quantum experiments are able to elucidate the discrepancies
as the respective chemical shifts of the nuclei are correlated. These double quantum coherences
allow now double quantum filtering of the spectra to resolve “interesting” vectors from the back-
ground of all the rest. The experiments for polymer dynamics are therefore possible in simple
melts without any substitution [GHS98].

Double quantum experiments work in the following manner. A sequence of electro-magnetic
pulses (radio frequency) is radiated into the sample to excite the relevant spins. After an evolution
time tevolve the spin signal is reconverted by a pulse sequence which corresponds exactly to the
adjoint propagator of the preparation pulse. Then the signal is detected (fig. 2.14). For the specific

3ω1 typically denotes the double quantum dimension.
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Figure 2.14: The double quantum NMR experiments consist of four different phases.

pulse sequences for the different purposes see the literature on NMR [SRS94, Gra98].
By quantitative analysis of the amplitudes of these spectra one can e.g. infer reorientation

in polymer melts which is of interest for the present work. The intensity of the double quantum
intensity at the end of the reconversion phase is [Gra98]

IDQ = 〈sin(|ωi j (β, γ )|tprep) sin(|ωi j (β, γ )|treconv)〉β,γ . (2.48)

The average overβ andγ means averaging over all possible orientations of the spin pair. For weak
excitation intensities this can be linearized. Additionally the two times are the same because of the
adjoint propagators which results in

IDQ = AF
2
pulseD

2
i j t

2
prepe

−tprep/τDQ . (2.49)

The factorF
2
pulse depends on the exact pulse sequence and can be calculated;Dij is the dipolar

coupling constant between the spins in which one is interested. It is dependent on the distance
vector between the spins. The exponential is an attenuation of the signal with a single time constant
again depending on the pulse sequence used. The amplitudeA is measurable by an independent
experiment without the preparation and reconversion phase. The dipolar coupling strength is now
a measure of the interaction of the spins, i.e. how strong they are coupled or how dependent their
positions are.Dij can be again separated in

Dij = Dij (r )P2(2) (2.50)

which is exactly what one needs to look for the reorientation function. By this method the func-
tion (2.44) is accessible.

2.5.4 Spin-lattice relaxation time

Another experimental observable for local polymer dynamics is the timeT1 in which the magne-
tization of the spin system relaxes. It is often called the spin-lattice relaxation time [Sli90]. For
melts ofcis-1,4-polyisoprene, for example, this value was determined by Dejean de la Batieet.
al. [DLM89]. They interpreted their data as a fast, local anisotropic reorientation by segmental
motion. The relationship between the reorientation correlation function and the spin-lattice time
for a C-H vector reads [LS82a, DLM89]

1

T1
= h̄2γ 2

Cγ 2
H

10r 2
C-H

[
J(ωH − ωC) + 3J(ωC) + 6J(ωH + ωC)

]
. (2.51)

The γi are the gyro-magnetic ratios of the respective nuclei andωC andωH are the Larmor fre-
quencies,r is the distance between the nuclei. The functionJ(ω) is the spectral density, i.e. the
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Figure 2.15: The extreme narrowing limit is
reached for times in the shaded area on the left
hand side. For longer times the spectral density
becomes frequency dependent.

Fourier transform ofCreor of the respective vector

J(ω) = 1

2

∫ ∞

−∞
Creore

iωt dt . (2.52)

In atomistic simulations T1 has been determined for different poly-
mers [ME96, PSY97, AST98]. Moe and Ediger use the limit ofextreme narrowing
to analyze theircis-polyisoprene data at T= 413 K, as is done in most other atomistic
simulations [ME96]. This has the advantage thatT1 becomes independent of the respective
Larmor frequencies [KBB84], which cannot be directly measured in simulations. The spectral
densityJ(ω) is for very short times independent ofω as it reads:

J(ω) = B2
local

2τreor

1 + ω2τ 2
reor

. (2.53)

Figure 2.15 shows that for short timesJ(ω) is directly proportional to the reorientation. However,
the extreme narrowingregime (ωτreor � 1)is not reached normally by the experiments, as high
temperatures are needed to yield short enough correlation times.

The reorientation timeτreor is defined by the time integral over the correlation function

τreor =
∫ ∞

0
Creordt , (2.54)

and in the extreme narrowing limit this is directly related to the inverseT1 time for a C−H vector

T−1
1 = 10nKτreor , (2.55)

wherebyK is a constant related to the bond length andn is the number of protons connected to
the respective13C.

2.5.5 NMR and reptation

For the interpretation of NMR data the reptation model is often used [SRS94]. Since the character-
istic decay time of the dipolar interaction strength (M2, measured in 1/s2) is about 1�s, one can
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Figure 2.16: Illustration of a polymer between entanglements (compare [BCS97]). The solid
black line represents a polymer “entangled” by the blue polymers. The straight part of the tube
is given by the dashed primitive path which is inclined to thez-axis (magnetic field direction) by
an angleα. The angle2α denotes the direction of the polymer with respect to the tube.
As one cannot really pin down entanglements to points in space, this picture is only to be taken
as an illustration of the concept.

infer that a massive pre-averaging over the fast motion occurs on experimental time scales (which
are in the millisecond range) [BCS97, GHS98] leading to

M2 = M2

[〈
P2(2α)

〉
fast

]2
. (2.56)

2α is the angle between a vectorEu (e.g. C−H or H−H vector) and the primitive path of the
reptation tubeEa, which itself is inclined by an angleα against the direction of the field̂ez (see
figure 2.16). The influences of entanglements on the chains lead then to a non-vanishing dynamical
order parameter.

Motion along the primitive path and reorientation

Ball et al. derived expressions for the decay of the orientation correlation functionCreor in the
reptation model [BCS97]. This derivation is sketched here.

In a homogeneous melt there are no preferred directions or alignments. All the chains are
randomly oriented but they cannot move randomly due to the excluded volume constraint. Thus,
the final reorientation can only take place by motion along the tube. The initial decay is due to
local reorientations inside the tube.

The displacement of a curvilinear chain segment with time is denoted bys(t). Its average ori-
entation after the initial decay with respect to thez-axis (denoting the magnetic field) is described
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by an orientation cosine given by∂z(s)
∂s |s(t).4 The (time-dependent) second Legendre polynomial

then reads

P2[cosα(t)] = 3

2

[(
∂z(s)

∂s

∣∣∣
s(t)

)2

−
〈
∂z(s)

∂s

〉]
. (2.57)

If the tube is not relaxed (t < τd), P2[cosα(t)] is a stationary random functionP(s) with a
correlation length of the order of the Kuhn lengthlK, as the tube direction imposes the chain
orientation and the correlation length of the tube is expected to be in the order of the segment
length.

For the motion along the primitive path in an infinite tube one can write for the correlation
function of the Larmor frequencies relevant for NMR〈

ω(t)ω(0)
〉

= M29RTO(t) , (2.58)

9RTO := P
(
s, t
∣∣∣〈[s(t) − s(0)

]2〉 ≤ l 2
K

)
, (2.59)

where9RTO is the return-to-origin probability, defined as probability to come back to a point closer
thanlK to the original position. The reorientation function can be calculated from this. The result
is

9RTO ∝



(t/τe)
−1/4, τe < t < τR ≈ (N/Ne)

2τe

(t/τe)
−1/4(t/τR)

−1/4, τR < t < τd ≈ (N/Ne)τR

. (2.60)

The reorientation correlation function exhibits the same power-law behavior as9RTO. So in the
second and third dynamic regime of the reptation modelCreor decays witht−1/4 and t−1/2 respec-
tively (fig 2.17). These exponents are just the negative of the exponents one encounters for the
mean-squared displacements of inner chain monomers (sec. 2.3).

4The derivative of a parametrically described curve with respect to its length (the contour coordinate) is the tangent
vector. Taking only thez-component is equivalent to the scalar product with the direction vector.



3 Methods for polymer simulations

Computer simulation has become an important means for the investigation of complex materials.
In principle, simulations allow access to all possible observables of the system at all times, because
positions of all particles are available. The only limitation of simulations is the limitation of the
model (Hamiltonian, system size, simulation time, ergodicity) and the power of the used computer.
There is noa priori reality in the simulation data, itself as they are mere numbers. Only the model
allows their interpretation. They have to be compared to theory and experiment in order to check
their content of reality or physical significance.

Comparison to experiments is not only possible with “final” results, which are often derived
by interpretation using a model, but more directly at the stage of experimental raw data. This is an
important issue in order to understand complex experiments. Often raw data have to be processed
by models and theories in order to obtain interesting observables. Thus, simulations can and should
be validated against raw data, and both should be interpreted together [MPSF00]. The validation
shows how much “reality” can be assigned to the model under study.

In this work purely classical molecular dynamics simulations are presented because quantum
mechanical degrees of freedom are not deemed relevant. They could, however, be introduced, e.g.
by Car-Parinello molecular dynamics [CP85] or other approaches [BvGMP98]. Then the simula-
tion times and system sizes would be limited even more.

A central problem is the time and length scales which can be reached in reasonable com-
puter time. As the relevant time scales range from 10−13s for bond vibrations up to milliseconds
and beyond for macroscopic rheologic relaxations, one has to think about what detailed system
information is necessary. Naturally the problem ofcoarse grainingarises [BBD+00]. All atom
simulations contain one interaction site for every atom and therefore allow access to all atoms.
The length scales are of the order of a fewÅngstrøm. Such detailed information is not always nec-
essary or even wanted because it obscures the individual influences of the different interactions.
Simulations with less details but larger time and length scales are desirable.

A first widely applied step is the use of so called united atoms (UA) models, taking only the
heavy atoms into account, while the hydrogen atoms are incorporated into the neighboring heavy
atoms [WH79, PSY97, HMT98]. They are quite successful and allow a moderate increase of the
time step. The next step is coarse-graining of whole monomeric units onto one interaction center,
which sacrifices more information for the sake of speedup and clarity. One can even go so far as
mapping a whole chain onto one “fluffy ellipsoid” [MK98].

In the subsequent chapters various methods are applied on different levels of detail to simulate
polymers. Figure 3.1 gives an overview of the methods and their use in this work.

3.1 Molecular dynamics

Molecular dynamics (MD) is a widely used simulation technique in various fields of physics and
chemistry [AT87, vGB90, Hai92, Bin95, BC96, FS96]. It relies on the stepwise time integration

39
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Figure 3.1: Overview of the different methods for simulations at the different levels of detail.
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of Newton’s equations of motion

mi
d2Er i

dt2
= −∇V

(
{Er j }

)
. (3.1)

Heremi denotes the mass of the particlei under consideration,Er i its position andV({Er j }) the
potential energy function depending on the whole set of particle positions. In the limit of time step
to zero, MD becomes correct as long as a classical description of the system is appropriate.

As Newton’s equations are not questionable, the main ingredient of MD simulations is the
proper choice of the potential energy functionV({Er j }), often called a “force-field”, for the system
under study. There are several strategies, one may even say philosophies, to develop force-fields.
On the very local end detailed atomistic force-fields are necessary in order to describe reliably the
differences between the different atom types in the respective environment. In section 6.2 the de-
velopment of an atomistic force-field for polyisoprene simulations is described in detail. For more
generic issues less detailed and, hence, computationally more efficient interaction potentials are
better suited. Here only generic features such as volume exclusion, connectivity or semiflexibility
are of relevance.

Normally, the dynamical equations used in the simulations are not directly Newton’s equa-
tions. They conserve volume and total energy and, thus, lead to the micro-canonical ensemble,
which is most often neither experimentally relevant nor theoretically convenient. Yet, the equa-
tions of motion have to be changed to work with constant temperature instead of constant energy
or constant pressure instead of constant volume. This corresponds to Legendre-transformations
to the canonical (NV T) or the isothermal-isobaric (NpT) ensemble. It is even possible to apply
the grand- or semi-grand-canonical ensembles which allow particles to be created, annihilated or
change identity [FS96].

The simulations presented in this thesis use constant temperature and either constant volume
or constant pressure. Constant temperature is either ensured by simulating Brownian dynam-
ics [GK86] or by Berendsen’s method [BPvG+84]. The latter is applied for constant pressure
as well.

3.1.1 Integrator

There are several approaches for the integration of the equations of motion. Theintegratortogether
with the force calculation is the “heart” of any MD program. TheVerlet integrator and itsleap-
frog variant are commonly used in MD simulations [Ver67, Hoc70, AT87, FS96]. The leap-frog
algorithm reads as follows

Er i (t + 1t) = Er i (t) + 1t Evi

(
t + 1

2
1t

)
, (3.2)

Evi

(
t + 1

2
1t

)
= Evi

(
t − 1

2
1t

)
+ 1t

mi

EFi

[
Er (t)

]
. (3.3)

Er i and Evi are positions and velocities of particlei . The force EFi is the sum of all (pair) forces
acting on the particle. It is calculated from the force-fieldV({Er j }). All Verlet algorithms have the
advantage that they are correct to orderO(1t3) and preserve time inversion symmetry. Addition-
ally, they are symplectic, i.e. they preserve the volume in phase-space. However, in the leap-frog
formulation velocities and positions are not known at the same point of time. They are “leap frog-
ging” each other. If one needs to know both at a time the velocity has to be interpolated between
Ev(t + 1/21t) andEv(t − 1/21t).
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3.1.2 Berendsen method for constant temperature and pressure

The above mentioned Berendsen method for thermostatting and keeping constant pressure works
as follows: particle velocities or, for constant pressure, the size of the simulation box (edge
length l ) and all particle positions are adapted in a first order way so that the corresponding
observablesT and p approach the desired target values

l (new) = l (old)

(
κT

τp

[
p − p(target)

])1/3

. (3.4)

With respect to constant pressure equation (3.4) shows that in every time step the length of the
simulation box is scaled according to the difference between the present pressure and the target
pressure. The relaxation timeτp is to be chosen much greater than the time step1t . κT is the
isothermal compressibility which cannot be calculated directly with this method.1 This algorithm
breaks by its first-order nature time inversion symmetry. Therefore, the algorithm has to be applied
with some caution. If one uses this rescaling of the box (or any other rescaling algorithm) one
has to be very careful if displacements are calculated for dynamical quantities. The rescaling
may cause unphysical particle displacements, since not only the overall box size but all particle
positions have to be rescaled uniformly [SFMP99]. By simply rescaling the particle positions, a
specific origin of the coordinate system is defined and particles far away from this arbitrary chosen
point are affected more strongly than the ones in its vicinity.

3.1.3 Brownian Dynamics

In Brownian dynamics a Langevin equation is simulated instead of Newton’s equation [GK86]

mi
d2Er i

dt2
= −∇V

(
{Er j }

)
− ξ

dEr i

dt
+ Ef . (3.5)

The heat bath of the canonical ensemble is represented by the stochastic forceEf , uncorrelated in
time and space with vanishing mean〈 Ef 〉 = 0, acting on the particles and the friction constantξ .
The friction and the strength of the stochastic force are at a defined temperatureT connected by
the fluctuation-dissipation theorem (compare eq. (2.15)).

A problem may be the local (and even global) non-conservation of momentum. The center of
mass which would stay in place for momentum conservation moves like a Brownian particle. One
would need dissipative particle dynamics for this purpose, where the random forces are applied
as pair forces [GW97]. However, in dense melts this is no problem, as long range momentum
transport is of no relevance.

3.2 Monte Carlo

A completely different approach in computer simulations is Monte Carlo (MC). As a Monte Carlo
scheme is applied for equilibrating atomistic simulations, the basics of MC are briefly summarized.

The purpose of MC is to calculate the partition function of a system with a given Hamiltonian.
From a statistical mechanics point of view everything is known about a system with the partition

1In order to calculate the compressibility one would have to simulate constant volume at different volumes and calcu-
late the respective pressures. Then the compressibility is available by finite differences. The fluctuations produced
by the Berendsen method are not completely correct [PM96].
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function. In contrast to molecular dynamics, Monte Carlo is no dynamical way of wandering
through phase space. One does not follow the actual physical trajectory although there are some
dynamical Monte Carlo procedures [CK88, HvdE99]. In principle every “short-cut” is allowed
as long as the algorithm samples the conformation space in a correct manner. By sampling all
available phase space the system would be characterized completely. As sampling all states of a
system is far out of reach of simulations even for very simple systems, one has to think of clever
ways to sample a representative subset from which the true partition function of the whole system
can be deduced.

For Monte Carlo one needs a Hamiltonian (for most cases only consisting of the potential
energy, i.e. the sameV({Er i }) as in section 3.1) depending on the state of the system, i.e. in our case
the particle positions

H = H
(
{Er i }

)
. (3.6)

Any change of position of one or more particles changes the value of the energy. MC now works by
trying to change the system state. For the new state the value of the HamiltonianH is calculated.
This new state is accepted if the so-called Metropolis criterion is fulfilled [MRR+53]: if the energy
is lower in the new the state, it is accepted in any case. If it is higher it is accepted with a probability
corresponding to the Boltzmann factore−βH with β = 1/kBT. The ground state of the system is the
one with lowest energy. States with moderately higher energies are accessible at finite temperature
and therefore contribute to the partition function. This makes the acceptance of “uphill” moves
necessary.

Most Monte Carlo approaches aim at calculating the partition function in the canonical or
in the NpT ensemble. In order to calculate the canonical partition function, it is sufficient that
detailed balanceis fulfilled [FS96]

K(a → b) = K(b → a) . (3.7)

The flowK(a → b) from configurationa to configurationb has to be the same as the back
flow. One has to ensure that no net flow occurs, which is a definition of equilibrium. The flow
between two states consists of three parts: the probabilityp(a) of being in statea, the probability of
generating the new trial configurationq(b, a), and the probability of accepting the movepacc(b, a)

K(a → b) = p(a)q(b, a)pacc(b, a) . (3.8)

For all Monte Carlo moves used in the following detailed balance was proved. Still, Monte Carlo
is not used for production runs on any system but, rather, to produce independent starting config-
urations for molecular dynamics simulations.

3.2.1 End-bridging Monte Carlo

The Monte Carlo procedure used to equilibrate atomistic polyisoprene melts applies a modern
end-bridgingMonte Carlo move (EBMC). The end bridging method was originally developed for
polyethylene by the group of D. Theodorou [KT95] at Berkeley and later Patras university and
adapted tocis-polyisoprene by Manolis Doxastakis [Dox]. For the purpose of this work, their pro-
gram was changed totrans-polyisoprene. The Monte Carlo simulations use a united atom model,
because the hydrogens in atomistic simulations can be neglected for the long length-scale struc-
ture. Hydrogen atoms only complicate the procedure unnecessarily. Therefore, a coarse-graining
and remapping procedure for taking out and reintroducing the hydrogens into their rest positions



44 3 Methods for polymer simulations

���
���
���
���
���
���

���
���
���
���
���
���

����
����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����
����

���
���
���
���
���
���

���
���
���
���
���
���

���
���
���
���
���
���

���
���
���
���
���
���

����
����
����
����
����
����

����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����

����
����
����
����
����
����

���
���
���
���
���
���

���
���
���
���
���
���

����
����
����
����
����
����
����

����
����
����
����
����
����
����

����
����
����
����
����
����

����
����
����
����
����
����

���
���
���
���
���
���
���

���
���
���
���
���
���
���

Figure 3.2: The end-bridging move: The black chain “attacks” the white chain. The gray
monomers are displaced during the move.

is necessary. The interaction sites for the united atoms are chosen to be the carbon positions; after
EBMC the hydrogen atoms are reintroduced geometrically into their rest positions.

EBMC works as follows: a chain end close to a neighboring chain “attacks” that chain. The
“victim” chain is now split into three parts, the middle one being a trimer. One end remains as
a shorter chain, keeping the “identity” of the victim. The other end merges together with the
attacking chain, where the intermediate trimer is rebuilt as link between the parts. This is illustrated
in figure 3.2. There may be cases where for given bond lengths and angles there is more than one
or no torsion configuration for the trimer to satisfy the conditions. In the case of multiple solutions,
all of them are included in the calculation and acceptance is checked. For a detailed description
of the geometric problem of connecting two given chains by a trimer with fixed lengths and bond
angles see ref. [MBZT99]. There one finds also benchmarks for the application of this method to
different systems. As end-bridging changes the topology of the chain, polydispersity cannot be
avoided.

For simple systems like polyethylene this method can be directly applied as it stands. For
polyisoprene a more elaborate strategy is necessary. Since end-bridging moves use trimers and
the topology of the polyisoprene monomer must not be altered, each chain carries ahypothetical
chain with it (fig. 3.3). The hypothetical chain in the case oftrans-polyisoprene consists of the
carbons C1, C4, and C5. Their positions define uniquely the rest positions of the corresponding
C2 and C3. All end-bridging moves were performed in the hypothetical chain picture. The other
two carbons were then reintroduced and the MC run continued. The geometrical solution of the
bridging problem is obtained using the hypothetical chain.

In addition to this MC move other moves are integrated into the simulation. A configuration-
biased reptation (CBR), which uses the hypothetical chain as well, is applied [dLS92]. It works as
follows: a whole (hypothetical) monomer is built step by step in several different torsional states
at one end while being cut off at the other. The different torsional states, from which the best is
selected, are necessary in order to come to reasonable acceptance rates in dense melts. Of course,
precautions have to be taken that the move is reversible and that the rates are correct in order to
keep detailed balance. For CBR as wells as EBMC this has been proved [dLS92, KT95, MBZT99].

Additional moves which were applied include torsional rotations of chain ends around one or
more of the bonds between the last and second last monomer as well as volume fluctuations in
order to run at constant pressure and concerted rotations (intra-chain rebridging) [DBT93] which
are similar to end-bridging. Here a trimer is cut out of the middle of a chain. The two neighbors
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Figure 3.3: The hypothetical chain used in the Monte Carlo procedure. The gray trimers are
taken as the trimers for bridging in the end-bridging MC. The white atoms are reinserted after
the move is completed.

are then displaced and the trimer is rebuilt into the new position.

3.3 Bead spring model: Interaction potentials and
description of the system

A widely used model for polymer simulations is applied in chapters 4 and 5 [GK86, KGC88,
RR88, KG90, TR91, DGK98, Bar00]. A slightly changed variant of the program POLY by M.
Pütz was used [PK98, P¨ut99].

The non-bonded interactions are purely short-ranged and repulsive. A Lennard-Jones po-
tential is cut at the minimum and shifted to zero (Weeks-Chandlers-Andersen, WCA, poten-
tial [WCA71]). So it is continuous and differentiable over the whole range

VWCA(r ) = 4ε

[(σ

r

)12 −
(σ

r

)6 + 1

4

]
, r < rcutoff = 6

√
2σ . (3.9)

For r > rcutoff all interactions vanish. Here,σ is the diameter of the monomers,ε the interaction
strength andrcutoff the cutoff distance. Together with the monomer massm, σ andε define the
system of units used throughout the following chapters. Temperature is measured in energy units
by setting Boltzmann’s constantkB = 1. The unit of time for this system is

t∗ = σ

√
m

ε
. (3.10)

Bonded monomers interact additionally by a FENE (finitely extendable non-linear elastic) po-
tential. Together with the repulsive WCA potential this yields an anharmonic spring. As normally
only weak elongations are considered, one may just think of a normal spring (fig. 3.4). The main
advantage is that the computationally expensive square root is avoided:

VFENE(r ) = α

2

R2

σ 2
ln

(
1 − r 2

R2

)
, r < R = 1.5σ, α = 30. (3.11)

α is the strength of the FENE spring. As the FENE potential has a finite range, one has to ensure,
that bonded monomers are not torn apart farther than 1.5σ where the bond breaks. The mean bond
length in this model arrives at〈lb〉 = 0.97.
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Figure 3.5: Illustration of applying the stiffen-
ing potential to every or only every second an-
gle.

Furthermore, a stiffening potential was applied for most of the simulations in order to get a
better description of real polymers. Here the discrete version of the Kratky-Porod wormlike chain
model of section 2.1.2 was used

Vangle= x

(
1 − Er i−1,i · Er i,i+1

r i−1,i r i,i+1

)
. (3.12)

x is the strength of the stiffening potential,Er i j is the vector connecting monomersi and j of the
same chain. Not necessarily all angles were stiffened by this potential, for some systems only ev-
ery second. The following naming convention applies:x: potential strength, eq. (3.12),y: distance
along backbone between two applications. Thus, consequently ax − y = 5 − 2 polymer has a
stiffening potential of strength 5 applied to every second angle (fig. 3.5). This may be used for
modeling polymers with alternating stiffness along the backbone like polyisoprene or polybuta-
diene with their single-bond/double-bond sequence, or for copolymers with different stiffnesses
of the constituents. With stronger intrinsic stiffness, such a model can be applied to investigate
nematic liquid crystals [Kol99]. There is no nematic liquid crystal in the potential region(x ≤ 5)

investigated in the following. The non-crossability of the chains is not explicitly enforced. How-
ever, it is hindered by an energy barrier of 70kBT high enough for all practical applications.

Brownian dynamics simulations of 500 to 2000 chains with length 2 to 1000 representing
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1 2

3’

3
Figure 3.6: The exclusion radius used to faster
equilibrate the system.

dense melts at a density ofρ = 0.85 were performed at a time-step of1t = 0.01, temperature
T = 1, and the friction coefficientξ = 0.5.

3.4 Setup of melt configurations

Not only the interaction potential is crucial in simulations, but it is equally necessary to have a
physically meaningful representation of the system. This means that the system has to be equili-
brated carefully to let all system properties settle to their converged values. To come to feasible
equilibration times, the melts were set up as non-reversal random walks. Next-to-nearest neigh-
bors were not allowed to approach closer than a certain “exclusion radius”rexcludeto account for
local stiffness (fig. 3.6).

The chains were set up monomer by monomer. If monomer 1 and 2 like in figure 3.6 are
set, monomer 3 is not allowed to penetrate the dashed sphere. Thus, position 3’ is forbidden,
whereas position 3 is allowed. This leads to a bias towards a straight conformation. The strength
of the bias depends onrexclude. For the first few simulation steps, the interaction potential was
reduced in order to avoid technical problems because of overlapping monomers, which may be
the case for monomers from different chains as well as for monomers several indices apart on the
same chain. Therefore, a finite potential atr = 0 was introduced which avoids instabilities by the
diverging force. The value ofrexcludewas tuned by simulating short chains and afterwards deducing
the end-to-end distance of longer chains. The short chains could be simulated well beyond any
possible relaxation timetsim � τR, so that one can be sure that all static properties are equilibrated.
Figure 3.7 illustrates the relaxation of the end-to-end distance in a simulation of 500 chains of
length 200 withx = 3.
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Figure 3.7: The relaxation of the end-to-end
distance squared forx = 3, N = 200. The sim-
ulation was allowed to settle about three times
longer than shown here before the data collec-
tion was started for these long chains. Addi-
tionally, during the production runs these ob-
servables were carefully monitored. For short
chains, the first three to five Rouse times were
discarded.



4 Static structure in polymer melts with
local stiffness

This chapter concentrates on the investigation of the static description of the generic polymer
model described in section 3.3. The influences of different strengths of local stiffening potentials
are elucidated in particular. Local mutual orientations are the main focus. Additionally, the static
structure of the chains and the melt is presented.

4.1 Chain sizes and persistence length

The gyration radius and the end-to-end distance are important observables in the chain statics,
as they are measurable by light scattering or viscosimetry in2-solution1 [HZF82, Str97]. For
Gaussian chains the ratioR2

e-e/R2
gyr = 6 is expected (compare sec. 2.1). These observables are shown

in table 4.1 for systems containing 500 chains each.
For the alternating bond scenario where only every second angle has a stiffening potential

(x − 2) this value was closely approached (tab. 4.1), i.e. about 6.1 to 6.2. But fory = 1 the end-
to-end distance is longer than for Gaussian chains, these chains are reallysemiflexible. The radius
of gyration in the simulations differs only slightly (up to 5%) from the values calculated for the
wormlike chain with eq. (2.12), whereby a continuous curve is assumed (tab. 4.1). The exponen-
tial term was neglected, as it is very small. One has to keep in mind that the calculated values
correspond to continuous Kratky-Porod chains, and the value forlp is the potential strengthx dis-
regarding the melt influences, which were found to be weak. There is, however, a slight change of
the persistence length.

It is not obvious whether for thex − y, y 6= 1 case the bond correlation has to follow an
exponential law, as thewormlikechain model does not apply directly. Therefore, the applicability
of the persistence length concept would be questionable, whereas the Kuhn length is defined at
any rate (sec. 2.1.2). An exponential decay, however, was always found (fig. 4.1).

From a simple argument the effective persistence length in the case of persistence lengthslp1

andlp2 for alternating angle stiffness is

1

lp
= 1

2

(
1

lp1
+ 1

lp2

)
, (4.1)

because

e−2l/lp = e−l/lp1e−l/lp2 . (4.2)

12-solution is characterized by a vanishing second virial coefficient between two chains. The chains then perform
random walks and are neither swollen nor collapsed.

49
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System Length
(

R(sim)
gyr

)2 (
R(theory)

gyr

)2
R2

e-e
R2

e-e
R2

gyr
lp lK

0 − 1a 50 13±4 79±2 6.0 1.0±0.1 1.7±0.1

1.5 − 1 20 7.4±0.4 7.2 47±2 6.4 1.2±0.1 2.6±0.1
1.5 − 1 50 22±1 21.4 134±7 6.2 1.3±0.1 2.9±0.1
1.5 − 1 200 88±5 93.3 540±30 6.1 1.4±0.1 2.8±0.1

2 − 1 50 24±1 29.7 154±8 6.3 1.70±0.01 3.3±0.2

3 − 1 20 11±1 11.7 79±4 7.0 2.8±0.1 4.3±0.2
3 − 1 50 34±2 39.1 216±11 6.4 2.91±0.05 4.6±0.2
3 − 1 200 172±9 182.3 1070±50 6.2 2.8±0.1 5.6±0.2

3 − 2 50 17±1 104±5 6.0 1.2±0.1 2.2±0.1
3 − 2 200 66±4 380±20 5.8 1.3±0.1 2.0±0.1

4 − 2 50 18±1 111±5 6.1 1.1±0.1 2.4±0.1

5 − 1 20 16±1 15.4 124±6 7.8 4.8±0.1 6.8±0.3
5 − 1 50 55±3 58.1 38±20 6.9 4.22±0.08 8.1±0.4
5 − 1 200 277±14 295 1770±90 6.4 4.94±0.07 9.3±0.4

5 − 2 50 19±1 114±6 6.1 1.2±0.1 2.4±0.1
5 − 2 200 67±4 390±20 5.9 1.35±0.05 2.1±0.1

13− 2 50 21±1 133±7 6.2 1.45±0.05 2.8±0.1

100− 2 50 23±1 142±7 6.3 1.51±0.07 3.0±0.2

Table 4.1: Radius of gyration, end-to-end distance (in LJ units), persistence length (in
monomers) and Kuhn segment length (in LJ units) for selected simulation systems. Ax − y
system has a stiffening potential of strengthxkBT applied everyy monomers. The errors are
estimated in the range of 5% consistent with binning analyses [AT87] and the relaxation times of
the chains. The second value forR2

gyr is the analytical expression of eq. (2.12) if one setslp = x.
This is only possible fory = 1, x > 0.

aThese data coincide well with those of P¨utz who investigated 1600 chains [P¨ut99]. Thus, 500 chains are enough for
this system size.
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Figure 4.1: Bond correlation functions along the chain back-bone used in the calculation of
persistence lengths for different systems of chain lengthN = 50.

This is perfectly true for all points with even monomer distances along the chain. This result may
be generalized to a repetitive sequence ofn different bond angle potentials

1

lp
= 1

n

n∑
j =1

1

lp j
. (4.3)

This description worked well for thex − 2 chains. The decay length of the bond-correlation de-
pends on chain length due to end-effects. In the case of an infinitely longwormlikechain, there
would be no ambiguity, and persistence length, Kuhn length andC∞ would behave as expected.

Even in the systems ofx = 5 and N = 200 no strong influences from periodic boundary
conditions are expected. The size of the box was 49× 49× 49σ 3. The end-to-end distance was on
average

√
1769≈ 42 and the radius of gyrationRgyr ≈ 16. As the interaction cutoff was negligible

with rcutoff = 6
√

2, there was only weak direct interaction of the chains with their images.

4.2 Orientation correlations

In this section the local ordering of neighboring chains in bead-spring polymer melts is studied.
For the chains, tangent unit vectors were calculated between nearest neighbor monomers or to
describe larger blocks along the chains. The spatial orientation correlation functionOCFmeasures
local orientation. For comparison to NMR experiments [Sli90, SRS94] and to avoid the distinction
between head and tail of the symmetric chains, the second Legendre polynomial was used

OC F(r ) :=
〈
P2(α)

〉
r
=
〈
1

2

(
3 cos2 α − 1

)〉
r

. (4.4)
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Figure 4.2: Definition of angle and distance for the orientation correlation function (eq. (4.4))
between different chains.

To this end, unit vectors between adjacent monomers were defined as

Eu = Er i − Er i−1

|Er i − Er i−1| . (4.5)

The scalar product between two such unit vectors describes the angle between chain tangent vec-
tors (fig. 4.2)

cosα = Euchain1· Euchain2 . (4.6)

The OCF was recorded as a function ofr , the distance between the centers of mass of the re-
spective chain segments. The unit vectorsEui are direction vectors alongdifferent chains unless
explicitly stated otherwise. TheOCF falls in the range−0.5 ≤ P2 ≤ 1. A negative value means a
preferentially perpendicular orientation of the respective vectors (−0.5 is perfectly perpendicular),
a positive value indicates a parallel orientation (1 is perfectly parallel) as illustrated in figure 4.3.
For uncorrelated vectorsP2 averages to zero.

The very first investigation of this kind was performed in the 1970s with only 200 atoms on
one infinitely long chain, whereby the last monomer was connected to the first without closing to
a ring [WH79]. Some time ago such orientation correlations were also observed in similar systems
like the ones under study here but for short chains of 10− 20 monomers [RR88].

Figure 4.4a shows inter-chain orientation correlation functions of different systems. The first
minimum (r < 1) is close toP2 = −0.5 which would indicate a perfect perpendicular ordering.
There are only few pairs approaching so closely. They have for geometric reasons to align perpen-
dicular as the centers of mass of two dimers can come closest if they are perpendicular to each
other. The first peak(r ≈ 1.2) shows a preferred parallel alignment at the distance of the first
neighbor shell. This order is not mediated by a perpendicular chain inbetween. The numbers of
such pairs is much higher than the direct perpendicular contacts. A second parallel peak follows
at r ≈ 2. The intervening minima(r ≈ 1.6) get weaker for higher stiffness indicating stronger
local parallel ordering. TheOCF decays to zero withr because the system is globally isotropic,
not nematic.

For systems with small persistence lengths such as 2−1, and 5−2, the local order differs only
slightly from the fully flexible case, whereas the chain withx = lp = 5 shows a more pronounced
local parallel orientation. For these chains there is residual parallel order even at the intermediate
minimum (r ≈ 1.6), where the other systems show some perpendicular ordering. These chains
have except for the few direct contacts locally a preferred parallel neighborhood of three monomer
diameter size.
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Figure 4.3: Illustration of the meaning of positive and negative values of the orientation corre-
lation function (second Legendre polynomial). The values correspond to the dimers indicated by
blue arrows.
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Figure 4.4: a) Inter-chain orientation correlation functions for chains with 50 monomers. b)
Inter-chain orientation correlation function for different chain lengths for the 5− 2 system. To
better distinguish between the lines, a running average (over 15 points,δx ≈ 0.05) was per-
formed.
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Figure 4.5: One plane of the face centered cu-
bic lattice, only correlations between the white
line and the black lines are taken into account
for theOCF to model simplistically the connec-
tivity.

Except for the very few direct contacts where chains are pressed into each other, there is, thus,
parallel orientation between neighboring chains. This order is visible up to about three monomer
diameters. The more flexible systems (0− 1, 2− 1, 5− 2) show qualitatively a similar ordering,
but it is less pronounced and there is intermediate preferred perpendicular orientation at a distance
of about the first minimum in the radial distribution function(r ≈ 1.6).

TheOCFs for chains of different length are not distinguishable (fig. 4.4b) [FPMP99]. Thus,
the effect is strictly local. This even holds although the global dynamics of the chains of varying
lengths is different: the chains of length 25 are not yet entangled, whereas the longer chains are
already influenced considerably by entanglements (entanglement length in the fully flexible case
about 32 monomers [KG90, PKG00], and shorter with increasinglp see section 5.3).

The only effects contributing to the local order in the case of full flexibility are connectivity
and excluded volume. The latter can be modeled simplistically by a close packing of spheres.
Therefore, a face-centered cubic lattice was created. In this model correlations of directions of
dimers were looked for. The connectivity was modeled in a simplistic fashion; only dimers not
sharing a common lattice site were taken into account (fig. 4.5). The result of these correlations
is shown in figure 4.6 in comparison to the orientation correlations of fully flexible chains. The
generic features are in good agreement. One can say that the local structure of fully flexible chains
is well explained by simple packing arguments. For packing in turn the shape of the excluded
volume is very important, as can be seen here for hard spheres. In section 6.6 this is the reason
for the explicit local packing of atomistic models. One can imagine the parallel orientation at the
first peak because of orientation correlationsalong the chains. On average a chain prefers at least
slightly to keep its direction. Thus, the neighbors have to line up.

In addition, orientation correlation functions of longer chain segments were investigated. Here,
not only vectors connecting nearest neighbors but vectors connecting next-to-nearest neighbor
beads or beads farther apart were taken into account (fig. 4.7). The orientations of such segments
is characterized by unit vectors defined as

Eud := Er i − Er i−d

|Er i − Er i−d| , (4.7)

whered is a measure of the segment size. Figure 4.8a shows that the effect of local parallel chain
orientation is not restricted to segments of 2 monomers. It persists when larger chain fragments are
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Figure 4.6: Comparison of orientation correla-
tion on a lattice (squares) with the simulation re-
sults for the fully flexible system (solid line for
500 chains of length 50). The dashed line is a
spline as a guide to the eye.
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Figure 4.8: Spatial orientation correlation functions of segments of lengthd: a) Different seg-
ment lengths in a 5− 1 system with 50 monomers. b) Different systems,d = 2. A running
average was applied in order to be able to see differences of the curves.
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Figure 4.9: Inter-chain monomer-monomer radial distribution functions: a) Different stiffnesses
for length 50. b) Different lengths for 5− 1 system. To better distinguish between the curves, a
running average was applied.

analyzed. But, the degree of order decreases with segment size. Figure 4.8b again shows the more
pronounced local order in the case with persistence lengthlp = 5 compared to the more flexible
chains. The 2− 1 and the 13− 2 systems coincide almost perfectly. Their persistence lengths are
quite similar, and for the bigger segment sizes the exact local realization of this persistence length
is no longer important, only its overall value.

These results are also in qualitative agreement with a lattice Monte Carlo investigation of
short chains [KSY86]. Lattice models, however, are biased in favor of orientation correlation. Due
to the lattice a long range correlation is induced leading to more pronounced and longer ranged
correlations.

4.3 Melt and chain structure

The inter chain radial distribution functiong(r ) (RDF) describing the monomer packing in the
melt does not change much with added stiffness on large scales (fig. 4.9a). There are, however,
some differences on very local scales. Both the second and third neighbor peaks are further apart
for stronger stiffness. Furthermore, the minimum between the first and second neighbor shell is
not as pronounced as in the more flexible cases, whereas the first maximum is higher. The local
stretching allows a closer approach of chains. This leads to a reduction of the correlation hole
which results from the fact that due to connectivity any monomer has a significant number of
monomers from the same chain as neighbors, excluding monomers from other chains from its
neighborhood. In fully flexible systems the number of neighbors from the same chain increases
with chain length until saturation. No effect of chain length is to be seen for the stiffer systems
(figure 4.9b) which again reflects the strict locality of the structure formation in the melt.

Static structure functions are experimentally accessible by neutron or X-ray scattering. The
single chain structure factorSSC reads (sec. 2.1.2):

SSC(k) = 1

N

NC∑
m=1

〈 ∣∣∣∣∣∣
N∑

j =1

exp(ikr m
j )

∣∣∣∣∣∣
2 〉

. (4.8)
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Figure 4.10: Single chain structure factorSSC in the melt for different systems at chain length
N = 50.

NC is the number of chains,N the number of beads per chain andk the modulus of the scattering
vector. The static single chain structure factor was calculated from the simulations (fig 4.10). First,
one recognizes that the single chain structure factor of the fully flexible chains decays withk−2

as expected. This exponent indicates a Gaussian chain (sec. 2.1.2). Additionally, one sees that the
stiffening leads to a deviation at largek-vectors, i.e. at short length scales. The fully stretched and
the Gaussian chain are the two extremes which are interpolated between.

In the static case a renormalization of the chains onto coarse-grained Gaussian chains is pos-
sible by introducing the concept of aKuhn-segment lengthlK. As there is only one governing
length scale, everything on larger lengths thanlK does not know about the local interactions. The
melt consists of renormalized Gaussian chains, where the local packing leads to correlations of
orientation on short scales without forming a liquid crystal on the large scale.





5 Dynamic effects of entanglements in
melts of semiflexible chains

As the statics of semiflexible model polymers can be described in terms of established models,
one can now perform the next step. This chapter focuses on the dynamics of the model described
in section 3.3. First, the reorientation dynamics is under investigation in order to compare with
NMR experiments. Then, the Rouse analysis of the system is performed, and mean-squared dis-
placements as well as the diffusion behavior are examined in order to determine the crossover to
reptation dynamics.

Table 5.1 gives an overview of the simulated systems with their Rouse times and simulation
lengths. The Rouse modes are no longer the true eigenmodes of the system if local stiffness comes
into play (secs. 2.2 and 5.2). However, Rouse times are still useful as an estimate of the relaxation
time.

x N NC tsim[τ ] τR 6DN

– 2 1000 2500 - 0.45

1.5 5 1000 30000 (40) 0.44
3.0 5 1000 30000 (60) 0.42
5.0 5 1000 30000 (88) 0.38

0.0 10 500 30000 100±10 0.43
1.5 10 500 30000 190±10 0.44
1.5 10 2000 20000 170±10 0.41
3.0 10 500 30000 300±30 0.36
5.0 10 500 33000 (630) 0.27

1.5 13 500 25000 290±10 0.35
3.0 13 500 25000 600±50 0.27

1.5 15 500 37000 400±20 0.36
3.0 15 500 36000 850±30 0.28

1.5 17 500 66000 540±40 0.34
3.0 17 500 30000 1080±20 0.27
5.0 17 500 30000 (2600) 0.22

1.5 20 500 30000 800±30 0.28
1.5 20 2000 30000 820±30 0.31
3.0 20 500 42000 1800±100 0.22
5.0 20 500 28000 3700±200 0.19

0.0 25 500 30000 730±20 0.39
1.5 25 500 25000 1380±50 0.29
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x N NC tsim[τ ] τR 6DN

3.0 25 500 63000 3150±50 0.20
5.0 25 500 78000 6900±150 0.18

1.5 30 500 37000 2200±50 0.27
3.0 30 500 54000 5000±300 0.18

5.0 35 500 109000 18000±2000 0.14

0.0 50 500 20000 3300±200 0.30
1.5 50 500 73000 7000±200 0.18
3.0 50 500 70000 20000±1000 0.10
5.0 50 500 113000 42000±2000 0.10

1.5 75 500 148000 23000±2000 0.14

1.5 200 500 300000 ≈100000
3.0 200 500 350000 ≈200000
5.0 200 500 750000 ∗

0.01 350 120 1700000 ≈500000

5.0 1000 250 60000 ∗

Table 5.1: Simulated systems withy = 1: x: strength of the stiffening potential, for static
observables see table 4.1;N: number of monomers per chain;NC: number of chains,tsim: simu-
lation times;τR: Rouse times, numbers in brackets for systems if chains are too short for reliable
Rouse mode analysis;D: center of mass diffusion constant (for the systems in which free diffu-
sion was reached) with error of at most 5%. The Rouse times are determined by averaging over
the first few modes (compare table 5.4) forN ≤ 75. For longer chains the crossover from the
t1/4 to thet1/2 regime ing1 is taken. The Rouse time is only an estimate of the relaxation time.
∗:The Rouse times for these systems could not be determined by either method.

The short chains allow an estimate of the intrinsic diffusion coefficient of chains of a given
stiffness, i.e. their mobility without constraints from the surrounding. They could be followed
into free diffusion allowing for the determination of influences of stiffness on chain mobility. The
slowdown does not follow a linear relationship with chain stiffness, as would be expected from
the Rouse model. The chains of length 10 and below can be no more described as random walks,
especially if an intrinsic stiffening potential is applied, as the relationlp � L = (N − 1)lb is
no longer fulfilled. But, remarkably, a Rouse scaling is applicable atN = 10 up tolp = 3 (see
section 5.2).

5.1 Reorientation of semiflexible model Polymers

Double-quantum NMR experiments on different polymers allow the investigation of local reori-
entation dynamics, i.e. the reorientation of C−H bonds [Gra98, GHS98, CS98]. The relevant time
and length scales discussed in this section, therefore, lie in the range of the NMR experiments. For
polybutadiene (PB), which is the polymer to which the simulation data will be compared, the rep-
tation time (crossover fromt1/2 to t1/4 in the mean-squared displacement) isτe = 0.15 ms and the

1This simulation was taken from M. P¨utz and reanalyzed [P¨ut99].
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Rouse time isτR = 300 ms at T= 223 K and a molecular weight of 128000 g/mol with a double
quantum preparation time in the range of 0.25 − 1.5 ms [Gra98]. This is the time during which
the monitored bond vector can reorient; its direction is then correlated to the initial direction. The
experiments actually rely on the time-temperature superposition principle. The relevant data from
the butadiene measurements are in the dynamic regime, in which a one-dimensional Rouse-like
relaxation of the chain is expected for fully flexible chains. The observations in the reorientation
of polybutadiene are not explained by the simple reptation picture [GHS98] in contrast to experi-
ments on the more flexible PDMS [CS98], as a high degree of local order is claimed. The stiffness
of polybutadiene is characterized byC∞ = 5.8 for trans-PB and 4.7 for thecis conformer.

5.1.1 Reorientation correlation function

The reorientation correlation function

Creor =
〈
1

2

[
3
(
Eu(t)Eu(0)

)2 − 1
]〉

(5.1)

described in section 2.5 was recorded in the simulations. The short-time and long-time behaviors
differ fundamentally and are, therefore, discussed separately [FMPH00].

Short-time behavior

Reorientation of next-neighbor connecting vectors is a measure of very local scale chain dynamics.
This reorientation correlation function decays algebraically on short time scales, as can be seen
in figure 5.1. Even this very local property depends on chain length. Reorientation correlation
functions decay much slower if the chains become longer. This is seen most evidently by the
fact that longer chains have a much longer time-span of algebraic decay. Short chain correlation
functions bend over to a second exponential process (see below) quite soon, especially for short
persistence length. Moreover, the overall melt viscosity fork → 0 should scale withN if the
Rouse model was applicable. This leads to an overall slowdown with chain length. Additionally,
the viscosity is dependent on the “bead friction”, which depends on chain stiffness, as the Rouse
relaxation times of short chains increase with persistence lengths (tab. 5.1). Thus, comparisons
require a renormalization of time scales. In figure 5.1 time is rescaled by the chain length.

For shorter or more flexible chains the local process is more “effective” in the sense that it de-
creases the autocorrelation function to lower values in the initial algebraic process. Longer chains
have more residual memory of the initial orientation when the second exponential process sets in.
The local segments, therefore, are dynamically not independent. If one scales the simulation time
by chain length (t → t/N) the initial decays coincide almost (fig. 5.1d).

The short-time part of the correlation function depends more on stiffness and the long-time
correlation more on chain length (below). So one can conclude thatintra-chain interactions related
to the intrinsic stiffness contribute significantly to the first process. On the local scale the persis-
tence length prevents the chain from bending and, thus, local vectors from reorienting. On longer
time scales the reorientation is hindered substantially by topological constraints of the neighboring
chains; theinter-chain effects come into play as the chains get more extended.

An alternative view of the separation of time scales can be taken from the involved energy
scales. Theintra and inter interactions have different frequencies (or energies) involved. Bond
angle bending is a high frequency process. It appears on short time scales with a high energy
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Figure 5.1: Short time behavior of the time dependent second Legendre polynomial of all next
neighbor vectors for different systems. a)N = 200, different persistence lengths, b)x = 5.0,
different chain lengths, c)x = 1.5, different chain lengths. d)x = 1.5 for very short times
rescaled by1/N.
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Figure 5.2: Late stage exponential decay of
Creor(t) for different systems. Time is rescaled
by 1/N2 to show differences to Rouse behavior.
a)-c) as in figure 5.1

penalty. On the other hand, relaxation of entanglements leads to energetically very similar confor-
mations; thus, it is a low frequency process. This explains the separation of the time scales of the
two processes from a more abstract point of view.

Long-time behavior

The long-time tail of the reorientation correlation function decays exponentially as can be seen
in figure 5.2. This process and its decay time change considerably with chain length (fig. 5.3).
The dependence is more evident than in the short-time regime. This is expected because, accord-
ing to the Rouse model, the overall chain relaxation should scale withN2. Time is rescaled in
figures 5.2b and c to stress the observed deviations from Rouse behavior. Approaching the entan-
glement regime, an increase with the the chain length to the power of 3.4 is expected. The reorien-
tation time constantτreor (obtained by exponential fitting of the second part of the auto-correlation
function) is much shorter than the time for overall chain reorientation of the long chains, but still
longer than all local time scales involved in the short time process. Therefore, in the case of long
entangled chains, it is for the local processes no longer important whether the overall chain re-
orients completely. There is an intermediate length scale, the entanglement length, governing the
local scale dynamics.

In the limit of infinitely long chains the local segmental dynamics has to become independent
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Figure 5.3: Reorientation timesτreor of local
segments as a function of chain length and stiff-
ness calculated from exponential fits to the long-
time tail of the reorientation correlation func-
tion. The dashed line indicates an increase with
N2.3 for x = 5 and the solid lineN2.9 for
x = 1.5.

of chain length because it is impossible to propagate chain orientations over infinitely long dis-
tances in the finite local reorientation time. In this limit, the local segment does not “know” the
length of the chain, to which it is attached. Thus, the relaxation of a large but finite segment of the
chain of the order of a few entanglement lengths has to give the local parts enough freedom to relax
totally. Otherwise, the local parts could not relax completely. This would be the case if the ends
of the relevant segment were constrained for all times. Then, even the smallest segment would get
“stuck” at some final plateau value. Just take the case of an entangled melt of fully flexible chains
(N = 350, x = 0) as an example whereby the initial algebraic decay ofCreor is very fast. This
occurs on time scales of the entanglement time, which is about 1800τ in this system [DGK98].
Additionally, this process is very effective. The remainingCreor(τe) for the long-time orientation
is less than 0.01. The decay time of the long-time process is about 5000, which is the relaxation
time of chain-segments of the length of about 60 monomers. This corresponds to about twice the
entanglement length of the system [KG90], so that it is sufficient that subchains of the order of
slightly more than the entanglement length relax to give local vectors the freedom to reorient fully.

Reorientation of medium-size chain segments

The reorientation of longer chain segments, i.e. unit vectors between monomers farther apart along
the chain, is shown in figure 5.4 for the system with chain length 200 and stiffness parameter, i.e.
persistence length, 5 as an example. The unit vectors are here defined as

Eud = Er i+d − Er i

|Er i+d − Er i | . (5.2)

Thusd = 1 represent the next-neighbor connecting vectors discussed so far.
If there is a distance ofd monomers along a chain of lengthN the amplitudes of the reori-

entation correlation function in the exponential regime are expected to behave according to3d/5N,
if simple arguments for entanglements are used [GHS98]. To obtain this relation, one uses the
number of the Kuhn segments between two entanglements. Thus, the static picture is transferred
into the dynamics.

All local length scales(d ≤ 11) decay in the second process with almost the same single
exponential function defining a reorientation timeτreor (tab. 5.2). However, the proportionality of
the amplitude with1/N is not observed questioning the topological arguments (fig. 5.3). In subsec-
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Figure 5.4: Reorientation of chain segments
of different lengthd for the system with length
N = 200 and potential strength (persistence
length)x = 5, d = 1, 3, 5, 9, 11, 13, 19, 39,
79, 119, and 199 (end-end vector) from bottom
to top

d β τ
1000

1 0.055 269
3 0.087 272
5 0.115 276
9 0.172 283

11 0.202 286
39 0.533 335

199 0.796 558

Table 5.2: Exponential decays fitted to the
curves in figure 5.4 (N = 200, x = 5) in the
time domain betweent = 100000 and 300000.
The amplitudeβ is defined by the following re-
lation Creor(t) → βe−t/τ , t → ∞, i.e. the
value extrapolated back tot = 0 for the func-
tion valid in the long-time limit to compare am-
plitudes.

tion 2.4.1 it was discussed that arguments of this kind cannot describe the interplay between stiff-
ness and entanglements sufficiently. Especially in the systems with chains of length 200 and 1000
one sees that the respective time constant for the second process can no longer be related to the
reorientation of the full chain (see above). The latter is at least forN = 1000 expected to occur on
time scales well beyond the reach of the simulations(≈ 107). The reorientation happens on shorter
but still macroscopic or at least mesoscopic orders of magnitudeτreor ≈ 300000 (fig. 5.3). This
finding suggests also that the entanglement length is a relevant length scale. For local phenomena
every length longer thanle is “infinite”. Therefore, local processes experience their surrounding
at most up to the entanglement spacing. Additionally, this is a hint that the entanglement length
decreases with persistence length as the separation of time scales is more pronounced.

The proportionality of the correlation function at a given time in the long time tail with the
segment lengthd could not be confirmed either (see parameterβ in table 5.2). There is obviously
a dependence of the residual order on the segment size. But it does not simply scale linearly,
as suggested by analysis of the simplified model. The length scales correlate in some complex
manner which shows the interplay of relevant length and time scales.

5.1.2 Comparison to double-quantum NMR experiments

For the interpretation of double-quantum experiments like the ones by Grafet. al. for polybuta-
diene [GHS98], the correlation functionCDQ(t) = 〈P2(Eu(t) EB)P2(Eu(0) EB)〉 is the correct choice
(sec. 2.5). As shown in appendix A, this function is for isotropic melts proportional toCreor.

There is a difference betweenCDQ for simple bead-spring chains and the experimentalCDQ
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Figure 5.5: a) Double-quantum correlation functions for systems with different persistence
lengths at chain lengthN = 200. This function directly relates to experimental observables.
b) Comparison of double-quantum correlation functions from the simulations with the experi-
ments on polybutadiene of ref. [GHS98], whereby the dynamical order parameterS = √

C(0)

and the trivial factor of1/5 have been left out. The simulations are scaled toC(0) = 1. The time
axis for the simulation data is scaled empirically, as the direct model-free mapping to experimen-
tal times is not possible. The experimental times are measured in entanglement times, which are
derived from viscosity measurements.

which has contributions from many more (intra-monomer) degrees of freedom. This manifests
itself mainly in a different behavior att → 0. In the experiments the limit ofCDQ(0) for t → 0
is called adynamical order parameterS, after removing the trivial factor of1/5 (appendix A).
This is partly related to internal degrees of freedom, which are not present in the simple bead-
spring model, so that the absolute values are not comparable. Experimentally, for the reorientation
of the carbon-carbon double bond in polybutadiene,SC=C = 0.24 is inferred.CDQ(t) is shown
in figure 5.5a for systems with different persistence lengths atN = 200, whereby entanglement
effects play a role.

As discussed in section 2.5, in the time interval between the entanglement timeτe and the
Rouse timeτR, for which the inner degrees of freedom of the chain are relaxed, at−1/4 regime of
CDQ(t) is expected. Later, in the regime, where the chain simply reptates as a whole in its tube,
a t−1/2 behavior should be found. The algebraic decay comes relatively close to thet−1/2 depen-
dence (tab. 5.3). The simulations can explain the qualitative features of the relaxation found in
NMR measurements, if one focuses on the interplay between entanglements and stiffness. The
local stiffness leads to more persistence on local scales, therefore shifting the decay to longer
times. A t−1/4 dependence of the correlation was found experimentally by Grafet al. for a sys-
tem with very long and, therefore, highly entangled PB chains (with a molecular weight of 76
times the entanglement molecular weightMe). They also observed at−1/2 power-law for a system
with a molecular weight of 11Me. Figure 5.5b compares simulation and experiment directly. The
chain lengths (measured inNe) of experiment and simulation are not the same, however, only the
regimes slightly and far above the entanglement length are important. The curves have been su-
perimposed by empirically scaling the time axis by 0.153 and 0.5 forN = 50 andN = 1000
respectively. This may be used to infer a direct model-free mapping to experimental times. The
experiments, however, rely on the time-temperature superposition principle, as the time window
in NMR is fixed. Thus, the detailed mapping includes a specific temperature. At T= 223 K, the



5.1 Reorientation of semiflexible model Polymers 67

x α

1.5 0.68
3.0 0.50
5.0 0.40

5.0∗ 0.29

Table 5.3: Algebraic fits (t−α) of decay of
double-quantum correlation functionsCDQ for
N = 200 (see text and figure 5.5).
∗ The bottom line forx = 5.0 has chain length
N = 1000 but the system is not equilibrated.

experimental times areτe = 0.15 ms andτR = 300 ms for polybutadiene of a molecular weight of
128000 g/mol [Gra98]. The simulations presented here are well in the millisecond range for such
low temperatures.

As the experimental times in fig. 5.5 are measured in entanglement times the mapping of
simulation to experiment leads to an entanglement timeτ ′

e < 10 which is remarkably smaller than
theτe ≈ 1500 estimated from the mean-square displacements (section 5.3). This indicates that the
standard reptation picture has at least to be modified.

Algebraic fits of the decay curves in the linear region of the double logarithmic plot yield the
exponents shown in table 5.3. The systems under study are not very long, as they are at most
about 30 times the entanglement length (except forN = 1000, x = 5). The exponentsα are,
therefore, closer to1/2 than to1/4. The system with persistence length 5 is the most entangled. It is
found to reorient slowest with an exponentα between 0.25 and 0.5. The system with persistence
length lp = 1.4(x = 1.5), shows an algebraic decay faster thant−1/2. This is probably because
it is only weakly entangled, so that the effects of entanglements just start to play a role leading
to the algebraic decay. The exponents decrease systematically with persistence length which, as
discussed earlier, indicates an increasing degree of entanglement. The dependence on the degree of
entanglement is supported by the finding of a very low exponentα = 0.29 for a system withlp = 5
and chain lengthN = 1000. This, however, was a short run and due to computational limitations
it could not be explored in greater detail, so the question whether a crossover to at−1/2 behavior as
predicted by Ballet al. [BCS97] occurs could not be answered. The correlation functions of the
chains of length 200, however, indicate a crossover.

5.1.3 Interdependence of reorientation and translation of segments

In the reptation picture the reorientation process should depend on the motion of the polymer in
its tube. A useful quantity to investigate is therefore the orientation correlation function versus the
mean-squared displacement of the corresponding monomers irrespective of time. This is averaged
over a finite time 2tav which does not necessarily start att = 0. If the tube itself relaxes during
some timetm the correlation function disappears with time. Figure 5.6 shows the second Legendre
polynomial of bond vectors against the mean-squared displacements of its constituent monomers.

Creor(1r 2) =
〈
P2

[
Eu(0)Eu(1t)

]〉
tm−tav,tm+tav

, (5.3)

1r 2 =
[
Er (1t) − Er (0)

]2
, (5.4)

i.e. bothCreor and1r 2 depend parametrically on1t . In the curves fortm = 15000 andtm = 75000
a plateau is found (fig. 5.6) which indicates an almost non-reorienting regime at a certain spatial
distance for chains long enough (entangled) and stiff enough (lp = 5). The presence of the plateau
can be explained as follows: a polymer chain of finite length has a preferred orientation; i.e. at
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Figure 5.6: Reorientation correlation function depending on the mean-squared displacement of
monomers (N = 200).
a) x = 5 three different time intervalstm and comparison to static correlation. For reasons of
statistics averages over 2tav = 30000 are shown, i.e.tm = 15000 means 0≤ tm ≤ 30000. The
static case is measured against topological distance, because distance in real space is not appro-
priate as the chain can fold back which leads for packing reasons (section 4.2) to perpendicu-
lar alignments. The different colors correspond to the followingtm black: 15000, blue: 75000,
red: 135000, green: 25500, and the light blue curve is the static correlation. The maximum of the
green curve corresponds to an average angle of 52.7◦, which is rather close to themagicangle of
54.7◦ where the second Legendre polynomial vanishes.
b) Different systems at 0≤ tm ≤ 30000.
A running average was applied after the initial decay in order to show the possible plateau more
clearly for the curve oftm = 75000 in figure a) and the curve forx = 5 in figure b).
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Figure 5.7: Illustration of the idea of reptation under shifting the tube without loosing orienta-
tion. This can lead to the observed behavior in the reorientation with diffusion.
This scheme is, of course, exaggerated in order to show the idea. The correlations are far from
100%. Chain visualization, however, show the transverse shift without full loss of orientation
(fig. 5.14).

every instant of time there will be an excess component of the tangent orientation in the direction
of the end-to-end vector that leads to a residual orientation correlation of segments a distancer
apart. If the overall chain direction is preserved during the averaging time− or, more stringently,
if the tube does not disappear on this time-scale− the residual correlation will also appear in
Creor(1r 2). The plateau is not a consequence of diffusion of the center of mass of the system as a
whole. It has been made sure that this possible artifact of Brownian dynamics simulation has been
accounted for in the analysis. For longer times the residual orientation propagates in space. There
is no definitive answer, yet, as to what causes this behavior. However, a scenario that would fit the
observation is that, in addition to reptation, there is a diffusive (or more probably sub-diffusive)
motion of a part of the chain as a whole through space. If an array of vectors moves rigidly
through space orientation is preserved fully but transported through space. By reorientation of the
vectors as shown above, this correlation decreases. Still, there is a clear peak related to translational
motion which moves withtm and transports the orientation. This would mean a motion of the tube
without changing orientation. Support for this idea is found by visualizations of the chain in the
tube (fig. 5.14 in sec. 5.4 or title picture). Figure 5.7 illustrates the idea of a reptating chain in a
shifted tube.

For comparison, also the static correlation function along the chain is plotted in figure 5.6. For
very short times the dynamical correlation is almost the same as the static, for longer distances it
is even slightly larger which results from contributions fromt 6= 0. The more flexible chains have
a plateau at a lower value. This is difficult to see due to the low statistical accuracy (fig. 5.6b). The
actual plateau value decreases withtm (fig. 5.6a), but it is still visible attm ≈ 75000. The time
dependence of the plateau value gives information about the stability of the initial neighborhood.
It measures the “similarity”, i.e. the correlation of the neighborhood with the neighborhood at
an earlier point in time as experienced by the chain coming back. The neighborhood, of course,
changes with time which, however, happens on a much longer time scale.

These results support the presence of reptation in the systems under study, as the chains come
back to their former surrounding which has undergone only small changes in the meantime. As
this memory effect preserves information about orientations, a tube picture is still a suitable con-
cept although the tube itself cannot be considered immobile. The chains do not behave simply as
the standard reptation picture suggests. The reptation is considerably modified by their stiffness.
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Stiffer chains reptate in a more pronounced way, i.e. they follow closer the primitive path of the
tube. This leads to a higher degree of orientation memory for chains of the same length (fig. 5.6b).

5.1.4 Implications

The reorientation of polymer chains in dense melts is subject to two subsequent processes. The
first leads to an algebraic decay of the reorientation correlation function and the second to an ex-
ponential decay. Both processes depend on chain length as well as on stiffness. Chain stiffness
leads to a substantial slowdown of the reorientation on both time scales. The double-quantum
correlation function shows an algebraic decay with a stiffness-dependent exponent. The dynamic
reorientation exponents which are encountered in NMR experiments of systems not too far above
the entanglement molecular weight could be reproduced. Therefore, even this simplistic model
which is probably the simplest possible one incorporating stiffness and excluded volume, is suc-
cessful in describing qualitatively the dynamics to a satisfying degree of accuracy. As the results
are validated against experimental data, the reorientation correlation functionsCreor(t) can be re-
garded as meaningful.

To find an appreciable dynamic order parameter, local stiffness is required. Otherwise, the
initial orientation memory is lost almost immediately in the short-time regime. Additionally, en-
tanglements are needed in order to have an exponential second decay slow enough to observe
the dynamic order on experimentally relevant time scales (milliseconds for the NMR experiments
discussed). This means that, in principle, both processes are always present. To be observable,
though, they have to govern a range big enough in amplitude and time.

The reorientation correlation functions are found to be in qualitative agreement with experi-
ments [GHS98] and theoretical predictions [BCS97]. Still, this does not imply an increased static
order by entangling the polymer chains. The static order increases with chain stiffness but does not
at all depend on chain length (chapter 4, [FKMP99]). Therefore, the experimental results should be
interpreted in dynamical terms only. To fully understand the processes leading to the experimental
observations, more efforts are needed from experimental, theoretical and simulational points of
view.

The reorientation behavior supports the concept of reptation. However, the existence of a time-
dependent plateau value of reorientation with diffused way means that the motion of the tube
itself has to be considered, and that it probably corresponds to a subdiffusive translation with
orientation largely preserved. The reptation can be more clearly seen if the chains are stiffer. This
increased stiffness leads to two effects. The local bending rigidity is increased, and the degree of
entanglement(N/Ne) is enhanced. This confines the chain more closely to the primitive path of the
tube. Here indications of the scenario of the transition fromloosely entangledto tightly entangled
semiflexible chains, as suggested recently, can be seen (sec. 2.4.4) [Mor98b]. However, the limit
le � lp is not reached.

5.2 Rouse mode analysis

The presented simulations cover the transition from full flexibility to an appreciable degree of
stiffness. It is of interest to which extent the Rouse model is still applicable. Additionally, the
chain lengths range from dimers to lengths in the entangled regime.

According to the Rouse model the normalized auto-correlation functions of all Rouse modes
(in the following denoted by the indexp) collapse onto a master curve for one system if time is
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Figure 5.8: Collapse of Rouse modes for relatively short and flexible systems. The time axis is
rescaled by the mode number squared. The amplitudes are normalized to〈Xp(0)Xp(0)〉 = 1.
a) x = 0, N = 50, b)x = 1.5, N = 50.

rescaled by the square of the mode number (see section 2.2). Moreover, the correlation functions
of segments of the same length in systems of different chain length but same stiffness coincide. To
decide whether the Rouse model is the appropriate description of a polymer melt, it is necessary
to determine the Rouse modes. Furthermore, the Rouse times may help to transform times into
lengths by regarding the time as the relaxation time of a subchain. This is useful for determining
an entanglement length from a plot of the mean-squared displacement (sec. 2.3). This, of course,
can only be applied if the Rouse model describes the system appropriately at least for short chains.

The Rouse timeτR is the relaxation time of the slowest mode. Therefore, it can be used to
determine the equilibration of the systems. Even if the Rouse model is no longer applicable, the
decay time of the first Rouse mode is still a useful estimate of the relaxation time. A second esti-
mate is the time it takes for centers of mass of the chains to move their own size, i.e. one gyration
radius. For some of the shorter systems the relaxation times multiplied with the mode number of
the first few modes are given in table 5.4. Without a rescaling of the friction coefficient an increase
of the Rouse timeτR with chain extension, i.e. linear withlp, would be expected [DE86]. How-
ever, the relaxation times increase in an even stronger fashion. Additionally, for fixed stiffness the
increase withN2 as expected from the Rouse model is not observed, but the slowdown is more
pronounced, indicating an earlier onset of influences of entanglements with increasing persistence
length (compare tab. 5.1). Forx = 5, the decay times can be no longer rescaled by the squared
mode number whereas for more flexible chains this remains possible (tab. 5.4). Still, the lowest
Rouse mode always has the longest relaxation time.

5.2.1 Short chain systems

Figure 5.8 shows the decay of Rouse modes for different systems in Rouse scaling. The Rouse
collapse can be nicely seen for the fully flexible and the weakly stiffened chains at the moder-
ate length ofN = 50, which is already slightly more than the respective entanglement lengths
(sec 5.3).

Increasing local stiffness leads to deviations, especially at high Rouse modes, which is seen in
figure 5.9b. The higher modes have shorter wave length and are, therefore, more hindered by local
stiffness, as the wave-length and the persistence length come into the same order, e.g. the mode
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System p N p2τp τ1/τp

0-1 1 25 735 1
0-1 2 25 723 3.93
0-1 3 25 776 9.50

0-1 1 50 3029 1
0-1 2 50 3443 3.52
0-1 3 50 3357 8.12

1.5-1 1 15 385 1
1.5-1 2 15 424 3.62
1.5-1 3 15 426 8.12

3-1 1 15 867 1
3-1 2 15 795 4.36
3-1 3 15 874 8.92

3-1 1 17 1096 1
3-1 2 17 1058 4.14
3-1 3 17 1078 9.07

3-1 1 20 1936 1
3-1 2 20 1738 3.59
3-1 3 20 1809 8.41

3-1 1 25 3184 1
3-1 2 25 3193 3.99
3-1 3 25 3092 9.27

5-1 1 5 637 1
5-1 2 5 339 7.51
5-1 3 5 1640 3.48

5-1 1 20 3905 1
5-1 2 20 3462 4.51

Table 5.4: Selected decay times of Rouse modes for different systems and modes. The scaling
is at least forx = 5 questionable on all length scales.



5.2 Rouse mode analysis 73

0 2500 5000
p

2
t

10
−3

10
−2

10
−1

10
0

<X
p(

t)
X

p(
0)

/X
p(

0)
2 >

p =1
p =2
p =3
p =4

a)

0 40000 80000
p

2
t

10
−2

10
−1

10
0

<X
p(

t)
X

p(
0)

/X
p(

0)
2 >

p= 2
p= 4

p= 6
p= 8
p=10

b)

Figure 5.9: Rouse modes forl p = 3, N = 15(a)/50(b) in Rouse scaling. The high modes
show strong deviations, as they are hindered by semiflexibility. To see the slight differences, not
all points actually investigated are included in the plots. The three lines in figure a) are the fits
leading to the decay times denoted in table 5.4.

with p = 10 has forN = 50 a wave-length of 5 monomers which is less than two persistence
lengths atx = 3. For the lower modes the collapse is correspondingly better.

5.2.2 Long chains

On long time scales (fig. 5.10a) the system with chains of lengthN = 200 and stiffnessx = 5
might appear Rouse-like. It shows, however, remarkable deviations at short to intermediate times
(fig. 5.10b). The collapse is no longer possible by simple rescaling withp2. The dynamics of
these chains is different; the Rouse model breaks down. The reorientation (sec. 5.1) already hints
that these chains are entangled. Also, the Rouse relaxations are much slower than for chains of
the same length but with full flexibility [DGK98]. As they prefer to move along their contour the
Rouse model cannot be expected to hold.

In figure 5.10b the modes with indices 3 and 4 collapse quite nicely. The two lowest modes
cannot be decided yet, as they are not well relaxed. There is some indication that they decay more
slowly than the higher modes. This would be in line with the influence of entanglements acting on
long distances; the higher modes (p ≈ 5 − 7) decay in Rouse scaling apparently faster than the
lower modes. Even with full flexibility, the Rouse scaling breaks down atN = 350 (fig. 5.10c).
As there is evidence that the long and stiff chains cannot be described by the Rouse mode, other
descriptions have to be looked for. Also, it will be shown that the reptation concept is not able to
describe these systems satisfactorily.

5.2.3 Chain-length dependence and friction coefficient

According to the Rouse model the modes of systems with different length, but otherwise same pa-
rameters, can be rescaled onto a master curve. Atx = 1.5 this is not possible forp = 1 (fig. 5.11a).
Analyses of higher modes yield analogous results. For the flexible system the scaling works well
at least up toN = 50 [Püt99]. The discrepancies from the predicted scaling behavior increase with
chain length. The Rouse model seems to work approximately for short chainsN . 20, although
even there influences from chain length are visible. For longer chains, the relaxation time is not
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Figure 5.10: Rouse modes in Rouse scaling a)
x = 5, N = 200, b) same as a) but only very
short times c)N = 350, fully flexible(x = 0)
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Figure 5.11: The first modes for different chain lengths do not obey a perfect Rouse scaling.
Part a) shows this forx = 1.5 and part b) forx = 5.
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x N ζ

0 50 24
1.5 20 25
3 20 34
5 20 45

Table 5.5: The friction coefficients of the
Rouse model depending on chain stiffness. Only
a limited range of chain lengths can be used.

quadratically dependent on chain length. Thus, the onset of entanglement influences is supported.
For x = 5 there is no Rouse scaling at any chain length (fig. 5.11b).

From the Rouse times the friction coefficient can be calculated (sec. 2.2):

ζ = 3π2kBT

N〈R2
e-e〉

τR . (5.5)

This is only possible as long as the Rouse model is the appropriate description. Thus, in table 5.5
not only the friction coefficients but also the chain lengths from which they are calculated are pre-
sented. The friction increases for weak stiffness only slightly. For stronger stiffnesses the concept
as a whole becomes questionable.

5.2.4 Applicability of the Rouse model

With increasing stiffness the Rouse model is no longer appropriate. It may still be used to estimate
relaxation times. However, the Rouse scaling fails, as the dynamics is changed on local scales.
Even for the weak stiffness ofx = 1.5 there are only about 6 Kuhn-segments in the range of
the entanglement length (see section 5.3). There is less than a decade of chain lengths, where the
Rouse model may describe the dynamics. Therefore, chains of different lengths cannot be mapped
onto each other by Rouse scaling.

One can say that the Rouse model works satisfactorily for flexible and weakly stiff chains
x . 3 of lengths between persistence and entanglement length. The stiffer systems have a differ-
ent underlying dynamics, and the longer chains are entangled, which leads to a violation of the
assumption of free motion parallel and perpendicular to the backbone. The Rouse regime is “dis-
solved” between the two extremes. The long wavelength side is suppressed by the entanglement,
whereas the short modes are prevented from Rouse motion by the stiffness.

The long Rouse times for semiflexible chains suggest relatively short entanglement lengths, as
τe does not increase so drastically, which again is in line with the other observations concerning
entanglement length versus persistence length (sections 5.1 and 5.3).

5.3 Chain diffusion and mean-squared displacements of
monomers

5.3.1 Center-of-mass diffusion

As discussed in sections 2.2 and 2.3, the mean-squared displacements of inner monomers and of
the center of mass, which corresponds to the diffusion of the whole chain, are key observables
for describing the dynamics of polymer chains in the melt. From the center of mass diffusion
an entanglement lengthle can be determined, which is not necessarily the same as defined by
the experimental plateau modulus. However,le is a characteristic chain length above which the



76 5 Dynamic effects of entanglements in melts of semiflexible chains

1 10 100
N

10
−2

10
−1

6D
N

x=0
x=1.5
x=3
x=5

a)

10
−2

10
−1

10
0

10
1

10
2

N/Ne

10
−2

10
−1

6D
N x=0,    Ne = 32

x=1.5, Ne = 15
x=3,    Ne =  8
x=5,    Ne =  6

b)

N
−1

Figure 5.12: Overall chain diffusion coefficient multiplied with chain length. A plateau denotes
Rouse behavior. a) Simple presentation of the data for the different stiffness parameters. Some
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to define an entanglement length. The rescaling was done withNe(x) shown in table 5.6. The
solid line has a slope of−1, indicatingD ∝ N−2 as expected from reptation theory.

dynamics of the chains becomes much slower, which is associated with the constraining of the
chains into tubes.

The following definition of an entanglement length will be used: the “point”, where the dif-
fusion constant starts to deviate from the Rouse behavior ofD ∝ N−1, i.e. the kink in the plot
of the diffusion constant multiplied by chain length against chain length. According to the Rouse
model the center-of-mass, i.e. long-time, diffusion coefficient decreases linearly with chain length.
With the onset of entanglements the diffusion coefficient drops even faster than∝ N−1 (N−2 for
reptation). If the diffusion coefficient multiplied by chain length is plotted versus chain length a
plateau indicates simple Rouse behavior, and a drop with1/N indicates reptation. In section 5.2
it was shown that the Rouse model is not fully appropriate to describe the short-chain dynamics.
Still, it is used here as point of reference.

The overall chain diffusion constant could be determined for the shorter chains (up toN = 75)
at all stiffnesses; For longer chains prohibitively long simulation times prevented an exact deter-
mination; and for the fully flexible case the results of Kremeret. al. [KG90] could be reproduced:
up to Ne = 32 the diffusion coefficient decreases with1/N, as expected from the Rouse model
(fig. 5.12). In the fully flexible case there are several detailed determinations ofNe producing
similar results [KG90, P¨ut99, PKG00].

The behavior ofD(N) changes remarkably if the chains have an additional bending potential
(figure 5.12a). For weak stiffnesses(x = 1.5, x = 3) two plateaus are found. The influence of
stiffness on the very short chains(N . 10) is negligible. The diffusion constants coincide with the
plateau value for fully flexible chains. Then the diffusion decreases faster than1/N and arrives at
a second plateau inDN(N). The second plateau ends beforeN = 32; thus,le certainly decreases
with increasinglp. From this data one cannot elucidate the exact dependence ofle on lp. A linear
decrease would be supported by the data. As there is still an uncertainty of about 10− 20%, more
simulations at different stiffnesses are necessary in order to decide on this question.
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x lp Ne Nelp dT

0.0 1.0 32 32 6
1.5 1.4 15 22.5 5
3.0 3.0 8 24 4.5
5.0 5.0 6 30 −

Table 5.6: Values of entanglement lengths de-
pending on persistence length determined by
scaling the final decrease ofDN for N → ∞
with chain length (compare figure 5.12). The
definition of the entanglement lengths is by no
means unique, and they have an error of at
least 10%. However, they decrease systemati-
cally with x, independent of definition. The tube
diameters are estimated from the crossover from
t1/2 to t1/4. Forx = 5 this is not possible.

At first sight it is not clear, which of the two lengths marking the ends of the corresponding
plateaus is the entanglement length. As the reptation model predicts for long chainsD ∝ N−2,
and in the motion of inner monomers with time (sec. 5.3.2) there is no hint for a slowdown before
the end of the second plateau, the rescaling in figure 5.12b was done in order to match the final
decay (N → ∞) to definele.

For even higher stiffness (x = 5) both plateaus vanish completely. Therefore, no Rouse regime
remains (compare section 5.2). At short scales, the local bending, dominated by the persistence
length lp, does not allow the chain to move perpendicular to its contour. At only slightly longer
length scales, the influence of entanglements sets in early. The persistence length and the entan-
glement length are in the same order of magnitude (table 5.6). Therefore, the dynamics cannot be
described by one of the two effects alone.

Figure 5.13b shows the mean-square displacement of the center of mass of entangled chains.
For x = 1.5 one sees the difference betweenN = 75 andN = 200. Although the chains of
length 75 are already entangled (seeg1 below) this is not observed ing3. At N = 200, in contrast,
the center-of-mass motion shows a slowdown on intermediate time scales. For the stiffest chains
the motion is slow and close to at1/2 behavior. The chain and with it the center-of-mass moves
diffusively in the tube and, thus, subdiffusively in cartesian space. Fort � τd the center of mass
is in the standard reptation picture expected to move witht1/2 [DE86].

In studies of blends of flexible chains of different lengths it was observed that the diffusion
of chains shorter than the entanglement length is slowed down if the longer species is entan-
gled [Bar00]. This supports the picture that for short times the neighbor chains form a quasi static
matrix in which the chain has to move.

5.3.2 Mean-squared displacements of central monomers

Figures 5.13a,c,d showg1(t) = 〈[ ER(t)N/2 − ER(0)N/2]2〉 for different systems. The fully flexible
bead-spring case is quite well understood by theory and simulation [de 71, DE86, KG90, PKG00].
Results of former simulation could be reproduced where available. Increasing the local stiffness,
one finds first a slight decrease of the tube diameterdT, determined by the kink fromt1/2 to t1/4

(fig. 5.13a). A definition ofdT is the length at which the monomer motion starts to be constrained
in a tube, i.e. where it has explored its transversal degrees of freedom. This length scale, thus,
determines the transition from isotropic to anisotropic motion leading to a change in the dynamic
exponent (sec. 2.3). With increasing stiffness this happens on shorter lengths. The tube diameter
shrinks, which can be explained by the fewer transversal degrees of freedom of the chain as a
result of the stiffness (tab. 5.6). If the chain stiffness becomes too strong, i.e. the persistence length
approaches the entanglement length, as is the case forlp = 5, the overall scenario changes again
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Figure 5.13: Mean-squared displacements of a) chain inner monomers(g1) for different sys-
tems (N = 200) under study in comparison to b) center of mass (g3) diffusion. c)g1 for x = 1.5
at different chain lengths. d) same as c) butx = 5. The two thin lines in figure a) indicate the
slopes fort1/2 andt1/4.
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drastically. Here thet1/4 regime is no longer observed;g1 starts witht1/2 and retains this exponent
until free diffusion. However, as discussed earlier, these chains are highly entangled. There is no
Rouse scaling, and the reorientation shows the typical reptation exponent clearly indicating a non-
isotropic motion. So one has to conclude that the motion of these chains starts directly with the
secondt1/2 regime, although at first sightg1 looks as expected from the Rouse model. The chain
reptates from the beginning as the tube diameter approaches its lower limit, which actually is the
chain thickness. If one looks very optimistically at thex = 5 curve, a weak “s-shape” is found in
the initial part of thet1/2-regime ofg1 which is probably the remainder of thet1/4-regime. The curve
for x = 3 is inbetween the two extremes. It already cuts through the curves of weaker stiffness
but still exhibits the intermediate slowdown. Thus, there is a smooth crossover between the two
scenarios. The shape of thex = 3 curve indicates the second intersection betweenx = 3 and
x = 5 as proposed in section 2.4.7 but does not reach it.

Comparing chains of the same stiffness and different lengths allows one to observe the
crossover from unentangled to entangled motion (fig. 5.13c, d). Especially for the chains with
stiffness 1.5 one clearly sees that with increasing chain lengths the mean-squared displacement
“leaves” thet1/4 earlier or does not reach it at all. For stiffness 5 there is no qualitative difference,
as the entanglement length is very short.

It is questionable whether the standard reptation picture still applies to the highly entangled
stiff chains, as the underlying assumption of a Rouse dynamics governing short chains is violated.
But, the other extreme is not yet reached in the models under study. This would be a slightly
flexible rod characterized by a quantity like the deflection length of Odijk [Odi83], whereby a rod
is pressed into a curvilinear tube being deflected from wall to wall (see section 2.4.3). In this case
the nematic ordering transition would be crossed for melt densities. However, overall isotropy is
ensured for all the model polymer melts under study. Since the models do not fall into any of
the theoretically understood limits and, on the other hand, do have stiffnesses of experimental
polymers, simulation appears to be the only way to study them for the time being.

It is not easy to define an entanglement length uniquely, as there are several different definitions
leading to different lengths. One often defines the time, when the free Rouse regime ing1 ends,
as an entanglement time, and then relates this to an entanglement length. The entanglement times
estimated this way areτe ≈ 1500 for x ≤ 3 rather independent of stiffness, forx = 5 this
estimate does no longer work. This needs a model to relate a relaxation time to the length of
a correspondingly relaxing subchain for given stiffness. The Rouse model provides this link for
flexible chains. Thele defined this way is for flexible chains compatible with the value defined as
above in the scaling behavior of the diffusion coefficient. For higher stiffness the definition from
the crossover from free Rouse motion to Rouse motion in the tube is no longer applicable.

Simulations with deformation might be helpful, as they provide a more direct link to the ex-
perimental definition of the entanglement length. For the fully flexible case it was shown that the
two lengths, the one defined here and the other extracted from the plateau modulus, differ by about
a factor of 2 [P¨ut99, PKG00].

Recently, it was demonstrated that non-interpenetrating semiflexible ring polymers have two
dominant length scales even in thestatics, one of which connects to the topological interplay
between chains [MWC00]. In that case entanglements influence the statics of the chains as well.
For N bigger than a characteristic length associated to the entanglement length, the ring diameter
scales no longer withν = 0.59, i.e. slightly stretched like a chain in good solution, but withν = 1/3

indicating a compact object. Thus, the rings collapse with increasing chain length and stiffness.
The length scale, where this transition occurs defines a local scale of freedom which is used by
Müller et. al. to define a tube diameter. This is not possible for the systems presented here, as in
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Figure 5.14: Visualization of the reptation tube for the system withN = 200, x = 5. The
monomer positions encountered at snap shots of time interval a)1t =10000, b)1t =100000
are recorded. One clearly sees that the ends start to explore their freedom whereas the inner parts
remain in the tube. Even fort = 100000 the inner part of the tube remains intact. Note the
transverse shift of chain parts under conservation of orientation.
The program VMD [HDS96] was used for the visualization.

linear chains this only shows up in the chain dynamics.

5.4 Motion along the tube

An illustrative picture of reptation in a tube is provided in figure 5.14, where over some time the
positions of all the monomers of a chain are plotted in one figure. The tube-like arrangement of
the average position is seen clearly; especially in part b the end on the left hand side shows the
destruction and rebuilding of the tube, as the end explores the positions marked with numbers of 1
to 4. In contrast to former visualizations of flexible chains [KG90, P¨ut99], not the primitive chain
but the chain itself is shown here.

Additionally, the correlation of the direction of a displacement of a monomer with the local
chain direction clearly indicates the anisotropy of the segmental motion (fig. 5.15). The following
correlation function

5(t) =
〈
P2

( ERn(t) − ERn(0)

| ERn(t) − ERn(0)| · ERn+i (t0) − ERn−i (t0)

| ERn+i (t0) − ERn−i (t0)|

)〉
(5.6)

allows a closer analysis. In figure 5.15t0 = 0 as well ast0 = t/2 are chosen.5(t) = 1 indicates
motion exclusively along the contour,5(t) = 0 corresponds to isotropic motion. Fort = 0 (as
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Figure 5.15: Correlation of chain direction vectors with displacements demonstrated using the
function5 defined in eq. (5.6). The solid lines denotet0 = 0, the dashed linest0 = t/2.
a) Different lengths of segments forx = 5, N = 200.
b) Different systems ati = 10, N = 200.

x p N(pack)
e

0 0.697 62.7
1.5 0.436 15.3
3 0.223 2.1
5 0.133 0.4

Table 5.7: Entanglement lengths derived by ap-
plying the packing length concept (forN = 200,
except for the fully flexible, wherebyN = 350).
They vary much more than observed in simu-
lations. Additionally, the packing lengths them-
selves are given.

well as fort0 = t by time-inversion symmetry) the correlations decrease with increasing time, for
t0 = t/2 there is an increase in the beginning, as the time to which the displacement is correlated is
in the center of the interval. Figure 5.15a shows that the tube has a correlation length, as fori = 10
the correlations are bigger than fori = 1 and fori = 50: on the very short scale there is still some
transversal motion possible. Ati = 10, which corresponds to a direction vector of the size of
two Kuhn lengths, there is a high degree of persistence of the tube. On longer length scales the
overall random walk character already shown in the single chain structure factor (sec. 4.3) shines
through as long segments(i � lp) average over uncorrelated parts of the tube. The chains of
higher stiffness follow the tube more closely, as there is more correlation between the displacement
vectors and the direction of the chain (fig. 5.15b).

5.5 Comparison to theoretical predictions

In subsection 2.4.5 the concept of a packing length was presented. From this one should be able
to calculate entanglement lengths from static chain properties by using the formula [FLG99]

Me = 218ρp3. (5.7)

The proposed dependencele ∝ l −3
p , however, is not confirmed by simulation. The entanglement

lengths calculated by this concept are shown in table 5.7. Forx = 1.5 the prediction agrees well
with the definition in section 5.3; for full flexibility it deviates by a factor of two; for the higher
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stiffnesses the entanglement lengths are clearly too short. The packing lengthp itself (or more
stringently about 40p) may be more appropriate than the derivedNe to describe entanglements,
as apparently there is a linear dependence between the two lengths supported by simulations. The
data of table 5.7 has to be interpreted with some caution, as the mass and length mapping are not
really established. Here monomer numbers and masses are the same. If stiffness is not too strong,
the packing length concept can provide a rough estimate of the entanglement lengths. Between
full flexibility and x = 1.5 the calculated values differ only in the range of factors of 2 to 3 from
the data resulting from simulations.

The Morse concept (sec. 2.4.4) suggests a slight increase of the entanglement length withlp.
The conceptual picture of the high entangling resembles the motion encountered in the simula-
tions. Still, the scaling ofle fails, at least for the parameter area investigated here asle does not rise
with lp. The Wu concept (sec. 2.4.1) cannot at all describe the observations.

5.6 Dynamical structure functions

Neutron-spin-echo experiments measure the dynamic structure function of polymer melts [ER97].
Evidence for reptation was claimed for polyethylene chains [SFL+98]. For the Rouse model (see
e.g. [DGK98]) and for short semiflexible chains [HWR97] this property can be derived analytically

Rouse :
S(k, t)

S(k, 0)
∝ e−const·k2t1/2

, (5.8)

Semiflexible :
S(k, t)

S(k, 0)
∝ e−const·k2t3/4

. (5.9)

For reptating chains de Gennes has calculated the structure factor [de 81], from which Kremer and
Binder derive the following expression, which has the advantage that in contrast to the original
formulation it decays exponentially witht → ∞ [KB84]

S(k, t)

S(k, 0)
=

{
1 −

(
kdT

6

)2

f

[
k2l 2

b

(
3kBT

l 2
bζ

t

)1/2
]}

×

8

π2

∞∑
p=1

1

(2p − 1)2
exp

(
− t (2p − 1)2

τd

)
, (5.10)

f (u) = exp

(
u2

36

)
erfc

(u

6

)
. (5.11)

Influences from the tube express themselves by a plateau-like time domain in in the decay of
the structure factor. The dynamic structure factor for different systems is shown in figure 5.16.
Increasing stiffness changes the behavior; the plateau arising from the tube increases indicating a
stronger confinement, i.e. a tube diameter shrinking withlp.

The modulusk of the wave vector has to fall in the range2π/Rgyr . k . 2π/dT to be in the scaling
regime between the tube diameter and the radius of gyration. On these length scales constraints
from the tube are expected. For flexible chains the tube diameter is estimated to bedT ≈ 7 from
mean-square-displacements and the radii of gyration are forN = 200 between 88 (lp = 1.4)
and 277 (lp = 5). Thus, thek-vector range of [0.1..0.7] should be appropriate for the analysis. A
slowdown of modes at persistence length five is even found fork = 2.0, whereas for the flexible
case this mode decays very fast indicating that on scales of about 3 monomer diameters tube
influences are found for stiff (x = 5) chains but not for the more flexible (x = 1.5) case (fig. 5.16c).
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Figure 5.16: Dynamical structure functions for a) systems with persistence length 5, b) fully
flexible systems.
In part a) and b) the red lines correspond to chains of length 200, the green to chains of length
25. The solid lines arek = 1.0 and the dashed linesk = 2.0.
c) compares forN = 200 and different persistence lengths 1.0 (N = 350, red), 1.5 (blue), and 5
(black). The solid lines arek = 1.0 and the dashed linesk = 2.0.
d) wavelength dependence forN = 200,lp = 5. From top to bottom the wavelength increases in
steps of 0.2 from 0.2 to 3.0. e) Same as d) butlp = 1.5, kmax = 2.0.
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Figure 5.17: The dynamic structure functions are fitted with eq. (5.10) forN = 200.
a) x = 1.5 b) x = 5. Note the different scales on the axes.
The tube diameters obtained by fitting are too big. Forx = 5 the classical reptation model is not
appropriate.

Comparing parts d and e of figure 5.16 one sees that the Rouse scaling for short times works
quite well for the rather flexible case ofx = 1.5, whereas it fails forx = 5. For long times the
structure factors deviate clearly from Rouse behavior in both cases. The decay is much slower
leading to a real plateau for the rather stiff chains.

By fitting

S(k, t)

S(k, 0)
= exp

(
−2

√
kBT

12πζ
C∞l 2

bk2
√

t

)
(5.12)

to the initial decay the friction coefficient of the Rouse model can be estimated [KG90, P¨ut99].
Pütz has determinedζ = 27 for fully flexible chains close to the value derived from the decay
of Rouse modes. Forx = 1.5 one arrives atζ = 30± 5, which matches the value derived from
the Rouse times forN ≤ 20 where scaling withN2 applies (sec 5.2). Forx = 5 a coefficient of
ζ ≈ 45 can be estimated. However, the Rouse model is not the true dynamical description.

With the Rouse friction, equation (5.10) can be fitted to the dynamic structure factors (fig. 5.17)
in the intermediate range of scattering vectors and for big times butt � τd. The tube diameters
fitted this way come todT(1.5, 200) = 12.2, dT(3, 200) = 8.7 anddT(5, 200) = 6.1. The fits
were performed atk = 0.6 andk = 0.8 respectively. The disengagement timeτd was estimated
using the standard reptation picture (eq. (2.29)). Better fits would be possible if additionallyζ

andτd would be changed. However, the values ofdT do not change much then. Forx = 1.5 and
chain lengthN = 75 a tube diameter ofdT(1.5, 75) = 15.4 was determined this way. Forx = 5
the friction coefficient is not well defined (see above), but changingζ changes the tube diameter
only little. The discrepancies for the otherk-vectors in figure 5.17b indicate again that the formula
derived from the classical reptation model is only a weak approximation to the observed structure
factors as the classical reptation picture is a weak approximation to the dynamics of the system.

Figure 5.18 shows a data collapse forx = 1.5 and chains of length 75 and 200 in one single
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Figure 5.18: Data collapse of the dynamic
structure factorN = 75 (red) andN = 200
(blue) at x = 1.5. Additionally the analytical
shape of the expected curve is shown for com-
parison (green).

plot. To do this, the sum in equation (5.10) was approximated by an integral. This yields

f (t, N) := 8

π2

∞∑
p=1

1

(2p − 1)2
exp

(
− t (2p − 1)2

τd

)

= exp(−64x/π4) − 8

√
x

π 3/2
erfc

(
8

√
x

π2

)
, (5.13)

x = t

N3
.

Rescaling time with the square of the modulus of the wave-vector and plotting

S=
S(k,t)
S(k,0)

· f −1(t, N) − exp(−k2d2
T/36)

1 − exp(−k2d2
T/36)

(5.14)

allows to collapse curves with a chain length dependent tube diameter. The tube diameters were
“by hand” determined in order to yield the best collapse:dT(200) = 14 anddT(200) = 17.
Especially for the longer chains the collapse works well. ForN = 75 the limit t � τd is violated
as the chains move freely att ≈ 105. This leads to the red curves leaving the master-plot early.

The tube diameters are apparently too big compared with the value from mean-squared dis-
placements. This is in line with recent results for flexible chains where tremendous finite chain
length effects are observed. The tube diameter calculated from the structure factor shrinks by
about a factor of two by increasing the chain length from 700 to 10000 [PKG00]. Thus, chains
of length 200 are very short for this determination, especially atx = 1.5. And from N = 75 to
N = 200 a decrease in the tube diameter is found. The obtained values are therefore (much too
high) upper limits. Still, relative numbers are meaningful.

The dynamic structure factors round up the picture which is indicated by reorientation, mean-
squared displacements and visualization. The introduction of local stiffness leads to a more pro-
nounced reptation. The standard reptation picture, however, is for the stiffest systemslp = 5 no
longer appropriate. One has to look for alternative descriptions where the confinement in a tube is
still included but without underlying Rouse dynamics.

5.7 The dynamics: A short overview

Concluding the dynamics of the model chains, one finds that for a given chain length local stiff-
ness leads to a slowdown of all relaxations. This can be found in Rouse times, in reorientation
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x d(msd)
T d(str)

T N(diff)
e τe N(τ )

e

1.5 5 12.2 15 1300 25
3 4.5 8.7 8 1300 18
5 −∗ 6.1 6 − −

Table 5.8: An overview of the results of this chapter: The influences of stiffness onto the key
observables discussed in the preceding sections. The two tube diameters arise from the mean-
squared displacements and from the motion of central monomers as expressed in the dynamic
structure factor.
The entanglement times are determined by the (weakly defined) crossover fromt1/2 to t1/4 in g1.
There are errors in the range of 25%.
The two different entanglement lengths come from the kink in the diffusion coefficient and from
relating the entanglement time tentatively to a length.
*: The tube diameter forx = 5 is too small to be measured by the mean-square displacement and
τe is not definable.

correlation functions relevant for the NMR experiments, and in the chain diffusion. The influence
of constraints from the surrounding is, additionally, more important for stiffer chains.

Most theoretical concepts presented in section 2.4 lead into this direction except for the topo-
logical hooking model, which can be ruled out. The other models are mainly valid in the limit
of very weak flexibility. But this limit is not of interest here. So there is need for new theoretical
considerations in the interplay of topology and local stiffness.

The systems under study cover the range from short fully flexible, i.e. Rouse, chains to locally
stiff and highly entangled chains, a limit not yet described by theory. Table 5.8 gives an overview
over the different entanglement characteristics as a function of stiffness. The entanglement lengths
defined by relating the crossover time to a length differ by about a factor of two from the one by
the diffusion coefficient. Only for long flexible chains coincidence can be expected as the standard
theory applies.

Increasing chain length leads, as discussed, from unentangled to entangled motion of poly-
mers. Thus, one can classify the systems (tab. 5.9). NMR results for polybutadiene can partly be
explained by the reptation of stiff chains. However, the termreptationmay be misleading as it is
often associated to the de Gennes/Edwards picture. There is a snake-like motion of a chain in a
tube, not a primitive path of a chain moving in a tube allowing locally a great degree of freedom.
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Rouse standard reptation

no simple

reorientation

description

reorientation
almost exponential

nonstandard reptation
tight tube
strongly anisotropic

algebraic reorientation

algebraic reorientation
on low value

on a high value

Table 5.9: Overview over the covered range of models. The flexible simulations are rather well
understood, whereas the stiff systems are (especially the long stiff systems) are not covered by
existing theories.





6 Atomistic simulations of polyisoprene

For a detailed comparison with experiments on local length scales, it is not sufficient to investigate
simplified models as in chapters 4 and 5. They allow to infer generic scaling laws, but do not
provide actual numbers which can be compared to experiments. Therefore, an atomistic model
of trans-1,4-polyisoprene is developed. With this model extensive simulations are performed and
analyzed for a detailed comparison to experiments.

The simulations use a stereo-regular isotactic polyisoprene with only head-to-tail connections.
The two chain ends in polyisoprene are not equivalent which leads to a directionality of the chain.
The monomers along a chain are numbered from left to right as in figure 6.1, so are the carbon
atoms.

6.1 Technical details

Three different systems were simulated at ambient conditions (300 K, 101 hPa, tab. 6.1). One of
them, in the following referred to as system 1, used constant temperature and constant volume
(NV T); the two others were simulated at constant temperature and constant pressure(NpT),
and are referred to as systems 2 and 3. System 1 consisted of a monodisperse sample of 100
oligomers of 10 monomers each. Systems 2 and 3 were polydisperse with again 100 chains and
an average chain length of 10 monomers. The maximum of the distribution was very sharp (see
below). Polydispersity is characterized by the polydispersity index, which is the ratio between the
mass averaged molecular weightMw and the number averaged molecular weightMn. Mw/Mn = 1
means monodispersity

Mw =

#l∑
i=1

M2
i ni

#l∑
i=1

Mi ni

, Mn =

#l∑
i=1

Mi ni

#l∑
i=1

ni

. (6.1)

Hereni denotes the number of chains of massMi and the sum runs over all different chain lengths.
System 3 was simulated at 413 K as well to look for influences of temperature. This temperature
was chosen because molecular dynamics simulations of thecis-conformer of polyisoprene at this
temperature are known [ME96, ME99].

The simulations described in this chapter were executed with the simulation package
YASP originally developed by F. M¨uller-Plathe [MP93]. YASP uses theleap frog-algorithm
for integrating the equations of motion (section 3.1) [AT87]. Constant temperature and, for
some of the simulations, constant pressure were enforced using the Berendsen algorithm (see
section 3.1) [BPvG+84] with coupling times of 0.2 ps (temperature) and 8.0 ps (pressure,
system 2) or 12.0 ps (pressure, system 3) respectively, at a time step of 1 fs. The pressure
coupling time in system 1 was changed several times because the Berendsen manostat led to
instabilities. Therefore, this system was finally simulated under constant volume conditions close

89



90 6 Atomistic simulations of polyisoprene

1

Monomer i

5

3

Monomer i+1

5

4

3

1 4

2

2

Figure 6.1: Sketch oftrans-1,4-polyisoprene. The carbon numbers are used in the following
discussions. Monomer numbers run from left to right.

System T [K] Mw/Mn Ensemble ρ [kg/m3] ff tsim [ps]

1 300 1.00 NV T 890 a 1184
2 300 1.05 NpT 917.4 b 2012
3 300 1.05 NpT 916.8 b 1737
3b 413 1.05 NpT 826 b 792

Table 6.1: Characteristics of the different simulated systems. The letter “a” for the force-field
means that some 1-5 and 1-6 interactions are excluded. Letter “b” denotes that only non-bonded
interactions up to the 4th topological neighbor are excluded (see text).

to the experimental density. The whole state of the simulation was saved every 1000 simulation
steps corresponding to 1 ps of real time.

Non-bonded atoms interact by a Lennard-Jones potential [Jon24]

VLJ = 4ε

((σ

r

)12 −
(σ

r

)6
)

(6.2)

with strengthε and interaction radiusσ . Interactions between different atoms rely on the Lorenz-
Berthelot mixing rules [AT87]

σ12 = σ1 + σ2

2
, (6.3)

ε12 = √
ε1ε2 . (6.4)

The cutoff for the non-bonded interactions was set to 0.9 nm and the cutoff for the neighbor
list, which was rebuilt every 10 steps to 1.0 nm [AT87]. Atoms connected by any bonding potential
did not interact by the Lennard-Jones potential. Additionally, the following non-bonded interac-
tions were suppressed: all within one monomer, and all C−C, C−H and H−H interactions between
the second half of the carbons of one monomer (atoms C3-C5) and the first half of its following
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neighbor (C1, C2) including the hydrogens connected to them for system 1 (force-field “a”). For
system 2 and 3 the latter C−H and H−H interactions were not excluded (force-field “b”, only up
to “1 − 4” interactions), which leads to differences as the different torsion states bring the atoms
variously to contact so that the effective energies of the torsions are shifted.

There was no electrostatic interaction in the simulation. Only carbons and hydrogens were
contained in the system leading merely to weak dipole moments. The quadrupole moment of
the double bond leads to very short ranged interactions which can be absorbed into effective LJ
parameters. Thus, electrostatics would decrease the simulation speed without much improvement
of the force-field.

6.2 The force-field

Detailed atomistic simulations need detailed force-fields. There are many different “philosophies”
of how to construct them. For small molecules quantum-chemical calculations can produce useful
force-fields. But even for molecules as simple as methane, today’s computer resources are at their
limit, if very high accuracy is desired [RP99].

A common, empirical approach is to tune the potential parameters to reproduce experimental
thermodynamic data [vGB90, MP97]. Recently, this procedure was increasingly automated by us-
ing different numerical optimization methods to actually fit potentials against the relevant proper-
ties [NvGMP95, DG99, FSBMP99, HH99]. These methods use chemical or physical insight only
to guess initial values. Strictly speaking, they are formalizations of the common trial-and-error
approach. Due to this nature one cannot necessarily assign a physical meaning to an individual
parameter of the force-field. Only the potential energy function as a whole has a meaning in the
sense that it reproduces experimental data.

Here a combination of quantum chemistry and automatic fitting against experiment was used:
Ab initio quantum chemistry was applied to calculate the torsion potentials of the three single
bonds between the monomers. The non-bonding interactions were obtained by fitting thermody-
namic data of small molecules by the simplex method. Geometric data, such as bond lengths and
angles, were taken from a Hartree-Fock calculation. The values are close to standard values (see
tab. 6.7 below). The double bond was kept planar by a harmonic dihedral angle potential.

6.2.1 Torsion potentials

Polyisoprene has three single bonds per monomer along the backbone (fig. 6.1). The torsion angles
are the relevant quantities for describing the conformation. Therefore, reliable force-field parame-
ters are especially necessary for these degrees of freedom. In the following, a procedure to obtain
the parameters is described based on quantum chemistry.

All quantum chemical calculations reported below were performed with the quantum
chemistry program package GAUSSIAN 94/98 [FTS+95, FTS+98]. They were executed for the
isoprene-dimer, which is the smallest molecule possessing all the torsion types and methyl groups
present in the polymeric chain. As first guesses all torsions can be expected to be intrans (180◦)
or gauche(±60◦) states.1 First, the 27 possibilities were investigated with the relatively “cheap”
semi-empirical MNDO method [DT77]. Four of these structures could be ruled out immediately

1Additionally cis (0◦) andskew(±120◦) states will be needed.
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Number Class 1E[kJ/mol]

1 t t t 42.96
2 g+tg− 0.07
3 g+g−g+ 2.05
4 g+g−g− 2.07
5 g+tg+ 0.0
6 g−g−g+ 5.99
7 g−g−g− 7.08

Table 6.2: Relevant conformations of the single
bonds in the isoprene dimer with their respective
relative energies after the Hartree-Fock geome-
try optimization using the 6−31G basis-set (see
text).

Conf. Torsion 1 Torsion 2 Torsion 3 1E[kJ/mol]
C2−C3−C5−C1 C3−C5−C1−C2 C5−C1−C2−C3

1 180.0 180.0 180.0 42.56
2 −111.2 176.1 115.7 0.33
3 117.4 −62.9 133.5 2.87
4 115.3 −63.8 −124.0 2.28
5 −109.3 −177.7 −115.3 0.00
6 −94.9 −70.5 123.6 4.91
7 −86.0 −59.0 −108.3 6.72

Table 6.3: Relevant torsion conformations after geometry optimization using the hybrid method
6−311G**/B3LYP.

due to chemical rearrangement (ring formation), which would lead to overlap in the chains, where
chemical changes are not allowed.

A subsequentab initio Hartree-Fock calculation in a 6−31G basis set [DHP71] reduced the
number of relevant states to 13. The other conformations rearranged to one of these during the
geometry optimization. Thus, they are no stable minima. The interchange of allgauchestates
with their respective counterparts, i.e. flipping all torsions around the hypotheticalcis-state, is a
symmetry operation, as isoprene monomers have a symmetry plane. It is the plane defined by
the double bonded carbons and the methyl carbon. This symmetry further reduced the number
of unique conformations to seven (tab. 6.2). To obtain more accurate energy differences, more
elaborate quantum-chemical methods were applied. First, geometry optimizations with a Hartree-
Fock calculation using a 6−311G** basis set [MC80] were carried out. Afterwards, in a further
refinement, a density functional calculation in the same basis set using the B3LYP (Becke’s three-
parameter hybrid functional using the LYP Correlation Functional [Bec93]) method was used,
resulting in the data shown in table 6.3. The relevant minima exhibitgaucheandtransstates for
the central torsion, whereas the two other occur only in theskewstate, except for state 1 which is
far above the others in energy.
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Torsion 1 1E[kJ/mol] 1E[kJ/mol]

0 2.74 5.60
30 6.50 10.99
60 8.30 16.54
90 1.83 3.73

120 0.45 0.51
150 8.60 8.61
180 18.73 20.83
210 8.67 17.76
240 0.28 9.32
255 7.88
270 1.48 5.56
285 5.45
300 8.44 7.42
315 8.43
330 6.58 7.30

247.4 0.0
117.3 0.0

Table 6.4: Quantum-chemically (HF/6−31G**) calculated energy barriers for torsion 1. Middle
column torsion 2 intransstate, right column ingauchestate

Barriers between torsional states

The torsion potentials are not only described by positions and relative energies of the minima,
but for the dynamics the barrier heights are of equal importance. Therefore, a locally constrained
optimization with one dihedral angle fixed was performed. In a first step, one starts with a modified
optimized geometry, i.e. the torsional angle is fixed in a certain position. This position was changed
in steps of 15 to 30 degrees. All other degrees of freedom were then optimized and the energy
for every angle was recorded. These calculations were done in the Hartree-Fock approximation
using the 6−31G** basis set which generates better results on barrier heights, whereas density
functional calculations produce better results on the relative energies of minima [MP]. This is not
inconsistent because the barriers are important for the dynamics, whereas the energy differences
are needed for the chain conformational statistics.

Barrier calculation for torsion 1

The first investigation started with the energywise lowest configuration 5. Torsion 1 was fixed in
the position to be investigated. The rest was taken from geometry 5. Only angles and dihedral
angles were optimized. Bond lengths were fixed to save time and to be able to compare the results
more directly. The relevant energies are shown in table 6.4 and figure 6.2. The zero-point of the
energy was set to the minimal energy after full optimization in the same HF basis set. The torsion
potential has three minima, whereby thecis minimum is higher than the others. Atrans state is
energetically extremely unfavorable, especially twotransstates in neighboring torsions.
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Figure 6.2: The energy barrier of torsion 1 de-
pending on whether torsion 2 is intrans (open
symbols) orgauchestate (filled symbols).

The same procedure was repeated for torsion 2 ingaucheposition. The optimization was based
on geometry 4, which has the lowest energy of the states with torsion 2 ingauche. These energies
are shown shown in table 6.4 as well.

Barriers for torsions 2 and 3

With torsion 1 fixed in theskewstate, torsion 2 was investigated starting again from configura-
tion 5. This configuration shows three minima in thetransstate and the twogauchestates respec-
tively. Then the second torsion was fixed intransstate, the third torsion was calculated. It differs
from torsion 1 because of the additional methyl group. Minima are at theskewpositions with a
small barrier overtransand a much higher overcis (tab. 6.5 and fig. 6.3).

Optimization of the force-field against quantum chemistry

As the simulation package YASP [MP93] allows only cosine shaped torsion potentials, a non-
linear fit to the quantum chemistry result was applied.2 Interdependencies were neglected in the
torsion potentials. They are, however, present as is seen in fig. 6.2 and are accounted for by the
intra-molecular non-bonded interactions. For torsions 1 and 3 the first four terms (up to cos(3τ))
of the Fourier expansion were necessary

V = A0 + A1

[
1 − cos(τ )

]
+ A2

[
1 − cos(2τ)

]
+ A3

[
1 − cos(3τ)

]
. (6.5)

Torsion 2 is simpler as it is reproduced well by only two cosines resulting in the force-field
constants in table 6.6

V = 7.1
[
1 − cos

(
3(τ − 180◦)

)]
+ 4.9

[
1 − cos(τ − 180◦)

]
. (6.6)

Figure 6.3 shows the quantum chemical result in comparison to the fitted data.

2The fit was performed using the program XMGR [Tur97].
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Dihedral 1E2[kJ/mol] 1E3[kJ/mol]

0 25.09 22.40
30 14.23 22.19
60 2.70 10.51
90 7.06 1.57

120 14.69 0.30
150 7.80 2.50
180 0.02 3.79
210 5.81 2.22
240 14.28 0.06
270 12.82 1.41
300 7.84 10.34
330 16.00 22.56

182.3 0.0
244.8 0.0

Table 6.5: Relative torsion state energies for torsion 2 (middle column) and torsion 3 (right)

Torsion 2= 60◦ Torsion 2= 180◦ Dihedralτ0[◦] Barrier kτ [kJ/mol] Periodicity p

A1
0[kJ/mol] (5.67468) (1.5339)

A1
1[kJ/mol] 2.83198 2.4393 0 5.2 1

A1
2[kJ/mol] −3.83546 −3.6502 0 −7.4 2

A1
3[kJ/mol] 4.47921 5.5562 0 10.0 3

A2
0[kJ/mol] (10.9579)

A2
1[kJ/mol] 5.09897 180 9.7 1

A2
3[kJ/mol] 7.30499 180 14.1 3

A3
0[kJ/mol] (24.8409)

A3
1[kJ/mol] −10.5627 0 −21.1 1

A3
2[kJ/mol] −6.18701 0 −12.3 2

A3
3[kJ/mol] 0.258146 0 0.5 3

Table 6.6: Fitted values for the Fourier expansion of force-field parameters. Numbers in brackets
denote neglected additive constants, as they are only an overall shift of the energies. The notation
of the force-field parametersAt

p conforms to eq. (6.5), whereby the upper index denotes the
torsion number. The parameterkτ denotes the value used in the final potential. Note the factor of
2 occurring in the definition of the torsion potentialV = ∑

p
kp
τ /2{1 − cos[p(τ − τ0)]}.

Actually, torsion 2 was optimized “by hand” but the differences to the fitted values are negligible.



96 6 Atomistic simulations of polyisoprene

0 90 180 270 360
torsion [degrees]

0

10

20

30

∆E
 [k

J/
m

ol
] Figure 6.3: Comparison of QC cal-

culated and fitted data for torsions 2
and 3. Differences are negligible for
classical simulations. The circles are
the quantum chemistry data (v: tor-
sion 2, f: torsion 3). The solid lines
are the corresponding fitted potentials.
The potentials used in the simulations
differ by a shift (cmp. tab. 6.6).

6.2.2 Angle potentials and bond lengths

The potentials of atomistic angles serve the only purpose to keep the correct molecular shape with-
out freezing the degrees of freedom completely. Therefore, only the average angle and not the exact
value of the force constant are relevant for the purpose under study. For spectroscopic frequencies
they would have to be adapted more carefully. The force constants were taken from former simu-
lations of small molecules like cyclohexene [SFMP99]. The respective angles with their harmonic
potentials are shown in table 6.7. The lengths of the atomistic bonds were constrained using the
SHAKE algorithm [RCB77, MPB91] in order to allow for longer time-steps.

To maintain the double bond planar, a harmonic potential with a strength of 160 kJ/(mol rad2)

was applied to the following three dihedrals: C1−C2−C3−C4, HC2−C2−C3−C5, and
C2−C3−C4−C5.

6.2.3 Non-bonded potential

The relevant parameters for the non-bonded interactions of the different atomic types were gener-
ated by optimizing a force-field for low-molecular-weight liquids against thermodynamic proper-
ties. To derive polyisoprene parameters, cyclohexene was used as model compound. These studies
used a new method of force-field optimization [FSBMP99]. A similar approach was indepen-
dently proposed by an Italian group [DG99]. Other automatic ways of force-field optimization are
discussed in the literature as well, e.g. a Berendsen-like coupling [NvGMP95] or genetic algo-
rithms [HH99].

Force-Field optimization by means of the simplex technique

In the process of optimization, the properties of the physical system are regarded as (unknown)
functions of the simulation parameters. The root mean squared deviation from the experimental
target values is, therefore, a single-valued function describing the “quality” of a force-field. This
function was minimized using the simplex method for optimization in many dimensions. The main
aspects of this method are briefly summarized in the following. Experimental values for density
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Angle φ0[◦] k[kJ/(mol rad2)] Bond lb[nm]

C1−C2−C3 128.7 250 C1−C2 0.150
C2−C3−C4 124.4 250 C2 =C3 0.1338
C2−C3−C5 120.2 250 C3−C4 0.151
C4−C3−C5 115.4 250 C3−C5 0.1515
C3−C5−C1 114.5 250 C5−C1 0.155
C5−C1−C2 112.7 250 C−H 0.109
C−Csp3-H 109.5 250
C1−C2−H 114.4 250
C3−C2−H 114.4 250
H−C−H 109.5 250

Table 6.7: Force-field for angles and bond lengths for the atomistic simulations. The equilibrium
values were derived from Hartree-Fock calculations and experimental data.

and enthalpy of vaporization of cyclohexene at ambient conditions were taken as targets, which
are to be reproduced by the model. From enthalpy of vaporizationHvap and system densityρ the
single valued penalty function

f
(
{pi }

)
=
√√√√w1

(
1 − Hvap

H (target)
vap

)2

+ w2

(
1 − ρ

ρ(target)

)2

(6.7)

is calculated. The weightsw j allow to focus the effort on the more “difficult” property which
typically is the enthalpy of vaporization. Of course, other experimental quantities may be used in
the optimization as well. These, however, should converge rapidly in order to cut down necessary
simulation time. This method can be applied as well for optimization against structural quantities
like radial distribution functions [MBF+00].

The geometry was fixed to the experimental bond lengths and angles obtained by microwave
spectroscopy [Lid95]. Due to both sp2 and sp3 carbons being present in the molecule, three dif-
ferent atomic types were necessary. A six-dimensional optimization with all interaction strengths
ε and all LJ radiiσ would be too time consuming. Therefore, 4 non-bonded parameters were
included in the optimization process, whereas the other non-bonded parameters were fixed. The
latter are marked by an asterisk in table 6.8.

A major issue for a simulation is a careful equilibration. Normally, one checks “by eye” look-
ing on different system properties whether the system is equilibrated and data collection can begin.
This is obviously not possible in an automatic procedure. Therefore, an algorithm was devised to
decide upon equilibration. Two different possibilities were chosen. The first was a linear regression
of a time series of a system property - the density was used. Then the first and last values of the
simulation were compared to their values in the linear regression. If they coincide within error, and
if the slope of the regression is zero within error the system is deemed equilibrated. The second
approach was to split the time series in pieces and calculate averages and standard errors of all of
them. If the system is equilibrated, all the averages have to coincide within their errors. Both these
approaches were tested against the “human eye” approach and found to be more restrictive. This is
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Figure 6.4: Illustration of the moves in the simplex optimization:
a) reflection, b) expansion, c) contraction around the best.

necessary as any badly convergedf can mislead the optimization algorithm and cost unnecessary
computer hours. During the optimizations both approaches were used.

A calculation of one penalty function value consists of the following steps: first, several equi-
libration runs follow each other until the test is passed, or the system cannot be equilibrated at all.
Then a production run is performed to collect the data. With these data the penalty functionf is
calculated. The simplex algorithm, as described e.g. in ref. [PTVF92], minimizes single-valued
functions ind dimensions. In the initial stage,d + 1 points ind dimensional space are chosen in a
way that anyd of them are linearly independent. This set of points is called asimplex. The function
f is evaluated at all these points. Now an iterative procedure starts. The simplex isreflectedaway
from its worst point, i.e. the point with the highest function value. Reflection means that the worst
point is reflected at the hyper-plane defined by the other points. The function value of the new
point is evaluated. If it is better than the best point so far, a further expansion into this promising
direction is applied. If it is worse than the second worst, a contraction towards the hyper-plane is
performed. In any other case a new iteration with a reflection follows. If even the one dimensional
contraction leads to a very bad point a contraction around the best point is applied, i.e. all points
are moved in the direction of the best point. Thus, the simplex shrinks. If the algorithm expanded
farther away from the hyper-plane the better of the two points is chosen. All these geometrical
transformations of the simplex are illustrated in figure 6.4.

The power of force-fields developed by this method was demonstrated by the fact that al-
though the optimization aimed only at simple thermodynamical observables of liquid cyclohexene,
other properties as complex as mixture diffusion coefficients, reorientation times and the struc-
ture of a mixture with cyclohexane were reproduced satisfactorily for all available experimental
data [SFMP99].

The so produced force-field was modified slightly for the polyisoprene simulations, as the
density did not fully match the experimental density. However, it would not have been possible to
do the optimization with the polymer because of limitation in the available CPU power. The final
non-bonded parameters are shown in table 6.8.
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Atom m [amu] σ [nm] ε [kJ/mol]

Csp2 12.01 0.321∗ 0.313
Csp3 12.01 0.311∗ 0.313
H 1.00782 0.24+ 0.2189

Table 6.8: Non-bonded interaction parameters for the atoms in the polyisoprene simulations.
The σ values of the carbons (asterisks) were fixed during the optimization. +: Theσ of the
hydrogens was slightly changed from the cyclohexene simulations.

6.3 Preparation of the melt

6.3.1 Starting configuration from quantum chemical torsion distributions

Since simulated times in atomistic simulations are very short (a few nano-seconds at the most), it
is important to keep equilibration times as short as possible. One, therefore, wants to start close to
an equilibrated structure. Since the torsion distribution is the most important prerequisite for the
overall structure, special attention was paid to it.

The energy differences of the torsion states are known from the quantum chemical calculations.
With these energies, a Boltzmann distribution of the torsions was generated for system 1, whereby
always three torsions in a row were populated, i.e. the polymers were set up monomer by monomer.
The three connecting torsions together were in one of the seven states calculated (tab. 6.3). The
total energy of this set of torsions was known. A new monomer was now set up with a connection
in one of these states with the according Boltzmann probability.

The bond angles were set up in the respective equilibrium values. The first simulations were
performed at constant volume in a cubic box of edge length 9.0 nm and a very low soft core
potential [MP93] ofVsc(r = 0) = 1.5 kJ/mol using an extremely short time-step of 0.01 fs.3 Step
by step, the repulsion in the soft-core potential was increased until a simulation with the “true”
Lennard-Jones potential (still with short time-step) was possible. Afterwards, the time-step could
be increased in steps to 1 fs.

The simulation box was rescaled (compressed) several times and intermediately relaxed at
constant volume. This procedure turned out to be more effective than starting at the under-dense
conditions with constant pressure. After approaching the target density to about 90%, the simula-
tions were changed toNpT with non-isotropic box-fluctuations to be better able to relax stresses
in the different directions.

6.3.2 Application of end-bridging Monte Carlo

Systems 2 and 3 were set up after equilibration by anend-bridgingMonte Carlo (EBMC) sim-
ulation (section 3.2.1) [KT95, MBZT99]. The end-bridging program is limited to a united atom
description of the polymer chains which are pre-equilibrated like in subsection 6.3.1. The carbons

3The soft-core potential prevents instabilities in the initial stages of the simulation. It removes the divergence of the
LJ potential atr = 0 by applying a spline to a finite value ofV(0) = Vsc. Thus, two atoms can overlap, although
this is energetically unfavorable.
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Interaction σ [nm] ε[kJ/mol]

C−C, C−CH, CH−CH 0.38 0.4186
C−CH2, CH−CH2 0.4257 0.4249
C−CH3, CH−CH3 0.4257 0.6299
CH2−CH2 0.45 0.3918
CH2−CH3 0.45 0.6095
CH3−CH3 0.45 0.9479

Table 6.9: Nonbonded parameters used in the united atom end-bridging Monte Carlo simula-
tions oftrans-polyisoprene. Bond lengths, angles and torsion potentials are the same as in the all
atom simulations [Dox]. All the interactions within a topological distance of up to 3 bonds are
excluded as they are taken into account in the torsion potentials.

move rate[%]

rotation 0.8
CB-reptation 0.6
intrabridge 0.003
end-bridge 0.09
volume fluctuation 35.3

Table 6.10: Acceptance rates for the different
moves in the end-bridging Monte Carlo calcu-
lations. The intrachain bridge move is ineffec-
tive due to the short chains. For end-bridging
and intra-bridging the efficiency increases with
chain length at overall constant number of inter-
action sites [MBZT99].

were taken as interaction centers for the end-bridging MC. The hydrogens were reintroduced into
their resting positions after the end of EBMC. In order to keep the subsequent MD simulation
stable the overlaps resulting from this reintroduction were removed by a short soft-core simulation
with very short time steps.

As end-bridging leads to polydispersity, the chains in these simulations only had on average the
same molecular weight as the monodisperse system (682 g/mol, 10mers). Oligomers between 5
and 15 monomers were found in the system. Two independent starting configurations with differ-
ent chain mixtures were used as starting points for the atomistic MD simulations (fig. 6.5).

The values of the simulation parameters are shown in table 6.9. The angles and bond lengths
between the atoms were fixed in the end-bridging procedure for sake of speed, as only the global
structure is to be relaxed. In about six weeks of computer time on a DEC Alpha processor with
433 MHz, a melt of 100 chains with an average length of 10 monomers could be brought near
equilibrium. About every second chain had changed length by then. The acceptance rates of the
different moves are shown in table 6.10. On average, every chain experienced 2.81 successful end-
bridging moves during this time, which shows that a reasonable amount of moves was performed.

The non-bonded interactions were not changed from thecis-polyisoprene simulations. The
density was about 20% too low after the simulation due to a problem in the calculation in the po-
tential energy during the volume changing move [Dox]. This is not a problem, as the subsequent
atomistic MD was equilibrated close to the experimentally correct density (about 2% deviation
from experiment) before data recording started. It was not the task to use the Monte Carlo proce-
dure to simulate polyisoprene. The method was only employed to produce possibly independent
starting configurations for the atomistic simulations.
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Figure 6.5: Chain length distributions of the
polydisperse systems 2 (filled bars) and 3 (open
bars) in monomer numbers.

6.4 Thermodynamic observables

The two systems simulated under constant pressure conditions arrived at densities of
ρsys2 = 917.4 kg/m3 and ρsys3 = 916.8 kg/m3, corresponding to a discrepancy to the
experimental value of less than 2%. These are the two systems pre-equilibrated by end-bridging
Monte Carlo. Experimentally heptamers of polyisoprene have a densityρ7mer = 900 kg/m3 and
hexadecamersρ16mer = 899 kg/m3. The density drops slightly with increasing chain length at
least up to 34 monomers [FLG99].

The constant volume simulation at 890 kg/m3 of system 1 had an average pressure of
p = −5000 hPa which means that it would like to contract. It had, however, huge fluctuations
with a standard deviation of 9000 hPa. All densities were close to the experimental value, which
has some uncertainty as well. It was determined for a mixture ofcis- and trans-polyisoprene.
Thus, a closer refinement of the non-bonded parameters was deemed unnecessary. The density
also depends weakly on the intrachain part of the potential. When the torsion potentials were
switched off, the density increased by about 2% because the chains can pack more effectively. At
a higher temperature of 413 K, the simulation density wasρ413 K = 826 kg/m3 in comparison
to the experimental value ofρexp

413 K = 836 kg/m3 for long chains [BI75], which shows that the
thermal expansion coefficientα was reproduced reasonably well (αsim = 0.92 · 10−3 K−1 vs.
αexp = 0.65 · 10−3 K−1).

6.5 Conformations of the chains

The mean-squared end-to-end distance of polyisoprene was measured between the terminal
carbons for the different systems. The respective result for 300 K, 5.94 nm2, corresponds to a
value of 0.0087 nm2mol/g for the monomer-weight-specific end-to-end distance. This is closer to
polybutadiene or hydrogenated polyisoprene (both 0.0088 nm2mol/g) than to polyisoprene with
0.0060 nm2mol/g. The experimental values are determined by Small angle neutron scattering for
a mixture oftransandcis polyisoprene chains [FLR+94, FLG99]. The discrepancy to experiment
may arise from finite chain length effects.

The average of the end-to-end distance itself arrived at 2.23 nm, which is less than half a box
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Figure 6.6: Two example conformations of atomistic chains encountered in the simulation. The
left hand side shows a 14mer, the right hand side a 12mer. Both are contained in system 3. The
chain on the left hand side is a kind of a helix, whereas the right hand picture shows a chain
which is locally extended and then folded. The monomers themselves are always stiff and planar.
Only the connections between the monomers lead to the different conformations.

length. Thus, self-interactions are effectively avoided. For 413 K the results were 2.44 nm for the
mean distance and 6.92 nm2 for the mean-squared distance.

Experimentally, the local stretching ratioC∞ was measured by intrinsic viscosity and light
scattering measurements in2-solution [HZF82]. The results areClight

∞ = 5.2 andCvisco∞ = 5.1.
TheC∞ in an atomistic model cannot be as easily defined as in a bead-spring model but a Kuhn
length can be calculated. The most stretched configuration of polyisoprene is the all-trans-state
with a distance between the two terminating carbons of 4.827 nm for a decamer, which is about
the edge length of the box (4.80 nm× 5.16 nm× 4.98 nm). With the average length this value
leads to a Kuhn segment lengthlK = 1.06 nm. The stretchingC10 ≈ 3.3 could only be estimated
as the bond length is not well defined on this scale. Here the length per monomer in the all-trans
configuration was chosen. As seen above by the monomer-weight-specific end-to-end distance,
the short polyisoprene chains are experimentally even more compact (C7 ≈ 2.05). Therefore,
the static chain conformations are acceptable. In figure 6.6 example conformations taken from
simulations are shown.

6.5.1 Persistence length

The persistence lengthlp was calculated using tangent vectorsEu along the backbone (fig. 6.7).
The function〈Eu(n)Eu(m)〉 with Eu(n) the tangent vector at monomern denoting the monomer index
was fitted by the exponential exp[−|n−m|/lp]. There is some freedom of how to define the tangent
vector in an atomistic model. The vectors connecting the C1 (or the C2) atoms between different
monomers were investigated. Additionally, intra-monomer vectors along the double-bond and vec-
tors connecting the two end carbons of the monomer (C1−C5) are included. The bond-correlation
functions are not really exponential (fig. 6.7), as the interactions are complex and the chains are
only short. Thus, persistence lengths deduced from the fitting procedure can only to be taken as
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estimates. End-effects were not excluded here for reasons of statistics. The correlation functions
of the respective vectors are different. The vector connecting to the shortest distance (the double-
bond) has the shortest correlation length. The persistence lengths differ between 0.5 monomers
(for the double bonds) and 1.5 monomers (for the intermonomer vectors). Polyisoprene is there-
fore rather flexible on the length scale of a few monomers. The monomer itself is intrinsically stiff,
but the three torsions between neighboring monomers provide a flexible link.

The Kuhn length was estimated above to belK ≈ 1 nm. As the persistence length is in the case
of a long chain with only short-range correlations half a Kuhn length one can estimate a monomer
size of 0.5 nm. This is again consistent with the length of the all-trans-chain above.

6.5.2 Distribution of torsions

The torsion distribution of the atomistic chains at 300 K does not differ strongly between the
systems (fig. 6.8). Torsions 1 to 3 within one system, however, are remarkably different. The
central torsion 2 is similar to astandardtorsion distribution. There are three maxima, the most
highly populated state is thetrans state. The twogauchestates are much less populated. This is
expected for a single bond torsion along a chain.

The two other dihedrals, however, are different. They both occur mostly in theskewstate and
weakly in cis. The difference in torsion 3 between the systems comes from the C−H and H−H
interactions which are excluded for system 1. So thetransstate is accessible as transition state in
system 1, whereas in system 3 the methylene hydrogens at C1 and the methyl side group repel each
other. In torsion 1 the population atcis is more pronounced if the hydrogen interactions between
the methyl group and the methylene at C1 from the preceding monomer are suppressed. This shows
that caution has to be taken in the analysis of torsion populations, as only slight differences in the
force-field have important consequences.

In the dynamics it will be shown, however, that the transition rates leading to reorientation of
the C−H vectors are for both cases comparable to experimental data (sec. 6.7).
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6.6 Melt structure

6.6.1 Radial distribution functions and local molar fractions

One important characteristic of the local structure in the melt are the different pair distribution
functions. Figure 6.9 shows radial distribution functions of all atomic species. The curves between
the different systems differ only slightly due to the different densities. Only the inter-chain part is
shown. There is a low value at short distances, as chains cannot easily interpenetrate. There is very
little structure in the all-atomg(r ), which is in contrast to e.g. the C−C distribution function with
its clear peaks.

Figure 6.10 shows the center of mass distribution of the whole chains. They can approach as
close as 0.2 nm. There is no real equidistribution, as the centers of masses did not move very much
in the simulated time (see sec. 7.1). But on distances of more than 1 nm the distribution is quite
flat.

Carbon-carbon radial distribution functions resolved according to carbon type allow to look
for preferential arrangements between different chains. Partial pair distribution functions between
the five different carbons present in polyisoprene were recorded (fig. 6.11). The methyl carbon
(C4) is the most exposed and can, therefore, approach closest to the others (≈ 0.4 nm). At this
closest distance there is also a shoulder in the C1, C2 and C5-RDF indicating direct contact. C3
is the most “shielded” carbon. However, it shows with C1 a very slight shoulder at direct contact.
Since C3 is connected to C2, C4 and C5, it is often found as second contact (≈ 0.55 nm), as it is
drawn with them. The two methylene carbons C1 and C5 are coordinated very similarly. C2 shows
the weakest structure. It is easily accessible, as it has only one hydrogen connected but is rather
immobile, as it is on the double bond in the backbone.

Integration of the pair distribution function yields the number of neighbors of an atom in a
shell. These numbers are shown in table 6.11 in shells inspired by figure 6.11. The shell boundaries
apply to almost all curves in the figure as they resolve different regions. By relating the local
number densityρlocal = # C

V , # C being the number of carbons, to the overall concentrationρ(∞) =
8.102 nm−3 local enrichment (x > 1) and depletion (x < 1) of the respective carbon type is
found in the neighborhoods. The results confirm the findings from the RDFs: in the closest shell
(r < 0.45 nm) of all carbons methyl groups (C4) are enriched, sp2 carbons (C2 and especially
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Ca−Cb
x(r<0.45 nm)

x(∞)

x(0.45 nm<r<0.57 nm)

x(∞)

x(0.57 nm<r<0.65 nm)

x(∞)

x(0.65 nm<r<0.8 nm)

x(∞)

C1−C1 1.05 0.98 0.96 1.02
C1−C2 0.92 0.96 1.06 1.00
C1−C3 0.71 1.13 1.05 0.98
C1−C4 1.25 0.93 0.95 1.00
C1−C5 1.07 1.00 0.98 1.00

C2−C1 1.09 0.99 0.99 1.00
C2−C2 0.95 0.95 1.03 1.02
C2−C3 0.57 1.13 1.01 1.02
C2−C4 1.31 0.95 0.97 0.96
C2−C5 1.08 0.99 1.00 0.99

C3−C1 1.15 1.00 0.97 1.00
C3−C2 0.78 0.97 1.01 1.04
C3−C3 0.64 0.98 1.20 0.94
C3−C4 1.39 1.03 0.84 0.98
C3−C5 1.03 1.03 0.98 1.04

C4−C1 1.05 0.97 0.98 1.03
C4−C2 0.93 0.97 1.07 0.99
C4−C3 0.72 1.22 0.93 0.99
C4−C4 1.24 0.85 1.02 0.99
C4−C5 1.06 0.99 1.01 1.00

C5−C1 1.09 0.98 0.95 1.02
C5−C2 0.93 0.95 1.06 1.00
C5−C3 0.65 1.16 1.04 1.03
C5−C4 1.29 0.92 0.97 0.98
C5−C5 1.04 0.98 0.97 0.98

Table 6.11: Local molar fractions (of system 2, T= 300 K) normalized to the overall concen-
tration of atomb from foreign chains surrounding atoma by integration of the pair distribution
function.

C3) are depleted, whereas the methylenes (C1 and C5) are close to bulk average concentration. In
the second shell, this is partly reversed, as C3 is enriched and C4 is weakly depleted. At distances
larger than 0.65 nm all species are found at bulk concentration.

All in all one can say, that the methylene carbons occur at the same density almost everywhere.
The methyl and the double bond carbons (esp. C3) show much more structure. Monomers of
different chains, thus, approach each other typically with their side groups as closest contact.
Orientational influences from the double-bond, which keeps the monomer planar, play a role, too
(below). The whole overall structure in the RDFs extends about two monomer sizes (r < 1 nm),
whereas the concentrations of different carbons levels out to the same values already at 0.65 nm.
The center-of-mass RDF shows that there is additionally a correlation hole (fig. 6.10).
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Figure 6.12: Staticinter chain orientation cor-
relationsOCF(T = 300 K, system 1). One finds
theintra parts in the bond-correlation function in
fig. 6.7.
a) Double-bonds and vectors connecting C5 to
C1 of the next monomer between neighbor-
ing chains. Blue: atomistic double bondOCF;
black: C5−C1 vectors; redOCFof the fully flex-
ible system from chapter 4 shifted for coinci-
dence at the first maximum to the black one. So
σLJ ≈ 0.5 nm.
b) Same as figure a) butP1 in order to show the
directionality of the correlations.
c) Inter-monomer vectors, black line C1−C1,
red line C2−C2, blue line fully flexibleOCF for
comparison. Note the changed ordinate scale.

6.6.2 Static orientation correlations

The local structure is not fully described by the (spherically averaged) radial distribution functions.
Mutual orientation of chain segments is important as well (fig. 6.12). It was measured by the
orientation correlation functionOCF introduced in section 4.2

OC F(r ) = P2(r ) = 1

2

[
3(Eui u j )

2 − 1
]

. (6.8)

As in the definition of the persistence length, there are several possible choices for the tangent
vectorsEui . Orientation correlations of the vector connecting the methylenes (C1−C5) extend over
several interatomic distances (fig. 6.12a). They resemble the packing of coarse-grained chains. At
small distances, a perpendicular orientation is found. Then a parallel ordering peak is encountered
at about 0.4 nm. The first Legendre polynomial ((Eui Euj ), fig. 6.12b) shows that these interchain
contacts have a preference to be parallel, the two neighboring chains run along each other. At
larger distances the explicit atomistic structure is no longer important. But there are still structural
effects originating from the packing visible up to about 0.7 nm, about two chain diameters.

The order of the double bonds between the chains exhibits more atomistic details. As the
double bonds with the sp2-carbons lead to a planar configuration of the environment, there is
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more parallel orientation. The parallel alignment of the neighbors especially at short distances
(r . 0.4 nm) is again visible in the first Legendre polynomial. The high peak atr ≈ 0.28 nm is
not sound as there is only weak statistics.

The inter-monomer vectors (fig. 6.12c) in contrast, display even more generic features already
seen in the bead-spring model. As they describe segments of larger size compared to the intra-
monomer vectors discussed above, the features are less accentuated (note the smaller ordinate in
fig. 6.12c). On close contact an almost perfect perpendicular order is found. At intermediate dis-
tances a preferred parallel alignment, and for the case of the C2−C2 vector the next perpendicular
region shows up. The differences between the two different intermonomer vectors are weak. So for
orientations on length scales as small as monomer sizes, the bead-spring models already provide
a useful description. Recall, however, that both the coarse-grained model (sec. 4.1) and the atom-
istic polyisoprene model (sec. 6.5.1) have similar persistence lengths of about 1− 1.5 monomer
diameters. It remains to be seen, whether coarse-grained models can capture the packing of stiffer
polymers, as well (sec. 7.1).

This shows that the generic packing effects discussed in sec. 4.2 are important for the un-
derstanding of the structure of atomistic models. However, the fine structure at short distances,
as found in the first Legendre polynomial, cannot be explained by generic arguments as here the
detailed chemistry of the polymer is important.

6.6.3 Melt structure function

Radial distribution functions give an illustrative picture. However, the observables in scattering
experiments are structure functions. The static melt structure factor

Smelt = 1

N

〈 ∣∣∣∣∣∣
NC∑

m=1

N∑
j =1

exp(ikr m
j )

∣∣∣∣∣∣
2 〉

. (6.9)

is shown in figure 6.13 in comparison to simulations ofcis-polyisoprene and experiments on
a mixture dominated by thecis-conformer. The melt structure factor shows a clear peak at
about 15 nm−1. In addition, there is some smaller structure. The lower limit of resolution is set by
the size of the box, which is about 5 nm in every direction corresponding to a minimum|Ek|-vector
of about 0.4π nm−1. At higher temperature the overall structure flattens out with less pronounced
peaks as expected.

Moe and Ediger performed simulations on purecis-polyisoprene at 363 K and 413 K. The
densities were much lower than the experimental values (798 vs. 869 and 775 vs. 836 kg/m3

respectively). Their system contained only one chain of 100 monomers [ME96, ME99]. This,
obviously, reduces the influence of end effects. The structure functions of both simulations are,
however, comparable at 413 K. Neither simulations compare really satisfactorily to the experi-
mental structure factor. The double-maximum structure of the first peak is not reproduced, the
lower maximum (≈ 13 nm−1) being enhanced, the higher (≈ 18 nm−1) being reduced to a shoul-
der. The positions of the peaks, however, are in reasonable agreement. This also applies to the
second peak slightly below 30 nm−1. As the experimental temperature is not given, one cannot
say whether the discrepancy is a low temperature effect indicating the formation of a glass. Both
simulations are performed deep in the melt. Another reason for the disagreement could be the
fact that the short chains presented are still oligomers. The alternative would be one long chain as
in [ME96, ME99]. However, due to the periodic boundary replication one chain can only interact
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Figure 6.13: Static melt structure function of a)trans polyisoprene from this work (300 K,
system 2: black, 413 K: blue), the scattering lengths of all atoms are taken to be the same in
comparison to thecis-conformer (413 K: green, simulation data from ref. [ME99]) and b) ex-
periment. The experiment was performed on a mixture of (76:18:6)trans:cis:vinyl polyisoprene.
The experimental temperature is not given, and the amplitude of the experiments is in arbitrary
units [ZRF+92].

with itself, which is a questionable ansatz. It is not yet possible to fully equilibrate melts of true
atomistic polymers of sufficient length.

There are positronium annihilation experiments of polyisoprene [DFA98]. The atomistic sim-
ulations were additionally investigated according to their free volume in comparison and come to
reasonable agreement [SMPF00].

6.7 Dynamics of atomistic polyisoprene oligomers

6.7.1 Reorientation

The reorientation behavior of simulation models may be investigated by means of the
auto-correlation function of Legendre polynomials of direction vectors. Due to the connection to
NMR the second Legendre polynomial was chosen [Sli90, SRS94] (compare sec. 2.5)

Creor(t) =
〈
P2

[
Eu(t)Eu(0)

]〉
. (6.10)

End-to-end vector

Figure 6.14 shows for the two polydisperse systems the reorientation correlation function (first and
second Legendre polynomial) of the end-to-end vector, which is defined as the vector connecting
the two terminating carbons Cmono 1

1 and Cmonon
5 . The relaxation time is clearly longer than the time

accessible in the simulations. Even system 2, which was simulated for more than 2 ns, did not relax
completely on this time scale; local vectors of course are much faster. At the higher temperature
of 413 K the relaxation speed increases drastically. Still, one has to be cautious discussing length
scales of more than a monomer. This figure shows that there is some scatter between the two
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Figure 6.14: Relaxation of the end-to-end vector. Black curves are first Legendre polynomials,
red curves second Legendre polynomials.
a) T = 300 K: of both pairs, the upper curve is the correlation function for system 3 and the
lower one for system 2.
b) For T= 413 K (system 3b) the relaxation times are much shorter.

systems. This may be taken as a rough estimate of the error of the simulations.
Longer simulations were prohibited by the demand of computing power; besides, it was not

the goal of these simulations to look at the overall properties. For that purpose bead-spring simu-
lations, as presented in the preceding chapters, are more appropriate.

Backbone C=C vectors

The reorientation of local segments can be illustrated with the double-bonds in the chain. As
seen in figure 6.15a, the reorientation depends on the position along the chain. The ends reorient
much faster than the inner monomers. The 6 innermost monomers are comparable. So chains of
length 10 have already a “bulk” part, although they are still oligomers. The difference between
the two ends is easily explained, as on the one end (monomer 1) only one methyl group has to
be moved, whereas on the other end (monomer 10) there are two methyl groups, the terminating
methyl and the methyl side group.

There is a two step process seen in the reorientation. On very short time scales a fast drop is
observed relating to bond angle vibrations which occur on a time scale of less than 1 ps. This is
not resolved here. As the bond lengths are fixed, they cannot contribute to the reorientation. Then
for the inner monomers a long-time process sets in. Its decay is on the order of the reorientation
of the whole chain.

There is little difference in the dynamics of chains of different lengths, at least in the limited
range under study here: the end monomers are free to move regardless of the rest of the chain
(fig. 6.15b) and, for central monomers, the relaxation is the same within the (large) statistical error
(fig. 6.15c). As seen in fig. 6.5, except for length 10 there are very few chains.

C-H vectors - Comparison to experiments and simulations on cis -PI

Experimentally the reorientation of vectors connecting carbons and hydrogens can be measured
by NMR (section 2.5). To study specific vectors, carbons and/or hydrogens can be selectively
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c) Figure 6.15: Reorientation of double bonds in
system 2 at 300 K:
a) Only the chains with 10 monomers depending
on monomer number. The monomers 1 to 5 are
shown with solid lines, monomers 6 to 10 with
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b) Only the 1st monomer for different chain
lengths.
c) Central monomers of the chains of length 10
and more (the first number denotes the chain
length, the second the monomer number) in
semilogarithmic representation.
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substituted by13C or D. Both of them have a nuclear magnetic moment as has simple hydrogen,
so that NMR can be applied.4

Reorientation in polyisoprene melts was measured by the group of Mon-
nerie [DLM89, LBM93]. The sample contained 92%cis-conformer. Furthermore, there was
an investigation with a highertrans content of 22% [DP89]. They focused, however, on the
cis-conformer. Experimentally, theT1 time is the direct observable (see section 2.5). Note that a
shorterT1 corresponds to a longer relaxation. Recently, a cooperative kinematics (CK) theory
likened the experimental results to the local dynamics of torsions in polyisoprene [SBE+99].
CK involves four elements: the backbone geometry, side groups, the environment, and the
conformational energetics, i.e. the potential. When a bond undergoes an isomeric transition, the
rest of the degrees of freedom are assumed to behave in a way such that the energy difference
is minimized. This analysis revealed that the reorientation works mostly by local transitions in
dihedral angles. Only on long time scales, the overall chain motion becomes important. This
is possible for the carbon-hydrogen vectors, as the overall backbone does not need to change
significantly in order to rearrange the hydrogens.

The C−H vector reorientation could be observed in simulations. To be not obscured by chain-
end effects only the inner-chain monomers are included in figure 6.16. Comparing figures 6.15a
and 6.16a, one sees that the hydrogen connected directly to the backbone at carbon C2 reorients
with the backbone. It is strongly tied to it, although there is an additional angle vibration which
leads only to an initial decrease. Even such local quantities as bond vectors can be used as observ-
ables which relate at least to the dynamics of intermediate-size chain segments.

Figure 6.16b illustrates that different torsion potentials and the side group have considerable
influences on the reorientation of vectors. The atoms C1 and C5 are both sp3 hybridized and parts
of methylene groups. Still, the reorientations differ. As C5 is neighbored by the methyl group,
the sterical hindrance for the hydrogens tied to it is more pronounced. Thus, the initial stage of
the reorientation, which is present for the other methylene C1−H vector, is completely absent for
C5−H. This is still visible at 413 K (fig. 6.16c), although all relaxations are faster. The above-
mentioned experiments [DLM89, DP89] oncis-polyisoprene melts showed the same tendency.
The spin-lattice relaxation time is shorter for the methylene neighboring the methyl side group
than it is for the other methylene. The C2−H vector is even slower (shorterT1), again in line with
the data presented here.

The experimental data [DLM89] provide evidence for a two stage process, whereby the initial
stage decreases the correlation function to a value of 1−a, as there is in the most simple description
a fast decay and then a second decay which is not simply exponential. The experimental data were
interpreted using the model correlation function

Creor(t) = ae−t/τ0 + (1 − a)e−t/τ2e−t/τ1 I0(t/τ1) , (6.11)

wherebyτ0 is the local libration time,τ1 the time of conformation jumps, andτ2 is connected to
damping.I0 is a Bessel function. The separation of time scales for polyisoprene isτ1/τ0 ≥ 150
for the two faster characteristic times [LBM93]. Additionally, the two slow processes (τ1, τ2)
differ by a factor of 40. A separation of motions was used by Lipari and Szabo as well to analyze
NMR data of polymers [LS82a, LS82b]. The correlation function they used has the simpler double
exponential shape

Creor(t) = S
2e−t/τ1 + (1 − S

2)e−t/τ2 , (6.12)

4In principle the carbon-carbon vectors can be measured as well by selectively substituting both interesting carbons
with 13C. However, in practice the amplitudes are too low.
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Figure 6.16: Reorientation of C−H vectors
in inner monomers of atomistic polyisoprene
chains (system 3, chains of length 10, 300 K un-
less stated otherwise)
a) C2−H,
b) Methylene groups. The two upper curves cor-
respond to vector C5−H, the two lower curves
to C1−H. The black lines are monomer 5, the
red lines monomer 6.
c) The curves for C1−H (black) and C5−H
(blue) at 413 K, monomer 6.
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vector acis
exp [DLM89] atrans

fit atrans
1 ps acis

sim [ME99]

C1 − H 0.40 0.75 0.42 0.28
C2 − H 0.17 0.29 0.16 0.16
C5 − H 0.48 0.29 0.18 0.23

Table 6.12: Comparison of the experimental (cis-PI) and simulation (cisandtrans-PI) data for
the efficiency of the initial stage of the reorientation process.afit originates from an exponential fit
of the second stage extrapolated tot = 0 anda1 ps is the value of 1−Creor at 1 ps. In the analysis
of the simulations forcis-polyisoprene a stretched exponential second process was assumed.
The experiments used a range of temperature between 283 K and 363 K. Thetranssimulations
were at 300 K and thecissimulations at 363 K.

wherebyS relates to the parametera of Lauprêtreet. al. [LBM93] and is the generalized order
parameter. Thus, the reorientation motion is described by a local and a global reorientation which
simply add up here, as there is no reptation in such short oligomers.

Actual numbers for the three times of the model eq. (6.11) are not provided in refs. [DLM89,
LBM93], but only values fora. The values fora for the different vectors are comparable between
simulation and experiment (tab. 6.12). The simulation data were determined by an exponential fit
of the second part, which is not exactly correct, as the Bessel function was neglected but gives a
good estimate. The second to last column shows the values ofa, if one takes the value at 1 ps which
is the shortest time resolved in the simulations (a1 ps = 1−Creor(1 ps)), which would mean that the
first process is too fast to be resolved here. This is closer to the experimental data. Thus, the sim-
ulations are in fair agreement to experiments. If the conformational jump time is regarded as the
time for torsion rearrangement (see below), and keeping in mind that the two times differ at least
by a factor of 150 the guess fora1 ps is probably more realistic. Still, the simulations underestimate
the difference between C1 and C2 and overestimate the one between C1 and C5. One has to keep in
mind that the data provided here is for a sample of puretrans-polyisoprene oligomers which is pre-
sumably quite different from realcis-polyisoprene with some addedtrans-conformer. Moreover,
the discrepancy becomes weaker for system 1 (below). Recent simulations oncis-polyisoprene at
higher temperature (T= 363 K and T= 413 K) were interpreted in terms of a two stage cor-
relation, too. There, a separation between the exponential first stage and a stretched exponential
second process was deduced [ME99]. The correspondinga-parameters are included in tab. 6.12.
Except for the C5−H vector they are comparable to the data presented here. For C5−H they are
even smaller than the experimental value.

In the reorientation of the C4−H vectors of the methyl side group the two-stage reorienta-
tion is clearly visible (fig. 6.17). The short time reorientation is almost as fast as the reorientation
of low-molecular liquids like cyclohexene or cyclohexane, which occurs on time scales of about
3 − 4 ps [SFMP99]. Here the monomer index has almost no influence, which shows that only the
very local surrounding contributes. On this time scale the vector does not experience the connec-
tion to the chain. Only the rotation of the methyl group and bond angle vibrations show up.

The long time tail, however, is again linked to the overall reorientation. The bonding to the
chain leads to a bias in the orientation of the methyl group, which prevents the correlation function
from total decorrelation on the short time scale. This second process is influenced by chain end
effects. It is exponential with decay constants ofτend ≈ 1.0 ns andτcenter≈ 3.1 ns respectively. The
decay times were determined by an exponential fit of the time region between 500 and 1250 ps.

Correlation times for the reorientation ofcis-polyisoprene in the melt were calculated by Moe
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Figure 6.17: a) Short time reorientation of methyl C−H vectors, monomer number as in legend.
b) Long time. Clearly, the two stages are separate. (System 3, T= 300 K, only 10mers are
included)

and Ediger, who used one long chain under periodic boundary conditions [ME96]. In table 6.13
the data of this work is compared to their data and the high temperature limit of the experiments.
At 300 K, the correlation times were determined by numerical integration ofCreor(t) over the first
nano-second. Additionally, a correction for the long-time tail was applied with analytical integra-
tion of the fitted exponential decay. For the methyl groups the numerical integration extended only
to 20 ps.

Heating to 413 K speeds the simulation up. Here the numerical integration was performed up
to 100 ps except for the methyl groups (20 ps) and the C1−H (200 ps). Beyond, the exponential
function was integrated analytically. For the oligomers, however, the results are very similar to a
numerical integration to 400 ps, which was performed additionally in order to directly compare to
the data by Moe and Ediger. For real polymers there is probably more difference.

If the data is compared directly to extrapolated experimental data an overall discrepancy of
about 50% oftrans-simulations presented here from the experiments is found. The integration
error in the simulation as well as the extrapolation of the experiments are sources of error. The
systems are not the same and the simulation model does not reflect reality perfectly. The ex-
periments themselves are not perfectly reliable. Wittet al. showed that NMR experiments for
systems as simple as benzene can result in reorientation times differing by one order of magni-
tude [WSDMP00]. A direct comparison at lower temperature is not possible, as the model-free
limit of extreme narrowing can be no longer applied then.

In the simulation system 2, the hydrogen at C5 reflects too much the reorientation of the back-
bone as it reorients on the time scale of the double bond. Experimentally there is a difference
between C5−H and C2−H. This may result from the interaction with the methyl group which re-
pels the H at C5 very effectively. In system 1 the difference is more pronounced, as the non-bonded
interactions between the methyl hydrogens and the methylene hydrogen are switched off (1− 5
interaction).

Denault et al. estimated for chains of molecular weights between 7× 103 g/mol and
1.5 × 105 g/mol at 30◦C (303.15 K) a segmental reorientation time of 1.0 ns and at 100◦C
(373.15 K) of 43 ps by analyzing their methylene reorientations [DP89]. For this, they used the
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Vector τ
trans,sys 1
reor [ps] τ

trans,sys 2
reor [ps] τ trans,A

reor [ps] τ trans,B
reor [ps] τ

(exp)
reor [ps] τ cis

reor[ps]
300 K 413 K

C=C 2400 1900 49 51 − −
C1−H 810 640 39 25 22 50
C2−H 2400 1900 50 46 35 75
C4−H − 480 2.1 5.8 3.6 7.6
C5−H 1200 1800 67 55 26 60

Table 6.13: Comparison of simulated reorientation times intrans-polyisoprene (this work) and
cis-polyisoprene (ref. [ME96]) to data determined by extrapolation of experiments at lower tem-
peratures into the extreme narrowing limit (sec. 2.5).
The cis-data were determined by numerical integration of the first 400 ps. For thetrans-
polyisoprene only the innermost monomers are used. At 413 K the analysis was done two-fold in
order to compare more directly to the old simulations.A: numerical integration and exponential
long-time tail (see text),B: numerical integration to 400 ps. The simulation errors are estimated
to be about 20% (difference between systems).
The reorientation of the methyl group in theNV T simulation could not be calculated meaning-
ful, as there was a force-field problem. The hydrogens were connected to the carbon with an
additional torsion, which was too strong.

Schaefer model [Sch73] for segmental reorientation. In this model aχ2-distribution of relaxation
times is assumed arising from cooperative local motion.

The values are in the order of magnitude of the reorientation data presented here for 300 K.
An Arrhenius-plot of the segmental reorientation of Denaultet. al. in comparison to the simulated
reorientation of the double bond shows a similar temperature dependence (fig. 6.18). The activation
energies deduced areE(sim)

A ≈ 33 kJ/mol andE(exp)
A = 65 kJ/mol at low temperature andE(exp)

A =
19 kJ/mol at high temperature. Thus, the simulated energy lies nicely in between. The fictitious
experimental activation energy taking only the lowest and highest point into account arrives at
E(exp)

A ≈ 40 kJ/mol rather close to the simulation value. To decide if there is a similar behavior as
in experiments with two temperature regimes more simulations would be necessary at intermediate
temperatures.

The two different realizations of the force-field, differing in the inclusion of all 1− 5 and
1−6 interactions, express themselves mainly in the different speeds of the methylene group at C5.
The suppression of the excluded volume interactions in system 1 between the hydrogens leads to
relative reorientation times which come closer to experiments.

6.7.2 Torsion dynamics

The torsion distributions of figure 6.8 allow the classification of the torsion states. Torsions 1
and 3 were found mostly in theskewstates (120 or 240◦); torsion 2 has a high peak attrans
and two lower maxima at thegauchestates. This is comparable to the above mentioned analysis
of cis-polyisoprene using cooperative kinematics theory, where qualitatively similar potentials
were derived from experimental NMR results [SBE+99]. According to this analysis, the methyl
group leads to considerable displacements of the atoms in conformational changes. So isomeric
transitions in polyisoprene feel more resistance than e.g. in polybutadiene.
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Figure 6.18: Arrhenius-plot of the compari-
son of the C=C reorientation time of the sim-
ulations (filled circles) to the segmental reori-
entation time inferred by Denaultet al. from
their experiments [DP89]. For the simulations
the values of table 6.13 are averaged at 300 K
and 413 K respectively.
The solid lines are exponential fits to the curves.
The dashed line is the experimental “fit” disre-
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Torsion State Angles

1,3 cis −60◦< φ < 60◦
1,3 skew+ 60◦< φ < 180◦
1,3 skew− −180◦< φ <−60◦

2 trans 120◦< φ < 240◦
2 gauche+ 0◦< φ < 120◦
2 gauche− −120◦< φ < 0◦

Table 6.14: The definition of torsional states
used for calculation of the torsion correlation
times. The torsions are defined in table 6.3.

The torsions were assigned to states between which transition times were calculated. The
choices were inspired by the distribution and are summarized in table 6.14. The transitions be-
tween the states were calculated with the polymer split into two parts, which does not reveal a
noteworthy end-effect. For some transitions even more events were found in the inner monomers.
Equilibrium can be assumed, as there was no drift in the torsion distribution during the simulations.
The numbers of forward and backward transitions is very similar.

For torsion 1, almost all transitions go above the twogauchebarriers (tab. 6.15). Thetrans
barrier is not impossible to cross but this transition is about two orders of magnitude slower.
Torsion 2, on the other hand, does not show such large variations. Still, the rates are different (if
only by a factor of 3) as are the populations. The dynamics of torsion 3 is almost the opposite of
the first torsion. Nearly all transitions involve the lowtrans barrier between theskewstates. The
cis state is weakly populated and few transitions link to it.

6.8 General remarks

In this chapter it has become clear that for very local scales the atomistic details are important.
The coordinations of the different carbons can only be treated if these carbons have a different
environment. The different reorientation times of the respective C-H vectors show the need for a
detailed atomistic treatment, too. On the other hand, even for the most local issues, such as the
reorientation of the methyl hydrogens, the overall features shine through as the second time scale
emerges. The different torsion potentials along the backbone show that local substitution of methyl
groups for hydrogens can have important effects at least on the scale of a few monomers.
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Torsion Transition all inner end

1 s+→ c 5.45 4.87 5.76
1 c → s+ 5.45 4.86 5.77
1 s−→ c 5.20 5.08 5.26
1 c → s− 5.20 5.09 5.26
1 s−→ s+ 0.08 0.07 0.09
1 s+→ s− 0.09 0.08 0.09

2 g+→ g− 0.36 0.63 0.21
2 g−→ g+ 0.35 0.62 0.21
2 t → g− 0.93 1.07 0.86
2 g−→ t 0.94 1.08 0.87
2 t → g+ 0.84 0.80 0.87
2 g+→ t 0.85 0.80 0.87

3 c → s+ 0.13 0.19 0.10
3 s+→ c 0.13 0.19 0.10
3 c → s− 0.10 0.13 0.09
3 s−→ c 0.10 0.13 0.09
3 s−→ s+ 3.01 2.84 3.10
3 s+→ s− 3.02 2.85 3.11

Table 6.15: Average number of transitions per nanosecond and per torsion between the tor-
sion states for system 3 (T= 300 K). A torsion is defined as end-torsion if it is at most three
monomers distant from the end. There are 314 inner and 586 end torsions.
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There is the possibility of coarse-graining of these polymers, as the time and length scales
are rather separate. Most local interactions do not affect the global structure. In fact, the generic
model of section 3.3 captures many of the essentials of polyisoprene. This has become evident
already in the mutual orientations of the chains (sec. 6.6.2). The following section will explore
the connection between atomistic simulations and coarse-grained descriptions for polyisoprene in
more detail.

The structure of the oligomer melt is comparable to a melt of longer chains, as is seen by the
similar structure factors of Moe and Ediger for longcis-polyisoprene chains. A decisive structural
element is the double bond in polyisoprene, as it keeps the monomers rigid and planar. Thus, the
closest approach is a stacked conformation, which is in contrast to the perpendicular approach in
a chain of spherical beads. The inclusion of all the hydrogens is deemed necessary as the local
packing issues differs for a simple united atom sphere in comparison to e.g. a methyl group which
is a sphere with three additional small “hills” on top. The directionality of packing interactions
would be lost. However, for a slightly bigger scale than direct contact, united atoms are already
sufficient. Generic features are important for the overall conformations and their relaxation. As
long as intermediate scales (r & 0.5 nm) are of interest, the generic models are sufficient. For the
detailed input to them, however, atomistic simulations are important.

The decamers presented here are definitely not long chains. End-effects as well as finite chain
length effects play significant roles. The inner monomers give an impression of the long chain limit
as the correlation functions are similar for the, say, four inner most monomers. They are already
sufficient, if local scales are of interest, and, as discussed above, for longer length scales the less
detailed models can already reveal the important properties.



7 An attempt of unification

In this thesis, polymer-melt systems have been investigated for generic issues. The influence of
the specific chemistry on the example of polyisoprene has been discussed as well. To sum up the
results and in order to provide a general view, a mapping of the detailed model onto the simple
generic model is performed. Finally, the main issues are summarized and conclusions are drawn.

7.1 Comparison of the dynamics of monomeric segments in
atomistic and bead-spring models

The atomistic results of statics and dynamics of polyisoprene in chapter 6 give confidence that the
simulated model is realistic. To link these simulations to the coarser model of chapters 4 and 5
containing only monomeric units, the large-scale dynamics of the atomistic data is now presented
in comparison. First, the diffusion of the chains is compared to obtain a mapping of time and
length scales. With this mapping, reorientation correlation functions of inter-monomer vectors are
investigated and compared between atomistic and mesoscale models.

7.1.1 Mean-squared displacements

The mean-squared displacement of inner monomersg1(t) and of whole chainsg3(t) for bead-
spring models was discussed in section 5.3. The data for the atomistic polyisoprene oligomers at
300 K and 413 K are compared to the chains with the same number of monomers in the bead-
spring case. For the atomistic chains, the segments are localized at the centers of mass of the
double bond. For matching the length scales, the end-to-end distance of the decamers in both
models is used. Therefore, in figure 7.1 the ordinates are rescaled by the squared average end-
to-end distance. This results for the bead-spring system with stiffnessx = 1.5 in a mapping
of σ (300 K) = 0.54 nm orσ (413 K) = 0.57 nm respectively, wherebyx = 1.5 was cho-
sen, as the bond-correlation function for the inter monomer vectors decays approximately on the
same scale (compare fig. 4.1 and fig. 6.7). As the fully flexible chains have a similar persistence
length, they are displayed as well. Their distance mapping arrived atσ (300 K) = 0.76 nm and
σ (413 K) = 0.70 nm. Thus, the Kuhn length, calculated in section 6.5 to belK = 1.06 nm for
300 K, corresponds to about two monomers.

The center-of-mass mean-squared displacementsg3 for the atomistic simulation at 413 K and
the bead-spring simulation can be superimposed by scaling one parameter which is the Lennard-
Jones time (fig. 7.1b). The curves overlap by one decade. At 300 K this is not possible as the
atomistic simulations did not reach the displacements of the bead-spring chains. At 413 K the
Lennard-Jones time units readt∗(x = 1.5) = 68 ps andt∗(x = 0) = 126 ps.

The mean-squared displacements of the central monomers (fig. 7.1a) do not coincide within
the same mapping. There is about a factor of two difference, which has to vanish for longer times
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Figure 7.1: Comparison of the functions a)g1(t) and b)g3(t) for atomistically simulated poly-
isoprene to bead-spring chains with full flexibility and withx = 1.5. The red lines are the
atomistic simulations at 413 K, the blue lines at 300 K, the black lines the bead-spring data for
x = 1.5, and the green for full flexibility. In both figures the ordinates are rescaled by the mean
squared end-to-end distance. The abscissas are rescaled in order to yield a mapping of times
usingg3(t).

when the center of mass dominates the motion completely. So one has to conclude that the local
dynamics is qualitatively different.

7.1.2 Comparative Rouse mode analysis

For the comparative analysis of Rouse modes, the centers of mass of the double bonds act again
as monomers for a simplified chain. To such coarsened chains a Rouse analysis, as explained in
section 2.2, can be applied. If the Rouse model were confirmed properties such as viscosities could
be deduced from the simulations [HMT98].

The Rouse modes for 300 K in figure 7.2a do not collapse onto a master curve. The different
modes in Rouse scaling fall onto parallel lines for not too small times. This may be the influence
of the short-time regime, in which Rouse modes do not perfectly obey the standard scaling, or the
dynamics is truly different. The possible reasons cannot be separated in simulations of this length.
There is a hint of an exponential decay of the higher modes on intermediate times.

At 413 K, at least the two lowest modes collapse onto a master curve (fig. 7.2b). Here, the
Rouse modes for the bead-spring systems (x = 0, 1.5) at length 10 are shown for comparison.
They can be brought to coincidence with the atomistic curve by takingt∗ = 36 ps (x = 0) and
t∗ = 23 ps (x = 1.5). These LJ times are, however, different by about a factor of 3 from those
obtained from matching the mean-squared-displacements (sec. 7.1.1). This may be related to the
fact that even for T= 413 K full relaxation was not achieved. A longer simulation allowing the
chains to diffuse several end-to-end distances would be desirable, in order to reliably compare the
diffusion coefficients. Then it may be possible to perform a more reliable Rouse analysis.

Still, the simulations allow a rough estimate of the Rouse time at 413 K. From the first and
second mode one deducesτR = 3.4 ns. From this a viscosity ofη = π2ρkBT

12M τR = 11.7 mNs/m2

can be estimated.M denotes here the (average) molecular weight of the chain. For comparison,
a simulated atomistic oligoethylene (C46) at T = 450 K has a value of 1.46 mNs/m2 [HMT98]
which is, however, clearly below the experimental value of 2.5 mNs/m2. Experimental data for



7.1 Comparison of the dynamics of monomeric segments in atomistic and bead-spring models123

0 5 10
p

2
t [ns]

0.5

1.0
<X

p(
t)

X
p(

0)
>/

<X
2 >

p = 1
p = 2
p = 3
p = 4
p = 5

a)

0 1000 2000 3000
p

2
t [ps]

1.0

0.3

<
X

p(
t)

X
p(

0)
>

/<
X

2 >

b)

Figure 7.2: Rouse mode analysis of the atomistic simulations of
a) System 1 (300 K): The Rouse scaling fails.
b) Decamers in system 3b (413 K) and bead-spring systems. Solid lines: atomistic simulations,
dashed: bead-spring flexible, dotted:x = 1.5. The black curves correspond to modep = 1, red
to p = 2 and green top = 3.
For the bead-spring chains the time is mapped according tog3 (fig. 7.1b) in order to be consistent
with the other comparative figures.

polyisoprene are apparently not available in the literature. Still, comparing the polyisoprene de-
camers (C50) to the polyethylene which is unbranched and at higher temperature suggests that the
order of magnitude should be correct. More could not be expected by this determination.

7.1.3 Reorientation

To compare the reorientation behavior of the two models, vectors along the atomistic backbones
connecting neighboring monomers have to be defined. They connect the same carbon type on dif-
ferent monomers (e.g. C1−C1). In figure 7.3 these reorientations are shown classified according to
monomer indices. The end effects are much weaker than for the intramonomer vectors (sec. 6.7.1).
For both the C1 and the C2 vectors, only monomer 1 has to be neglected, as the respective atoms
are at the very end. It was also found that C1−C1 relaxes faster than C2−C2, as C1 is not tied to
the double bond (fig. 7.3a,b). However, this influence is weak. Already at this scale, the generic
features of the correlation functions are dominant. For 413 K (fig. 7.3c), the end-effects become
even weaker in addition to the overall speedup.

In figure 7.4 the reorientation behavior of these vectors (413 K) is compared to the bead-spring
model. There is no adjustable factor involved, as the time mapping originates from the mapping
fixed by the diffusion speed. Clearly, the correlation function of the simple chain withx = 1.5
continues very well both curves of the atomistic simulations. Therefore, a mapping of a detailed
atomistically simulated chain onto a much simpler description can be achieved by including only
an angular potential.

However, as shown above, a Rouse description cannot really be applied to polyisoprene. It
cannot be decided whether this depends on the short chain length or if there is a more fundamental
discrepancy. As the displacements of the central monomers could not be brought to coincidence,
either, the latter is more probable. This result is in agreement with the findings of Paulet al. for
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Figure 7.3: Segmental reorientation correla-
tion functions (10mers of system 2) for vectors
connecting a) C1, b) C2 c) C1 (solid lines) and
C2 (dashed lines) at 413 K.
In a) and b) the red lines correspond to
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polyethylene [PSY97]. They have shown that for the large-scale properties the Rouse model is a
reasonable description whereas for the internal modes there are systematic deviations.

7.2 A view back on the atomistic scale

One now sees that the atomistic scale experiences influences from two sides. On the one hand,
the local interactions between the atoms are the dominant contribution; even quantum chemical
influences have to be taken into account. However, the freedom of the atoms is constrained by the
connection to the rest of the chain. Therefore, the whole problem is to be solved in a self-consistent
manner. No scale can be interpreted alone. The long-time tails in the atomistic reorientation func-
tions reflect exactly these influences. They merge with the generic functions, i.e. on this time
scale there is even for the very local processes no other way than to behave according to generic
constraints of the connectivity.

Although there are links between the different length scales, it is still useful to draw conclu-
sions from atomistic simulations alone. The very local static properties arise from the packing
of carbons and hydrogens together with the double bond. Other local architectures would lead
to different local structures and short-time dynamics. From the polymer physics point of view,
this atomistic scale is not polymeric, as the typical ingredients to a polymer, the connectivity and
with it the constraining of the motion and global packing are only corrections to the behavior of
monomers seen as small molecules. Different “small molecules”, however, have different influ-
ences on the bigger scales, the most important being the persistence length leading to different
dynamic behaviors onglobal scales.

7.3 The global scale - Stiffness versus entanglements

It has become clear in chapter 5 that the dynamics of entangled semiflexible polymer systems is
not easily mapped to a simple bead-spring chain, as the length scales originating from the different
interactions are linked to each other. With a view to the atomistic results one has to conclude that
the only way of understanding polymer systems from a molecular level up to rheologic properties
is to start at the very bottom, i.e. with all atoms involved. With such a detailed treatment one has
to calculate the ingredients to the next scale model, e.g. the persistence length. However, only if
the coarser analysis of the detailed system and the system to which it is mapped can be brought to
coincidence, as is the case for the reorientation dynamics presented here, one can assign a meaning
to the data obtained on the coarse grained level. Otherwise a refining of the mesoscale model is
necessary if the connection to the “real” world should not be lost.

On the bead-spring level, several results emerge which cannot be obtained in the detailed
atomistic picture. A coarse-graining of the local-scale properties into an effective monomer or
Kuhn segment is possible from a static point of view. There is only one dominant length scale: the
persistence length (chapter 4). This suggests that on large length scales, i.e. longer than any local
scale in a polymer, the random walk picture arises irrespective of local packing. For such purposes
the link to the detailed model is not necessary as the mesoscopic scaling regime is generic for
almost all polymers due to the dominance of entropy, whereas the local scales are governed by
energetic contributions. The atomistic simulations support this picture. There are considerable
local differences between the distinct correlation functions of different carbon atoms. However,
the overall structure is only weakly affected. For the bead-spring case this holds as long as the
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nematic ordering transition is not approached; then also the mesoscopic entropic effects change
completely, entropy can drive a liquid crystalline ordering.

The mapping to Kuhn segments fails for dynamics, as the length and time scales interdepend
substantially. Dynamically, one encounterstwo important length scales: first, again the persistence
length already present in the statics and, second, the entanglement length describing the constraints
imposed by non-crossability of the chains due to excluded volume. The latter length decreases
systematically with stiffness, so that the two dominant lengths are not at all independent. The tube
diameter in the reptation picture is related to the entanglement length and decreases with stiffness
as well. It describes the anisotropy of motion of a chain in the matrix imposed by the other chains
in the system. The relation between tube diameter and entanglement length is changed by rigidity
as well. The tube becomes more elongated.

In particular, when the persistence length and the entanglement length are of the same order of
magnitude, new behaviors emerge, which cannot be deduced by mapping to Rouse chains or other
simple models. The chains are more tightly constrained by their neighbors (small tube diameter).
The reptation picture gives a useful illustration of this, as the snake-like motion is the dominant
contribution to the dynamics. However, the standard reptation picture established by de Gennes,
Doi, and Edwards for flexible melts has to be modified. The underlying dynamics no longer obeys
the Rouse picture. Therefore, one may be misled by investigations of key observables, such as
the mean-squared displacements of central monomers, which partially looks as if there was an
unconstrained motion. Thus, the dynamical exponents are no longer the same, i.e. the dynamics
changesqualitatively. This has to be kept in mind if the termreptation is still used. Reptation can
mean a reptile-like motion in a tube, which is still found; however, the other motion types in the
standard tube model, like the free wiggling inside the tube, are no longer present if the stiffness
becomes too strong. Comparing to results of NMR experiments and theoretical predictions of
reorientation in a tube, the simulations can only be explained if stronger entangling for stiffer
chains is assumed consistent with the dynamical structure factors. The most direct evidence for
motion in the tight tube, however, is the visualization of the chains. The title picture of this thesis
illustrates exactly this behavior.

Reptation is in the literature also discussed for the almost rigid rod case [DE86]. The dynam-
ics of truly rigid chains is drastically different from the flexible case as well as from the systems
presented here. A rigid chain leaving the very straight tube can only slightly reorient, i.e. by an
angle of the order of tube diameter divided by chain length. The motion is stronger biased along
the chain contour leading to reorientation on time scales longer than tube disengagement. So de-
pending on chain stiffness there are at least two qualitative transitions in the local dynamics of the
chain.

Direct comparison to experiments even on the coarse-grained level can be regarded a success.
One understands that for the reproduction of the experimental dynamical behavior a reptating
chain is necessary but not sufficient. Stiffness is needed in order not to loose the correlation com-
pletely on the local first stage of reorientation. In addition, it brings the entanglement length to
so small values that chains of length 200 are already highly entangled. Moreover,local stiffness
enhances theglobal reptation, as other relaxation modes are effectively suppressed.

7.4 Stiffness on different scales

This thesis shows that stiffness is an important ingredient on a wide variety of scales in polymers.
On the atomistic end, it enters mainly via torsional potentials. The torsion distribution and dynam-
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ics dominates together with excluded volume the local scales. For obtaining reliable potentials for
atomistic simulations of e.g. polyisoprene, the electronic degrees of freedom cannot be neglected,
so that even quantum chemical methods have to be applied. The treatment of the quantum influ-
ences by potentials is sufficient; quantum degrees of freedom need not to be taken into account for
the dynamics as the comparison to experiment succeeds with classical simulations.

On the other end of the scales, one just has a simple chain of beads, but again with stiffness.
Stiffness qualitatively changes the mesoscale dynamics of chains in the melt. To look for the
influences and consequences of rigidity, one has to understand the different nature of stiffness on
various time and length scales. Thus, all the methods from quantum chemistry up to simulations
of largely coarse-grained model chains were to be taken into account to reveal more of the nature
of this important characteristics and to shine a light on the same problem from various viewpoints.

The mapping procedure between the models shows that the degree of stiffness is one impor-
tant link between the scales. The best match of the dynamics of polyisoprene decamers to model
decamers was obtained for similar persistence length. The mapping, however, also shows that the
explicit local dynamics can be different for the same stiffness. This is not too surprising as there
are of course different polymers with similar persistence lengths. But, the dynamics can almost
not be compared between a fully flexible and a completely rod-like polymer. It can be concluded
that coarse-graining is a promising way of attack as long as precautions are taken not to loose the
complete chemical identity of the chains.

7.5 Final conclusions

Finally, one can conclude three major results from this work:

• There is a new, more pronounced, type of reptation in melts of locally stiff chains. This one
may callstrongreptation.

• The reorientation dynamics, observed by double-quantum NMR in polybutadiene, can be
explained by a simple model including stiffness.

• An atomistically detailed model for polyisoprene can be successfully mapped to a simple
model if scales of more than a monomer size are considered.

Clearly, the investigations opened more new questions than they could answer, or to say it with
Bertolt Brecht:

Der Vorhang zu und alle Fragen offen.





A Relationship between double-quantum
correlation function and reorientation
correlation function

In section 5.1 the identity

CDQ(t) = 1

5
Creor(t) (A.1)

was used under the assumption of an isotropic distribution which was confirmed also by simula-
tions. This is now proved.

The double quantum correlation function is defined as
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Without loss of generalitŷB = êz can be chosen. So eq. (A.2) reduces to
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On the assumption of isotropic distribution of the unit vectors at all times, which is justified by the
symmetry of the system, one arrives at
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Using this result equation (A.3) reduces to
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In the limit t = 0, which meansEu(t) = Eu(0), one finds
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As the normal reorientation correlation function reads

Creor(t) =
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(A.7)

it transforms to
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by applying the definitions cosθ = uz(t) and cosθ ′ = uz(0). The term〈
2 cosθ cosθ ′ sinθ sinθ ′

〉
= 0 (A.9)

vanishes for an isotropic distribution by either averaging overθ or θ ′. This illustrates that for any
value ofuz there are as many positive and negative values ofux anduy. Thus, bothCreor andCDQ

depend linearly onκ = 〈uz(t)2uz(0)2〉:
CDQ = aκ + b ,

Creor = cκ + d , (A.10)

so that one arrives at
CDQ(t) = αCreor(t) + β . (A.11)

On the condition that in the limitt → ∞
CDQ(t → ∞) = Creor(t → ∞) = 0 (A.12)

one can conclude
β = 0 . (A.13)

Now α just reduces to the fraction att = 0

α = CDQ(0)

Creor(0)
= 1

5
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B List of Symbols

Following are the symbols used throughout the work. Only short time used abbreviations are
skipped.

Symbol Description

a parameter to separate two stage reorientation
EB magnetic field
β amplitude of correlation reorientation functions

CDQ double quantum correlation function
Creor reorientation correlation function
CN characteristic ratio (forN monomers)
C∞ characteristic ratio (limit for long chains)
D diffusion constant
d segment length
dT tube diameter
1t timestep
1E energy difference
ε nonbonded interaction parameter
f penalty function
EF force
Ef stochastic force

g± gauche± state
G oscillatory shear modulus
G′ storage modulus
G′′ loss modulus
GN plateau modulus
g1 mean-squared displacement of inner monomers
g3 mean-squared displacement of center of mass
γ strain, gyromagnetic ratio
H Hamiltonian

Hvap enthalpy of vaporization
J spectral density
K population flow
κT isothermal compressibility
kB Boltzmann’s constant
L contour length
λ deflection length
l box length
lb bond length
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Symbol Description
le entanglement length
lK Kuhn segment length
lp persistence length
Mc critical molecular weight
Me entanglement molecular weight
Mn number averaged molecular weight
Mw weight averaged molecular weight
m particle mass
N monomer number
NC number of chains
Ne entanglement monomer number
ν scaling exponent

OC F static orientation correlation function
ω frequency
p packing length, Rouse Mode index, pressure
P1 first Legendre polynomial
P2 second Legendre polynomial
5 direction correlation functions of displacements
r distance

RDF radial distribution function
ER position vector of a monomer

ERcm position of the center of mass
rcutoff interaction cutoff
ERe-e end-to-end vector

rexclude exclusion radius for non-reversal random walk
Rgyr radius of gyration
ρ density
s contour coordinate
S dynamical order parameter

SSC single chain structure factor
σ stress, nonbonded interaction radius
T temperature
t time, transstate
t∗ Lennard-Jones reduced time
T1 spin-lattice relaxation time
τd disengagement time
τe entanglement time
τp decay times of eigenmodes
τp pressure coupling time
τR Rouse time
τreor reorientation time
tsim simulation time
Eu unit vector along the chain

Ubend bending energy
V potential
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Symbol Description
VFENE FENE potential
VLJ Lennard-Jones potential

VWCA WCA potential
w weighting factor
x potential strength for stiffening potential,local molar fraction
EX Rouse mode
ξ friction coefficient

Table B.1: List of the symbols used in this thesis
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