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ABSTRACT

The excitation spectrum is one of the fundamental properties of every spa-
tially extended system. The excitations of the building blocks of normal
matter, i.e., protons and neutrons (nucleons), play an important role in our
understanding of the low energy regime of the strong interaction. Due to the
large coupling, perturbative solutions of quantum chromodynamics (QCD)
are not appropriate to calculate long-range phenomena of hadrons. For many
years, constituent quark models were used to understand the excitation spec-
tra. Recently, calculations in lattice QCD make first connections between
excited nucleons and the fundamental field quanta (quarks and gluons).

Due to their short lifetime and large decay width, excited nucleons appear
as resonances in scattering processes like pion nucleon scattering or meson
photoproduction. In order to disentangle individual resonances with definite
spin and parity in experimental data, partial wave analyses are necessary.
Unique solutions in these analyses can only be expected if sufficient empirical
information about spin degrees of freedom is available.

The measurement of spin observables in pion photoproduction is the focus
of this thesis. The polarized electron beam of the Mainz Mictrotron (MAMI)
was used to produce high-intensity, polarized photon beams with tagged
energies up to 1.47 GeV. A frozen-spin Butanol target in combination with
an almost 4π detector setup consisting of the Crystal Ball and the TAPS
calorimeters allowed the precise determination of the helicity dependence of
the γp→ π0p reaction. In this thesis, as an improvement of the target setup,
an internal polarizing solenoid has been constructed and tested. A magnetic
field of 2.32 T and homogeneity of 1.22 × 10−3 in the target volume have
been achieved.

The helicity asymmetry E, i.e., the difference of events with total helicity
1/2 and 3/2 divided by the sum, was determined from data taken in the years
2013-14. Subtraction of background events arising from nucleons bound in
Carbon and Oxygen was an important part of the analysis. The results
for the asymmetry E are compared to existing data and predictions from
various models. The results show a reasonable agreement to the models
in the energy region of the ∆(1232)-resonance but large discrepancies are
observed for energy above 600 MeV. The expansion of the present data in
terms of Legendre polynomials, shows the sensitivity of the data to partial
wave amplitudes up to F-waves. Additionally, a first, preliminary multipole
analysis of the present data together with other results from the Crystal Ball
experiment has been performed.
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ZUSAMMENFASSUNG

Das Anregungsspektrum ist eine der fundamentalen Eigenschaften jedes räum-
lich ausgedehnten Systems. Die Spektren der Grundbausteine der Materie,
also der Protonen und Neutronen (Nukleonen), spielen eine wichtige Rolle
beim Verständnis der starken Wechselwirkung bei niedrigen Energien. We-
gen der starken Kopplung sind Techniken, die auf einer Störungsentwicklung
aufbauen, keine geeigneten Ansätze zur Berechnung von hadronischer Phäno-
mene bei großen Abständen. Über viele Jahre wurden Konstituentenquark-
modelle entwickelt, um Anregungen von Hadronen zu beschreiben. Seit eini-
gen Jahren ist es im Rahmen Gitter-QCD möglich, erste Verbindungen zwis-
chen angeregten Nukleonen und den fundamentalen Feldquanten (Quarks
und Gluonen) herzustellen.

Wegen der kurzen Lebensdauer und der großen Zerfallsbreite, treten angeregte
Nukelonen als Resonanzen in Streuprozessen wie der Pion-Nukleon Streuung
oder der Photoproduktion von Mesonen in Erscheinung. Um einzelne Reson-
anzen mit definiertem Spin und Parität in experimentellen Daten zu identi-
fizieren sind Partialwellenanalysen notwendig. Eindeutige Lösungen solcher
Analysen kann man allerdings nur dann erwarten, wenn ausreichend Inform-
ation über Spin-Freiheitsgrade vorhanden ist.

Die Messung von spinabhängigen Observablen der Photoproduktion von Pi-
onen ist ein Schwerpunkt dieser Arbeit. Der polarisierte Elektronenstrahl
des Mainzer Mikrotons (MAMI) wird zur Erzeugung hoch intensiver, polar-
isierter und energiemarkierter Photonenstrahlen bis zu 1,47 GeV verwendet.
Ein "frozen-spin" Butanol Target in Kombination mit einem Detektorsys-
tem, das fast den gesamten Raumwinkel abdeckt und aus den Crystal Ball
und TAPS Kalorimetern aufgebaut ist, erlaubte die präzise Bestimmung der
Helizitätsabhängigkeit der γp → π0p Reaktion. Als Verbesserung des Tar-
gets wurde im Rahmen dieser Arbeit ein supraleitender Solenoid als interner
Polarisationsmagnet entwickelt und getestet. Dabei wurde ein Magnetfeld
von 2,32 T bei einer Homogenität von 1, 22× 10−3 über dem Targetvolumen
erreicht.

Die Helizitätsasymmetrie E, also die Differenz der Zählraten bei Gesamthel-
izität 1/2 und 3/2 dividiert durch die Summe, wurde mit Daten aus den
Jahren 2013-15 bestimmt. Die Ergebnisse werden mit existierenden Daten
sowie mit Modellvorhersagen verglichen. Im Bereich der ∆(1232) Resonanz
findet man eine gute Übereinstimmung mit Modellen, oberhalb von 600 MeV
werden die Abweichungen dagegen groß. Eine Entwicklung der gewonnenen
Daten nach Legendre-Polynomen zeigt eine Empfindlichkeit auf Partialwel-
lenamplituden bis zu F-Wellen. Darüber hinaus wurden die neuen Daten in
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einer ersten vorläufigen Partialwellenanalyse zusammen mit anderen Daten
des Crystal Ball Experiments verwendet.
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Chapter 1
Introduction

In order to understand the structure of matter, knowledge about its con-
stituents and how they interact with each other is important. The stand-
ard model of particle physics explains that matter is made up of quarks and
leptons which interact through electromagnetic, strong and weak interactions
via exchange of gauge bosons. Photons are exchanged in an electromagnetic
interaction, W± and Z0 bosons are exchanged in the weak interaction and
gluons are the force carriers in the strong interaction. Quarks bind together
to form hadrons via strong force transmitted by gluons. Hadrons are clas-
sified into: mesons, (e.g., pion, eta, eta’...) and baryons, (e.g., nucleons, ∆

...). Mesons are bound states consisting of a quark-antiquark pair in a sea
of gluons while baryons (including nucleons) are bound states composed of
three quarks in a sea of gluons and quark-antiquark pairs.

Quantum chromodynamics (QCD), a fundamental theory that describes
the quark-gluon interactions, explains that quarks exist in charge states
known as “colors”. Due to SU(3) gauge symmetry of QCD there are three
color charges: red, green and blue with each having its anti-color (anti-red,
anti-blue and anti-green). In nature, only colorless states are observed as free
particles. This means that, (i) each quark in a baryon must have a different
color to produce a colorless state, and (ii) mesons have a colored quark and
anti-colored anti-quark such that they cancel out. This is observed when
the nucleon ground states are excited by supplying energy to them. The
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CHAPTER 1. INTRODUCTION

excited states are short-lived and lose their energy by emitting a colorless
state typically mesons [1].

In QCD the quark-quark interaction potential depends on the distance
between the quarks and the energy. At very large energy (≥1 GeV) and
short distances, the couplings between quarks and gluons and the couplings
of gluons to themselves become very small such that the quarks move almost
freely inside a nucleon. This makes it possible to use perturbation theory to
describe precisely the interactions of quarks and gluons at distances much
smaller than the typical hadron size; a phenomenon known as asymptotic
freedom. In this range, the strong interaction has been well-described by
QCD using perturbation theory and tested experimentally.

However, at low energy (≤1 GeV) and large distance scales found within
the nucleon and its excited states, the quark-gluon coupling becomes very
large. This means that the quarks and gluons are confined and no matter
how much energy is injected into a nucleon, it is impossible to isolate either
a quark or a gluon. This results in a phenomenon known as confinement. In
this region, perturbative QCD has failed to describe the mechanism of mass
generation and quark-gluon confinement. Therefore, other non-perturbative
methods like phenomenological models or, recently, Lattice based calcula-
tions have been used to describe the strong interaction in the low energy
regime [1]. The phenomena of confinement and asymptotic freedom are il-
lustrated in figure 1.1 where the quark-gluon coupling constant αS is plotted
a function of momentum transfer [2]. The coupling constant αS becomes
smaller and relatively constant at high momenta but increases exponentially
towards unity at low momenta.

Lattice gauge theory, proposed by K. Wilson in 1974, provides such a
method: Lattice QCD (LDCD) [3]. LQCD discretizes the QCD Lagrangian
in a space-time lattice with spacing a in a volume V and evaluates it nu-
merically. The results are then extrapolated to continuum a → 0. The
disadvantage of LQCD is that it is limited by the availability of the compu-
tational resources and the efficiency of algorithms. Thus, the LQCD results
come with both statistical and systematic errors [4]. However, due to the
rapid growth of computational power and development of more efficient al-
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Figure 1.1: The strong coupling constant as a function of the momentum
transfer µ [2]. Coupling constant is higher at low momentum transfer due
to the confinement of quarks and low at higher momentum transfer which is
the range of the asymptotic freedom.

gorithms, the extraction of precise results should be possible in the future.
Even though recent LQCD calculations have provided results for both the
ground state and the excited states of the nucleon in the non-perturbative
region [5], the excitation spectrum of the nucleons is still not well understood.
Therefore, experimental study of these excitation spectra is important.

Experimentally, a nucleon (proton or neutron) can be excited from its
ground state using a beam of mesons (pion, kaon..), baryons, leptons or
photons. The nucleon excited states lose their energy to go back to their
ground state by emitting a meson. The nucleon excited states have been
studied in large number of formation and production experiments [6, 7, 8].
Information on the nucleon spectrum is based on experiments that were per-
formed using a beam of long-lived mesons (such pions and kaons) on nucleons.
Unlike in atomic spectroscopy, where their resonances are well understood
and can be observed, nucleon spectroscopy is more complicated. This is
because the excited nucleon states have short life-times τ ≈ 10−24 s cor-
responding to widths (Γ = 1

τ
) of ≈ 100 MeV. Furthermore, the spacing of
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the resonances is often less than Γ such that they overlap in the mass spec-
trum with increasing excitation energy. This makes it difficult to identify
and study individual states as shown in figure 1.2, where only the lowest

Figure 1.2: Total photoabsorption cross section on the proton (left) and the
neutron (right). Points are measured data, curves are the Breit-Wigner shape
fits on the nucleon resonances (P33(1232), P11(1440), D13(1520), S11(1535)
and F15(1680) (only for protons) and F37(1950)) and a smoothly varying
background [9].

excited state, the ∆-resonance (P33(1232)), corresponds to an isolated peak
in the spectrum. At masses around 500 MeV, several resonances (P11(1440),
D13(1520) and S11(1535)) contribute to the broad structure observed in the
spectrum. The measurement of the photoabsorption cross section alone does
not allow a detailed investigation of the overlapping resonances. Effort must
be made to extract and explain these resonances through measurement of po-
larization observables (discussed in 2.2) in addition to the photoabsorption
cross section.

Various models have been used to explain the known low-lying resonances
and predict the still unknown ones. The most used models are the constitu-
ent quark models [10, 11, 12, 13], which describe the baryons as three quark
bound states. The constituent quark models build hadrons from the valence
degrees of freedom interacting through phenomenological potential at large
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Figure 1.3: The nucleon excitation spectrum predicted by the Bonn model
[14]. Predicted states are in blue while experimentally observed states are in
red.

distances. An example of such a model is the Bonn model which is a relativ-
istic covariant quark model. It uses a linearly rising potential which ensures
that quark confinement is fulfilled within the model [14]. Figure 1.3 shows
a comparison of the predicted nucleon excitation spectrum in blue lines and
experimentally observed resonances in red lines for the Bonn model. The
model predicts more resonances than observed experimentally. Also, the
lattice QCD calculations have predicted a number of excited states similar
to those predicted by the Bonn model at low masses [5]. Figure 1.4 shows
nucleon and ∆ spectra from lattices at a pion mass, mπ, of 396 MeV.

A comparison of the number of excited states predicted in both models
to the one observed experimentally shows inconsistency. This results in the
problem of “missing resonances”. This inconsistency is commonly attributed
to the fact that the number of degrees of freedom is too high in models.
While a reduction of the number of degrees of freedom by, e.g., assuming
quark-diquark structures decreases the number of nucleon states there are
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Figure 1.4: Nucleon and ∆ resonance from lattice QCD at a pion mass, mπ,
of 396 MeV. Masses are shown in ratios of the Ω baryon mass [5].

still more than those observed experimentally. On the other hand, the ex-
isting experimental data is dominated by πN scattering data. Perhaps some
of the unobserved excited states either do not couple or have a small coup-
ling to πN [9]. This suggests the importance of investigating the baryon
resonance spectrum using multiple production mechanisms like photo and
electroproduction experiments.

In particular, photoproduction of mesons allows access to the electromag-
netic transition amplitudes of the resonances, which are important paramet-
ers in the investigation of the resonances. In the last two decades, photo-
production experiments at JLab in the USA; MAMI in Mainz, Germany;
ELSA in Bonn, Germany; the GRAAL experiment at the ESRF in Gren-
oble, France; and Spring8 in Osaka, Japan have substantially improved the
knowledge of nucleon resonances. Either evidence for unknown resonances
was found or the properties of already known resonances could be extracted
more precisely from the photoproduction data. An overview of the current
status on the nucleon and the ∆-resonances below W = 2 GeV is shown in
figure 1.5. According to the Particle Data Group (PDG) review [4], three
or four stars are assigned only to the resonances which are confirmed by in-

6



dependent analyses and which are derived from analyses based on complete
information, i.e., for analyses based on three observables in πN scattering
or eight properly chosen observables in photoproduction (see chapter 2). In
addition, these resonances have to be seen in one of their strongest decay
modes. One or two star ratings indicate that the evidence of existence of the
resonance is still poor.
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Figure 1.5: Summary of the nucleon (blue) and ∆ (red) resonances below
W = 2 GeV, which is the energy range at the Mainz Microtron (MAMI) [4].

Most of the photoproduction information on the nucleon excited spectrum
has been obtained through the study of the various final state channels, e.g.,
γp→ π0p, γp→ ηp, γp→ η′p, etc. However, the most studied photoproduc-
tion reaction is γp → π0p. Figure 1.6 shows the differential cross section in
π0 photoproduction in the energy range Eγ = 225−1525 MeV. A comparison
of the experimental differential cross section to partial wave analysis models
of MAID [15], SAID [16] and Bonn Gatchina [17] (discussed in chapter 2)
shows a good angular description of the data at all energy bins. However, the
electromagnetic multipoles prediction indicates a large discrepancy between
the three models [18] as shown in figure 1.7. Except M1+-multipole, other
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Figure 1.6: The differential cross sections on γp→ π0p from [19] compared to
existing PWA solutions from SAID-CM12 [16] (blue dashed line), MAID2007
[15] (magenta long-dashed line), and Bonn- Gatchina BG2014-02 [17] (green
dash-dotted line) and to a new SAID PR15 solution [16] (red solid line)
obtained after adding the present data points into the fit.
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multipoles (E1+ andM1−) show large discrepancies between themselves even
though they well-describe the measured differential cross section data. This
shows that other than measuring the cross section measurement it is import-
ant to experimentally measure the polarization observables in order to allow
detailed, and unambiguous, extraction of the multipole contributions to the
excited nucleon resonances.

This can be determined by performing a partial wave analysis using the
angular dependence of the photoproduction observables in a combined fit.
The fit is dependent on how a model describes the resonant and the non-
resonant background terms in the scattering amplitudes. Therefore, inclu-
sion of polarization observable data from different experiments will act as a
constraint to the partial wave models. This thesis presents the measurement
of helicity dependence of π0 photoproduction via extraction of the helicity
asymmetry E at the Mainz Microtron (MAMI) in the photon energy range
Eγ = 210 − 1440 MeV. The helicity asymmetry E data will provide new
information about the nucleon excited states.

1.1 Thesis Organization

This thesis presents the mechanism of pseudoscalar meson photoproduction
including polarization observables in chapter 2. Chapter 3 describes the ex-
perimental setup at the A2 experimental hall at MAMI. Chapter 4 presents
the operation of the frozen spin target and development of an internal po-
larizing magnet. The detector calibration and data analysis are discussed in
chapters 5 and 6, respectively. The results are presented in chapter 7 while
summary and conclusions follows thereafter in chapter 8.
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Chapter 2
Photoproduction

This chapter presents the theoretical background of photoproduction exper-
iments. Section 2.1 describes the photoproduction of pseudoscalar mesons.
The polarization observables are described in section 2.2. The partial wave
analysis models are discussed in section 2.3 and previous studies on π0 pho-
toproduction in section 2.4.

2.1 Photoproduction of Pseudoscalar Mesons

A photoproduction reaction involves a real photon γ, and a target nucleon
N , which is in the ground state. After the reaction a meson m, and a baryon
N ′, are produced in the final state as shown in figure 2.1. The reaction in
figure 2.1 can be expressed as:

γ(~k) +N(~pi) = m(~q) +N ′( ~pf ) (2.1)

where the parameters in parenthesis are the four momenta vector for each
particle. The four momenta vector for the reaction particles can be expressed

11
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Figure 2.1: Schematic diagram of a meson photoproduction reaction.

in-terms of the Mandelstam invariant variables [20]:

s = (k + pi)
2 = (q + pf )

2,

u = (k − pf )2 = (q − pi)2,

t = (q − k)2 = (pi − pf )2

(2.2)

where s is the square of the energy of the reaction and t is the square of the
momentum transfer. The sum of the Mandelstam variables is equal to the
square of the sum of all particle masses involved in the reaction given as:

s+ t+ u = 2M2
N +m2

m (2.3)

where MN and mm are the nucleon and meson masses, respectively. In the
center of mass (c.m.) frame, equation (2.2) can be written as:

s = W 2 = (Ei + k0)2, (2.4)

u = M2 + k2 − 2k0Ef − 2|~q||~k|x, (2.5)

t = mm + k2 − 2k0Em + 2|~q||~k|x, (2.6)

x = cos θ =
~q · ~k
|~q||~k|

(2.7)

12
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where θ is the c.m. scattering angle and W is the total c.m. energy
[20]. For a photoproduction reaction, k2 = 0. Therefore, the energies of the
reaction particles in the c.m. frame can be expressed as:

Eγ =
W 2 −M2

2W
, (2.8)

Ei =
W 2 +M2

2W
, (2.9)

Em =
W 2 +mm −M2

2W
, (2.10)

Ef =
W 2 −mm +M2

2W
. (2.11)

In scattering theory, the transition of a particle from an initial state
|i〉 into a final state |f〉 is described by the scattering matrix Sfi. For a
photoproduction reaction represented by equation (2.1), Sfi is given as:

Sfi =
1

(2π)2
δ4(pf + q − pi − k)

√
M2

N

4EγEiEmEf
· iMfi. (2.12)

The invariant matrix element Mfi describing the transition from initial to
final state can be decomposed as:

iMfi = Ū(pf )εµOµU(pi) (2.13)

where Ū(pi) and Ū(pf ) are the Dirac spinors for the initial and final nuc-
leon respectively, εµ is the photon polarization vector, and Oµ describes the
current operator produced by strongly interacting hadrons given as:

Oµ =
8∑
j=1

Aj(s, t, u, k
2)Mj (2.14)

where Mj are operators that depend on the four momenta and polarization
vector of the photon. Aj are the invariant amplitudes which incorporate the
transition dynamics [20]. For photoproduction reactions where k2 = 0, the
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matrixMfi can be written as:

iMfi = Ūf (pf )
4∑
j=1

Aj(s, t, u, k
2)MjUi(pi). (2.15)

The invariant amplitude Aj can be expressed more conveniently in terms
of amplitudes corresponding to a definite parity and angular momentum
state. Thus, the matrix element Mfi can be expressed in terms of Pauli
σ-matrices and the Dirac spinors:

Mfi =
4πW

MN

χfFχi (2.16)

where χi and χf are the initial and final nucleon spinors and F is a 2 ×
2 matrix defined in terms of Chew, Goldberg, Low and Nambu (CGLN)
amplitudes Fi [21] by:

F = i~σ ·~bF1 + ~σ · q̂~σ · (k̂ ×~b)F2 + i~σ · k̂q̂ ·~bF3 + i~σ · q̂q̂ · bF4 (2.17)

where k̂ and q̂ are the photon and meson unit vectors, respectively, b = εµ

for photoproduction reactions, and ~σ is the vector containing Pauli matrices.

The CGLN amplitudes can be expressed in terms of electric and magnetic
multipoles since they are a function of spin and parity:

F1(θ) =
∞∑
l=0

[lMl+ + El+]P ′l+1(x) + [(l + 1)Ml− + El−]P ′l−1(x),

F2(θ) =
∞∑
l=1

[(l + 1)Ml+ + lMl−]P ′l (x),

F3(θ) =
∞∑
l=1

[El+ −Ml+]P ′′l+1(x) + [El −Ml−]P ′′l−1(x),

F4(θ) =
∞∑
l=2

[Ml+ − El+ −Ml− − El]P ′′l−1(x)

(2.18)

where P ′l and P ′′l are the first and second derivatives of Legendre polyno-
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mials and x = cos(θ). The sign index in photon magnetic multipole Ml±

and electric multipole El± indicates that the nucleon spin is either added or
subtracted from l to obtain the total angular momentum of the intermedi-
ate state (J = l + 1/2). Inverting equations in (2.18), the electromagnetic
multipoles can be written [22]:

El+ =

∫ 1

−1

dx

2(l + 1)
(PlF1 − Pl+1F2 +

l

2l + 1
(Pl−1 − Pl+1)F3+

l + 1

2l + 3
(Pl − Pl+2)F4),

El− =

∫ 1

−1

dx

2l
(PlF1 − Pl−1F2 −

l + 1

2l + 1
(Pl−1 − Pl+1)F3+

l

2l − 1
(Pl − Pl−2)F4),

Ml+ =

∫ 1

−1

dx

2(l + 1)
(PlF1 − Pl+1F2 −

1

2l + 1
(Pl−1 − Pl+1)F3),

Ml− =

∫ 1

−1

dx

2l
(−PlF + 1− Pl−1F2 +

1

2l + 1
(Pl−1 − Pl+1)F3).

In the initial state, the photon has a angular momentum lγ which couples
electromagnetically to the nucleon with spin JN(J = 1/2) and parity PN =

+1 to produce a resonance with spin J∗N and parity P ∗N as shown in figure
2.2. In the intermediate state it follows that:

|lγ − JN | ≤ JN∗ ≤ |lγ + JN |, (2.19)

PN∗ = PN · Pγ = Pγ. (2.20)

When a resonance decays to the nucleon ground state via emission of a
meson with spin (Sm = 0), parity (Pm = −1) and relative angular momentum
(lm = 0) then the selection rules in equation (2.20) must be fulfilled [9]:

|lm − 1/2| ≤ JN∗ ≤ |lm + 1/2|, (2.21)

PN∗ = PN · Pm · (−1)lm = (−1)lm+1. (2.22)

15



CHAPTER 2. PHOTOPRODUCTION

Figure 2.2: A schematic diagram for photoproduction of a meson via excita-
tion of a nucleon [9]. IS- initial state, IMS- intermediate state and FS - final
state.

This gives the following conditions for parity and angular momentum con-
servation

Pγ = PN∗ = (−1)lm+1, (2.23)

lγ ± 1/2 = JN∗ = lm ± 1/2 (2.24)

where the two "±" in equation (2.24) are independent. Therefore, angular
momentum and parity conservation allows two conditions to be fulfilled. For
magnetic multipoles (ML) with parity Pγ = (−1)l+1;

ML : lγ = lm, (2.25)

and electric multipole (EL) with parity Pγ = (−1)l;

EL : lγ = lm ± 1. (2.26)

This means that each resonance can be excited by one electric and one
magnetic multipole. However, for JN∗ = 1/2 resonances can only be excited
by one multipole [9]. Table 2.1 gives a summary of the lowest order multi-
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poles with the corresponding angular distributions of the cross sections. The

L Photon Initial state Interm. Final state Multi- k∗
q∗

dσ
dΩ

M-pole (lPγ , J
P
N ) state JPN∗ (JPN , l

P
m) pole

1 E1 (1−, 1
2

+) 1
2

− 1
2

+
, 0− E0+ |E0+|2

3
2

− 1
2

+
, 2− E2− |E2−|2(5− 3x2)

1 M1 (1+, 1
2

+) 1
2

+ 1
2

+
, 1+ M1− |M1−|2

3
2

+ 1
2

+
, 1+ M1+ |M1+|2(5− 3x2)

2 E2 (2+, 1
2

+) 3
2

+ 1
2

+
, 1+ E1+

9
2 |E1+|2(1 + x2)

5
2

+ 1
2

+
, 3+ E3−

9
2 |E3−|2(1 + 6x2 − 5x4)

2 M2 (2−, 1
2

+) 3
2

− 1
2

+
, 2− M2−

9
2 |M2−|2(1 + x2)

5
2

− 1
2

+
, 2− M2+

9
2 |M2+|2(1 + 6x2 − 5x4)

Table 2.1: Lowest order multipole amplitudes for the photoproduction of
pseudoscalar mesons (x = cos θ) [9].

angular distributions reflect the quantum numbers of the excited state when
the cross section is dominated by a resonance. In π0-photoproduction, for
example, the ∆(1232)3/2+ resonance is excited through the M1+-multipole
which exhibits the characteristic (5− 3 cos θ2) dependence. The angular dis-
tribution of π0-photoproduction differential cross section data close to reson-
ance at 331 MeV shown in figure 2.3 depicts this dependence, which is in good
agreement with the expectation for the M1+-multipole shown in figure 1.7.
The angular distribution of the cross section depends on the combination of
the spin of the resonance and the order of the photon multipoles but not the
combinations of the parities of the resonance and multipole. For example the
3/2− and 3/2+ resonances have the same angular dependence even though
they are excited by electric and magnetic multipoles, respectively [9]. This
shows that the cross section alone can not provide an unambiguous extraction
of the multipole contributions to the excited nucleon resonances. To resolve
these ambiguities, measurements of polarization observables are necessary.
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Figure 2.3: The differential cross section on γp→ π0p from [19] compared to
existing PWA solutions from SAID-CM12 [16] (blue dashed line), MAID2007
[15] (magenta long-dashed line), and Bonn- Gatchina BG2014-02 [17] (green
dash-dotted line) and to a new SAID PR15 solution [16] (red solid line)
obtained after adding the present data points into the fit.

2.2 Polarization Observables

Meson photoproduction experiments can be performed with three types of
polarization: photon beam polarization, nucleon target polarization and po-
larization of the recoil nucleon. The target polarization will be described in
the frame {x, y, z} as shown in figure 2.4 with z-axis pointing in the direction
of the photon momentum ~̂k, the y-axis perpendicular to the reaction plane,
~̂y = ~̂k× ~̂q/ sin θ, and x-axis given by ~̂x = ~̂y× ~̂z. The frame {x′, y′, z′} is used
for recoil nucleon polarization, where the z′-axis is defined by the momentum
of the outgoing meson ~̂q, the y′-axis is the same as target polarization and the
x′-axis is given by ~̂x′ = ~̂y′× ~̂z′. The photon polarization can either be linear or
circular. For linear polarization (PT = 1) in the reaction plane (~̂x, ~̂z), ϕ = 0

and perpendicularly in the direction ~̂y, ϕ = π/2. For right-handed(or left
handed) circular polarization P� = +1(−1) [23].

Using the coordinate definition in figure 2.4 for the three polarization
combinations, a general polarized cross section can be defined

dσ

dΩ

(B,T,R)

(P γ, PN , PR) =
k

q
|〈PR|FCGLN |P T 〉|2 (2.27)
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Figure 2.4: Coordinate system for target, beam and nucleon recoil experi-
ments.

where P γ is the direction of the photon spin polarization, PR is the direc-
tion of the recoil nucleon spin and P T is the direction of the initial state
nucleon spin [24]. The combination of the polarization spins and the CGLN
amplitudes results in 16 measurable observables in the photoproduction of
pseudoscalar mesons. They are: the unpolarized differential cross-section σo,
three single-polarization observable (Σ, T, and P), three sets of four asym-
metries involving either a combination of the; beam and target ( E, F, G, H)
polarization, target-recoil (Ox′ , Oz′ , Cx′ , Cz′), and beam-recoil (Tx′ , Tz′ , Lx′ , Lz′)
[25, 26, 27]. Table 2.2 summarizes all the 16 polarization observables depend-
ing on the polarization combination.

In this work an experiment was performed with both target and photon
beam polarization. Therefore, the polarized differential cross section for
meson photoproduction with the beam-target polarization is:

dσ

dΩ
= σo{1− P γ

linΣ cos 2φ+ P T
x (−P γ

linH sin 2φ+ P γ
cirF )

+P T
y (T − P γ

linP cos 2φ) + P T
z (−P γ

linG sin 2φ− P γ
cirE)}.

(2.28)

19



CHAPTER 2. PHOTOPRODUCTION

Photon Target Recoil nucleon Target and recoil
polarization polarization polarization polarization

X Y Z X ′ Y ′ Z ′ X ′ X ′ Z ′ Z ′

X Z X Z

unpolarized σ0 - T - - P - Tx Lx Tz Lz
linear Σ H -P G Ox -T Oz −Lz Tz Lx −Tx
circular - F - E Cx - Cz

Table 2.2: Polarization observables in the photoproduction of the pseudo-
scalar mesons; Unpolarized cross section, three single polarization and twelve
double polarization observables [27].

The measurement of the helicity asymmetry E using circularly polarized
photon beam and a longitudinally polarized target is the main objective
of this thesis. Therefore equation (2.28) can be written as

dσ

dΩ
= σo{1− P T

z P
γ
cirE}. (2.29)

The helicity asymmetry E describes the coupling of a meson total spin 1/2
or 3/2 to the photon and the target nucleon and it gives the static properties
of the nucleon in the low energy regime [8]. It can be expressed in terms of
CGLN amplitudes as:

Eσo = Re{|F1|2 + |F2|2 − 2cosθF2F∗1 + sin2 θ(F1F∗4 + F2F∗3 )} · ρ (2.30)

where ρ = q
k
is a phase space factor given by meson and photon momenta q

and k [28].

2.2.1 The "Complete Experiment" and Single Energy

Analyses

Pseudoscalar meson photoproduction has 8 spin degrees of freedom, and due
to parity conservation it can be described by four complex amplitudes Fi at
each photon energy and scattering angle. Since the 1970s, efforts have been
made on how to determine the complex amplitudes for pseudoscalar meson
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photoproduction from a "complete" set of experiment unambiguously. A
"complete experiment" is a set of measurements that is sufficient to predict
all other possible experiments, provided that the measurements are free of
uncertainties. Therefore in principle it is an academic problem, which can
be solved by a mathematical algorithm. In practice, however, either a very
high statistical precision would be required, which is very unlikely, or further
measurements of other observables would be necessary [26, 23].

After various studies [27, 25, 29, 30] it became clear that at least eight
carefully chosen observables are sufficient for an unambiguous determination
of the complex amplitudes. From a complete set of 8 measured observables,
one can determine the moduli of 4 amplitudes and 3 relative phases. However,
there is always an overall phase which is unknown and can not be determined
by additional measurements. Thus, analysis of nucleon resonances, through
the determination of amplitudes of the "complete" experiment, is not very
useful because the overall phase which is dependent on energy can not be re-
solved either by experiment or theory without strong model dependence [23].
The solution is to perform a truncated partial wave analysis on the observ-
ables themselves, where the overall unknown phase is only dependent on the
energy and can be constrained by theory without strong model dependence.
This is achieved by expanding all the observables Oi(W, θ) in terms of either
Legendre polynomials or cos θ as:

Oi(W, θ) =
q

k
sinαi θ

2lmax+βi∑
k=0

Aik(W )Pk(cos θ). (2.31)

The coefficient Aik(W ) in equation (2.31) can be expanded in a finite series
of bilinear products of electric and magnetic multipoles up to L = Lmax as:

Aik(W ) =
lmax∑
l,l′=0

4∑
k,k′=0

αk,k
′

l,l′ Ml,k(W )M∗
l′,k′(W ) (2.32)

where k, k′ are the four possible electric and magnetic multipoles for each πN
angular momentum l ≥ 2, namely Ml,k = {El+, El−,Ml+,Ml−}. For an S,
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P truncation (lmax = 1) there are 4 complex multipoles E0+, E1−,M1+,M1−

leading to seven real parameters and an arbitrary phase which can be set to
zero for the beginning [23].

2.3 Partial Wave Analyses (PWA) using Mod-

els

Besides the direct extraction of partial wave amplitudes from the measure-
ment of observables at each single energy (see 2.2.1), often models are used
to parameterize the energy dependence analysis. Various PWA formalisms
have been developed by different analysis groups even though only a few
have a comprehensive PWA based on a large database from experiments.
These groups use different techniques to parametrize the nucleon resonance
parameters and background contributions. Generally the background contri-
butions are modeled by the Born terms and the vector-meson contribution
while the resonant contribution is modeled by a Breit-Wigner parametriz-
ation. Other methods use K-Matrix formalism to model the overlapping
resonances in the same partial wave and provide a good way of ensuring that
the amplitudes preserve the unitarity [8]. In order to extract the nucleon
resonance parameters, a fit is performed on the experimental data. Some of
the PWA models are: MAID [31, 32, 33, 34], SAID [35, 36, 37, 38], Bonn-
Gatchina [39, 40], the Giessen coupled-channel analysis [41, 42] and the ex-
cited baryon analysis center at Jefferson lab [43, 44]. A brief description of
the PWA models used for comparison with the data in this work are given
in the following subsections.

2.3.1 MAID (Unitary Isobar Model)

The MAID Isobar model was developed by the University of Mainz. Its first
model MAID1998 was developed with a limited set of nucleon resonances
described by Breit-Wigner forms and a non-resonant background constructed
from the Born terms and the t-channel contributions. Each partial wave
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was unitarized up to the pion threshold by use of the Watson theorem [31].
Since then the model has been upgraded to the current MAID2007 [33].
In MAID2007, the background contributions are complex functions defined
according to K-matrix theory as:

tB,αγπ (W,Q2) = νB,αγπ (W,Q2)[1 + itαπN(W )], (2.33)

where the pion-nucleon elastic scattering amplitudes, tαπN = [ηαexp(2iδα)]/2i

are described by phase shifts δα and the inelasticity parameter ηα. The
resonance contributions use the same equation as for MAID98 [31] and is
given as:

tR,αγπ (W,Q2) = ĀRα (W,Q2)
fγN(W )ΓtotMRfπN(W )

M2
R −W 2 − iMRΓtot

eiφR (2.34)

where fπN is the Breit-Wigner factor describing the decay of a resonance with
total width Γtot(W ), partial πN width ΓπN and spin J [33]. This model con-
tains thirteen resonances of four-star below 2 GeV and gives the predictions
of the multipoles, amplitudes, cross sections and polarization observables for
photo and electroproduction on their website [15].

2.3.2 SAID Model

The SAID (Scattering Analysis Interactive Dial-in) model is based on the
K-matrix approach, which includes the most important final state, phase
space and threshold effects. The parameterization of the wave amplitudes
are written in terms of polynomials used in [35]. This has been modified in
[38] to fit the increasingly precise data. The modification included the third
term as:

M = (Born+ A)(1 + iTπN) +BTπN + (C + iD)(IMTπN − |TπN |2), (2.35)

where TπN is the elastic πN scattering partial wave amplitude associated with
the pion photoproduction multipole amplitude M. The factors A through
D are parameterized in terms of simple polynomials with correct threshold
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behaviors. Similar to MAID, SAID maintains an extensive database of elastic
πN scattering, amplitudes and observable prediction on a website [16].

2.3.3 Bonn-Gatchina (BnGa) Model

This model is developed by the university of Bonn Germany and St. Peters-
burg in Russia. It uses the K-matrix parameterization deriving the back-
ground terms from phenomenology. The Analysis uses large experimental
data base to constrain the PWA solutions [39]. Unlike in MAID and SAID,
BnGa model is not constrained to πN scattering only but also includes the
multi-particle final states like pπ0π0 and pπ0η. A detailed description of this
model can be found in [39, 40]. The group maintains a database of PWA
amplitude, cross sections, multipoles and polarization observable of different
decay channels [17].

2.4 Previous Studies on π0 Photoproduction

The study of the γp → π0p reaction has been investigated mainly through
cross section measurements since the early 1960’s [45, 46, 47, 48, 49, 50, 51,
52]. The most resent cross section data on π0 covering a wide kinematic
and energy range are presented in [50, 51, 19, 52]. Figure 2.5 shows the
total cross section for the reaction γp→ π0p from CBELSA/TAPS [49] and
recent A2Mainz data [19]. The first peak in the cross section corresponds
to the ∆-resonance region ∆(1232)3/2+ dominated by the total spin 3/2.
The second peak corresponds to the second resonance. In this region several
nucleon resonances dominate with N(1535)1/2- and N(1520)3/2- having the
largest contribution. The third peak around 1.65 GeV corresponds to the
third resonance region where the main contributions are due to N(1700)3/2-,
N(1680)5/2+ and N(1650)1/2- resonances each contributing ≈ 35%, ≈ 25%

and ≈ 20%, respectively [49, 19].
Due to the fact that the resonances overlap, the total cross section data

is insufficient in the study of nucleon resonances. As discussed in 2.1 polariz-
ation observables can be used to constrain the partial wave analyses models.
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Figure 2.5: Total cross section for the reaction γp→ π0p from A2MAMI [19]
(black) and CBELSA/TAPS [49] (red).

In the last decade, the development of the technologies to polarize both the
beam and target has enabled the measurement of both single and double po-
larization observables. The measurements have been carried out in various
experimental lab facilities: the Crystal Ball/TAPS experiment at MAMI in
Germany, the CLAS facility at JLab in the USA, the Crystal Barrel/TAPS
experiment at ELSA in Germany and the GRAAL experiment in Grenoble,
France. The most studied polarization observable in γp → π0p is the beam
asymmetry Σ. It has been studied for different beam energies in MAMI,
ELSA and GRAAL [53, 54, 55]. Single polarization observables T and P
have been presented in [56, 57]. Double polarization observables H and G
have been reported [57, 58] for the beam energy range Eγ = 600− 2300 MeV
at CBELSA/TAPS.

The helicity dependence differential cross section on π0 photoproduction
has been measured in the energy range Eγ = 310 − 540 [59] and Eγ =

550 − 790 [48] at MAMI. The cross section was evaluated by taking the
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difference between the total events for parallel and anti-parallel nucleon-
photon spin configurations. This, ensured that the background contribution
of the reactions on carbon and oxygen nuclei from butanol target could be
fully separated from the polarized hydrogen nuclei contribution. However,
the cross section data was limited in angular coverage by covering only angles
around 900.

Recently, measurement of helicity asymmetry E has been performed at the
CBELSA/TAPS experiment covering photon beam energy of Eγ = 600−2300

MeV with bins ≥100 MeV and covering a polar angle between 0o to 180o [60].
The results, covering a few energy bins, are presented in [60] and shown in
figure 2.6. It is clear that the angular dependence of helicity asymmetry
E reflects the contribution of several weak resonances as detailed in [60]
which were not visible in the photoproduction cross section. The comparison
of the experimental results with the partial wave analysis predictions show
large discrepancies even in the region of four star resonances N(1440)1/2+,
N(1535)1/2- and N(1520)3/2-.

Also, the helicity asymmetry E on π0 photoproduction has been measured
in JLab for the energy range Eγ = 550 − 2400 MeV with energy binning of
50 MeV and polar angle coverage between 7o to 145o [61]. The results were
compared to PWA predictions of SAID and MAID2007 models which indicate
some discrepancies.

From the existing data, it is clear that abundant cross section data for
π0 photoproduction exist. However, there exist less data on polarization ob-
servables. In particular, there exist no data for helicity asymmetry E below
Eγ ≤ 550 MeV. Also, both measurements in [60] and [61] show unexpected
discrepancy with the models and they are covering large energy bins. There-
fore, study of the helicity asymmetry E in the energy range Eγ = 210− 1410

MeV, will not only provide new data with finer energy binning (30 MeV) but
also act as a check for the existing data. In addition, the data will be an
input to the partial wave analysis models. This will help in constraining the
models and understanding the discrepancy existing between data and the
PWA models.
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Figure 2.6: Helicity asymmetry E as a function of cos θπ0 . PWA predictions:
black dashed curves are BnGa2011-02, blue solid curves are MAID, red solid
curves are SAID-CM12, red dashed curves are SAID-SN11 and black solid
curve are the BnGa2011-02 fits to the data points [60].
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Chapter 3
Experimental Setup

This chapter presents an overview of the experimental setup used this work.
The experimental setup consists of: the electron accelerator, the Mainz Mi-
crotron (MAMI) discussed in 3.1; the photon tagging facility in section 3.2,
and a set of reaction product detectors (the Crystal Ball and TAPS) in sec-
tion 3.3 and the frozen spin target. The frozen spin target will be discussed
in chapter 4 since the operation of the target and development of polarizing
magnet was a substantial part of this thesis. The experimental trigger and
data acquisition systems are described in sections 3.4 and 3.5, respectively.
Lastly, an overview of beam-time conditions are presented in section 3.6.

3.1 The Mainz Microtron (MAMI)

MAMI is an electron accelerator facility located at the Johannes Gutenberg-
University in Mainz, Germany. Figure 3.1 shows the floor plan for the MAMI
accelerator and all of the experimental halls. It first came into operation
in 1979, delivering an electron beam of 14 MeV, and has been upgraded
several times. It consists of a cascade of three Race Track Microtron (RTMs),
each with a single accelerating section and two 180o-deflecting recirculation
magnets. The RTMs form the accelerator stage MAMI B, with a maximum
extracted electron energy of 883 MeV [62, 63]. In addition to RTMs, the
final accelerator stage is a Harmonic Double Sided Microtron (HDSM) with
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Figure 3.1: An overview of the MAMI floor plan and all the experimental
halls [64, 65].

four 90o-bending magnets and two harmonic-frequency accelerating sections
[66]. This upgrade for higher energy is known as MAMI C. The accelerator
produces a continuous wave (cw) electron beam with nominal energies up to
1.6 GeV for both unpolarized and polarized beam. The beam is fed into one
of the three experiment hall at a time: A1 (Electron scattering), A2 (Tagged
photons) or X1 (X-rays). Experimental hall A4 was shutdown to pave way
for the construction of MESA (Mainz Energy-Recovering Superconducting
Accelerator). The present experiment was carried out in the Tagger hall
(A2). The RTMs, HDSM, polarized electron beam and circularly polarized
photon beam are briefly described in subsections 3.1.1 through 3.1.3.

3.1.1 The Race Track Microtron (RTM)

A Microtron is an accelerator that recirculates a beam of electrons through
the same linear accelerator (linac) multiple times. It consists of a single linac
between two large dipole magnets. The electrons are injected into the linac
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where they pass through standing wave cavities powered by radio frequency
(rf) klystrons. The electrons are recirculated in the RTMs several times with
an energy gain ∆E delivered each pass [65]. The energy gain ∆E is given
by:

∆E =
ecB

2πνrf
(3.1)

where e is the electron charge, c is the speed of light, B is the magnetic field
and νrf is the frequency of the klystrons given as νrf = c/λrf [65].

Figure 3.2: A schematic diagram of a race track Microtron [65].

The RTM provides good intrinsic energy resolution the electron path
through the magnets is adjusted such that they arrive in phase with the ac-
celerating field of the rf cavities. For electrons not in phase, the nominal
energy gain ∆E is modified correspondingly. The energy gain per recircula-
tion is of the order of 1 MeV/m. The accelerator operates with a 100% duty
factor. The RTMs were designed in 1975 with the aim of attaining a electron
beam energy of 800 MeV [65]. Figure 3.2 shows a schematic diagram of an
RTM. The electrons are pre-accelerated in a separate linac to an energy of
4.10 MeV. RTMs 1, 2 and 3 then accelerate the electrons to 15.35 MeV, 185.9
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MeV and 883.1 MeV, respectively. The energy extracted from each RTM is
given by:

Eout = EInj +N ·∆E, (3.2)

where EInj is the injected energy (the energy output from the preceding
RTM) and N is the number of turns.

3.1.2 Harmonic Double Sided Microtron (HDSM)

A further energy upgrade using the RTM concept was not possible. This is
because extremely large magnets would be required to produce the required
magnetic field. Therefore, a HDSM proposed in 1979 by K. H Kaiser, was the
best suited option for a higher energy electron beam due to its smaller sized
magnets compared to RTM magnets [62, 63, 66]. The HDSM consists of four

Figure 3.3: A schematic diagram of the harmonic double sided microtron
[65].

dipole magnets at 90o, and two linear accelerators, with one linac operating
at 4.9 GHz while the other operates at 2.45 GHz (figure 3.3). The pole face
area of HDSM is reduced by a factor of (π− 2)/π compared to an equivalent
RTM. Therefore, each HDSM magnet has roughly the same weight as RTM
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3 magnets and the energy gain ∆E changes to:

∆E = n · ecB
π − 2

· λrf . (3.3)

The different accelerating frequencies gave rise to the name "harmonic" [62,
65]. With the addition of the HDSM to the RTM cascade, a maximum
electron beam energy of 1604 MeV is attainable. Table 3.1 gives an overview
of the RTMs and HDSM parameters.

Stage RTM1 RTM2 RTM3 HDSM
Injection E [MeV] 4.10 15.35 185.9 883.1
Extraction E [MeV] 15.35 185.9 883.1 1557.4
Magnetic Field [T] 0.106 0.573 1.326 1.428

∆σ [keV] 1.2 2.8 13 110
Bending radius [m] 0.484 0.590 1.366 3.638
Number of turns 18 51 90 43

Table 3.1: MAMI RTM and HDSM parameters [64, 65].

3.1.3 Polarized Electron Beam

In MAMI, a strained GaAsP semiconductor is used as a polarized electron
source. Longitudinally polarized electrons are produced when the GaAs is ir-
radiated with circularly polarized laser light [67]. The helicity of the photons
is reversed by reversing the sign of the voltage applied to the pockel cell,
which, in turn changes the sign of the spin polarization of the electrons emit-
ted. This spin flip occurs at a frequency of approximately 1 Hz, thereby
reducing the systematic uncertainty which would result from a fixed beam
polarization. The degree of electron beam polarization is measured regularly
near the source at an energy of 3.5 MeV using a Mott polarimeter installed
in the spin rotator of the beam-line [67].

Additionally, an independent measurement of the electron beam polar-
ization was performed using a Møller polarimeter in A2 hall. The Møller
polarimeter is based on e− + e− → e− + e− scattering. For a longitudin-
ally polarized electron beam and target electrons, the cross section of this
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reaction in the center of mass (c.m.) frame is given by:

dσ

dΩ
=
dσ0

dΩ
{1 + PtPeAzz(θ)} (3.4)

where dσ0
dΩ

is the unpolarized cross section, Pt the target electron polarization,
Pt the electron beam polarization and Azz the analyzing power [68]. The
degree of electron beam polarization Pe can be measured by comparing the
cross section asymmetry for beam and target spins aligned parallel and anti-
parallel with:

Pe =
A

Pt · cosα · azz
(3.5)

where A is the asymmetry calculated from the total events with helicity h = 1

or h = −1 obtained during experiment[68, 69]. It is expressed as

A =
N+ −N−

N+ +N−
(3.6)

where N+ and N− is the number of events for parallel and anti-parallel spin
combinations, respectively. For γ′ � 11, the analyzing power azz is given as

azz =
− sin2 θ · (8− sin2 θ)

(4− sin2 θ)2

where θ is the scattering angle given by;

θ = 2tan−1

√
Ee − Ee′
Ee′ −me

Ee′ is the electron energy detected in the Tagger, Ee is the incoming electron
energy and me is the electron mass.

During the experiment, the electron beam impinges on the polarized
Møller foil producing two Møller electrons. Two Tagger channels (see sec-
tion 3.2) are used to detect these electron pairs in coincidence. A good
Møller event is a coincidence of two focal plane detectors with the sum of the
corresponding electron energies equal to the primary beam energy Ee. By

1γ′ = γ + 1; γ = 1/
√

1− v2/c2
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coincidences in the two Tagger channels the asymmetry A can be measured.
In this experiment the Møller foil polarization was Pt = 0.080 ± 0.002 and
the relative angle between the Møller foil and the direction of the electron
beam is α = 25o ± 0.1o [70].

3.1.4 Circularly Polarized Photon Beam

The degree of circular polarization of the photon beam was calculated from
the polarization of the electron beam, photon energy and the incoming elec-
tron energy. Longitudinally polarized electrons partially transfer their polar-
ization to the bremsstrahlung photons (see section 3.2) according to:

Pγ = Pe ·
4x− x2

4− 4x+ 3x2
(3.7)

where x = Eγ/Ee , Ee is the energy of the incoming electron beam, Pe is the
electron beam polarization measured using Mott/Møller polarimeter and Eγ
is the photon beam energy [72]. The degree of circular polarization Pγ of the
photons increases as the photon energy increases as shown in figure 3.4. At
the highest values of photon beam energy, the degree of photon polarization
is approximately equal to the electron’s polarization (Pγ u Pe). For this
work, a 1557 MeV electron beam energy with 77± 2% degree of longitudinal
polarization (see 3.1.3) was used.

3.2 The Glasgow Photon Tagger

In order to produce a beam of photons, electrons of a constant beam energy
E0 impinges on a thin metal radiator to produce high energetic photons via
bremsstrahlung. Since the mass of the radiator nucleus is much larger than
the mass of the electron me− , only a negligible amount of energy (of the
order of a few keV) is transfered to the nuclei. From the principle of energy
conservation, the energy of the emitted photons Eγ can be calculated as

Eγ = Ee − Ee− (3.8)
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Figure 3.4: The degree of photon polarization as a function of the photon
energy.

where Ee′ is the energy of the scattered electron. The bremsstrahlung cross
section shows an energy and angular dependence given by:

dσ

dEγ
∝ 1

Eγ
, (3.9)

dσ

dθr
∝ θr

(θ2
r + θ2

c )
2

(3.10)

where the characteristic angle θc, depends on the mass of the electron me−

and the energy of the incoming electron beam [73, 71]. It is defined as

θc =

√
〈θγ〉2 ∝

me−

Ee
. (3.11)

During bremsstrahlung, 50% of the photons are emitted within the char-
acteristic angle. The ratio of the electron mass and the incoming electron
energy gives a very small characteristic angle. This means that most of the
photons are emitted in the forward direction within θc having small angles
θγ. The produced photon beam is collimated with a lead collimator of 2 mm
in diameter in order have a better defined photon beam on the target.
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The Glasgow Photon Tagger [74, 75, 76] is a magnetic electron spectro-
meter, determines the bremsstrahlung energy via tagging technique. The
Tagger consists of a large dipole magnet that bends the electron’s path de-
pending on its energy [76] as shown in figure 3.5. Electrons that do not

Figure 3.5: The Glasgow Photon Tagger spectrometer [77]. Electron beam
enters from the left and strikes the radiator, the bremsstrahlung photon
passes to the right through a collimator to interact with the target, while the
electrons are bent by the spectrometer magnet to the FPD and beam damp.

undergo bremsstrahlung are bent into the beam dump, while those that do
radiate are bent with a smaller radius of curvature to the Focal Plane De-
tector (FPD). The FPD ladder consists of 353 half-overlapping EJ200 plastic
scintillators, each 80 mm long, 2 mm thick and 9 to 32 mm wide. The scintil-
lator strips overlap by slightly more than half their width so that an electron
hit is defined by coincident signals in adjacent detectors. In this way, the elec-
tron energy can be reconstructed with a resolution of 2-4 MeV. The covered
photon energy range for an electron beam of 1557 MeV was between 110 and
1469 MeV. Figure 3.6 shows the distribution of the Tagger channel hits and
the corresponding photon energies distribution.

The electron energy can be reconstructed with an appropriate calibra-
tion. The calibration of the electron energies in the Tagger is dependent
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Figure 3.6: The Tagger channel hits distribution (a) and the corresponding
tagged photon energy distribution (b) shows a bremsstrahlung cross section
of 1/Eγ.

on the magnetic field strength of the Tagger dipole magnet and the incom-
ing electron beam energy. The magnetic field is very stable but the exact
electron beam energy vary between beam-times. Direct Tagger energy cal-
ibration measurements are performed using a low intensity electron beam
which is made to pass through the Tagger without a radiator. The electrons
are bent directly into the Tagger magnet to impinge on the focal plane de-
tectors. Measurements using different electron energies and magnetic fields
are performed in order to determine a linear relationship between the elec-
tron energies and the Tagger channel numbers. This can only be performed
on a small range of energies and these measurements are then extrapolated
to the complete energy range using a program called ugcalv2ua [76, 78].

During the experiment, the energy of the recoiling electron is reconstruc-
ted from its detected position in the Tagger FPD. The hit time is then used to
correlate the hits in the FPD with events in the detectors. The analog signal
from the FPD photomultiplier tubes (PMTs) is fed to the Tagger electronics
via an amplifier/discriminator and a coincidence unit. If the signal passes the
discriminators, a logical pulse is sent to Time to Digital Converter (TDC)
[79] which records the timing of the multiple hits per event. In addition, the
signals are sent to scalers which count the total number of hits in the FPD
elements. The information from the scalers is used to get a spectrum of the

38



3.3. DETECTORS

recoil electron which is then used in photon beam flux extraction.

3.2.1 Photon Flux

Due to collimation, not all bremsstrahlung photons reach the target. There-
fore, the photon flux incident to the target can not be calculated directly
from the measured recoil electron flux. To account for the photons which did
not pass through the target, a correction to the photon flux is needed. This
is done via the calculation of the tagging efficiency ε:

ε =
Nγ

Ne

where Nγ is the number of photons which pass through the collimator and
Ne is the number of electrons measured in the FPD elements. A lead glass
detector placed in the beam-line, 15 m downstream from the radiator, was
used for the tagging efficiency measurement. The number of coincidence hits
between the lead glass detector and each FPD element was measured and
used to calculate ε for each element. The tagging efficiency measurement
was performed at a lower beam intensity than used in the normal runs. This
ensured that the lead glass detector is not damaged and that there are no
multiple hits in the FPD elements. The lead glass detector was assumed to
have 100% detection efficiency.

3.3 Detectors

The detector setup for the experiment includes: the Crystal Ball, Particle
Identification Detector (PID), Multi Wire Proportional Chambers (MWPC)
and TAPS (BaF2-PbWO4 and Veto). Each of them will be discussed in
subsections 3.3.1 through 3.3.4. Figure 3.7 shows a schematic diagram of
this setup in the A2 experimental hall.
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Figure 3.7: A schematic picture of the detector setup in the A2 hall with the
upper half of the Crystal Ball removed [71].

3.3.1 The Crystal Ball

The detector was proposed a few months before the discovery of the J/ψ
particle in 1974 (jointly by SLAC and Brookhaven national laboratory) and
played a crucial role in making some of the first measurements of J/ψ and its
excited states [80, 81, 82, 83]. It was then moved to Deutsches Elecktronen-
Synchrotron (DESY) in Hamburg between 1982-1987 to facilitate the study
of b-quarks. After a period of 8 years in storage at SLAC it was used to
study strange and non-strange baryon resonances at Brookhaven National
Laboratory from 1995 to 2002. In November 2002 it was moved to the current
location in the A2 hall at MAMI.

The Crystal Ball calorimeter is a sphere consisting of 672 optically insu-
lated NaI(TI) crystals shaped as truncated triangular pyramids, all pointing
towards its center. The crystals are arranged in two hemispheres that cover
92.3% of 4π. It has a spherical cavity in the center with radius of 25 cm.
The cavity is designed to hold a target and inner detectors. The crystal ball
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has two cone-shaped tunnels, each close to 40o which serve as the entrance
and exit of the beam [84]. Figure 3.8a shows the design of the Crystal Ball
and 3.8b is the structure of a single Crystal Ball element.

(a) (b)

Figure 3.8: (a) is the Crystal Ball design and (b) a single Crystal Ball element
[83].

Each crystal measures 40.6 cm in length, corresponding to approximately
15.7 radiation lengths. Since NaI(Tl) is hygroscopic, the crystals are her-
metically sealed and stacked in two separate hemispheres made of 1.5 mm
thick of stainless steel. Each hemisphere has inner and outer radii of 25.3 cm
and 66.0 cm, respectively [83]. The equator region between the hemispheres
is 0.8 cm with an air gap of 5 mm. The mechanical separation of the two
hemispheres allows easy access for mounting the targets and maintaining of
the inner detectors. Figure 3.9 shows a picture of the Crystal Ball with its
upper hemisphere lifted during a maintenance period. Each crystal is op-
tically coupled to a SRCL50B01 photomultiplier tube with glass windows.

During a scattering reaction, reaction products deposit energy in the
NaI(TI) via electromagnetic showers. Typically photons deposit ≈ 98% of
their energy in a cluster of maximum 13 adjacent crystals. From the elec-
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Figure 3.9: A picture of Crystal Ball detector with the upper hemisphere
lifted for the purpose of maintenance.
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tromagnetic shower in the Crystal Ball, the energy and direction of particles
can be reconstructed. Table 3.2 summarizes the energy, timing, angular res-
olution and angular coverage of the Crystal Ball detector.

Photon energy resolution
σE
E

≈ 0.020
(E(GeV ))0.36

Time resolution σt ≈ 2ns
Angular resolutions

Polar σθ ≈2o-3o

Azimuthal σφ ≈ 2o
sin θ

Angular coverage
Polar 20o≤ θ ≤160o

Azimuthal 0o≤ φ ≤360o

Table 3.2: Energy, spatial and time characteristics of Crystal Ball [85, 86].

During the experiment, the signals from the Crystal Ball detector ele-
ments are fed into fan-in fan-out unit with each unit handling a group of
16 channels. The output signal is split into three parts: the first signal is
summed along with the other 15 signals and sent to the trigger electronics
to measure the energy sum of all the crystals. The second signal is fed into
the Leading Edge Discriminator (LED) with 16 input channels where the
signals are compared with two thresholds. If the low threshold is passed the
signal proceeds to the TDC and scaler module. The third signal is sent to
the Sampling Analog to Digital Converter (sampling ADC) to measure the
charge. A Sampling ADC with a frequency of 40 MHz is used to convert the
analog signal from each PMT to a digital signal from which charge of the
signal is measured. In principle, the shape of the entire pulse can be sampled
and recorded. However, in order to reduce the dead-time of the system, the
integral of the pulse is read in three different timing windows. These cor-
respond to the pedestal (records the residual charge), the signal itself and
the tail. In order to reduce pile-up, the pedestal is automatically subtracted
from the signal on an event by event basis.
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3.3.2 The Particle Identification Detector (PID)

The particle identification detector is part of the inner detectors of the Crys-
tal Ball. It consists of 24 EJ-204 plastic scintillators arranged in a cylindrical
barrel with an average diameter of 10.84 cm. Each element is 500 mm in
length, 15.3 mm wide and 4 mm thick [85]. The cross section of each ele-
ment is a right angled trapezium, which ensures gaps between elements are
minimized. Its azimuthal angle coverage ranges from 15o to 159o which is
larger than that of the Crystal Ball. Each element is wrapped in foil to
ensure optical isolation. In addition, the entire detector is covered in black
Tedlar (PVF) to provide light-proofing. Scintillation light induced in each
scintillator travels through a light guide to a photomultiplier tube at one end
of the PID [86]. Figure 3.10 shows a picture of the PID during a maintenance
session.

Figure 3.10: A picture of the particle identification detector [71].

The PID is used for the identification of charged particles in the Crystal
Ball by employing the ∆E/dx technique. The energy loss of a particle as it
traverses the PID is compared with the total energy that particle deposits in
the Crystal Ball. Charged particles having similar kinetic energy but different
masses tend to deposit different energies in the scintillator. Electrons and
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charged pions deposit smaller fractions of their total energy in the scintillator
as compared to protons. The PID takes advantage of this to differentiate
between charged particles. A plot of the energy deposited in the PID as a
function of the cluster energy in the Crystal Ball is shown in figure 3.11 .

Figure 3.11: A ∆E − E plot of the particle identification detector showing
how different charged particles deposit their energies. The top locus is the
protons and the lower one is the charged pions.

3.3.3 Multi Wire Proportional Chambers (MWPC)

Due to the fact that a photon triggers several NaI crystals of the Crys-
tal Ball, a weighted position method is used to retrieve information of the
photons with a high resolution. However, this is not the case with the charged
particles since they deposit their energy over only one or two crystals. There-
fore, more precise information can be obtained by using two coaxial cyl-
indrical MWPCs with cathode strip read out. The MWPCs [87, 88, 89] are
gas filled enclosures, each consisting of a set of thin, equally spaced, anode
wires sandwiched between two cathode planes as shown in figure 3.12a.

The cathodes are made from 1 mm thick cylindrical conductors covered
with 25 µm Kapton foil and 0.1 µm thick aluminum coating on the external
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(a) (b)

Figure 3.12: MWPC diagram showing (a) position of the anode and cath-
odes and (b) the impact reconstruction of the charged particle trajectory in
MWPCs [87].

surfaces of the chamber walls to enhance electrical screening. Both interior
surfaces are laminated with 4 mm wide aluminum strips of 0.1 µm in thickness
with a 0.5 mm gap between adjacent strips. At one of the cathode planes, the
strip direction should be perpendicular to the anode wire direction to be able
to determine the position of the avalanche in two dimensions. The cathode
strips cross each other twice along the length of the chamber. Therefore, it
is necessary to establish which anode wires has fired to identify the correct
intersection point. Table 3.3 gives a summary of the MWPCs parameters
used in this experiment.

MWPC 1 2
Length [mm] 560 560

Internal radius [mm] 70 90
External radius [mm] 78 98

Number of wires 232 296
Number of internal strips 69 89
Number of external strips 77 97

Table 3.3: The geometrical parameters of the MWPCs [87].

The MWPCs are filled with a gas mixture of 65.5% argon, 28% ethane
0.5% freon- CF4 gases and 6% alcohol [90]. The mixture is a compromise
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between charge multiplication and localization requirement imposed by the
ionizing particle tracks [87]. A charged particle passing through the chamber
will ionize the gas mixture leading to movement of the ionized electrons to
the anode wires due to the potential difference between the anode and the
cathodes. This creates an avalanche of electron-ion pairs through secondary
ionization. The avalanche, which is collected on one or more wires, induces
positive ions on both cathodes which in turn are accelerated to the cathodes.

Due to the center of gravity of the charge distribution induced on the
cathode strips, the azimuthal angle φ and the longitudinal coordinate z of
the impact point are evaluated. These values are defined in figure 3.12b.
Once φ and z are known for each chamber, a straight line can be fitted
through these coordinates and the polar angle θ and the azimuthal angle φ
of the track can be determined by vertex reconstruction. The wire chambers
used in this experiment have an angular coverage of 0

o − 360
o in azimuthal

angle φ and 21
o−159

o in polar angle θ which is 94% of 4π steradian coverage.
In addition it has ≈ 2.4

o · sin θ angular resolution in θ and ≈ 3
o in φ [87].

3.3.4 TAPS

To cover the downstream beam tunnel of the Crystal Ball, the Two Arms
Photon Spectrometer (TAPS) [91, 92] calorimeter was installed. The TAPS
is placed at the forward wall of the Crystal Ball ≈ 1.8 m from the center
of the target, covering a polar region between 1

o to 20
o . It consists of 366

Barium Fluoride (BaF2) crystals and 72 Lead Tungstate (PbWO4) crystals
[93, 94]. Figure 3.13 shows the wall of the TAPS detector with all six sectors
and 438 elements.

Each BaF2 crystal has a hexagonal shape with a front diameter of 5.9
cm, 22.5 cm (12 radiation lengths) long plus 2.5 cm of the cylindric end
cap with a diameter of 5.4 cm. Charged pions can be stopped up to 185
MeV and protons up to 380 MeV. BaF2 has a fast (τ ≈ 0.9 ns) and a slow
(τ ≈ 650 ns) scintillation light component. The former provides a very good
time resolution needed for time-of-flight measurements and allows particle
identification, whereas the latter provides a good energy resolution because
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Figure 3.13: A rear view of the TAPS detector showing the six sectors and
how the elements are numbered.

of the high light yield. To ensure that the BaF2 crystals are light tight, each
crystal is wrapped in 8 layers of 38 µm thick UV reflecting Teflon foil and one
layer of 15 µm aluminum foil. Each crystal is connected to a photomultiplier
tube of type Hamamatsu R2059-01 which is connected to electronics that
record charge and timing information. Figure 3.14 shows a BaF2 crystal
coupled to a photomultiplier tube.

During the experiment, the signal from each BaF2 crystal is split into
seven parts. Four signals are sent to the charge to digital converters (QDCs).
The fifth component is sent to a Constant Fraction Discriminator (CFD)
while the remaining two are passed through the Leading Edge Discriminators
(LEDs). If the threshold condition in the CFD is passed the TDC begins
counting and is stopped by the experimental trigger.

The PbWO4 crystals replaced 18 BaF2 crystals of the inner two TAPS
rings covering polar angles from 1o to 5o. This was to have a better handling
of high intensity beams and improve angular resolution at smaller angles
especially for fixed target experiments. The PbWO4 crystals shown in figure
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(a) (b)

Figure 3.14: Figure (a) is the schematic view of one BaF2 module: crys-
tal, photomultiplier tube, voltage divider and the plastic scintillator in front
of the crystal [95] and (b) is a picture of a BaF2 crystal before and after
connected to a PMT [94].

3.15, have a trapezoidal shape so that a combination of four PbWO4 crystals
gives the geometry of one BaF2 crystal, which allows an easy integration
into the TAPS geometry [93, 94]. Each crystal measures 20 cm in length
corresponding to 22.5 radiation lengths and has a 6 ns delay time. Each
crystal is wrapped in 70 µm reflector foil VME 2000 with an additional
layer of 20 µm aluminum foil to ensure that light stays within the crystal.
Individual crystals are coupled to photonis XP 1911 photomultiplier tubes.
The energy resolution of the TAPS calorimeter is expressed as ∆E/E =

(a) (b)

Figure 3.15: 3.15a a picture of a PbWO4 crystal and 3.15b a complete module
of four PbWO4 [94].

0.018 + 0.008/(E(GeV ))0.5. The angular resolution in polar angle θ is more
than 1o while in azimuthal angle φ it’s better than 1/R radian, where R is
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the distance in centimeters from the TAPS center to the point on the TAPS
surface that corresponds to the θ angle [84].

In front of each BaF2 crystal, and every group of four PbWO4 crystals,
a thin plastic scintillator is installed that is used for charged particle iden-
tification. Similar to the PID, a charged particle will deposit some portion
of its energy in the scintillator before depositing its remaining energy in the
calorimeter. Besides marking the event as charged, and possibly vetoing it,
plotting ∆E − E allows for charged particle identification. The scintillators
are made of 5 mm thick EJ-204 and have the same hexagonal shape as the
face of the BaF2 crystals as shown in figure 3.16. They are connected via
BCF-92 wavelength shifting fibers to multi-anode photomultiplier tubes of
the type Hamamatsu H6568 with 16 channels which allows for a direct cor-
relation between a hit in a veto crystal and a hit in a BaF2/PbWO4 crystal
[94]. The Veto detectors are held by a hexagonal frame that is placed infront
of TAPS.

Figure 3.16: Picture of a veto plastic scintillator with the WLS-fiber embed-
ded in a groove [94].
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3.3.5 Cherenkov Detector

During the experiment, there is a large amount of background originating
from electromagnetic reactions inside the target. Incoming photons interact
with the target material possibly inducing pair production. The electrons
and positrons produced are scattered by the Coulomb field of the atomic
nuclei. This, as well as Compton scattering in the forward angles causes
unnecessary triggers in the forward detectors. To suppress this background,
a threshold Cherenkov detector [87, 96] was installed between the Crystal
Ball and TAPS detectors. The detector covers polar angular region from 0o

to 18o, where practically all electromagnetic events take place.
When a charged particle travels through a medium at a speed exceeding

that of light in that medium, Cherenkov light is emitted. The direction under
which this light is emitted is at a specific angle θ with respect to the direction
of the particle. The angle depends on the particles speed v and the refractive
index n of the traversed medium:

cos θ =
1

βn
(3.12)

where β = v/c with c as the speed of light in vacuum [87].
The refractive index n determines the speed of light in the material and

hence, the threshold speed (c/n) for a particle to emit Cherenkov light. At
the threshold βt = 1/n, the Cherenkov effect occurs corresponding to Lorentz
factor γt given as;

γt =

√
1

1− β2
t

=

√
n2

n2 − 1
. (3.13)

The threshold can be expressed as a function of the energy of the particle
and its rest mass m0 as;

Et = γt · (moc
2). (3.14)

This shows that particles which are less massive have a lower energy threshold.
Therefore, all particles exceeding their threshold energy are detected in the
Cherenkov detector [96]. This makes it possible to suppress detector triggers
of unwanted particles.
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The main components of the Cherenkov detector used in this experiment
include: a gas volume, a mirror and a photomultiplier tube (PMT). The gas
volume is enclosed in a hermetically sealed aluminum casing which has an
entrance and exit window on the front and back covers of the detector, re-
spectively. Both windows consist of a mylar foil of 100 µm thickness and a
TEDLAR-PVF foil which are light and gas tight. C4F8 gas is used as a Cher-
enkov radiator gas. It has a refractive index n = 1.0013 corresponding to an
energy threshold of 10 MeV for electrons and 2.7 GeV for pions. In addition,
the gas has a very good transparency for light in the ultra-violet (UV) range,
where the Cherenkov radiation is emitted. Nitrogen gas is flushed into the
detector before the radiator gas is filled to purge it of air and water vapor.
The emitted Cherenkov light is collected and focused by a highly-reflective
ellipsoidal mirror onto a photomultiplier tube. A Hamamatsu R1584-03 SEL
photomultiplier tube, with a UV transparent entrance window and a peak
quantum efficiency of 26% at 390 nm, is used [87, 96].

Figure 3.17: A schematic side view of the experimental setup including the
Cherenkov detector [87].
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The Cherenkov detector is designed in a way that it fits inside the down
stream aperture of the Crystal Ball detector as shown in the schematic draw-
ing of its geometry in figure 3.17. It has a volume of ≈ 1.3 m3 and 70 cm
light emission length along the beam direction. A black cloth was mounted
inside the detector in order to avoid light from stray electrons reaching the
mirror. To let the incoming photon pass through the mirror, a 5 cm diameter
hole was made in the mirror and covered with a thin highly reflective mylar
foil in order to avoid the loss of Cherenkov light. It has an efficiency of about
100% [87].

3.4 Experimental Trigger

In order to reduce the event rate and keep the dead time at a reasonable
level during the experiment specific trigger conditions must be set. In this
experiment, the total energy deposited in the Crystal Ball elements was used
as a trigger condition for data readout. This is known as the energy sum
trigger. The total energy in the Crystal Ball is calculated by summing up all
analog signals from the photomultiplier tubes coupled to each NaI crystal.
The summed analog signal is split into two parts; the first one is passed
through a discriminator with set at low threshold. The second part is passed
through a second discriminator set at a high threshold. The low threshold
forms a first level trigger condition which initiates a trigger signal and inhibits
the system from accepting more signals. The high threshold forms the final
experimental trigger. If the energy sum signal passes the two thresholds,
the information from all ADCs and TDCs in the detectors are read out and
stored, after which the system is un-inhibited. If the energy sum signal passes
the low threshold but not the high threshold, a “fast clear” signal is passed to
all ADCs and TDCs. This resets the hardware and un-inhibits the system.
The use of two thresholds instead of one gives a better timing resolution to
the trigger. The overview of the experimental trigger and its components are
presented in appendix A.2.

In the November 2013 beam-time, the low threshold was set to 48 mV and
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the high threshold to 96 mV corresponding to an energy deposit of 20 MeV
and 40 MeV, respectively. In the May 2014 beam-time, the low threshold
was set to 48 mV and the high threshold to 200 mV corresponding to an
energy deposit of 20 MeV and 90 MeV, respectively. The trigger rates with
these energy sum settings were 1.5 kHz and 1.9 kHz for November 2013 and
May 2014 beam-times, respectively. Figure 3.18 shows the energy sum for
November 2013 and May 2014 beam-times.

(a) (b)

Figure 3.18: Crystal Ball energy sum for November 2013 (3.18a) and May
2014 (3.18b) beam-times. High threshold energy sum is Esum ≥ 40 MeV and
Esum ≥ 90 MeV for November 2013 and May 2014 beam-times, respectively.

3.5 Data Acquisition

Acqu a C++ based data acquisition framework is used for data readout. It
consists of AcquDAQ and AcquRoot softwares. When a trigger condition is
satisfied, the ADC and TDC information from all the detector elements is
read out by AcquDAQ and AcquRoot is used to merge multiple data streams.
AcquRoot is also used for offline analysis (see 5.1.1).
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3.6 Beam-Times Summary

The data analyzed in this work was obtained in three beam-times. November
2013 and May 2014 used a butanol target while April 2014 and some part
of November 2013 used a carbon target. Table 3.4 gives a summary of some
important experimental parameters.

Parameter Nov 2013 April 2014 May 2014
Electron Beam energy 1557 MeV 1557 MeV 1557 MeV
Electron beam current 3-6 nA 3-6 nA 3-6 nA

Electron Beam Polarization 78.63% - 77.55%
Collimator 2 mm 2 mm 2 mm

Target Material Butanol/Carbon Carbon Butanol
Target Length 2 cm 2 cm 2 cm

Average Target Polarization 63% - 63%
Energy Sum > 40 MeV > 40 MeV > 90 MeV

Table 3.4: Overview of beam-time parameters.
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Chapter 4
Frozen Spin Polarized Target

In this chapter, an overview of the polarized target will be presented. The
theoretical background of the target polarization is described in section 4.1,
the Mainz frozen spin polarized target in section 4.2 and the design and
construction of an internal polarizing coil is presented in section 4.3.

4.1 Frozen Spin Target Polarization Principle

The energy levels of particles with spin S and magnetic moment µ split in
magnetic field B into 2S+1 sub-levels (Zeeman-effect). When such particles
are placed in a high magnetic field and cooled to low temperatures they
polarize. At thermal equilibrium the population of magnetic sub-levels is
described by Boltzmann statistics as:

N1 = N2 · exp
(
−∆E

kT

)
(4.1)

where T is the temperature, k is the Boltzmann constant, N1,2 are the corres-
ponding population numbers of the magnetic sub-levels and ∆E = E1−E2 =

−µB is the energy difference between two sub-levels [97]. Here µ = gµB

where g is the g-factor and µB is the magnetic moment of the particle of
interest. In thermal equilibrium the general form of the polarization degree
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is given by the Brillouin function [98]

PS =
2S + 1

2S
coth

(
2S + 1

2S

µBS

kT

)
− 1

2S
coth

(
1

2S

µBS

kT

)
. (4.2)

The degree of polarization for spin 1/2 (electrons and protons) and spin 1
(deuterons) particles is defined in:

P1/2 =
N+ −N−
N+ +N−

= tanh

(
µB

2κT

)
, (4.3)

P1 =
N+ −N−

N+ +N0 +N−
=

4tanh
(
µB
2κT

)
3 + tanh2

(
µB
2κT

) . (4.4)

Protons have a magnetic moment of µp = 5.0507866(17)×10−27J/T while
that of deuteron is µd = 5.0507866(17)×10−27J/T . The proton and deuteron
g-factor are gp = 5.585694675(57) and 0.8574382329(92), respectively. Elec-
trons have a magnetic moment and g-factor of µe = 92740.154(31)×10−27J/T

and ge = 2.0023193043737(82), respectively. Due to the small magnetic mo-
ments of protons and deuterons compared to that of electrons, the degree
of polarization for electrons is much higher than for protons and deuterons
when exposed to the same conditions [99, 100]. From equation (4.2), it follows
that, in a magnetic field of 2.5 T and a temperature of 1 K, electrons can be
polarized up to 93% while protons reach a value of only 0.25% and deuterons
less than 0.05%. To achieve a proton polarization of 47%, a magnetic field of
10 T and temperatures around 20 mK is required; with these conditions, the
degree of polarization of deuterons is still only about 5% (Figure 4.1). This
method of polarizing protons or deuterons is known as “brute force method”.

Achieving reasonable proton polarization using this method is very dif-
ficult and expensive since high magnetic field and very low temperatures
are necessary. In addition, the outgoing particles are affected by the high
magnetic fields. Moreover, the build up time to obtain the final nuclear po-
larization under thermal equilibrium condition is of the order of several weeks
due to the weak spin-lattice interaction1. To overcome these challenges, the

1Spin-lattice interaction is the interaction between a spin system and the lattice.

58



4.1. FROZEN SPIN TARGET POLARIZATION PRINCIPLE

Figure 4.1: Degree of polarization as a function of magnetic field/temperature
for electrons, protons and deuterons.

principle of Dynamic Nuclear Polarization (DNP) is used.

4.1.1 Dynamic Nuclear Polarization (DNP)

DNP was suggested by A W. Overhauser in 1953 [101] and was tested the
same year by T R. Carver and C P. Slichter [102]. DNP takes advantage of
good electron polarization and long proton relaxation time and uses external
microwaves with the correct frequency to transfer the high electron polariz-
ation to the protons/deuterons. The electrons couple with the nucleons via
dipole-dipole interactions to induce an electron-nucleon spin-flip transition
and leave them with a fixed spin orientation. Four different states (figure 4.2
left) can be obtained depending on the spin combination of the particles:

|a〉 = |e ↑ n ↓〉

|b〉 = |e ↑ n ↑〉

|c〉 = |e ↓ n ↓〉

|d〉 = |e ↓ n ↑〉

(4.5)

59



CHAPTER 4. FROZEN SPIN POLARIZED TARGET

Figure 4.2: A schematic diagram of the energy levels of the coupled electron-
nucleon system showing the spin flip transition when the microwave frequency
ν+ and ν− are applied. W± and W are the probabilities of transition from
one energy level to the other.

Taking into account the Zeeman effect, the selection rules for dipole ra-
diation allows transitions in which only one spin flips at a time. This means
that no double spin-flips are allowed. Therefore, for electron-nucleon spin
coupling, the states in equation (4.5) can be written as linear combinations
as:

|a′〉 = |e ↑ n ↓〉+ q|e ↑ n ↑〉,

|b′〉 = |e ↑ n ↑〉+ q|e ↑ n ↓〉,

|c′〉 = |e ↓ n ↓〉+ q|e ↓ n ↑〉,

|d′〉 = |e ↓ n ↑〉+ q|e ↓ n ↓〉

(4.6)

with q ≈ 1%.
When the electron-proton system is irradiated with microwaves (discussed

in 4.2.6) of frequency ν+ = νe + νp (where νe and νe are the Larmor frequen-
cies of the electron and the proton, respectively), a transition W+ from |a′〉
to |d′〉 is induced as indicated in figure 4.2. The electron flips its orienta-
tion back in some milliseconds while the nucleon, at a temperature of about
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300 mK and a magnetic field of 2.5 T, keeps it for several hours. The electron
couples again with another nucleon and the process continues. By this, the
polarization degree of the target material increases. Similarly, applying mi-
crowaves of frequency ν− = νe−νp, results in a transitionW− from |b′〉 to |c′〉.
The transitionsW+ andW− represent the two spin polarization orientations
(positive and negative) of the target during this experiment [99].

To achieve a uniform transition, the target material has to be placed into
a magnet with a field homogeneity better than 10−4 over the whole target
sample, usually, a large superconducting solenoid magnet completely sur-
rounding the target is used, which, however, strongly reduces the angular
acceptance. To overcome the challenge of using a large magnet over the
target, and to improve angular acceptance for observing scattered particles,
the frozen-spin method was developed [103]. The principle of a frozen-spin
target is as follows. Once the maximum polarization degree is achieved via
the DNP process the microwaves are turned off. At this moment the tem-
perature is driven down to about 50 mK (or below), where the spins become
"frozen" and the relaxation time increases vastly. Then the field of the po-
larizing magnet is reduced and an internal holding coil keeps the magnetic
field at about 0.5 T. The polarizing magnet is then removed and the detector
is installed around the target for data taking.

4.2 Mainz Frozen Spin Target

Figure 4.3a shows a schematic diagram of the main components of the Mainz
frozen spin target while figure 4.3b shows a picture of an assembled dilution
refrigerator in the A2 experimental hall. It consist of the: dilution refriger-
ator, microwaves and Nuclear Magnetic Resonance (NMR) system, polarizing
magnet, internal holding magnet, pumping and circulation system and con-
trol systems. A description of some of the components will be given in the
following subsections.
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(a)

(b)

Figure 4.3: (a) is the schematic diagram showing main components of a
frozen spin target and (b) is a picture of the Mainz frozen spin target.
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4.2.1 Dilution Refrigerator

A central part of the frozen spin target apparatus is the 3He/4He dilution
refrigerator. In order to fulfill the low temperature requirements and high
cooling power in continuous operation, a horizontal refrigerator aligned along
the direction of the photon beam is used. The Mainz frozen spin target
dilution refrigerator was developed in close collaboration with the polar-
ized target group of the Joint Institute for Nuclear Research (JINR) Dubna
[104, 105, 106, 107, 108]. Figure 4.4 show a schematic view of the dilution
refrigerator.

Figure 4.4: A schematic diagram of the dilution refrigerator showing its
cooling stages [99].

The refrigerator has a total length of about 2 m and a diameter of 65 mm
in the target area and 300 mm in the back part. To meet the requirement of
a large thermal load in the DNP mode its cooling power at 200 mK is 10 mW.
Cryogenic components are placed symmetrically around the beam tube which
is a central part of the refrigerator. It operates by pumping helium through
different stages, namely: the separator, evaporator, still and mixing chamber,
in order to achieve the lowest temperature possible by forming a mixture
of 3He/4He. Each part of the cryostat thermally isolates the subsequent
inner stage. The outgoing vapor produced in the different parts is used
as pre-cooling of the incoming gas by the employment of heat exchangers.
Therefore, the mixture of helium is cooled from about 4 K in the separator
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down to about 1.5 K in the evaporator, then to 0.7 K in the still, and finally
to about 25 mK in the mixing chamber. Due to continuous circulation of
the mixture of 3He/4He a constant temperature is maintained throughout
the experiment. The refrigerator operates at a temperature of 25 mK with
a high relaxation time of the order of 1000 hours for the target material in
the frozen-spin mode. More details of the dilution refrigerator can be found
in reference [99].

4.2.2 Target Materials

In this work a proton target material was used. An ideal proton target
material would be molecular hydrogen, however, at low temperatures the
transition from the ortho- to the para-state makes it impossible to polarize.
Therefore, other materials have been developed for this purpose. A good
polarized target material should have the following characteristics:

• short polarization build up time,

• high degree of polarization via dynamic nuclear polarization (DNP),

• high dilution factor (ratio of the number of polarizable free nucleons to
the total number of nucleons),

• radiation hardness (necessary that the material does not considerably
change its polarization properties during several days of irradiation
with photon beam),

• long relaxation time,

• free from other polarizable nuclei,

• simple to handle and prepare

In this work a tempo doped butanol (C4H9OH) target (figure 4.5) was
used. This is due to the fact that it has; a good dilution factor, high degree
of polarization, long relaxation time and short polarization build up time. In
addition, butanol is advantageous since the background nuclei, i.e., carbon
and oxygen, are spin-less [109, 110]. The target is made of spherical beads, 2
mm in diameter which are filled in the target container (figure 4.7) measuring
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2 cm in length by 2 cm in diameter. When the butanol beads are filled in
the container they leave some spaces between them which lead to the loss of
target volume. Thus a filling factor of u 60.7 ± 2.0% needs to be used in
analyses. The number of protons in the target is 9.18(56)× 1022 1/cm2.

Figure 4.5: A picture of the tempo doped butanol target material.

Even though the carbon and oxygen nuclei in the butanol target are spin-
less, they are the main source of the background since they also participate in
the reaction. Therefore, a separate data set was taken with a carbon target
shown in figure 4.6 for the purpose of background subtraction. The total
number of nucleons in the carbon target is approximately the same as the
total number of 12C and 16O in the butanol target plus the 3He/4He mixture
[111].

4.2.3 Insert

The target material (section 4.2.2) is placed in a cylindrical 6.28 cm3 con-
tainer made of Teflon. This container is mounted at the end of an insert
(Figure 4.7) which allows the introduction of the target materials into the
cold cryostat and to extract it at the end of the operation period. The in-
sert also carries elements of the microwave and NMR systems, temperature
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Figure 4.6: A picture of the carbon target material [111].

Figure 4.7: The target cell attached to the target insert with the NMR and
microwave connections.
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sensors, warm and cold vacuum seals, and radiation shields which minimize
the heat load on the dilution stage by a room temperature radiation. In
fact, the insert is one of the most complicated and important target elements
which in many ways predetermines the physical and operational parameters
of the frozen spin target.

4.2.4 Polarizing Magnet

In order to polarize the target material a superconducting magnet, capable
of producing a magnetic field up to 5 T with a homogeneity ≤ 10−4, was
used. A schematic view and the control system of the magnet is shown in
Figure 4.8. A superconducting solenoid consists of a single block of multi-

Figure 4.8: A schematic diagram of the polarizing magnet and its control
system [112].

filamentary NbTi wire wound onto a stainless steel former. To prevent wire
movements the conductor is cast in epoxy resin. The magnet cryostat con-
tains a 70 L liquid nitrogen bath and a 100 L liquid helium bath. The magnet
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cryostat has a 100 mm diameter warm bore which encloses the target ma-
terial completely in the DNP mode. After switching to the frozen-spin mode
the magnet is moved from the refrigerator in order to place the Crystal Ball
detector in the data-taking position. The polarizing magnet and the detect-
ors are mounted on a railway system which allows them to be placed into
reproducible positions [99, 100].

The magnet control system was developed mainly by Cryogenic Limited.
The power supply incorporates a sophisticated microprocessor unit, with all
operations being monitored through the internal firmware. It is connected
to a PC and is completely controlled by a LabView program. The ramping
speed and maximum current can be set, and the induced magnetic field is
continuously displayed. The temperature sensors and the helium level gauge
are verified at any time by the program.

4.2.5 Internal Holding Magnet

A superconducting internal holding magnet placed inside the cryostat of the
refrigerator maintains the target polarization in the frozen-spin mode when
the external magnet is removed. In this work, a longitudinal internal holding
superconducting magnet, shown in figure 4.9, was used. The holding magnet
has a low magnetic field and is less homogeneous compared to the polarizing
magnet. It is made of a multi-filament Nb-Ti wire type F54-1.35(0.20)TV of
0.227 mm in diameter. It has four layers with 600 turns per layer around a
copper holder with a diameter of 48.0 mm and a length of 136 mm. In this
work the holding coil was operated at a current of 36 A producing a magnetic
field of 0.63 T.

The electrical current to the holding magnet is supplied via conduct-
ors refereed to as "current-leads". The current-leads are usually the main
source of heat leaking into the dilution refrigerator. This heat leak largely
determines the running cost of the magnet system, either in terms of coolant
consumption or refrigerator power load. Therefore, caution must be taken
when designing the current-lead system so that the Joule heating effect is as
low as possible. The Joule heating effect depends on the ratio between the
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Figure 4.9: A picture of the longitudinal internal holding superconducting
coil.

length and the thickness of the wire and weakly on the material choice.

For the Mainz frozen spin target, the current-lead system consists of three
types of conductors (copper, high and low temperature superconductors) at
different stages. The copper-current leads are used from a temperature of 300
K down to around 70 K and a high temperature superconductor (HTS) from
70 K down to 4 K. From 4 K the HTS is connected to the low temperature
superconductor (LTS) from the holding coil. The current-leads are guided
directly through the isolation vacuum of the dilution refrigerator and are
not in direct contact with any cryogenic liquid. They are cooled exclusively
by thermal heat contact to the radiation shields of the dilution refrigerator.
The copper lead is 57 cm long and has a cross section of 6 mm2. The
details on calculation and optimization of the current lead is in reference
[100]. The HTS used is a multifilament TT-gold wire composed of BSCCO
ceramic embedded in a Ag-Au matrix with an outer sheath of reinforced Ag-
Au alloy. It is 4 mm wide and 0.25 mm thick. It can support currents up to
70 A and has a critical temperature around 100 K. Using this combination
of conductors the heat conduction is significantly reduced in both copper
and HTS segments, as well as the cold end heat load by a factor of 3-10
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depending on the superconducting material used as compared to using normal
conducting material like copper alone [113, 114, 115]. The HTS wire leads
are then soldered to the LTS wire of the holding coil.

4.2.6 Microwave system

The microwave system was designed, tested and successfully used for the
Mainz GDH experiment on the neutron. However, minor changes were made
to suit the current frozen spin target setup [116]. Figure 4.10 shows a schem-
atic picture of the microwave system used in this experiment. A Varactor
IMPATT (IMPact ionization Avalanche Transit-Time) diode is used as a mi-
crowave source. It is able to deliver about 150 mW with a central frequency
of 70 GHz (tunable around 200 MHz by an external power supply). This
corresponds to the Larmor frequency of the electron in a magnetic field of
2.5 T. For a fast polarization build-up a microwave power of 2-3 mW/cm3 is
required which amounts to about 15 mW for a 6.28 cm3 target. More details
of the microwave system can be found in [116].

Figure 4.10: A schematic diagram of the microwave system [116].

In this experiment a microwave frequency of 70.04 GHz corresponding to
the electron Larmor frequency at a temperature of 200 mK and a magnetic
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field of 2.5 T was used. In addition, the proton Larmor frequency νp =

±106.4 MHz was used. The target is polarized at 200 mK, after which the
temperature is lowered to 25 mK ("spin frozen"), which is the operation
mode during data taking. The target polarization can be oriented either in
positive or negative direction by adding or subtracting the proton Larmor
frequency from that of electrons (ν± = νe±νp where νe and νp is the Larmor
frequency of the electron and the proton, respectively).

4.2.7 NMR System for Polarization Measurement

The nuclear magnetic resonance technique can be used to measure the degree
of polarization of a target material. The resonance frequency for the NMR
circuit is adjusted to the Larmor frequency of the particle of interest. For
protons this is typically 106 MHz at 2.5T. The main idea is to measure
the probability of the transition shown in figure 4.2 and thus the degree of
polarization.

When the target material is placed in an external magnetic field B, and
irradiated with radio frequency (rf) energy at the Larmor frequency ωL, the
spins can absorb or emit this energy. The response of a spin system to rf
irradiation is described by its magnetic susceptibility:

χ(ω) = χ′(ω)− iχ′′(ω) (4.7)

where the real part of the complex susceptibility (dispersion) χ′ represents
the resulting inductance, whereas the imaginary part (absorption) χ′′ is de-
termined by the energy exchange caused by the Zeeman transitions.

The spin polarization of the target material is given by the integral of the
absorption function over the frequency ω:

P =
2~S

g2µ2
NπN

∫ ∞
0

ωLχ
′′

ω
dω (4.8)

here S is the spin, g the g-factor, µN the nuclear magnetron, N the spin
population and ωL the Larmor frequency [110]. The absorption function is
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measured by putting a coil of inductance Lc and resistance rc around the
target material. Through the inductive coupling between the spins and the
coil, the impedance of the coil Zc is given as:

Zc = rc + iωLc(1 + 4πηχ(ω)) (4.9)

where η is the effective filling factor of the target material in the coil.
The change of impedance is detected by a continuous wave, constant

current Q-meter connected to a series LRC circuit as shown in figure 4.11.
The LRC circuit consists of the NMR coil connected to the damping resistor

Figure 4.11: A schematic diagram of an NMR circuit [116].

R and the tuning capacitor C via a coaxial transmission line. A frequency
synthesizer connected to the Q-meter sweeps the radio frequency ω over the
values where χ(ω) is non zero. A complex voltage V (ω, χ), which is a function
of Zc, is generated if the current is constant. The voltage is a superposition
of both the signal proportional to χ and the Q-curve (the response of the
Q-meter to ω in the absence of χ). The last stage of the Q-meter selects the
real part of the voltage by using the input rf signal as a reference. The Q-
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curve is measured separately by changing the external magnetic field B such
that ωL is well outside the range of the frequency scan of the Q-meter [110].
In this case χ′′ vanishes and χ′ is negligible. The two signals are subtracted
and the result is the NMR signal2,

S(ω) = Re [V (ω, χ)− V (ω, 0)] ∝ χ′′ ∝ P. (4.10)

The degree of polarization in terms of the NMR signal is:

P = k
ωLS(ω)

ω
dω (4.11)

where k is a constant that contains all the unknown frequency independ-
ent gains in the Q-meter. The proportional factor k for the polarization is
obtained by a calibration measurement in thermal equilibrium (TE measure-
ment) at a known temperature and magnetic field. Once k is known, the
polarization can be calculated during the microwave pumping stage of the
DNP. Figure 4.12 show a typical proton NMR signal obtained during a target
polarization measurement.

In this work, the degree of polarization was measured in two steps. First,
an NMR signal is taken at low temperature with a magnetic field of 2.3 T
which is slightly different from that corresponding to the resonance. Secondly,
the signal is taken at the polarization magnetic field of 2.5 T. The polariza-
tion signal is determined as the difference between the signal measured at 2.5
T, and the signal measured in step one (equation (4.10)). The degree of po-
larization is proportional to the area under the NMR signal. For calculation

2In this experiment, the NMR signal is obtained by a frequency sweep over the reson-
ance Larmor frequency using a Rohde & Schwarz generator capable of producing frequen-
cies from 5 kHz up to 1.5 GHz. In order to increase the signal to noise ratio many sweeps
are accumulated (the noise reduces as a square root of the number of sweeps). Initially the
NMR system with a so-called Liverpool Q-meter was used. However, the high frequency
Liverpool NMR box is no longer commercially available, and it was replaced by Mini-
circuits high frequency components. They create a circuit that amplifies the NMR signal
and processes it (Figure 4.11). The processed signal goes via a PCI-68M I/O M-series
board (National Instruments) to the computer, where it is read and analyzed.
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Figure 4.12: Proton NMR signal obtained during a target polarization meas-
urement. The area under the signal is proportional to the degree of polariz-
ation.

of the polarization, the thermal equilibrium (TE) signal is used:

Polarization (DNP )

Area Units (DNP )
=
Polarization (TE)

Area Units (TE)
(4.12)

where the area unit in thermal equilibrium (TE) and in DNP are measured
at the same magnetic field and temperature. The degree of polarization in
TE is calculated from equation 4.3. Therefore, the degree of polarization in
the DNP is:

Polarization (DNP ) = Polarization (TE)
Area Units (DNP )

Area Units (TE)
(4.13)

Target polarization measurements are not possible during data taking be-
cause the polarizing magnet and the Crystal Ball detector can not surround
the target at the same time. Moreover, the magnetic field strength and ho-
mogeneity of the holding coil is not sufficient for a polarization measurement.
Therefore, polarization is taken at the start and end of a data taking period
for each target polarization orientation. During polarization measurement, a
set of five values were measured from which an average value for the start and
end degree of polarization Pi and Pf are calculated, respectively. The values
are used in calculation of the relaxation time for each target polarization
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orientation using:
Pf = Pi × exp

−T
τ (4.14)

where Pf is the polarization after a period of time t, Pi is the polarization
at the start of data taking at time t0, T = t − t0 is the time difference and
τ is the relaxation time. The degree of polarization before and after data
taking and calculated values of the relaxation time for November 2013 and
May 2014 beam-times are summarized in table 4.1.

Start Date End Date Pi[%] Pf [%] τ [hrs]

16.11.13 25.11.13 63.00 59.25 3707
26.11.13 06.12.13 -64.49 -53.14 1223
20.05.14 28.05.14 -64.5 -54.17 1082

Table 4.1: Starting and ending values of target degree of polarization and
relaxation times for November 2013 and May 2014 beam-times.

To calculate the degree of the target polarization for each run equation
(4.14) and the parameters in table 4.1 were used. Each run was taken for
a duration of between 30 to 60 minutes. Due to the long relaxation time
the change in the degree of polarization within a file was negligible and
the average value was used. The time trun for each run was taken as the
difference between the time when the file was recorded and the time when
the starting polarization was measured. This was used to calculate the degree
of polarization using:

Prun = Pi × exp
−Trun
τ

where Trun = trun− t0. Figure 4.13 shows the target degree of polarization as
a function of run number for November 2013 and May 2014 beam times. It’s
assumed that the degree of polarization decreases exponentially with time,
meaning that each run has a different value of polarization depending on
the time it was recorded. The drastic change in the polarization around run
800 in figure 4.13, corresponds to a period when no data was taken due to a
technical problem with the accelerator.

The uncertainty in the degree of target polarization per run can be cal-
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Figure 4.13: Degree of target polarization as a function of run number for
November 2013 and May 2014 beam-times. The vertical red lines separate
the different target polarization periods.

culated from combination of equations (4.14) and (4.2.7) to get:

Prun = Piexp

[(
1

T
ln
Pf
Pi

)
Trun

]
(4.15)

The uncertainty is basically a result of the error in the determination of
Pi, Pf , the measurement of the duration of each polarization cycle T, and
the time Trun in which the file was recorded. The error in T and Trun is
negligible compared to the errors of Pi and Pf which is known to be 2%
[117]. Therefore, the uncertainty in polarization for each run is given by:

∆Prun =

√(
∂P

∂Pi
∆Pi

)
+

(
∂P

∂Pf
∆Pf

)
The error was determined to be ≈ 3%.

The low temperatures in the dilution refrigerator (4.2.1) and use of the
internal holding magnet (4.2.5) allows for long periods of operation for the
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frozen spin target. However, the target loses its polarization according to
equation (4.14) resulting in a different degree of polarization at different times
of the beam-time. In quest of tackling this challenge, an internal polarizing
magnet (discussed in section 4.3) has been constructed. Unfortunately even
though it was not finished in time to be used in the current experiment.

4.3 Internal Polarizing Magnet

As discussed in section 4.1, the development of the frozen spin target was
proposed to solve the problem of using external holding magnets during ex-
periments. This is because their large size and strong fringe field made them
unsuitable for experiments where the detector components are placed close
to the target. They were replaced with an internal holding superconduct-
ing magnet (see section 4.2.5) which can be used inside the cryostat and in
combination with 4π detectors. Such coils have been developed and used
in various labs: Electron Stretcher and accelerator (ESLA) [118] in Bonn,
Jefferson lab (JLAB) [119] in the USA and Mainz Microtron (MAMI) [120]
in Mainz.

The frozen spin target in Mainz operates at 25 mK (see 4.2.1) during data
taking periods. This low operation temperature coupled with the holding
magnet results in long relaxation times of ≈1000 hrs. However, this does
not prevent the target from losing its polarization after a certain period of
time. This results in data files with different degrees of target polarization
depending on the time the file was recorded. Figure 4.14 shows a schematic
diagram illustrating the process of target polarization and depolarization.
At the start of a beam-time, the target is polarized via DNP to an initial
maximum value Pi. After time t, the polarization decreases exponentially to
a final value Pf such that ∆P = Pf−Pi (see section 4.2.7). At some point the
detectors have to be moved in order to re-polarize the target. This leads to
loss of beam time and detector positions are not perfectly reproduced. This
results in an overall loss of efficiency during data taking. Therefore, using an
internal polarizing magnet will provide an opportunity of having a constant
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Figure 4.14: Schematic diagram showing polarization process during a stand-
ard data taking period.

target polarization (Pi ≈ Pf ) and minimize the detector movements during
experiments.

In order to construct a good magnet, the choice of a good superconductor
material which remain superconducting even at high current hence generat-
ing high magnetic fields is necessary. An example of such wire is niobium
titanium (NbTi) which is made of niobium titanium filaments embedded in a
copper matrix. It produces magnetic fields of up to 9 T at 4.2 K. In addition
to high and homogeneous magnetic field, a choice of a simple and economical
winding technique is important. Different winding and field homogeneity
optimization methods for high magnetic field generation have been discussed
in references [121] [122], [123] and [124]. They include: the use of Helmhotz
doublet, notched coils and use of blind wires (plastic wires with a similar
cross section area to the superconductor but carrying no current) at the cen-
ter of the coil. The simplest method of producing fairly homogeneous fields
is using the Helmholtz coils. However, due to its large size they are limited
by cryogenics and detectors. On the other hand, notched coils can be used to
generate a homogeneous field in a greater space around the center of the coil
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than Helmholtz coils even though their winding technique is complicated. In
this work, the design and construction of an outside notched coil with high
and homogeneous field is presented. The notched coil was chosen so that the
internal polarizing magnet is compatible with the current dilution refriger-
ator. The theory, design, construction, testing and the results of the coil will
be described in subsections 4.3.1 through 4.3.5.

4.3.1 Magnetic Field Calculation of a Solenoid

Coil configurations of superconducting magnets with highly homogeneous
magnetic fields in the central region has been discussed in references [125]
and [126] where calculations of the magnetic field is based on power series
of Legendre polynomials and error coefficients. The method described in
reference [127] is used for the design of the internal polarizing coil in this
work. It is based on superposition of magnetic fields of different sections of
a notched solenoid. The magnetic field along the axis of the solenoid with a
uniform current density is calculated using the Biot-Savart formula:

d ~B =
µ0

4π
.
Id~l × ~r
r3

(4.16)

where I is the electric current, d~l is the length element of the solenoid, µo is
the permeability of free space and r =

√
a2 + z2. Solving equation (4.16) for

a simple solenoid of an internal radius a1, external radius a2 and length b,
the magnetic field at the center is given as

Bz(0, 0) = µ0Ja1F (α, β) (4.17)

where F (α, β) = βln

(
α+
√
α2+β2

1+
√

1+β2

)
is a field factor for a uniform current

density coil, with α = a2
a1

, β = b
a1

and J is the current density.
For an outside notched coil shown in figure 4.15, the magnetic field B(0,z)

at a point z along the axis can be evaluated by dividing the coil into four
notch-less coils with their cross-sections defined in 1 to 4:

1. ABDC(with α1 = a2
a1
, β1 = b1

a1
and γ1 = z

a1
)
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Figure 4.15: Schematic diagram for a notched coil.

2. BEFD(with α1 = a2
a1
, β1 = b1

a1
and γ1 = z

a1
)

3. IGDL(with α2 = a2
a3
, β2 = b2

a3
and γ2 = z

a3
)

4. GKHD(with α2 = a2
a3
, β2 = b2

a3
and γ2 = z

a3
)

The magnetic fieldB(0,z) for solenoid 1, is half of the center field of a solenoid
2b = 2(b1+z) long having the same values of a1, a2 and current density J. This
is because the center field B(0,0) of a solenoid 2b long is the sum generated
by one half of the solenoid (from 0 to z = b) and that generated by the
second half (from z = −b to 0). This implies that each half of the solenoid
generates 50% of the total field at the center. Thus, using equation 4.17, the
magnetic field for solenoid ABDC is expressed as:

Bz(0, z)1 =
1

2
Ja1F (α1, β1 + γ1). (4.18)

In a similar way, the magnetic field for solenoid 2, 3, and 4 can be calculated.
Therefore, using symmetry, the coil and superposition of the magnetic field
of each solenoids, the total magnetic field for the notched solenoid at a point
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z is:

Bz(0, z)1 =
1

2
Ja1 {ln (F (α1, β1 + γ1)) + ln (F (α1, β1 − γ1))}

−1

2
Ja3 {ln (F (α2, β2 + γ2)) + ln (F (α2, β2 − γ2))} .

(4.19)

The negative sign in equation (4.19) is due to the fact that the current in
solenoid 3 and 4 is in opposite direction to that in 1 and 2.

The magnetic energy of the solenoid was calculated using:

E =
1

2
LI2 (4.20)

where I is the current and L is the inductance of the coil. For a multilayer
coil, inductance is calculated as the sum of coil self inductance and mutual
inductance between them as discussed in [128];

L = 4πmn2

{
2a4

o + aol
2√

4a2
o + l2

− δa3
o

3π

}
+ 8π2n2

[
(m− 1)a2

1 + (m− 2)a2
2 + . . .

]
(√

a2
1 + l2 − 7

8
a1

)
+ 4π2n2

[
m(m− 1)a2

1 + . . .
]( a1δa√

a2
1 + l2

− δa

)
(4.21)

where n = N/l is the number of turns per unit length, a0 is the internal
radius, a1, a2 . . . am is the radius of the mth layer, l is the length of the coil,
m is the number of layers and δa is the distance between two consecutive
layers.

4.3.2 Magnet Design

The internal polarizing coil was designed to be used in the Mainz frozen
spin target for nucleon polarization. Currently the dynamic nuclear polariz-
ation (DNP) method is used to polarize the nucleon using microwaves of 70
GHz corresponding to the Larmor frequency of electrons at 2.5 T (discussed
in section 4.2.4 and 4.2.6). Therefore, the designed coil should be capable
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of attaining a high magnetic field of 2.5 T which is equivalent to that of
currently used external superconducting magnet. In addition, the magnetic
field should be highly homogeneous since inhomogeneous fields result in non-
uniform and low polarization of the target. The main objective was to design
and construct a coil which has a high magnetic field of 2.5 T, high homo-
geneity in the target region of ≤ 10−4 and thin enough to allow particles to
punch through. The target cell measures 20 mm in diameter and 20 mm in
length. The volume covered by the target cell (target volume) will be the
area of interest in our design. The magnetic field homogeneity in this volume
is defined as:

Homogeneity =

∣∣∣∣∆BB0

∣∣∣∣ =
B(0, 0)−B(r, z)

B(0, 0)
(4.22)

where B(0, 0) is the magnetic field at the center of the coil and B(r, z) is the
magnetic field at any other point (r,z) in the target volume.

Parameter Simple Solenoid Notched solenoid
Inner radius(a1) 24 mm 24 mm
Outer radius (a2) 26.27 mm 26.72 mm
Notch radius (a3) - 26.27 mm
Coil length (2b1) 136 mm 136 mm
Notch length (2b2) - 78 mm
Wire diameter(bare) 0.200 mm 0.200 mm

Wire diameter(insulated) 0.227 mm 0.227 mm
Current 46 A 46 A

Number of layers 10 10
Number of layers plus correction - 12

Table 4.2: Internal polarizing coil parameters when uncorrected and correc-
ted. Parameter definitions are as in figure 4.16.

The best coil parameters summarized in table 4.2 were determined from
simulations. A 2D finite element method magnetics (FEMM) program [129]
was used for this purpose. The magnetic field homogeneity of 5.37 × 10−3

and field strength of 2.5 T was attainable with a 10 layer simple solenoid at
a current of 46 A. As expected, the axial field decreases along the axis while
it increases in the radial direction as shown, in magenta, in figures 4.17a and
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Figure 4.16: A schematic diagram showing the notched coil dimensions with
a notch with of 78 mm. All dimensions are in mm.

4.18a, respectively. However, the magnetic homogeneity did not meet our
requirement and had to be improved by creating a symmetric notch with an
additional two layers.

To attain magnetic field homogeneity in the target volume, equation 4.22
was used to calculate homogeneity for coils with different notches at three
different positions in the target volume. The homogeneity as a function of
notch length for the three positions was plotted as shown in figure 4.19. The
best magnetic field homogeneity of 5.9× 10−5 was attained at a notch of 78
mm for the three positions. After the correction, the peak of the field in both
axial (4.17a in blue) and radial directions (4.18a in blue) were flattened, hence
increasing the homogeneity at the target region. Figures 4.17b and 4.18b
show a zoom out of the magnetic field in the target region. Since this has
shown a very good homogeneity of the magnetic field in the target volume,
this notch width was used for the construction of the polarizing magnet.

In addition to the magnetic field strength and homogeneity, the coil thick-
ness was another important condition considered since it affects the number
of particles reaching the detectors. In order to compare different geometries,
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Figure 4.17: Axial magnetic field as a function of axial length for a simple
10 layer coil in magenta and a notched coil in blue. (b) is the zoom out of
(a) at the target region indicated by the vertical red lines.
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Figure 4.18: Radial magnetic field as function of radial length for a simple
10 layer coil in magenta and a notched coil in blue. (b) is the zoom out of
(a) at the target region indicated by the vertical red line.
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Figure 4.19: Homogeneity as a function of notch length. Three points in
the target volume were considered in order of B(z,r): B(0,10), B(10,0) and
B(10,10).

a calculation of the radiation length of the materials was done using:

X0 =
716.4

Z(Z − 1)ln 287√
Z

g/cm2 (4.23)

where Z is the atomic mass of the material. The values of material density
and radiation length is adopted from the Particle Data Group website [130].
The coil is made of a massive copper holder to provide good mechanical
strength and thermal conduction, a thin niobium titanium superconductor
(discussed in section 4.3.3) and epoxy for holding the wires together. There-
fore, the number of radiation lengths for the complete coil was calculated by
the sum of all the number of radiation lengths of all the materials used. The
thickness of the niobium titanium used to make the coil, the coil holder and
epoxy results in a total thickness of 2.7 mm which is approximately 24.55%
radiation lengths. Table 4.3 summarizes the values of the radiation length of
the materials used to construct the magnet.
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Material Xo (mm) Thickness X (mm) X
Xo

(%)

Copper 14.28 1.85 12.95
Niobium Titanium 19.21 2.2 11.45

Epoxy 387 0.6 0.15
Total 24.55

Table 4.3: A summary of the calculated radiation lengths of the material
used in the construction of the internal polarizing magnet.

4.3.3 Magnet Construction

In order to fulfill the design conditions, construction materials had to be
chosen carefully. In consideration of having a thin coil, a 200 µm multi-
filament Niobium titanium (NbTi) superconducting wire3 was chosen. Its
characteristic parameters specified by the manufacturer are: alloy compos-
ition of Nb-47wt%Ti, 54 niobium-titanium filament embedded in a copper
matrix and critical current at different magnetic fields at 4.2 K as shown in
table 4.4.

Magnetic Field(B) Ic (A)
1 60
2 45
3 38
4 34
5 29

Table 4.4: NbTi (Nb-47wt%Ti) critical current values at different magnetic
fields.

Epoxy adhesive Araldite CY 2214, a bisphenol-A epoxy resin with a vis-
cosity of 300-500 cPs at 250C and Aradur HY 2954 BD5 amine hardener with
a viscosity of 70-120 cPs at the same temperature were used. The epoxy was
prepared by mixing the resin and the hardener in the ratio 100:25 parts by
weight(pbw). During the mixing process, the mixture was put in a vacuum
chamber and evacuated in order to remove the air bubbles. The gluing was

3Bruker EAS GmbH -Hanau
4T-E- Klebetechnick Hannover
5Huntsman Advanced materials Belgium
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done by wet winding after which the coil was allowed to rotate on a motor
to allow for uniform drying of the epoxy.

Figure 4.20: Schematic diagram showing how the coil is supposed to be
wound to avoid wire crossing at the notch.

The greatest challenge during design was the choice of the best coil wind-
ing technique during construction to avoid a wire passing through the notch,
as this affects the magnetic field homogeneity. Additionally, an even number
of layers was chosen to make sure that the current input and output leads
are on the same side of the coil. Since the coil has ten and two correction
layers as shown in figure 4.20, the winding was done as follows:

(i) the first nine layers (in blue) were wound first to completion,

(ii) the 10th, 11th and 12th layers (in red) were wound up to where the
correction point starts,

(iii) the 10th layer (in green) was completed and allowed to dry, and,

(iv) the remaining part of the 11th and 12th layers (in green) on the right
side of the coil were wound.

In all winding steps the coil was glued and allowed to rotate on a motor
for 48 hrs for the epoxy to dry uniformly to avoid an inhomogeneous epoxy
geometry due to drops of glue at the lower part of the coil. After the epoxy
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was tested and the coil winding technique chosen, Jelonnek Transformatoren
und Wickelgut GmbH 6 was contracted to construct the coil, as they have
better winding machines compared to what we have in our laboratory and
they are more experienced in winding complicated magnets. Figure 4.21
shows a picture of the completed internal polarizing coil. Table 4.5 shows
the deviation of actual number of turns per layer compared to the calculated
turns per layer. The actual number of turns of the coil are ≈ 4% less than
the calculated. The difference may be a result of production imperfections
(discussed in section 4.3.4).

Figure 4.21: A picture of the completed internal superconducting polarizing
magnet.

6Roechlingstraße 7 73447 Oberkochen
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Layer Calculated turns Actual turns
1 595 576
2 595 572
3 595 572
4 595 571
5 595 573
6 595 570
7 595 571
8 595 568
9 595 556
10 595 564
11 252 239
12 252 235

Total 6454 6167

Table 4.5: Comparison of calculated to actual number of turns in the coil.
The actual number of turns are 4% less than the calculated.

4.3.4 Magnet Testing

The internal polarizing coil was tested in a liquid helium dewar at a tem-
perature of 4.2 K. An insert made of stainless steel was used to suspend the
coil in the dewar. A carbon pipe fitted to the Hall probe holder was used
to move the Hall probes longitudinally while in fixed positions in the radial
direction. This enabled measurements to be performed at a distance of ±70

mm longitudinally and ±14 mm in the radial direction. Further measure-
ments in the radial direction were not possible due to limitations of the coil
holder and the adapter. Figure 4.22 shows the Hall probes, the coil fixed on
the adapter and the carbon pipe for moving the Hall probes. Figure 4.23
shows the adapter inside the helium dewar during coil testing.

The input and output current-leads for the Hall probes were passed
through the carbon pipe. Two Hall probes of the type HGCA -30207 were
used to measure axial and radial magnetic field. The characteristics of the
Hall probes were: a mean load sensitivity of 0.827 mv/kG at 298 K, nom-
inal current of 100 mA and an offset voltage of 3.1 µV. The Hall probes

7Cryophysics GmbH Darmstadt, Germany
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Figure 4.22: The magnet test setup pieces: adapter, coil, carbon pipe and
Hall probes.

were operated at the nominal current throughout the test. The final value
of measured magnetic field was calculated as B =

√
B2
z +B2

r .

To prevent the Hall probes from moving, they were each fixed in a hole
on the holder (4.22) as described in the manufacturer’s manual [131]. Two
thermo-resistors (Pt 100 and Carbon resistor) were placed on top of the coil
holder to monitor the temperature during the experiment. The resistance
was constant throughout the measurement period which is an indication of
stable temperature in the dewar. Helium was filled in the dewar up to a
height of 45 cm, 12 cm more than the total length of the coil and the holder.
This served as a reserve in case of a quench and ensured that the temperature
of the coil was at 4.2 K throughout the measurement.

After helium was filled to the required level and the pressure in the dewar
had stabilized, a test on the maximum current attainable was performed. In
this case, the Hall probe was held at the center of the coil and the current was
ramped up at an interval of 1 A up to 45 A, at which point quench occurred.
This measurement was repeated twice and the same value of current was
attained. In addition, the current was ramped down at similar intervals
to test the possibility of magnetic hysteresis. The results were compared
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Figure 4.23: The internal polarizing magnet test setup.

with calculated values as shown in figure 4.24a. In both cases, a linear
relationship between current and magnetic field, as expected, was observed
and no hysteresis effects were observed.

After the linearity of field versus current was established, the current was
held constant at 25 A and the Hall probes moved along the axis at different
radial positions. The current of 25 A was chosen because the current-leads
were heating up at higher currents. However, in the standard experimental
setup, the coil will be mounted in the 3He/4He-dilution refrigerator of the
frozen spin target which has specially designed current leads to carry high
current (to maximum current Imax = 70 A). The measurements were taken
in steps of 5 mm starting from the center of the coil to ±70 mm to ensure
that the full length of the coil is mapped. This was done along the axis
at different fixed radial positions (z,0), (z,7.6) and (z,14). The results are
presented in figures 4.24b, 4.25a and 4.25b, respectively in comparison to
calculations. The magnetic field at the center of the coil is flat as expected
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and then decreases as the Hall probe is moved further from the center.
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Figure 4.24: (a) shows the magnetic field versus current, where a linear
relationship is observed and (b) is a figure of magnetic field versus axial
length (4.24b) at radial position r = 0.
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Figure 4.25: Magnetic field versus axial length at the radial position r = 7.6
mm (a) and at r = 14 mm (b) from the center of the coil.

It is important to note that, the Hall probe outputs voltage from which
the magnetic field is calculated using:

VH = γBB sin θ (4.24)

where VH is Hall voltage (mV), γB is the magnetic sensitivity (mV/kG) (at
a fixed current), B is the magnetic field flux density (kG) and θ is the angle
between the magnetic flux vector and the plane of the Hall generator [131].
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The angle was taken as 90o ± 5o since the Hall probes were placed perpen-
dicular to the magnetic field. The effect of field orientation with respect to
the plane of the Hall probe must be taken into account when evaluating the
error. This error is given in the application guide as:

Error% = (1− cos θ)100% (4.25)

where θ is the angular deviation from the perpendicular plane of magnetic
field by the Hall probe. The error in the angle deviation of θ ± 5o was
determined to be ≈ 0.38%. The Hall sensor output is not perfectly linear

Figure 4.26: Error plot for the HGCA-3020 sensor with mean loaded sensit-
ivity of 0.827 mV/kG [131].

with magnetic field, because the magnetic sensitivity is not constant. For
example, at 4.2 K, the Hall probe sensitivity is 0.05% of the given value.
The full error values can be evaluated using a single sensitivity value provided
by the supplier [131]. Figure 4.26 shows the error plot for magnetic fields
between -10 kG and 10 kG for the HGCA-3020 sensor used in the experiment.
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4.3.5 Discussion and Outlook

The internal polarizing magnet attained a magnetic field of 2.3 T at a current
of 45 A which is 96.27% of the projected value of 2.4 T. This can be attributed
to the fact that the actual number of turns in the coil was 4.5% less than
expected, as indicated in table 4.5, which affects the total magnetic field
strength. In addition, at the current of 45 A the coil experienced a quench
and no measurement was possible above this current (see table 4.4). At
the temperature of 4.2 K and current of 45 A, a maximum magnetic field
of 2 T can be achieved according to the supplier calibration even though
a higher value was measured. This shows that there is hope to get higher
current inside the dilution refrigerator at 1.5 K. The measured values are in
agreement with calculations as shown in figure 4.24a except at high current
values which shows a slight deviation from the calculation. This is due to the
fact that the Hall probe sensitivity decreases with a current increase [131].

Using equations (4.21) and (4.20), the inductance of the coil was calcu-
lated to be 0.22 H and the magnetic energy stored in the coil as 224.73 J
at a current of 45 A. When the critical current or magnetic field of the wire
shown in table 4.4 was exceeded a quench occurred. At quench point, the
stored energy of 224.73 J is converted into heat causing a small temperature
increase on the copper holder. At this point the superconductor losses it
superconducting ability and becomes resistive leading to joule heating.

Measurement of the magnetic field as a function of axial position in the
target region was performed at a constant current of 25 A throughout the
experiment because the temperature of the current leads remained stable at
this current in the test setup. However, in the dilution refrigerator the coil
can be operated at higher currents without heating of the current leads as
discussed in 4.2.5. The axial magnetic field profile at different radial positions
is shown in figures 4.24b, 4.25a and 4.25b for (z,0), (z,7.6) and (z,14), re-
spectively. The calculated and measured values show good agreement except
at position (z,14) from the center where it displays some symmetric bumps
at around 40 mm from the center of the coil. This is due to the effect of
winding imperfections and since this point is close to end of the notch there
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is a high field strength due to the additional coil. However, this will not
affect target polarization since this point is 14 mm from the center of the coil
which is outside the target region. To ascertain if the bumps are a result of
winding imperfections, simulation was performed by creating imperfections
in the coil. This was done by introducing some regions without wires on the
coil. As a result there were bumps at around 40 mm as shown in figure 4.27.
This was then compared to the measured magnetic field at position (z,14).
The experimental results show agreement with the calculation, an indication
that the winding imperfections may be one of the causes of the bumps at
this point.
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Figure 4.27: Magnetic field versus axial length for a coil with some winding
imperfections compared to experimental values at (z, 14).

The measured magnetic homogeneity in the target region was found to
be 1.22 × 10−3, higher than the calculated homogeneity of 5.9 × 10−5. This
was due to imperfections during the coil winding process, for example layer 9
has 556 turns and 10 has 564 turn as shown in table 4.5. This clearly shows
that there are large spaces between the wires. It is also important to note
that, during winding of layers 11 and 12 (in green in figure 4.20), the coil
fell down and the wire was broken. Thus, this part was wound on top of the
other coil as a separate coil which was later soldered together during testing.
Since this was our first prototype of the internal polarizing coil, it is possible
to construct a better coil by using a wire with a higher critical current and
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winding machine mounted with monitoring cameras. This will prevent early
quenching and reduce winding imperfections.
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Chapter 5
Data Analysis I: Detector Calibration

The extraction of the helicity asymmetry E for the reaction

γ + p→ π0p→ γγp

requires that the reaction is reconstructed before the asymmetry is extrac-
ted. However, before any analysis can be undertaken, the raw signals from
the detectors need to be converted into real physical formats (time (ns),
energy (MeV) and position) through calibrations. Therefore, the first step
in the data analysis is the conversion of the raw QDC and TDC values into
energies (MeV) and times (ns), respectively through calibrations. The exper-
imental setup consists of several detectors systems with many elements re-
quiring calibration. Therefore, the calibration work was divided out between
various members of the collaboration. The author’s main responsibility was
to calibrate the Crystal Ball and PID detectors (except PID energy calib-
ration which was performed by a colleague at the University of Edinburgh
[132]). The TAPS and Veto calibrations were performed by colleagues from
the University of Bonn [133]. This chapter describes the analysis software,
the determination of hits clusters in the calorimeter and time and energy
calibration steps for the detectors.
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5.1 Analysis Software

This section describes the data analysis software used in this work. They
include: Acquroot, Calib, GoAT and A2Geant.

5.1.1 AcquRoot

The AcquRoot software [134] is written in C++ and based on the CERN
ROOT framework [135]. AcquRoot has three components: AcquDAQ, which
is used for data acquisition; AcquRoot, which is used for on-line and off-line
data analysis and AcquMC, which is used as a Monte Carlo event generator.
AcquRoot processes the raw data produced by AcquDAQ for each detector
system by converting it into meaningful kinematic information of the detected
particles. In AcquRoot, all detectors are modeled in classes, which are derived
from base classes that incorporate common features and properties. For
example, an apparatus like the Crystal Ball consists of NaI, PID, and MWPC
that work together to produce particle tracks. In addition to detector and
apparatus classes, physics analysis classes that are written to analyze specific
decay channels can be added to access the detector information.

5.1.2 CaLib

CaLib is a detector calibration software [71] developed in the ROOT frame-
work and contains modules to create almost all of the calibrations during
analysis. It is based on an SQL database system where calibration para-
meters for each detector element are saved and can be accessed during data
analysis. CaLib has classes that provide interaction with the SQL database,
reading and writing of AcquRoot calibration files, reading headers of ACQU
raw data files as well as importing and exporting calibrations. In order to
simplify and accelerate the calibration process, CaLib has a graphical user
interface shown in figure 5.1.

The TA2MyCaLib physics class is used in the AcquRoot framework to
produce root files which are used as input for CaLib. Depending on the
time frame, and experimental conditions, data can be divided into various
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Figure 5.1: The CaLib User Graphical Interface (GUI) during the Crystal
Ball energy calibration.

sets which are calibrated independently. This enables data that have similar
conditions to be merged and calibrated together to get the best result. In
CaLib the user has the possibility to process all the elements automatically or
to check the results of each element. This helps to estimate the accuracy and
status of the calibration. After an iteration the newly determined calibration
parameters for all elements are saved to the database and read for the next
iteration. This process is repeated until the best values are attained. The
details on the calibration for each detector is described in 5.3.

5.1.3 GoAT

Generation of Analysis Trees (GoAT) [136, 137] is developed in the ROOT
framework. It was developed as a tool to generate generic analysis trees. It
uses a TA2GoAT physics class incorporated in AcquRoot to produce trees
with all detector information. The TA2GoAT physics class is linked to the
CaLib database via an SQL access class which makes it possible to access
and include calibration information from the CaLib database to the output
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trees. The output trees from AcquRoot are then run in GoAT where particle
and meson reconstruction is performed. This is achieved through different
detector and particle reconstruction classes. A global configuration file is
used to setup all the reconstruction and sorting choices of different decay
channels. After the sorting of the required reaction channel, analysis is done
using a user physics class which is incorporated in GoAT.

5.1.4 A2Geant

The A2Geant [138, 139] software is written in C++ using the Geant4 software
packages [140] and was developed by colleagues at the University of Edin-
burgh. AcquMC is used to generate pseudo events which serve as an input
for A2Geant. The reaction parameters such as the photon beam energy and
distribution and the target length, width and offset can be specified in Ac-
quMC. In addition, the type and number of reaction particles produced can
also be set. The output from AcquMC is passed through A2Geant where the
particles are tracked and the physics process of interest modeled. The files
produced contains the energy and timing information associated with each
detector hit. These files are analyzed using the same physics class used for
analyzing experimental data to test the reconstruction efficiency.

5.2 Detector Cluster Algorithm

Particles interacting with calorimeters create electromagnetic showers which
have a transversal spread. The calorimeters are segmented in a way that
the shower is deposited in multiple crystals, thus, improving the spatial res-
olution. The neighboring crystals into which the showers deposit energy is
referred to as a cluster. As discussed in 3.3.1, 98% of photon energy is on
average deposited over 13 Crystal Ball crystals and 7 TAPS crystals. There-
fore, clustering is performed in two steps; first, the element with maximum
energy is searched and marked as the center of a cluster and second, the 12
nearest crystals in the Crystal Ball and 6 in TAPS are checked for energy
deposits above a certain cut off threshold. If their energy is above threshold,
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they are added to the cluster and removed from the list of hits. This en-
sures that each detector element is only allowed to contribute to one cluster.
The procedure is repeated until all crystals are assigned to a cluster. Figure

(a) (b)

Figure 5.2: The topology of the crystals in a cluster. (a) is the Crystal Ball
cluster of 13 crystals and (b) is the TAPS BaF2 cluster. The crystal marked
with blue is the crystal with maximum energy deposit, where the particle
likely hit.

5.2 shows the topology of the crystals in a cluster in the Crystal Ball (5.2a)
(with 12 neighbors) and in the TAPS (5.2b) with the maximum energy crys-
tal marked in blue. At the inner rings of the TAPS where some of BaF2 were
replaced by PbWO4, the clusters have more than 6 neighbors depending on
the number of PbWO4 adjacent to the BaF2 crystal. This is because four
PbWO4 crystals occupy the space of one BaF2 crystal.

Once all the neighbors are processed, the total energy of the cluster Ecl
is calculated as:

Ecl =
n∑
i=1

Ei (5.1)

where Ei is the energy of the ith detector element that contributes to the
cluster of n elements(n ≤ 13 and n ≤ 7 for the Crystal Ball and the TAPS
BaF2 crystals, respectively1). If the total cluster energy is below the energy
threshold of 15 MeV the event is rejected. The position of the cluster, which
determines the position of the incident particle, is calculated by the weighted

1For PbWO4 crystals next to the BaF2 crystals n > 7.
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mean position ~rcl of the cluster as:

~rcl =

∑n
i=1

√
Ei · ~ri∑n

i=1

√
Ei

(5.2)

where ~ri is the cluster center of gravity of individual crystals. Figure 5.3
shows the number of crystals participating in a cluster for the Crystal Ball
(5.3a) and the TAPS (5.3b) detectors.
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Figure 5.3: Number of crystals participating in a cluster in the Crystal Ball
(5.3a) and (5.3b) in TAPS.

5.3 Detector Calibrations

The analog signal from each photomultiplier tube coupled to each detector
element is fed into an analog-to-digital converter, ADC, and a time-to-digital
converter, TDC. The ADCs and TDCs, store digital values approximately
proportional to the energy and time of the analog signal respectively. Hence,
the ADC and TDC digital values can be discretized in terms of the ADC and
TDC channel C. The channels can be converted into energy or time using
the relations:

E = kE(C − P ) (5.3)

T = kT(C −O) (5.4)
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where C is the digital ADC or TDC channel, P is the pedestal channel of
the ADC, and O is the offset channel of the TDC. kE and kT are the energy
and time conversion gain factors for the channel’s energy and time, respect-
ively. The ADCs and TDCs channel do not change during an experiment.
Therefore, detector calibrations are performed to obtain the correct values
of pedestal, P, offset, O, and the energy gain conversion factor kE. The
time gain conversion factor kT for the TDC is not calibrated since it does
not change during an experiment. The calibration steps for all detectors are
discussed in subsections 5.3.1 through 5.4.

5.3.1 Crystal Ball Energy Calibration

The energy calibration of the Crystal Ball detector is done in two stages; a
low and high energy calibration.

Low Energy Calibration

As discussed in 3.4, various thresholds are applied to all of the Crystal Ball
detector element signals. To ensure that all signals are discriminated equally,
a relative gain calibration for all photomultiplier tubes (PMTs) coupled to
each element is necessary. This is performed by using an 241Am/9Be source
which is placed inside the Crystal Dall. Americium decays by emitting an α
particle which interacts with beryllium to produce an excited state of 13C∗.
The excited state of carbon decays by emitting a neutron, leaving an excited
state of 12C∗ which in turn decays to the ground state of 12C via emission of
a photon of energy 4.438 MeV. The energy of the photon is used as a common
calibration point of all the Crystal Ball PMTs. The calibration is done by
adjusting the gains and high voltage of all photomultiplier tubes such that
the resulting photon peak is at the same position for all the ADCs spectra
[141, 142]. Figure 5.4 shows a typical ADC raw energy spectrum for a single
NaI crystal where the full energy was deposited in one element.
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Figure 5.4: A typical raw energy spectrum for a single NaI crystal obtained
from an 241Am/9Be source. The green curve is the exponential fit of the
neutron background, blue is the Gaussian fit for the photon peak, the red
curve is the total fit function for the spectrum and the magenta line show
the photon peak position [142].

High Energy Calibration

Since the photons detected during data taking in the Crystal Ball have ener-
gies higher than the ones used for the low energy calibration, it is important
to use photons with higher energies for this calibration. Therefore, high
energy calibrations for the Crystal Ball detector are performed by analyzing
neutral pion photoproduction decaying into two photons. This is because the
γp → π0p → γγp reaction is kinematically overdetermined, i.e., the mass of
π0 and consequently the energies of the decay photons can both be calculated
and measured with precision. Using the information of energy deposited in
the crystals and the momentum of the photons a reconstruction of the π0

mass can be performed:

Mγγ =
√

2Eγ1Eγ2(1− cosϑγ1γ2) (5.5)
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where Eγ1 and Eγ2 are the energies of the first and the second gamma,
respectively and ϑγ1γ2 is the opening angle between the two photons. The
ADC gain for each crystal is corrected using:

k′E = kE
π0
M

π0
IM

(5.6)

where kE is the uncorrected gain factor, k′E is the corrected gain, π0
M = 134.98

MeV is the nominal mass of π0 and π0
IM is the reconstructed invariant mass

of π0 [71]. Since the π0 is from two photon clusters, and the energy of the
photons in the crystals comes from the contribution of neighboring crys-
tals, changing the gain of one element directly influences the other elements.
Therefore, correction of the element gains has to be performed iteratively
until the correct values are achieved. The invariant mass peak position was
determined by fitting the spectrum with a combined fit of a polynomial for
the background and a Novosibirsk fit function2 for the peak. The mean po-
sition of the peak was taken as the invariant mass. Figure 5.5 shows the π0

invariant mass spectra for a single element (5.5a) and all elements (5.5b).
The vertical blue line is the π0 peak position. Figure 5.6 shows a compar-
ison of the π0 mass peak position for a single Crystal Ball element before
(red) and after (blue) calibration. After calibration the peak position of the
spectra is aligned at the π0 mass.

2A Novosibirsk fit function is defined as

(x) = Aexp

[
−0.5

(
ln2[1 + Λτ(x− µ)]

τ2
+ τ2

)]
where

Λ ≡ Sinh(τ
√
ln4)

στ
√
ln4

with µ as the peak position, σ the peak width, τ the tail parameter, and A is the normaliza-
tion constant [143]. The function was used instead of a Gaussian because the reconstructed
π0 mass does not follow a normal distribution.
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Figure 5.5: The Crystal Ball high energy calibration using π0 invariant mass
spectrum. (a) is a spectrum from a single crystal. The green fit is the total
fit for the signal and background, yellow is the background fit and red the
signal fit. The blue vertical line shows the position of the π0 mass. (b) shows
the π0 mass spectrum from all the Crystal Ball crystals aligned around its
nominal mass (134.98 MeV).

 invariant mass [MeV]γ2
60 80 100 120 140 160 180 200 220 240

E
nt

ri
es

0

5000

10000

15000

20000

25000

30000

Figure 5.6: The π0 mass for a single crystal before (red) and after (blue)
energy calibration for the May 2014 beam-time.
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5.3.2 Crystal Ball Time Calibration

The Crystal Ball time calibration was performed in two steps: time alignment
and time walk correction discussed in 5.3.2 and 5.3.2, respectively.

Time alignment

The Crystal Ball TDC time offsets are determined by the time difference
between all cluster hit combinations in the Crystal Ball using the central
channel of a cluster as a reference. The Crystal Ball elements are then
plotted as a function of these time difference. The resulting spectrum for
each element is fitted with a Gaussian with the vertical blue line showing the
time peak position as shown in figure 5.7a. Figure 5.8 show as single Crystal
Ball element hits time before (red) and after (blue) calibration. The mean
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Figure 5.7: An overview of the NaI crystal hits time. (a) is the time spectrum
of a single NaI crystal with the blue line as the peak position while (b) is
the alignment of all the Crystal Ball crystals time to zero for the May 2014
beam-time.

value mi from the fit is used in the calculation of the new offset o′i:

O′i = Oi +
mi

kT

(5.7)

where Oi is the old offset for the ith detector element. The calibration is
performed iteratively until the mean values of all elements are aligned to
zero.
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Figure 5.8: A comparison of the time peak position for a single Crystal Ball
element before (red) and after (blue) calibration.

Time Walk Correction

NaI crystal pulses have a rise time of τ ≈ 30 ns. This produces a shift in
timing between small and large pulse height events in the Crystal Ball and
should be corrected to improve the time resolution in NaI crystals. Therefore,
a time walk correction is required to account for the difference in time for two
signals with different amplitudes but the same time difference value. This
is done by plotting the Crystal Ball time as a function of energy for each
element which is then fitted with the function:

tEdep = a+
b

(Edep + c)d
(5.8)

where a, b, c and d are fit parameters which are determined for each de-
tector element and Edep is the deposited energy in that crystal. Using these
parameters the time walk is then corrected using:

t′ = t−
(
a+

b

(Edep + c)d

)
. (5.9)
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The time of all detector elements of the two photon cluster was calculated
relative to the Tagger time. Therefore, the corrected time t′ for each element
was centered at zero with respect to the Tagger time. Figure 5.9 shows a
time walk spectrum of a single NaI crystal time as a function of energy and
figure 5.10 is the fit to the time walk spectrum.

Figure 5.9: An overview of the Crystal Ball showing the time walk effect.
Data from the May 2014 beam-time.
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Figure 5.10: The time walk spectrum fitted with the function in equation
(5.8). Data from the May 2014 beam-time.

109



CHAPTER 5. DATA ANALYSIS I: DETECTOR CALIBRATION

5.3.3 PID-Crystal Ball φ Alignment

The PID allows the separation of charged and neutral particles in the Crystal
Ball by identifying angular correlations between charged hits in the PID
element and the the Crystal Ball clusters. Therefore, its correlation with the
Crystal Ball elements is necessary to get the correct correlation parameters
during analysis. The correction is performed by selecting exactly one hit
in the Crystal Ball and one in the PID in order to extract the coincidence
signal with minimal background. The PID φ parameters are then obtained
by plotting the PID element hit as a function of the Crystal Ball cluster φ
as shown in figure 5.11b. The projection of each element onto the x-axis is
fitted with a Gaussian (Fig. 5.11a). The mean values of the Gaussian of the
Crystal Ball-φ angle are plotted as a function of the PID element and fitted
with a line.
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Figure 5.11: The Crystal Ball-PID φ angle correlation alignment. (a) is the
projection of one element onto the x-axis while (b) is the spectrum for all
PID elements aligned at different angles.

5.3.4 PID Time Alignment

The PID TDC gains are fixed at 0.117ns/channel as in the Crystal Ball
and Tagger. Therefore, the PID TDC offset correction is determined using
the method described in 5.3.2 . However, the PID element is plotted as a
function of the difference in time between two charged hits in the PID instead
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of two neutral hits in the Crystal Ball. Figure 5.12a shows the time spectrum
of a single element while figure 5.12b shows the time alignment of all PID
elements to zero.
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Figure 5.12: An overview of the PID element hits time. (a) is the time
spectrum of a single element fitted with a Gaussian. The blue line is the hits
time peak position. (b) is the alignment of all PID element hits time to zero.
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Figure 5.13: A comparison of PID time before (red) and after (blue) calib-
ration. The time was aligned around zero after calibration.
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5.3.5 TAPS Calibrations

As discussed in section 3.3.4, TAPS consists of BaF2-PbWO4 and plastic scin-
tillators (Veto) detector elements. The BaF2-PbWO4 are calibrated together
while the Veto is calibrated separately.

TAPS BaF2-PbWO4 Energy Calibration

The analog signal of the TAPS BaF2-PbWO4 elements is fed into two dif-
ferent ADCs. One going into long and the other into short integration gates
(referred herein to as Long Gate (LG) and Short Gate (SG), respectively).
The LG energy calibrations was performed in the same way as in Crystal
Ball NaI ADCs since the LG ADCs work in a similar way. However, due to
insufficient statistics in TAPS, the BaF2-PbWO4 element hits were plotted as
function of Mγγ by considering either two photons in TAPS or one photon in
TAPS and one in the Crystal Ball. This makes the TAPS energy calibration
dependent on the Crystal Ball energy calibration. Thus, the Crystal Ball
calibration has to be finished before the TAPS calibration is started. Figure
5.14 shows the LG energy calibration of a BaF2-PbWO4 element.
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Figure 5.14: TAPS BaF2-PbWO4 LG energy calibration. (a) is a spectrum
for a single element. The green fit is the total fit for the signal and back-
ground, yellow is the background fit and red the signal fit. The blue vertical
line shows the position of the π0 mass. (b) the spectrum from all elements
aligned at the π0 invariant mass is shown.
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Figure 5.15: The π0 mass for a single BaF2-PbWO4 crystal before (red) and
after (blue) energy calibration for the May 2014 beam-time.

After the energy calibration of the LG energy, the gain of the short gate
ADCs need to be calibrated. The calibration was performed by comparing
the energies of the SG to that of the already calibrated LG by using the
following transformation:

rPSA =
√
E2
LG + E2

SG (5.10)

θPSA = tan−1

(
ESG
ELG

)
(5.11)

where ELG and ESG is the energy in LG and SG ADCs, respectively, rPSA and
θPSA are the pulse shape analysis (PSA) radius and angle [71]. When the PSA
radius is plotted as a function of PSA-angle band like structures can be seen
for different particles as shown in figure 5.16. The SG energy is calibrated
such that photon energy in SG equals the energy in LG ADC (ELG = ESG).
This means that photons should be located at PSA-angles of 45 degrees for
all PSA-radii. Protons have smaller PSA-angles and their PSA-radii show
a typical dependence on the PSA-angles (banana shape structures). This is
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due to the fact that a large fraction of their analogue signal is integrated in
the LG ADCs.
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Figure 5.16: TAPS BaF2-PbWO4 SG energy calibration spectrum for a single
element. The banana shape shows the location of the protons while photons
are aligned around angle of 45o in (a). (b) is a projection on the θPSA-axis
fitted with a Gaussian to determine the parameters.

During the calibration process, all clusters in TAPS are selected and their
rPSA and θPSA calculated from the SG- and LG-energies of their central
crystal. The spectrum for each element is then filled. The positions of
the photon bands are determined within two rPSA-intervals at low and high
PSA-radii, respectively, using Gaussian fits to the interval projections on the
θPSA-axis as shown in figure 5.16b. From the two estimated PSA-angles, and
the two mean PSA-radii of the projected intervals, new values for the pedestal
and gain were calculated requesting ELG = ESG. The procedure was iterated
until the correct values were attained. Figure 5.17 shows a comparison of SG
energy projection before (red) and after calibration. Before calibration the
peak position is around 38o but after calibration the position is at 45o as
required.

TAPS BaF2-PbWO4 Time Calibration

Before data taking the TAPS TDC hardware was calibrated using a series of
cables of known length in order to measure known time differences which de-
termines the gains. The time offset alignment calibration of BaF2-PbWO4 is
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Figure 5.17: TAPS BaF2 SG energy projection on the θPSA-axis for a single
element before (red) and after (blue) calibration.

performed in a similar way as in the Crystal Ball time alignment calibration.
Figure 5.18 shows a plot of TAPS element as a function of TAPS neutral
cluster time. All the element hits time are aligned around zero.

TAPS Veto Energy Calibration

Veto ADC calibration was determined by plotting Veto energy (∆E) as a
function of TAPS cluster energy (E) as shown in figure 5.20a. A projection
of this histogram onto the y-axis for Veto energy is fitted with a Gaussian
as shown in figure 5.20b and the centroid of the peak determined. The data
peak positions were fitted to simulation to get the correct values.

TAPS Veto Time Calibration

The Veto TDC offsets were calibrated using the same procedure to that of
the PID by aligning the relative coincidence peaks of the individual detectors
around zero. Figure 5.21a shows a spectrum of Veto hits time for a single
element and figure 5.21b is the spectrum for all Veto elements aligned at
zero. Figure 5.22 shows a comparison of Veto hits time for a single element
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Figure 5.18: TAPS BaF2-PbWO4 time calibration. (a) is a spectrum for a
single TAPS element fitted with a Gaussian is shown. The vertical blue line
shows the peak position. In (b) TAPS element as a function of TAPS neutral
cluster time for all elements aligned around zero is shown.
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Figure 5.19: TAPS hits BaF2-PbWO4 time spectrum for a single element
before (red) and after (blue) calibration.
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Figure 5.20: Veto energy as a function of TAPS cluster energy.

before (red) and after (blue) calibration.
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Figure 5.21: Veto hits time spectrum. (a) is the spectrum for a single element
fitted with a Gaussian. The blue line shows the peak position. (b) is the
spectrum for all Veto elements aligned around zero.

5.4 Tagger Time Calibration

Like the Crystal Ball and PID TDCs, the Tagger TDCs also have a fixed
conversion rate of 0.117ns/channel. Therefore, it is only the TDC offsets
that need to be calibrated to eliminate difference in timing due to different
cable length and other hardware timing difference. Time alignment was
performed after the TAPS was fully calibrated since TAPS was used for the
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Figure 5.22: A comparison of Veto hits time for a single element before (red)
and after (blue) calibration.

time correction due to its good resolution. This was performed by subtracting
TAPS time from Tagger time and the result is plotted against each Tagger
channel as shown in figure 5.23b. A projection onto the x-axis for each
individual Tagger element is then fitted with a Gaussian as shown in 5.23a.
The alignment was done in a similar way as in the Crystal Ball using equation
(5.7). Since there is no dependence between Tagger channels one iteration
was enough to align the Tagger time around zero. After all detectors were
calibrated, the reconstruction of the physics reaction was started (discussed
in chapter 6).
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Figure 5.23: Difference in Tagger and TAPS time alignment. (a) the time
for a single element fitted with a Gaussian and (b) is the spectrum for all
Tagger elements.
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Figure 5.24: A comparison of Tagger-TAPS hits time for a single element
before (red) and after (blue) calibration. Before calibration the peak was
broader and centered around 5 ns. After calibration it is aligned at zero.
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Chapter 6
Data Analysis II: Reconstruction of
the Physics Reaction

This chapter presents the steps taken in the analysis of the physics reaction
γp → π0p → γγp in the energy range Eγ = 210 − 1410 MeV. Section 6.1
describes the subtraction of the tagger random background. The selection
of the π0 is described in section 6.2. The description of the extraction of
the helicity asymmetry E is presented in section 6.3 and the estimates of the
systematic and statistical uncertainties are presented in section 6.4.

6.1 Tagger Random Background Subtraction

During the experiment, not all electron hits that are recorded in the Tagger
are associated with photons that participate in a reaction with the target.
This is due to the fact that some photons are lost due to the collimation
of the beam and many photons pass through without interacting with the
target. The events hits in the Tagger which correspond with a timing coin-
cidence to the photons interacting with the target are refereed to as "prompt
events" while those that are uncorrelated are "random events". The ran-
dom events contribute to the background which has to be subtracted during
analysis. However, it is not possible to identify the contribution of random
background on an event-by-event basis from the incoming photon beam en-
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ergy. Therefore, a statistical subtraction of the random background has to
be performed on all quantities calculated in the analysis that uses the in-
formation of the incoming photon.

The method used in this work for background subtraction uses the coin-
cidence time spectrum between the calorimeters and the photon Tagger for a
sideband subtraction, i.e., quantities calculated using photons from the ran-
dom windows on either side of the prompt window are subtracted from the
quantities calculated from prompt window events [144]. It uses the fact that
a coincidence should be seen in the timing between the photon Tagger and
the calorimeters for the events which interacted with the target. The prompt
peak is distributed around 0 ns for detector element hits corresponding to
photons which interacted with the target as shown in figure 6.1.
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Figure 6.1: Time difference between the Tagger and π0 time. The region
between the red lines represent the prompt events while those between the
blue lines represent the random event samples used for the sideband subtrac-
tion.

Figure 6.1 shows a time spectrum where the prompt and random windows
are marked by red and blue lines, respectively. The distribution of the true
coincidences in the prompt interval [p1, p2] can be calculated by subtracting
the normalized random distributions obtained in the intervals [r1, r2] and
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[r3, r4] from the total distribution in the interval [p1, p2]. The subtraction of
the random coincidences was performed by filling the same histograms with
different weights for events from the prompt and the two random intervals:

Nt = Np − wrNr (6.1)

whereNt is the number of true prompt entries, andNp andNr are the number
of prompt and random entries, respectively. The weight wr was calculated
from the normalization of the time intervals as

wr =
p2 − p1

(r2 − r1) + (r4 − r3)
. (6.2)

Subtraction of the weighted events of the random windows from the prompt
window allows the removal of the random events under the prompt peak. In
order to improve statistical accuracy, the random window should be as large
as possible. In this work the random window was ≈ 18 times the width of
the prompt window.

6.2 Selection of π0 Events

The π0 is the lightest meson with a mass of 134.9766 ± 0.0006 MeV and a
lifetime of (8.52 ± 0.18) × 10−17. Due to its very short lifetime, it is not
possible to detect it directly within the calorimeters. Therefore, its presence
is inferred from the reconstruction of two decay photons which are combined
to get its mass. Therefore, the electromagnetic decay of π0 → 2γ, which has
a branching ratio of 98.823 ± 0.034% [4], will be studied. In order to select
photons participating in the reconstruction of a π0, a cut on the number
of hits in the calorimeters (cluster multiplicity) (Figure 6.2) is first applied
to reduce the event sample into the most probable events for the reaction.
This was done by requiring a events with a maximum of three clusters in
the calorimeters. Events with more than three clusters in the calorimeters
were rejected in order to cut on other competing processes and eliminate
false clusters due to split-off within the crystals. The cluster were classified
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Figure 6.2: The number of clusters per event. The dotted red line shows the
position of the highest cluster used. Events with clusters above the red line
were rejected.

either as charged or neutral. Two separate event classes were, considered;
event class 1 and event class 2, refereed to as inclusive and exclusive analysis
respectively, depending of the number of neutral and/or charged particles.
In the inclusive analysis two neutral particles with/without charged particle
in the final state were considered while in the exclusive analysis two neutral
particles and a proton in the final state were considered.

Using the information from the calorimeters, the mass of π0 was recon-
structed using the energies and momenta of its two decay photons:

Mγγ =
√

(pγ1 + pγ2)2 =
√
p2
γ1 + p2

γ2 + 2pγ1pγ2 (6.3)

where p1 and p2 are the four vectors of the photons. In terms of the energy
and the opening angle between the two photons, the invariant mass can be
expressed as in equation (5.5). The invariant mass of the π0 was reconstruc-
ted by treating all particles in a cluster as photons and combining then in
order to get the mass of the π0. The best combination was determined by
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using a weighted factor χ:

χ =
|Mi,j −Mπ0|

ω
, i 6= j (6.4)

where Mi,j is the reconstructed invariant mass from γi and γj, Mπ0 is the
nominal mass of a π0-meson (Mπ0 = 134.98 MeV) and ω is the width of the
cut. The width ensures that the Mi,j is within Mπ0 ± ω. For this analysis, a
width of ω = 221 MeV was applied and only photon combinations with χ ≤ 1

were considered. If the condition of reconstruction in equation (6.4) is met,
the π0 is reconstructed and stored. Events that satisfied the cut were used for
other subsequent analysis steps. Figure 6.3 shows the reconstructed π0 mass
Mi,j spectra at different photon beam energies with the vertical red lines
indicating the position of the cuts. At the beam energy Eγ = 255± 15 MeV
there is some background on the left which arises from the nucleon Fermi
motion which is predominant in negative z-direction close to threshold. This
will be subtracted later during background subtraction discussed in 6.2.3.
The number of events per energy bin decreases with higher energies due
to the 1/Eγ dependency of the bremsstrahlung photon cross section and
γp→ π0p cross section.

6.2.1 Missing Proton Mass Reconstruction

During the experiment, not all protons produced in the reaction are fully
detected in the calorimeters. This is due to the fact that high energy protons
will punch through the calorimeter’s crystals without fully depositing their
energy, while some low energy protons do not reach the calorimeters due to
energy loss in the PID and the target. Therefore, the recoil proton can be
reconstructed using the missing particle technique. Using this method solves
the problem of low proton detection efficiency, hence, increasing the statistics
for analysis since the low acceptance regions can be accessed.

1The choice of the cut width was determined by performing reconstruction of π0 using
different cut widths and comparing the number of events. It was shown that a cut of 25
MeV included more background events while that of 20 MeV rejected some useful events.
Therefore a safe cut of 22 MeV was used.
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Figure 6.3: Reconstructed π0 invariant mass spectra at different photon beam
energies. Vertical red lines indicate the position of the cut limits.
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The missing proton mass is reconstructed using the 4-vector information
of the reconstructed π0, the incoming photon and the target. In this case
the target is assumed to be at rest. Using the principle of four momenta
conservation the missing proton mass can be calculated:

(Eγ, ~pγ) + (Epin , ~ppin) = (Emiss, ~pmiss) + (Eπ0 , ~pπ0) (6.5)

where (Eγ, ~pγ) and (Epin , ~ppin) are the four vectors of the initial state of
the photon and proton, respectively and (Eπ0 , ~pπ0) is the four vector of π0 .
Therefore, the missing proton mass can be expressed as:

Mmiss =
√

(Eγ +mp − Eπ0)2 − (~pγ − ~pπ0)2. (6.6)

The reconstructed missing proton mass is usually distributed around the pro-
ton mass (938.27 MeV). However, the proton mass was subtracted from the
reconstructed missing proton mass (Eq. 6.7) so that the signal is distributed
around zero as shown in figure 6.4.

∆M = |Mmiss −Mp|. (6.7)

The missing mass spectrum is asymmetric as shown in figure 6.4b, i.e.,
the proton peak is on a broad background which is skewed to the right. The
background originates from the photoproduction processes from the bound
nucleons such as carbon and oxygen in the butanol target. The background
have to be subtracted in order to get the contribution of the free proton.
Figure 6.4b shows a reconstructed proton peak compared to a proton peak
from the Monte-Carlo (MC) simulation. The reconstructed proton mass
agrees well with the MC simulation except on the right side of the peak where
some background is still remaining. This background will be eliminated
through a cut applied to the missing proton mass later in the analysis. The
procedure of the background event subtraction is described in section 6.2.3.

127



CHAPTER 6. DATA ANALYSIS II: RECONSTRUCTION OF THE PHYSICS
REACTION

Missing Mass [MeV]
-250 -200 -150 -100 -50 0 50 100 150 200 250

C
ou

nt
s

0

5000

10000

15000

20000

25000

30000

(a)

Missing Mass [MeV]
-100 -80 -60 -40 -20 0 20 40 60 80 100

C
ou

nt
s

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

(b)

Figure 6.4: The missing proton mass for the reaction γp → π0p distributed
around zero for Eγ = 315 MeV and cos θπ0 = −0.08. In figure (a) the blue
line is the missing proton mass distribution from the butanol target, the
red line is the distribution from the carbon target and the green line is the
difference between the carbon and butanol spectra (see 6.2.3). Figure (b)
shows a comparison of the reconstructed proton mass (green) to that from
MC simulation.

6.2.2 Angular Cuts

In addition to the invariant and missing mass cuts, angular cuts were applied
where the presence of a proton was required (exclusive analysis). This was
performed by using the angular information of the measured proton and
that of the reconstructed proton and meson. Two variables were calculated;
coplanarity and polar angle difference. Figure 6.5 shows a kinematic diagram
of the reaction γp→ π0p where a photon along the z-direction interacts with
a proton at rest to produce a pion at angle θ. Coplanarity was calculated
from the difference |φπ0 − φp|, where φp is the azimuthal angle of the recoil
proton and φπ0 is the azimuthal angle of the π0 meson. The polar angle
difference was calculated from the difference |θcalcp − θmeasp |, where θcalcp is the
polar angle of the proton calculated from the photon and π0 information and
θmeasp is the measured polar angle. Each of them is discussed separately in
the following:
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Figure 6.5: A schematic diagram of the kinematics of the reaction γp →
π0p where a photon along the z-direction interacts with a proton at rest to
produce a pion at angle θ.

Coplanarity

If the π0 and recoil proton are originating from γp → π0p, then the recoil
proton and π0 must lie in the same reaction plane that is spanned by the
incoming photon in the center of mass frame due to momentum conservation.
Therefore, the difference in the azimuthal angle of π0 and recoil proton are
supposed to satisfy the condition:

∆φ = |φπo − φp| = 180o. (6.8)

A plot of ∆φ shows a peak centered around 180o. The method described
in 6.2.3 was used to determine the cut width for the coplanarity. A plot of
M± σ as a function of photon energy shown in figure 6.6 indicates minimal
energy dependence of the coplanarity spectra. Therefore, a fixed cut around
∆φ = 180±20o was applied on the reconstructed hydrogen spectra as shown
in figure 6.7 for a few selected energy bins. To show the quality of data
before and after the coplanarity cut, the missing mass spectrum before and
after the cut is applied is plotted as shown in figure 6.8. Before the cut, the

129



CHAPTER 6. DATA ANALYSIS II: RECONSTRUCTION OF THE PHYSICS
REACTION

 MeVγ E
200 400 600 800 1000 1200 1400

φ
∆ 

150

155

160

165

170

175

180

185

190

195

200

Coplanarity Cut Vs Photon Energy

Figure 6.6: Coplanarity cut positions as a function of photon energy. The
blue points represent the lower and upper cut position. The magenta line is
a polynomial fit to the cut position.

proton peak shows up on a large background, which is significantly reduced
after the cut is applied as shown in figure 6.8 in red.

Polar Angle Difference

After the coplanarity cut, there is still a significant amount of events which
fulfill the coplanarity condition but do not correspond to the reaction γp→
π0p due to the Fermi motion or combinatorics within the given event. There-
fore, a cut on the polar angle difference |θcalcp − θmeasp | helps in reduction of
these events. Monte Carlo (MC) simulation was performed to determine the
width of the cut to be applied. Moreover, the calculated proton angle θcalcp is
ideally the same as the measured proton angle θmeasp resulting in a difference
close to zero. The MC spectrum shows that the different |θcalcp − θmeasp | peak
distribution is primarily less than 6o. Therefore, a safe cut on the polar angle
difference |θcalcp − θmeasp | < 10o was used to avoid rejection of good events. A
spectrum of |θcalcp − θmeasp | for the data is compared to simulation in figure
6.9. The vertical red line indicates the position of the cut. Missing mass
spectrum before (red) and after the polar angle cut (blue) shown in figure
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Figure 6.7: Coplanarity spectra for butanol (blue), carbon (red) and recon-
structed hydrogen (green) for selected energy bins. The coplanarity spectra
shown here are after the polar angle difference cut. In magenta is the Gaus-
sian fit of the reconstructed hydrogen and the black vertical lines show the
cut positions.
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Figure 6.8: The missing mass spectrum before coplanarity cut (black) and
after the cut (red). The blue spectrum is obtained after polar angle cut (see
6.2.2).
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Figure 6.9: The polar angle difference spectrum between the detected and the
calculated proton from data (blue) and MC simulation (red). The vertical
red line shows the cut position.

6.8 shows a significant reduction of background. The remaining background
was subtracted as described in 6.2.3.

6.2.3 Background Events Subtraction

The butanol target consists of hydrogen, carbon and oxygen nuclei which
participate in the reaction. The reconstructed missing mass spectrum from
butanol target in figure 6.4a shows a peak around zero on top of a broad back-
ground. The broad background arises mainly from the Fermi momentum of
the struck nucleon. This is because the nucleons inside the butanol target are
not at rest as assumed in the calculation of the missing proton mass. Thus,
a separate data set taken with a carbon target (see 4.2.2) was analyzed and
the contribution of the carbon and oxygen nuclei to the data was subtrac-
ted to get rid of the background. This was performed by comparing the
missing proton mass spectra obtained using butanol and carbon target data
sets. The missing mass spectrum from carbon data was scaled (discussed in
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6.3.1) in order to correctly describe the broad background. A symmetric pro-
ton mass (expected from hydrogen) was reconstructed from the subtraction
of the spectrum from carbon target from that of the butanol target (figure
6.4a).

However, the background contribution on the reconstructed hydrogen
does not completely vanish, especially at high energies as shown in figures
6.11 and 6.12. This can be attributed to the fact that at high energies other
reaction channels, such as π0π0p and π+π0n, open up and contribute to the
background. For example, at Eγ = 735 ± 15 MeV, there is a bump at the
double pion production threshold. Therefore, a cut on the reconstructed
hydrogen spectra was performed in order to eliminate the remaining back-
ground. To determine the width of the cut to be applied, the reconstructed
hydrogen missing mass spectra was fitted with a Gaussian to estimate the
peak position and the mean (M) and sigma (σ) values were calculated. A
cut around the mean value was performed using:

M(Eγ, θ)± f · σ(Eγ, θ)

where f is a factor to define the size of the cut width.

In the exclusive analysis the background is more suppressed due to the
fact that the recoil proton were detected and additional cuts (see 6.2.2) were
applied. Therefore, f was taken as 2 in the exclusive analysis while in the
inclusive analysis, a value of 1.5 was used in order to minimize contamination
from the broad background distribution. Figures 6.10a and 6.10b show plots
of the cuts applied as a function of photon energy and cos θπ0 , respectively. As
the photon beam energy increases, the missing mass spectra broadens because
the calorimeters resolution becomes poorer as the energy increases. Hence,
energy dependent cuts were applied for each energy bin. Even though there
is no strong dependence of missing mass on cos θπ0 , independent cuts for each
bin were applied to improve the quality of the event selection. Figures 6.11
and 6.12 show the reconstructed hydrogen spectra for different energy bins
for inclusive and exclusive analyses (additional cuts discussed in 6.2.2 were
applied on the spectra), respectively with the black vertical lines indicating
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Figure 6.10: Reconstructed hydrogen missing mass cuts. 6.10a is the cut as
a function of the photon beam energy and 6.10b is a cut as a function of
cos θπ0 . The blue points represent the lower and upper cut positions. The
magenta line is a polynomial fit to the cut position.

the cut positions. The events between the cuts are used for the extraction of
the helicity asymmetry discussed in 6.3.

6.3 Extraction of the Helicity Asymmetry E

The helicity asymmetry E is obtained by studying the photoproduction reac-
tion using a circularly polarized photon beam and a longitudinally polarized
target. Helicity is defined as the projection of the spin vector of a particle to
its momentum vector. The incoming photon and the proton target have spin
1 and 1/2, respectively. During the experiment, the helicity of the photon
beam is flipped between positive and negative direction at a frequency of 1
Hz while target spin orientation either parallel or anti-parallel to the direc-
tion of the photon beam is fixed for a certain period of data taking. Table
6.1 summarizes beam-time information for data taken with different tar-
get polarization orientations. The photon and target spin can be combined
either in parallel or anti-parallel configurations resulting in four total spin
combinations of ±1/2 or ±3/2. Due to parity conservation, there are only
two total spin configurations, i.e., parallel (3/2) and anti-parallel (1/2). The
events from the two helicity configurations were used in the reconstruction
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Figure 6.11: Missing mass spectra for butanol (blue), scaled carbon (red)
and reconstructed hydrogen (green) at different energy bins for the inclusive
analysis. The two black vertical lines define the cut positions.
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Figure 6.12: Missing mass spectra for butanol (blue), scaled carbon (red)
and reconstructed hydrogen (green) at different energy bins for the exclusive
analysis. The two black vertical lines define the cut positions. Angular cuts
were performed on this analysis.
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Beam-time Run No. Target Target Pol. No. of Files Time [hrs]
Nov 2013 322-787 Butanol Positive 264 132
Nov 2013 860-1348 Butanol Negative 276 138
Nov 2013 1358-1483 Carbon 79 38.5
April 2014 3139-3381 Carbon 124 62
May 2014 4188-4508 Butanol Negative 166 83

Table 6.1: Beam time information showing the target polarization orientation
and the number of files used in extraction of the helicity asymmetry E.

of kinematic variables such as invariant and missing mass of π0 as shown in
figure 6.13. It is clear from figure 6.13 that there are no obvious systematic
errors that could arise if the helicity was maintained in one direction. Also,
the spectrum from the difference between parallel and anti-parallel helicity
combinations is symmetric and centered at zero. This means that all the
background events have been subtracted.
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Figure 6.13: Invariant mass (top left) and the missing mass (top right) histo-
gram filled with events from parallel (blue) and anti-parallel (red) configura-
tions of the photon beam and target spin. The bottom row is the difference
between parallel and anti-parallel for invariant mass (left) and missing mass
(right).
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As discussed in section 2.2, the spin dependent cross section in equation
(2.28) reduces to (6.9) in case of helicity asymmetry due to the orientation
of the photon beam and target polarization.

dσh

dΩ
=
dσo
dΩ

(1∓ pTz p
γ
cirE) (6.9)

where h is the total helicity configuration and the ∓ is the overall sign of
the target and photon beam polarization alignment. If the spin is aligned in
the beam direction, which corresponds to the momentum direction, the sign
of the helicity is positive, else it is negative. The spin dependent differential
cross-section for parallel and anti-parallel configurations can be written in
terms of the polarizable (hydrogen) and unpolarizable (carbon and oxygen)
parts of butanol as [145]:

dσ
3
2

dΩB

=
dσ

dΩH

(1− pTz p
γ
cirE) +

dσ

dΩC
, (6.10)

dσ
1
2

dΩB

=
dσ

dΩH

(1 + pTz p
γ
cirE) +

dσ

dΩC
. (6.11)

Dividing the difference of equations (6.10) and (6.11) with their sum we get:

dσ
1
2

dΩB
− dσ

3
2

dΩB

dσ
1
2

dΩB
+ dσ

3
2

dΩB

= pTz p
γ
cirE ·

dσ
dΩH

dσ
dΩH

+ dσ
dΩC

(6.12)

with
dσ
dΩH

dσ
dΩH

+ dσ
dΩC

= Df

as the dilution factor.

The differential cross-section is defined as

dσ

dΩ
=

N

ANγρt∆Ω

Γtotal
Γ

(6.13)

where ρt is the target area density, N is the number of reconstructed events
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in each (Eγ, cos θcm) bin, A is the acceptance in (Eγ, cos θcm) bin, Nγ is
the number of photons in an Eγ bin, ∆Ω is the solid-angle interval ∆Ω =

2π∆ cos(θcm) and Γtotal
Γ

is the decay branching ratio [50].

Using equation (6.12) and (6.13) and assuming that the photon flux for
the two spin configurations is approximately the same (the helicity flips at
a frequency of 1 Hz hence having the same number of events for the two
orientations), the helicity asymmetry E can be redefined as:

E =
1

P T
z · P

γ
cir

· 1

Df

· N
1
2 −N 3

2

N
1
2 +N

3
2

(6.14)

where the dilution factor Df is

Df =
NH

NH +NC

,

N
3
2 and N

1
2 is the number of events for parallel and anti-parallel spin config-

uration, respectively, P T
z is the target polarization (discussed in 4.2.7) and

P γ
cir is the photon beam polarization (discussed in 3.1.4). The dilution factor

will be described in 6.3.1.

6.3.1 Dilution Factor

The extraction of the helicity asymmetry E requires that the dilution factor
(the ratio of polarizable nucleons to total number of nucleons in the target)
is first evaluated. The dilution factor accounts for the non-vanishing carbon
part in the sum of spin 1/2 and 3/2 differential cross sections in equation
(6.12). A static dilution factor Df of the butanol target can be obtained
from the ratio of the number of hydrogen nucleons to the total number of
nucleons in a butanol molecule as in:

Df =
HN

BN

=
10

74
≈ 0.135 (6.15)

where HN is the number of hydrogen nucleons in butanol and BN is the total
number of nucleons in butanol molecule.
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The kinematic cuts applied during analysis affect the number of nucle-
ons at each energy and angular bin. Therefore, an effective determination
of the dilution factor Deff is necessary. This is performed by analyzing a
separate data set obtained using the carbon target in order to subtract the
background contribution (see 6.2.3) from carbon and oxygen nuclei in the
butanol target and 3He/4He from target cooling. Assuming that the energy
and angle dependent yield is the same for the bound nucleons of butanol and
for those of carbon target, the spectra from the carbon target can be scaled
by a factor (scaling factor) so as to describe the background contribution in
the butanol target correctly. The effective dilution factor Deff is defined as:

Deff (E, θ) =
NB(E, θ)− Sf (E, θ) ·NC(E, θ)

NB(E, θ)
(6.16)

where Sf is the scaling factor, NB(E, θ) and NC(E, θ) are the number of
counts from butanol and carbon target, respectively. NB(E, θ) and NC(E, θ)

are accessible from the data but the scaling factor had to be determined for
each energy bin from missing mass spectra obtained using the butanol and
carbon targets.

The missing mass spectra obtained with the butanol target was divided
by missing mass spectra obtained with the carbon target in order to determ-
ine the scaling factor [146]. A combination of a Gaussian and a constant was
fitted to the resulting spectrum as shown in figure 6.14. The Gaussian de-
scribed the peak position while the magnitude of the constant describes the
baseline. The fit parameter of the constant was used as the scaling factor.
The carbon spectrum is then scaled with the scaling factor and subtracted
from the spectrum taken with the butanol target to get a clean proton peak.
Figure 6.15a shows missing mass spectra from butanol and carbon tar-

get data before scaling while figure 6.15b shows missing mass spectra from
butanol and scaled carbon. The background in the missing mass spectrum
obtained using butanol target is well-described by the scaled missing mass
spectrum obtained using the carbon target.

Due to the dependence of missing mass spectra on the energy of the
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Figure 6.14: A spectrum from the ratio of the missing proton mass taken
with butanol and carbon targets. The magenta line is a combined fit of a
Gaussian and a constant. The parameter of the constant defines the baseline
of the spectrum and, thus, used as the scaling factor.
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Figure 6.15: Missing mass spectra from butanol and carbon target before
(a) and after (b) carbon is scaled. The background in the butanol target is
well-described by the scaled spectra.

142



6.3. EXTRACTION OF THE HELICITY ASYMMETRY E

incoming photon and the scattering angle of the meson, the scaling factor was
determined independently for each energy and angular bin. Figure 6.16 shows
the scaling factor as a function of cos θπ0 bin at selected photon energies. In
the subsequent analysis, the scaling factors were used to scale carbon data
for background subtraction and account for variations in photon energy and
the π0 scattering angle.

The scaled missing mass spectrum from carbon was subtracted from that
of butanol. The resulting spectra (reconstructed hydrogen spectra) were
fitted with a Gaussian and cuts described in 6.2.1 were applied. The events
within the cuts were used in calculation of the dilution factor and the helicity
asymmetry E for all energy and angular bins. Due to the dependence of
the dilution factor on the photon energy and the scattering angle of the
meson (π0), the dilution factor and the helicity asymmetry E were calculated
independently for each energy and angle bin. Figure 6.17 shows the missing
mass spectra as a function of cos θπ0 for selected energy bins. Figure 6.18
shows the dilution factor as a function of cos θπ0 for selected photon energy
bins. From figure 6.18 it is clear that the dilution factor is not constant as
suggested by the simple calculation of 0.135 for the static case. Rather it
depends on both the meson polar angle and the photon energy. This is due
to the fact that different cuts applied at different energies affect the number
of nucleons. The dilution factor in the exclusive analysis is higher than that
obtained in an inclusive analysis because the angular cuts applied on the
former suppressed much of the background, hence reducing the total number
of the nucleons.

6.3.2 Data Merging

Data analyzed in this work were taken in three beam-times; November 2013
(butanol+carbon), April 2014 (carbon) and May 2014 (butanol). Extraction
of the helicity asymmetry E was performed independently for November 2013
and May 2014 beam times using carbon data sets for November 2013 and
April 2014, respectively. Therefore, the final values of the helicity asymmetry
E were calculated from the weighted average of the values from the two beam
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Figure 6.16: Scaling factor as a function of cos θπ0 for selected photon energy
bins. The error bars represent the statistical uncertainty.
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Figure 6.17: Missing mass spectra for butanol (blue), scaled carbon (red)
and reconstructed hydrogen (green) for selected energy and cos θπ0 bins. The
vertical black lines shows the cut limits.
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Figure 6.18: Dilution factor as a function of cos θπ0 for selected photon beam,
energies. Red and black dots represent results for exclusive and inclusive
analyses, respectively. The error bars represent the statistical uncertainty.
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times. A weighted average formula was used:

Ē =

∑
(Ei/∆E

2
i )∑

(1/∆E2
i )

(6.17)

where Ei and ∆Ei are the helicity asymmetry E and its associated statistical
error, respectively [147]. The weighted error ∆Ē is given by:

∆Ē =
1√∑

(1/∆E2
i )
. (6.18)

6.4 Statistical and Systematic Uncertainties

This section presents estimation of the associated statistical and systematic
errors in the extraction of the helicity asymmetry E.

6.4.1 Statistical Uncertainties

The calculation of the statistical error for the dilution factor and the heli-
city asymmetry E was calculated using the error propagation method [147]
equation:

σx =

√∑
(σNi)

2

(
∂x

∂Ni

)2

(6.19)

where Ni is the measured variables of x and σ2
Ni

is its uncertainty. Using
equation (6.14) for helicity asymmetry E and (6.16) for the dilution factor,
a simplified form of the helicity asymmetry E is defined as:

E =
1

P T
z · P

γ
cir

·
N 1

2
−N 3

2

N 1
2

+N 3
2
− SfNc

. (6.20)

Only the number of events for two helicity configurations from the butanol
target and from the carbon target were considered in evaluation of the stat-
istical errors. The contribution of the scaling factor, target and photon beam
polarization were considered in the systematic uncertainties. Therefore, the
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statistical uncertainty in E was calculated as;

∆E =

√
(∆N1/2)2

(
∂E

∂N1/2

)2

+ (∆N3/2)2

(
∂E

∂N3/2

)2

+ (∆Nc)2

(
∂E

∂Nc

)2

(6.21)
and dilution factor as;

∆Df =

√
(∆NB)2

(
∂Df

∂NB

)2

+ (∆Nc)2

(
∂Df

∂Nc

)2

(6.22)

where ∆N1/2 =
√
N1/2, ∆N2/2 =

√
N3/2, ∆NB =

√
NB and ∆Nc =

√
Nc

were used.

6.4.2 Systematic Uncertainties

Some of the sources that contribute to the systematic uncertainties include:
target and photon beam polarization, determination of the scaling factor,
analysis cuts applied and the choice of event selection method (inclusive and
exclusive). Different cuts were applied during the analysis, however, only the
effect of the missing mass cut will be described since its spectrum was used
in the extraction of the helicity asymmetry E. A brief description of each of
them will be given in the following sub headings.

Target and Photon Beam Polarization

The uncertainty in the degree of target polarization basically arises from
the uncertainty in the measurement of the starting and ending polarization
values as explained and evaluated in 4.2.7. The uncertainty in the target
polarization was evaluated to be ≈ 3%. The beam polarization was measured
using a Møller polarimeter and compared to the measurement from a Mott
polarimeter. The deviation between the Møller and Mott measurements was
used as the systematic uncertainty. This deviation was ≈ 2%.
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Scaling Factor

In order to scale the carbon data set, a scaling factor was determined by
fitting the ratio of butanol and carbon target data with a combination of a
Gaussian and constant. Therefore, the source of the systematic arose mainly
from the choice of fitting range. The fitting range was varied from ±150 MeV
to ±200 MeV from the mean position of the spectrum. The average deviation
of the asymmetry E was evaluated in both cases and used to determine the
systematic uncertainty ≈ 3.5%.

Missing Mass Cuts

In the evaluation of the helicity asymmetry E, cuts on the missing proton
mass distribution were used. The reconstructed hydrogen missing mass spec-
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Figure 6.19: Helicity asymmetry E as a function of cos θπ0 obtained using 3σ
(black) and 2σ (red) cuts on reconstructed missing mass spectra. The error
bars represent the statistical uncertainty.

tra were fitted with a Gaussian and the mean and sigma values used to de-
termine the cut limits. The variation of the cut limits caused a change in
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the event selection with a narrow cut reducing more background but also
resulting in a loss of some useful events. A wider cut retains more events,
but has a higher possibility of including more background. Therefore, events
from 2σ and 3σ cuts on the reconstructed hydrogen missing mass spectra
were used to extract the helicity asymmetry E. The results were compared
to estimate the systematic uncertainty by calculating the average deviation
of the helicity asymmetry E obtained from the two cuts. This uncertainty
was determined to be ≈ 3.70%. Figure 6.19 shows a plot of the helicity
asymmetry E as a function of the photon energy obtained using 2σ and 3σ

cuts on the reconstructed hydrogen missing mass.

Event Selection Method

Two event classes were used in the extraction of the helicity asymmetry E:
inclusive and exclusive selection. The inclusive analysis has a higher number
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Figure 6.20: Helicity asymmetry E as a function of cos θπ0 for inclusive (black)
and exclusive (red) analysis. The error bars represent the statistical uncer-
tainty.

of events but at higher energies there is more background as compared to the
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exclusive analysis. Therefore, analyses were performed using the two methods
and the average deviation of the helicity asymmetry E was used to determine
an uncertainty of ≈ 3.4%. Figure 6.20 shows the helicity asymmetry E as a
function of cos θπ0 for four selected energy bins for the inclusive and exclusive
analyses.

Summary

The systematic uncertainties from all sources described above were summed
up quadratically to determine the total uncertainty. Table 6.2 summarizes
possible sources of systematic uncertainty. The resulting total uncertainty
was multiplied by the helicity asymmetry E data to get the absolute errors.

Uncertainty Value
Target polarization 2.00%
Beam polarization 2.00%

Scaling factor 3.50%
Missing mass Cuts 3.70%

Event selection method 3.40%
Total 7.10%

Table 6.2: Summary of the systematic uncertainties.
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Chapter 7
Results and Discussions

This chapter presents the results of the helicity asymmetry E for the reaction
channel γp → π0p → 2γp extracted using the method described in chapter
6. Section 7.1 presents the results obtained from the count rate difference
between anti-parallel and parallel helicity configurations (N1/2 − N3/2). A
discussion on the helicity asymmetry E results is presented in section 7.2 and
the interpretation of the present results is presented in section 7.3.

7.1 Count-rate Difference N 1/2 −N 3/2

First information on the helicity asymmetry E can be gained from the nu-
merator (N1/2−N3/2) in equation 6.14. The difference gives the information
on the dependence of the polarized events on the photon energy and the scat-
tering angle of the meson (π0). This is achieved by filling histograms with
the values from different kinematic variables (missing and invariant mass
among others) independently with events from either parallel or anti-parallel
configurations of the photon and target spins. The histograms from differ-
ent beam-times are summed up and the difference between the anti-parallel
and parallel calculated. Figure 7.1 shows the π0 invariant mass and missing
proton mass histograms (top row) for parallel and anti-parallel spin combin-
ations. The bottom row is the difference N1/2−N3/2 of invariant and missing
mass spectra.
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Figure 7.1: Invariant and missing mass histograms filled with events from
parallel (red) and anti-parallel (black) spin configurations (top row). The
count-rate difference for invariant and missing mass (bottom row).

The count-rate difference for both the invariant and missing mass shows a
negative peak around the π0 mass and zero, respectively, an indication of an
overall dominance of total spin 3/2 in π0 photoproduction. Similarly, events
from the two helicity configurations were filled in a histogram as a function
of photon energy as shown in figure 7.2. The energy dependent spectrum is
not smooth at all energy bins as expected due to tagger inefficiencies. The
count-rate difference plotted in figure 7.3 was calculated using the difference
in missing mass spectra for each energy bin for the anti-parallel and parallel
helicity configurations. Considering the count-rate difference as a function
of photon energy shown in figure 7.3, various peaks are visible around 300
MeV, 700 MeV and 1 GeV. These peaks correspond to contributions of dif-
ferent nucleon resonances extracted from experimental data and predicted
by models [49, 15, 16, 17, 19]. The first negative peak correspond to the
∆-resonance region ∆(1232)3/2+ dominated by the total spin 3/2. At the
second resonance region a positive peak is visible at around 700 MeV as
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Figure 7.2: Histogram filled with events from parallel (red) and anti-parallel
(black) spin configurations as a function of photon energy. The energy spec-
trum is not smooth at all energies due to the tagger inefficiencies.

shown in figure 7.3b. This region is dominated by several nucleon resonances
with N(1535)1/2- and N(1520)3/2- having the largest contributions. In this
region a positive peak is visible, an indication of helicity 1/2 dominance. The
third negative peak around 1 GeV corresponds to the third resonance region.
In this region, the main contributions are due to N(1700)3/2-, N(1680)5/2+

and N(1650)1/2- resonances, each contributing ≈ 35%, ≈ 25% and ≈ 20%,
respectively.

7.2 Helicity Asymmetry E Results

In this section results of the helicity asymmetry E are presented in the energy
range Eγ = 210− 1410 for 40 energy bins. Each energy bin is 30 MeV wide
and includes 12 bins in the π0 polar angle. Due to low proton detection
at low reaction energies and high background contribution at high energies,
the helicity asymmetry results presented in this work are for the inclusive
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Figure 7.3: The count-rate difference as a function of energy for W =
1120 − 1885 MeV for the reaction γp → π0p. (a) shows the spectra for
the complete energy range studied while (b) is a zoom out of the same fig-
ure from 1350 MeV. The blue symbols are the count-rate difference scaled
with the target and beam polarization (1/PγPT ) while the black ones are
the unscaled spectrum. The dotted line shows the position of the known
resonances.
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analysis in the range Eγ < 570 MeV and for the exclusive analysis in the
range Eγ > 570 MeV. In all plots, the error bars represent the statistical
uncertainties while the gray bars represent the systematic uncertainties. The
present results are compared to data from CBELSA/TAPS [148] in the energy
range Eγ = 600 − 1230 MeV. Figures 7.4 through 7.7 show the helicity
asymmetry E as a function of the cos θπ0 at different energy bins.

Depending on the contribution of different partial waves to a given reson-
ance, the asymmetry shows various angular shapes at different energy bins.
In the ∆-resonance region ∆(1232)3/2+, the asymmetry shows a strong con-
tribution from the JP = 3

2

+ partial wave. The asymmetry in this region is
mainly negative. In the energy range Eγ = 450−850 MeV, several resonances
contribute to the reaction. The main contributions are from the N(1520)3/2-

and N(1535)1/2- resonances while ∆(1232)3/2+ and N(1440)1/2+ contribute
weakly. Due to the dominance of JP = 1

2

− the values of the helicity asym-
metry E are positive especially for the energy range Eγ = 600 − 800 MeV.
In the energy range Eγ = 870 − 1260, the N(1680)5/2+ and N(1650)1/2-

resonances dominate the asymmetry. A W-shape like structure is observed
in the asymmetry as shown in figure 7.6 and 7.7, an indication of contribu-
tion of both JP = 5

2

+ and JP = 1
2

− partial waves as observed in [60]. In the
energy range Eγ = 1250−1410 MeV, the asymmetry shows a wavy shape, an
indication of contributions from interference of several resonances including
N(1700)3/2-, N(1710)1/2+ and N(1720)3/2+.

The present results show a general agreement with the CBELSA/TAPS
data [148]. However, for energy above 800 MeV there is a discrepancy for
the values between cos θπ0 = ± 0.5. At these angles the present asymmetry
is smaller than the CBELSA/TAPS results. This may be as a result of
systematics arising from the experimental setup and analysis method for
both CBELSA/TAPS and A2Mainz.

In addition, our data are compared to the model predictions (see section
2.3) of MAID (MAID2007) [15], Bonn-Gatchina (BnGa 2014-02) [17] and
SAID (SAID-CM12) [16]. In the ∆-resonance region, our result generally
agrees with the three models simply because only one resonance (∆(1232)3/2+)
contributes in this region. In the energy range Eγ = 470 − 840 MeV (the
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second resonance region), the PWA model of SAID and BnGa gives a good
description of our data except at the backward angles where the present data
is smaller. For the energy range Eγ = 700 − 1020 MeV, the MAID model
shows a large asymmetry compared to our data and other models. This could
be explained by the fact that the SAID and BnGa models have been fitted
with the most recent data sets of cross sections and polarization observables
which were not available at the time when the MAID2007 solution was re-
leased. The SAID and BnGa results and our data show reasonable agreement
for the angular range cos θπ0 ≤ 0.0 but slightly differs for other angles. For
Eγ ≥ 850 MeV, our results tends to favor the BnGa and MAID models. The
asymmetry E results for each cos θπ0 bin have been plotted as a function of
photon beam energy and compared to the models as shown in figure 7.8.

7.3 Interpretation of the Results

This section presents the interpretation of the results both by expansion
of the polarized cross section in terms of Legendre polynomial (7.3.1) and
by simultaneous fitting of cross section and polarization observables in a
combined fit to extract multipole information (7.3.2).

7.3.1 Legendre Polynomial Fits

Photoproduction observables in equation (2.28) can be expanded in terms
of Legendre polynomials up to a maximum angular momentum (Lmax) as
explained in 2.2. The helicity cross section Ê = E · dσ0

dΩ
can be expressed in

the following way:

Ê(W, θ) =

jmax∑
j=0

Aj(W )Pj(cos θ) (7.1)

where Aj are the Legendre polynomial coefficients representing a series of
bilinear products of electromagnetic multipoles and Pj(cosθ) are Legendre
polynomials of order j [23]. The asymmetry E was multiplied with the ex-
perimental unpolarized cross section for γp → π0p reaction from our col-
laboration [19]. jmax in equation (7.1) is related to the maximum orbital

158



7.3. INTERPRETATION OF THE RESULTS

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±225

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±255

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±285

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±315

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±345

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±375

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±405

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±435

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±465

0π
θCos-1 -0.5 0 0.5 1

E

-1

-0.5

0

0.5

1
15 MeV±495

Figure 7.4: Helicity asymmetry E as a function of cos θπ0 for Eγ = 210 −
510 MeV. The symbols and lines represent the data and model predictions,
respectively. • present data, MAID2007 (red), BnGa 2014-02 (green) and
SAID-CM12 (blue). Grey bars are the systematic uncertainties.
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Figure 7.5: Helicity asymmetry E as a function of cos θπ0 forEγ = 510− 810
MeV. The symbols and lines represent the data and model predictions, re-
spectively. • present data, • CBELSA/TAPS data, MAID2007 (red), BnGa
2014-02 (green) and SAID-CM12 (blue). Grey bars are the systematic un-
certainties.
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Figure 7.6: Helicity asymmetry E as a function of cos θπ0 for Eγ = 810−1110
MeV. The symbols and lines represent the data and model predictions, re-
spectively. • present data, • CBELSA/TAPS data, MAID2007 (red), BnGa
2014-02 (green) and SAID-CM12 (blue). Grey bars are the systematic un-
certainties.
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Figure 7.7: Helicity asymmetry E as a function of cos θπ0 for Eγ = 1110−1410
MeV. The symbols and lines represent the data and model predictions, re-
spectively. • present data, • CBELSA/TAPS data, MAID2007 (red), BnGa
2014-02 (green) and SAID-CM12 (blue). Grey bars are the systematic un-
certainties.
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Figure 7.8: Helicity asymmetry E as a function of photon beam energy for
different cos θπ0 bins. The symbols and lines represent the data and model
predictions, respectively. • present data, MAID2007 (red), BnGa 2014-02
(green) and SAID-CM12 (blue). Grey bars are the systematic uncertainties.
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angular momentum Lmax of the pπ system (jmax = 2Lmax). For example, if
Lmax = 1 then jmax = 2, meaning that only S- and P-waves will contribute to
the resonances. The number of terms required in the Legendre series, jmax,
depends on the orbital angular momentum of the partial wave amplitude
or the highest spin of the resonances existing in the studied energy range,
e.g., an isolated resonance with spin J = (2Lmax + 1)/2 can contribute to
coefficients Aj only with even j up to j = 2Lmax and to other coefficients
via interference with the background amplitudes [19]. In addition, jmax is
limited by the quality of the data being fitted, e.g., data with high statistics
can be well-described with fits of higher orders of jmax.

In this work, the Ê was fitted with Legendre polynomials of order jmax =

4, 6, 8 and 10 to determine the best fit to the data. The reduced χ2, i.e.,
χ2/NDF was plotted as a function of energy for each energy bin as shown
in figure 7.9a and a zoom out in figure 7.9b. A comparison of the reduced
χ2 for the fits with different values of jmax shows that there is no significant
difference in the χ2 for jmax = 8 and 10. Using jmax = 8 would have been
the best choice but due to low statistics of our data it was not used. Instead
jmax = 6 was used in order to get a reasonable fit to the data. Low order
fits such as jmax = 4 were not used because they could only describe the
data well for energies ≤ 1 GeV but not for energies above 1 GeV. In the
∆(1232)3/2+ region, the χ2 values are large (between 2-35) compared to
those in energy ≥ 570 MeV due to very small statistical uncertainties arising
from high statistics in the ∆(1232)3/2+ region.

Figures 7.10 through 7.11 show a fit on the Ê data up to jmax = 6. This
resulted in seven coefficients which are plotted as a function of photon beam
energy as shown in figure 7.12. The errors in the coefficients represent the
uncertainties obtained from the fits that took into account only the statistical
uncertainties of the polarized cross section Ê. The coefficient Aj results show
some bumps corresponding to different resonance regions. The first coefficient
A0 shows a clear structure in the ∆-resonance region and first resonance
region. A1 and A3 show peaks in the third-resonance region while A4 and A5

show peaks in the fourth-resonance region. The coefficients are compared to
results obtained by fitting MAID, BnGa and SAID models prediction with
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Figure 7.9: The χ2/NDF for the Legendre polynomial as a function of the
photon energy for jmax = 4, 6, 8 and 10. (b) is a zoom out of figure (a).

Legendre polynomials up to jmax = 6. The fits from all model predictions
reproduce fairly well only the coefficient A0 as shown in figure 7.12. Other
coefficients (A1 − A6) show large discrepancies especially in the ∆-region.
The expansion of the present polarized cross section only serves as a first
step towards a full single energy partial wave analysis. A direct extraction
of the partial wave amplitudes by simultaneously fitting the present data,
other polarization observables and cross sections is discussed in section 7.3.2.
However, the expansion of the polarized cross section in terms of Legendre
polynomials shows the sensitivity of the data to partial wave amplitudes up
to F-waves (Lmax = 3).

7.3.2 Multipole Analysis

In addition to Legendre expansion, a multipole analysis using the present
data in combination with other experimental data (differential cross sections
and polarization observables) was performed. A single energy fitting program
[149], based on MINUIT [135] was used to determine the electromagnetic
multipoles of pseudoscalar meson photoproduction from experimental cross
sections and observables. The multipole fits are performed on fixed energy
positions using the energy information of the unpolarized cross section σo.
This is because σo have higher data points as compared to polarization ob-
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Figure 7.10: Legendre polynomial fit for Ê as a function of cos θπ0 for Eγ =
210− 810 MeV.
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Figure 7.11: Legendre polynomial fit for polarized cross section Ê as a func-
tion of cos θπ0 for Eγ = 810− 1410 MeV.
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servables data which are mostly available in wider energy binning and with
low statistics [150]. The multipoles are extracted using a χ2 minimization
with a possibility of adding an additional constraints.

The differential cross section and the polarization observables can be ex-
pressed in terms of CGLN amplitudes (see equation (2.18)) which depend
on the electromagnetic multipoles EL± and ML± for multipoles of order L
up to Lmax and the derivatives of the Legendre polynomials describing their
angular dependencies. Therefore, the observables from the beam-target po-
larization in equation (2.28) can be expressed in terms of the four CGLN
amplitudes Fi as follows:

σ0 = Re(|F1|2 + |F2|2 − 2 cos θF1F2 + 1
2

sin2 θ(|F3|2 + |F4|2 + 2F2F3

+2F1F4 + 2 cos θF3F4)) · ρ
σoΣ = −1

2
sin2 θRe{|F3|2 + |F4|2 + 2(F2F∗3 + F4F∗1 + cos θF4F∗3 )} · ρ

σoT = sin θIm{F∗1F3 −F∗2F4 + cos θ(F∗1F4 −F∗2F3)− sin2 θF4F∗3 )} · ρ
σoP = sin θIm{F∗2F4 − 2F∗1F2 −F1F3 + cos θ(F∗2F3 −F∗1F4) + sin2 θF4F∗3 )} · ρ
σoE = Re{|F1|2 + |F2|2 − 2cosθF2F∗1 + sin2 θ(F1F∗4 + F2F∗3 )} · ρ
σoF = sin θRe{F∗1F4 −F∗2F4 + cos θ(F∗1F4 + F∗2F3)} · ρ
σoG = sin2 θIm{F∗2F3 + F∗1F4} · ρ
σoH = sin θIm{F∗1F2 + F∗1F3 −F2F4 − cos θ(F∗2F3 −F∗1F4)} · ρ

where ρ = q
k
is a phase space factor given by meson and photon momenta q

and k.

From the relationship between the observables and the electromagnetic
multipoles, a χ2 function with multipoles as fit parameters and physical ob-
servables as experimental input can be created. In this work, the experi-
mental results listed in 7.1 from our collaboration were used. The fitting
algorithm uses a start parameter from an existing photoproduction or par-
tial wave analysis (PWA) model. In this work the Bonn Gatchina (BnGa)
PWA model was used. The starting values for all fitting parameters are
changed slightly by random numbers within an adjustable band around the
model solution.

The multipole fits were performed in the energy range Eγ = 210 − 1410
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Observable Energy Range [MeV] Number of data points
σ0 218-1443 7380
σF 145-419 4500
σT 145-419 4500
F 425-1445 465
T 425-1445 466
Σ 146-206 528
E 210-1410 480

Table 7.1: A summary of the experimental photoproduction data used for
multipole fitting. σo is the unpolarized cross sections [19], σT = σo · T and
σF = σo ·F are the polarized cross section [151], and F [152], T [152], Σ [153]
and E are experimental polarization observables data from A2Mainz.

MeV for maximum orbital angular momentum Lmax = 3. This results in
twelve multipoles: E0+, E1+, M1+, M1−, E2+, E2−, M2+, M2−, E3+, E3−,
M3+ andM3−. The phase of the fitted multipole was not fixed to the models.
The results of some multipoles: E0+, E1+, M1+, M1−, E2− and M3− are
shown in figures 7.13 through 7.15 (other multipole results are in appendix
A.3). From the results, it is not clear if the data fits well to the multipoles
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Figure 7.13: Multipole fit results for E0+ (a) and E1+ (b). The blue and red
colors represent the real and the imaginary parts of the multipoles, respect-
ively.

since the data points are spread over a large region without a definite shape.
Therefore, no meaningful information of the multipoles can be extracted.
This may be due to the fact that the observables data are limited in energy
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and have wide angular bins. In order to have a better fit, an additional
constraint was introduced in the form of a "penalty term" to the χ2 such
that the minimization is implemented using a function:

fFCN = χ2 +Q (7.2)

where Q is the "penalty term". Q is designed in a way that it gets larger if
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Figure 7.14: Multipole fit results for M1+ (a) and M1− (b). The blue and
red colors represent the real and the imaginary parts of the multipoles, re-
spectively.
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Figure 7.15: Multipole fit results for E2− (a) and M3− (b). The blue and red
colors represent the real and the imaginary parts of the multipoles, respect-
ively.

the fit parameter deviates from the model solution. Any deviation from the
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model is "penalized" in the fitting. This ensures that the single energy fits
at different energies fulfill a smooth energy dependence constraint especially
where the experimental data are too few (in-terms of number of observables
or angular coverage) or have limited precision.

The algorithm supports different penalty terms as explained in [150].
However, in this work CGLN amplitudes Fi, i = 1...4 in equation (2.18) were
used to calculate the "penalty term". A weighting factor of fi = 0.5 for each
CGLN amplitude Fi was applied. The weighting factor adjust the size of the
penalty contribution Q relative to χ2. Figures 7.16 through 7.18 show the
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Figure 7.16: Multipole fit results for E0+ (a) and E1+ (b). The blue and red
colors represent the real and the imaginary parts of the multipoles, respect-
ively.

multipole fit results after a "penalty term" was included. In this case, the
M1+ multipole fits well to the data in the whole energy range while other
multipoles show reasonable fits only above the ∆-resonance region. The fit
to the data depends on the choice of the model for starting parameters and
the "penalty term". A change of the model, (e.g., to MAID or SAID) or
the "penalty term", (e.g., use helicity amplitudes) will affect the fit para-
meters and also the smoothness of the fit. This explains the importance of
more experimental data (of which the helicity asymmetry E will be part) to
unambiguously extract the multipole information. It is expected that when
more polarization observable data is available, it will be possible to extract
the multipoles information without much model dependence.
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Figure 7.17: Multipole fit results for M1+ (a) and M1− (b). The blue and
red colors represent the real and the imaginary parts of the multipoles, re-
spectively.
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Figure 7.18: Multipole fit results for E2− (a) and M3− (b). The blue and red
colors represent the real and the imaginary parts of the multipoles, respect-
ively.
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Chapter 8
Summary and Conclusions

The main aim of this thesis was to study the helicity dependence of π0 photo-
production on protons with the Crystal Ball at MAMI. This was motivated by
the quest of gaining better understanding of the baryon resonances decaying
to π0p. The resonances are broad and overlapping, making their interpreta-
tion a challenge since most of the existing data are from cross sections only.
Therefore, measurement of the polarization observables for different final
states of mesons provides a way of constraining the scattering amplitudes.
In this work the helicity asymmetry E was extracted from experimental data
taken in three beam-times.

The experiment was run with an electron beam of 1557 MeV with 77.55±
2% degree of polarization. The beam impinges on a radiator to produce
photons via bremsstrahlung. The energy of the photons was determined
by the difference between the energy of the incoming electron beam and
scattered electron detected in the tagger focal plane detector. A circularly
polarized photon beam and a longitudinally polarized butanol target was
used in combination with a set of detectors (Crystal Ball and TAPS). The
internal polarizing superconducting magnet for the Mainz frozen spin target
has been developed and tested at liquid helium temperatures. The measured
field at the center of the coil was 2.32 T at a current of 45 A which is close to
the projected value of 2.4 T. The homogeneity of the coil is 1.22×10−3 which
is higher than the calculated value of 5.9 × 10−5 mainly due to production
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imperfections. Since the magnet was a first prototype, there is hope that
it can be improved to attain the required magnetic field and homogeneity.
This can be achieved by using a superconducting wire with higher critical
current to avoid early quenching and by using a winding machine, mounted
with cameras to monitor the winding of the coil, to avoid imperfections which
affect the homogeneity.

In the extraction of double polarization observable E, the effective di-
lution factor was calculated independently for each cos θπ0 bin for a given
photon energy bin. The results were compared to CBELSA/TAPS data and
partial wave analysis models of MAID, BnGa and SAID. The present res-
ults show a general agreement with the CBELSA/TAPS data. However,
at angles between cos θπ0 = ±0.5 the present asymmetry is smaller than
the CBELSA/TAPS results. The models describe well the data in the ∆-
resonance region (only one resonance (∆(1232)3/2+) contributes) but dis-
crepancies in both the data and the models are observed in the second and
third-resonance regions.

The helicity asymmetry was multiplied by the unpolarized cross section
and expanded in terms of Legendre polynomials up to a maximum orbital
angular momentum Lmax = 3. The extracted polynomial coefficients were
plotted as a function of photon energy and compared to model predictions.
The fits from all model predictions reproduce fairly well the coefficient A0

but other coefficients (A1 − A6) show large discrepancies especially in the
∆-resonance region. However, the expansion of the polarized cross section
in terms of Legendre polynomials shows the sensitivity of the data to partial
wave amplitudes up to F-waves (Lmax = 3) even though this was only a first
step towards a full single energy partial wave analysis. The present helicity
asymmetry data was simultaneously fitted with the cross section and other
polarization observables (from A2Mainz data) in a combined fit to extract
multipole information. A fit was done only up to F-waves (Lmax = 3) us-
ing the BnGa model for the starting parameters and the CGLN amplitudes
to calculate the penalty term. No meaningful extraction of multipoles is
possible when data is fitted directly without penalty term. However, after
introduction of a penalty term the results show good fit of the data to multi-
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poles at higher energies but show large deviations at the ∆-resonance region
except for M1+. It is expected that when more polarization observable data
is available, it will be possible to extract the multipoles information without
much model dependence.

In conclusion, the helicity asymmetry E has been measured in the energy
range Eγ = 210− 1410 MeV. The results in the energy range Eγ = 210− 600

MeV has been measured for the first time. Expansion of the polarized cross
section in terms of Legendre polynomials shows the sensitivity of the data
to partial wave amplitudes. In addition, the extraction of electromagnetic
multipoles indicates that the data will provide a significant contribution in
the extraction of the nucleon resonances.
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Appendix A
Appendix

A.1 Polarization Observables Expanded in Terms

of Other Amplitudes

In addition to the CGLN amplitudes discussed in section 2.1, helicity amp-
litudes Hi and transversity amplitudes b can be used to describe further the
photoproduction reaction beyond unpolarized cross section. In a meson pho-
toproduction reaction given by equation (2.1), the helicity of the incident
photon is λ = ±1 while that of the target nucleon in initial and final states
is νi = ±1/2 and νf = ±1/2 respectively. Therefore a linear combination of
these helicities yields eight matrix combinations given by

Hνf , µ = 〈νf |T |λγvi〉 (A.1)

with µ as the final state helicity [28]. However, due to parity conservation
they reduces to four independent helicity amplitudes given as

H1 = H+1/2,+3/2 = H−1/2,−3/2

H2 = H+1/2,+1/2 = H−1/2,−1/2

H3 = H−1/2,+3/2 = H+1/2,−3/2

H1 = H+1/2,−1/2 = H−1/2,+1/2

(A.2)
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The helicity amplitudes can be expressed in term of the CGLN as in equation
(A.3). [154];

H1(θ, φ) =
−1√

2
eiφ sin θ cos

(
θ

2

)
(F3 + F4)

H2(θ, φ) =
√

2 cos

(
θ

2

)[
(F2 − F1) +

1

2
(1− cos θ)(F3 − F4)

]
H3(θ, φ) =

1√
2
e2iφ sin θ sin

(
θ

2

)
(F3 − F4)

H4(θ, φ) =
√

2eiφ sin

(
θ

2

)[
(F1 + F2) +

1

2
(1 + cos θ)(F3 + F4)

]
(A.3)

Additionally, helicity amplitudes can be expressed in terms of electromagnetic
multipoles as in equation (A.4) [28];

H1 =
1√
2

cos
θ

2
sin θ

∞∑
l=1

[
El+ −Ml+ − E(l+1)− −M(l+1)−(P ′′l − P ′′l+1)

]
,

H2 =
1√
2

cos
θ

2

∞∑
l=1

[
(l + 2)El+ + lMl+ + E(l+1)− − (l + 2)M(l+1)−(P ′l − P ′l+1)

]
,

H3 =
1√
2

sin
θ

2
sin θ

∞∑
l=1

[
El+ −Ml+ + E(l+1)+ −M(l+1)−(P ′′l + P ′′l+1)

]
,

H4 =
1√
2

sin
θ

2

∞∑
l=1

[
(l + 2)El+ + lMl+ − E(l+1)− + (l + 2)M(l+1)−(P ′l − P ′l+1)

]
.

(A.4)

From equation (A.4) transversity amplitudes described in [25] can be
constructed as;

b1 =
1

2
[(H1 +H4) + i(H2 −H3)],

b2 =
1

2
[(H1 +H4)− i(H2 −H3)],

b3 =
1

2
[(H1 −H4)− i(H2 +H3)],

b4 =
1

2
[(H1 −H4) + i(H2 −H3)].

(A.5)
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A.1. POLARIZATION OBSERVABLES EXPANDED IN TERMS OF OTHER
AMPLITUDES

A bilinear product of helicity or transversity amplitudes results to sixteen
polarization observables listed in table A.1.

Observable Helicity representation Transversity representation Group
σo

1
2(|H1|2 + |H2|2 + |H3|2 + |H4|2) 1

2(|b1|2 + |b2|2 + |b3|2 + |b4|2)
Σσo Re(H1H

∗
4 −H2H

∗
3 ) 1

2(−|b1|2 − |b2|2 + |b3|2 + |b4|2) S
Tσo Im(H1H

∗
2 +H3H

∗
4 ) 1

2(|b1|2 − |b2|2 − |b3|2 + |b4|2)
Pσo −Im(H1H

∗
3 +H2H

∗
4 ) 1

2(−|b1|2 + |b2|2 − |b3|2 + |b4|2)

Gσo −Im(H1H
∗
4 +H2H

∗
3 ) 2Im(−b1b∗3 − b2b∗4)

Hσo −Im(H1H
∗
3 −H2H

∗
4 ) −2Re(b1b

∗
3 − b2b∗4) BT

Eσo
1
2(−|H1|2 + |H2|2 − |H3|2 + |H4|2) −2Re(b1b

∗
3 + b2b

∗
4)

Fσo Re(H1H
∗
2 +H3H

∗
4 ) 2Im(b1b

∗
3 − b2b∗4)

Ox′σo −Im(H1H
∗
2 −H3H

∗
4 ) −2Re(−b1b∗4 + b2b

∗
3)

Oz′σo Im(H1H
∗
4 −H2H

∗
3 ) −2Im(−b1b∗4 − b2b∗3) BR

Cx′σo −Re(H1H
∗
3 +H2H

∗
4 ) 2Im(b1b

∗
4 − b2b∗3)

Cz′σo
1
2(−|H1|2 − |H2|2 + |H3|2 + |H4|2) 2Re(b1b

∗
4 + b2b

∗
3)

Tx′σo Re(H1H
∗
4 +H2H

∗
3 ) −2Re(−b1b∗2 + b3b

∗
4)

Tz′σo Re(H1H
∗
2 −H3H

∗
4 ) −2Im(b1b

∗
2 − b3b∗4) T R

Lx′σo −Re(H1H
∗
3 −H2H

∗
4 ) −2Im(−b1b∗2 − b3b∗4)

Lz′σo
1
2(|H1|2 − |H2|2 − |H3|2 + |H4|2) Re(−b1b∗2 − b3b∗4)

Table A.1: Polarization observables for pseudoscalar mesons expressed in
terms of helicity and transversity amplitudes [25, 26, 27].
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A.2 Experimental Trigger
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Figure A.1: A schematic diagram of the experimental trigger [155].
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A.3 Multipoles Analysis Fits
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Figure A.3: Multipole fit results for E2+ (a) and M2+ (b) without penalty
term. The blue and red colors represent the real and the imaginary parts of
the multipoles, respectively.
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Figure A.4: Multipole fit results for M2− (a) and M3+ (b) without penalty
term. The blue and red colors represent the real and the imaginary parts of
the multipoles, respectively.
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Figure A.5: Multipole fit results for E3+ (a) and E3− (b) without penalty
term. The blue and red colors represent the real and the imaginary parts of
the multipoles, respectively.

W / MeV
1100 1200 1300 1400 1500 1600 1700 1800 1900

2+
E

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

E2p

(a)

W / MeV
1100 1200 1300 1400 1500 1600 1700 1800 1900

2+
M

-1.5

-1

-0.5

0

0.5

1

M2p

(b)

Figure A.6: Multipole fit results for E2+ (a) and M2+ (b) with penalty term.
The blue and red colors represent the real and the imaginary parts of the
multipoles, respectively.
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Figure A.7: Multipole fit results forM2+ (a) andM3+ (b) with penalty term.
The blue and red colors represent the real and the imaginary parts of the
multipoles, respectively.
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Figure A.8: Multipole fit results for E3+ (a) and E3− (b) with penalty term.
The blue and red colors represent the real and the imaginary parts of the
multipoles, respectively.
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