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Summary

This thesis deals with the investigation of charge generation and recombination

processes in three different polymer:fullerene photovoltaic blends by means of

ultrafast time-resolved optical spectroscopy. The first donor polymer, namely

poly[N-11”-henicosanyl-2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothia-

diazole)] (PCDTBT), is a mid-bandgap polymer, the other two materials are the

low-bandgap donor polymers poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-

b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole) (PCPDTBT) and poly[(4,4’-

bis(2-ethylhexyl)dithieno[3,2-b:2’,3’-d]silole)-2,6-diyl-alt-(2,1,3-benzothiadiazole)-

4,7-diyl] (PSBTBT). Despite their broader absorption, the low-bandgap polymers

do not show enhanced photovoltaic efficiencies compared to the mid-bandgap sys-

tem.

Transient absorption spectroscopy revealed that energetic disorder plays an im-

portant role in the photophysics of PCDTBT and that in a blend with PCBM

geminate losses are small. The photophysics of the low-bandgap system PCPDTBT

were strongly altered by adding a high boiling point cosolvent to the poly-

mer:fullerene blend due to a partial demixing of the materials. We observed

an increase in device performance together with a reduction of geminate recom-

bination upon addition of the cosolvent. By applying model-free multi-variate

curve resolution to the spectroscopic data, we found that fast non-geminate re-

combination due to polymer triplet state formation is a limiting loss channel in

the low-bandgap material system PCPDTBT, whereas in PSBTBT triplet for-

mation has a smaller impact on device performance, and thus higher efficiencies

are obtained.
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Zusammenfassung

Diese Arbeit befasst sich mit der Untersuchung von Ladungserzeugungs- und

Rekombinationsprozessen in drei Polymer-Fulleren-Systemen, die in organischen

Solarzellen verwendet werden. Dazu wurde ultraschnelle, zeitaufgelöste Spek-

troskopie verwendet. Beim ersten Donor-Polymer handelt es sich um Poly[N -

11”-henicosanyl-2,7-carbazol-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothiadiazol)]

(PCDTBT), welches eine mittelgroße Bandlücke aufweist. Die anderen beiden

Donormaterialien, Poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b’]-di-

thiophen)-alt-4,7-(2,1,3-benzothiadiazol) (PCPDTBT) und Poly[(4,4’-bis(2-ethyl-

hexyl)dithieno[3,2-b:2’,3’-d]silol)-2,6-diyl-alt-(2,1,3-benzothiadiazol)-4,7-diyl] (PS-

BTBT), sind Polymere mit einer kleinen Bandlücke. Trotz breiterer Absorp-

tion erreichen die rot absorbierenden Polymere keine oder eine nur geringfügig

verbesserte Effizienz in einer organischen Solarzelle.

Transiente Absorptionsspektroskopie zeigte, dass die photophysikalischen Prozesse

in PCDTBT stark von der energetischen Unordnung des Systems beeinflusst wer-

den und nur wenig geminale Verluste in einer Mischung mit PCBM vorliegen.

Die photophysikalischen Prozesse in PCPDTBT zeigten eine starke Abhängigkeit

von verwendeten Lösungsmittelzusätzen. So konnte durch Zugabe von ODT

eine Effizienzsteigerung beobachtet werden, die mit einer Reduktion der gem-

inalen Rekombination einherging. Mittels eines soft-modeling Ansatzes kon-

nten wir weiterhin beobachten, dass schnelle, nicht-geminale Rekombination,

bedingt durch Polymer-Triplettgeneration, die Effizienz des rot absorbierenden

PCPDTBT Polymers in Solarzellen beeinträchtigt, wohingegen das PSBTBT

Polymer weniger stark davon betroffen ist und bessere Effizienzen zeigt.
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Chapter 1

Introduction

Every second 3.86×1026 J energy is released at the core of the sun, of which

1366 Wm−2 reach the earth’s atmosphere.[1] Absorption losses in the atmosphere

further reduce the irradiance of the sun yielding approximately 1000 Wm−2 at

the surface of the earth. For Germany, a yearly average of the global radiation

of 1096 kWhm−2 was measured in 2012,[2] together with a gross electricity con-

sumption of 605.6 TWh.[3] Assuming that the global radiation could be converted

with 100 % efficiency, less than 0.2 % of the total area of Germany would have

to be covered with solar panels to generate the yearly gross electricity consump-

tion. Obviously, the assumed efficiency is far from being realistic and completely

ignores the difficult questions of energy storage, but nonetheless the example

stresses the immense potential of solar energy. Conventional photovoltaics are

based on silicon because of module efficiencies in excess of 20 % and a stability

of more than 25 years. However, the production of silicon-based solar cells is

energy consuming and expensive, motivating the development of organic photo-

voltaics (OPV) which are unrivaled in terms of processing cost, processing speed

and processing simplicity.[4] The variety of different polymers offers a large ver-

satility regarding color and transparency of the solar cells and together with the

mechanical flexibility of the systems, several new applications are being targeted.

Recently, a backpack with an integrated OPV panel, used to charge e.g. a cell

phone, was developed, or applications in architecture like the integration of solar

panels in large area facades are possible due to their light weight. With the semi-

transparency of organic solar cells one could further think of sun light passing

through a window and at the same time generating electricity.
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Figure 1.1: Photon flux calculated from the AM1.5G solar spectrum together with
the normalized integrated photon flux and the approximate onset of absorption of
several materials used in photovoltaics. The AM1.5G data is taken from [7].

The state of the art single junction solution processed organic solar cell shows

a device efficiency exceeding 9 %,[5] and efficiencies exceeding 10 % have been

reported for tandem devices.[6] However, in order to compete with conventional

silicon solar cells the efficiency of organic solar cells and their lifetime have to

be increased further. The long time benchmark system of first generation of

OPV materials is a blend consisting of the donor polymer poly(3-hexylthiophene)

(P3HT) and the fullerene acceptor [6,6]-phenyl-C61-butyric acid methyl ester

(PCBM), which is limited to approximately 5 % efficiency. This is in part caused

by the poor overlap of absorption with the solar spectrum, as P3HT:PCBM

exhibits an onset of absorption around 630 nm. The charge generation usually is

a one photon process so that the absorption of the solar cell should match the

photon flux rather than the irradiance of the sun, with the latter being slightly

blue-shifted.

Figure 1.1 shows the photon flux calculated from the AM1.5G solar spectrum

together with the normalized integrated photon flux, indicating that only about

22 % of the emitted solar photons can be harvested for photocurrent generation in

a mid-bandgap polymer fullerene device like P3HT:PCBM. Silicon has an onset

of absorption around 1100 nm increasing the available photon flux to 63 % of the

2



total photon flux, almost a factor of 3 larger than that of P3HT:PCBM. This stim-

ulated the development of low-bandgap polymers for application in organic so-

lar cells. Two prototypic candidates, namely poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-

cyclopenta[2,1-b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole), in short

PCPDTBT, and poly[(4,4’-bis(2-ethylhexyl)dithieno[3,2-b:2’,3’-d]silole)-2,6-diyl-

alt-(2,1,3-benzothiadiazole)-4,7-diyl] (PSBTBT), exhibit an onset of absorption

around 850 nm, thereby increasing the fraction of accessible photon flux to ap-

proximately 44 %. However, device efficiencies are reported to be only around

5 %, clearly missing the expected increase compared to the mid-bandgap poly-

mer P3HT. Therefore, more insight into the photophysics of charge generation

and recombination are necessary to develop novel, better performing materials.

In this thesis the photophysics of the mid-bandgap polymer poly[N-11”-henicosanyl-

2,7-carbazole-alt-5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothiadiazole)] (PCDTBT) and

the above mentioned PCPDTBT and PSBTBT are investigated to gain insight

into the loss mechanisms of organic solar cells.

This thesis consists of five chapters, of which the present one shortly introduces

organic photovoltaics and motivates the aim of this work. The second chapter

(Theoretical Background) contains the theoretical framework of the photophysics

of organic solar cells and ultrafast spectroscopy. First, a short introduction to the

photophysics of conjugated polymers is given, followed by a general description

of organic photovoltaics and a short review of the materials used in organic solar

cells. After that the mechanisms of charge photogeneration in organic materials

are presented and current results from literature are discussed. The loss processes

in organic solar cells are explained, followed by a short introduction to ultrafast

phenomena and nonlinear optics as a basis for femtosecond time-resolved spec-

troscopy.

The third chapter (Experimental Methods and Materials) contains information

about the characterization of organic solar cells and describes the setups used

for time-resolved spectroscopy. The focus is placed on transient absorption spec-

troscopy, and a short overview of the techniques employed to analyze transient

absorption data is given.

In chapter four (Results and Discussion) the results of all experimental work done

for this thesis are presented and discussed. Some of the projects were partially

3



1. Introduction

published in peer reviewed journals, and therefore the results are partially a col-

lection of published articles.1 The first case study deals with the mid-bandgap

polymer PCDTBT and the charge generation and recombination mechanisms in

its blend with a fullerene electron acceptor. Furthermore, the effect of large en-

ergetic disorder observed in this material blend is discussed. In the second case

study the effect of a high boiling point cosolvent on the photophysics and the

morphology of the low-bandgap polymer PCPDTBT in a photovoltaic blend is

presented. The third case study investigates the low-bandgap donor PSBTBT,

which is very similar to PCPDTBT except for the substitution of the bridge-head

atom. The model-free analysis of the spectroscopic data revealed that polymer

triplet states are generated in the polymer fullerene blend, representing an addi-

tional loss channel limiting device performance. The PCPDTBT material system

is revisited and the results for the two donor polymers are compared, revealing

that the triplet generation is faster in PCPDTBT and limits its performance in

a solar cell.

Chapter five (Conclusion and Outlook) contains a short summary of the results,

and conclusions concerning charge generation and loss mechanisms are presented.

Finally, a short outlook is given, in which ways to improve the materials for

organic photovoltaics are discussed and improvements of the experimental tech-

niques are suggested.

1In accordance with the MPGC examination regulations §11.1
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Chapter 2

Theoretical Background

2.1 Electronic Configuration of Carbon in

Organic Semiconductors

The carbon atom has six electrons with the configuration 1s22s22p2 of which

four electrons are placed in the outer shell. These four electrons participate in

bonding interactions, and by linear combination of s- and p-orbitals so called

hybrid orbitals are formed which are necessary to explain the different bonding

types of carbon.

In organic semiconductors mostly sp2-hybridization can be found in which three

in-plane sp2-hybrid orbitals and one pz-orbital oriented perpendicular to the plane

are formed. When carbon atoms are brought together, two overlapping sp2-

orbitals interact to form a strong σ-bond which yields the backbone of a polymer

chain. Due to the in-phase interference of the electronic wave functions in a

σ-bond, the participating electrons are localized between the carbon atoms and

therefore do not contribute to electrical conductivity. The pz-orbitals also interact

with each other to form π-bonds, which are weaker than σ-bonds. Each carbon

atom contributes one pz-electron to the π-bond which has the same symmetry

as the pz-orbital. This leads to a delocalization of π-electrons along the chain,

which is called π-conjugation. For a long linear array of carbon atoms, the

delocalized π-orbitals would lead to a half-filled conduction band, similar to that

of a metal. However, it was shown that it is energetically favorable to have

5



2. Theoretical Background

a redistribution of the bond lengths in such a system, causing the opening of a

bandgap and explaining the semiconductor properties of the carbon chain.[8] Due

to the phase of the electronic wavefunction, the overlap of two orbitals can lead to

the above mentioned constructive interference, but also destructive interference is

possible from which the anti-bonding orbitals are created. In conjugated polymer

chains the energetically highest lying and filled orbital is usually a bonding π-

orbital and is called highest occupied molecular orbital (HOMO). Accordingly,

the highest unoccupied molecular orbital (LUMO) is defined as the energetically

lowest orbital that does not contain electrons, for example an anti-bonding π?-

orbital. The difference in energy between these two states is often referred to as

the optical band-gap. In real world systems the lengths of the conjugated system

is limited by structural distortions and system defects so that a polymer usually

contains a distribution of conjugation lengths.

2.2 Excitons in Organic Solids

2.2.1 Exciton Models

Electronic excitation of an organic molecule leads to the promotion of an elec-

tron from the HOMO level of the system to the LUMO to form an electron-hole

pair. The characteristics of the exciton strongly depend on the material proper-

ties, especially on the dielectric constant in the solid state. Wannier excitons are

the limiting case of excitonic states in which the electron-hole pairs are strongly

delocalized over several lattice sites. The binding energy is on the order of kT

(≈ 25 meV) resulting in efficient exciton splitting at room temperature and a dis-

tance between the excited electron and the hole which is one order of magnitude

larger than the lattice structure.[9] Wannier excitons are predominately found in

inorganic semiconductors (like Si or Ge) due to their high dielectric constants

(εSi ≈ 11).

The other limiting case is represented by Frenkel excitons in which the excited

electron-hole pair is localized on a single molecule within the lattice with a binding

energy of approximately 0.5 eV. This is caused by the lower dielectric constant,

which is only about 3 in conjugated polymers, making Frenkel excitons the pre-

dominant neutral exciton in this material class. Frenkel excitons are mobile along
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2.2. Excitons in Organic Solids

Figure 2.1: Illustration of different exciton types. (a) Frenkel exciton localized on
one molecule. (b) Quasi-unbound Wannier exciton. (c) CT exciton delocalized
over 1-2 neighboring molecules. Reprinted from figure 6.13, page 150 in [9].
Copyright Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim. Reproduced with
permission.

the polymer chain and can move as an entity by a statistical hopping process,

described by energy transfer between different hopping sites in the solid state.

This process is often called exciton diffusion.

The third excitonic species is the charge-transfer (CT) exciton. In the case of a

CT exciton the electron or hole is transferred to a neighboring molecule so that

the distance between the pair is one or two times greater than the molecular

structure and the exciton is polar. The energy of the CT exciton is given by

ECT = ID − EA − Peh − EB,eh (2.1)

in which ID is the ionization potential of the donor, EA the electron affinity of the

acceptor, Peh the polarization energy of the lattice, and EB,eh the binding energy

of the electron-hole pair.[9] Charge-transfer excitons can often be found in blends

of organic materials in which one material has donor character (e.g. P3HT) and

the other material acceptor character (e.g. PCBM). In these systems a charge-

transfer exciton with a hole on the donor and an electron on the acceptor has

often been observed.[10–12] The excitons are schematically illustrated in figure

2.1.
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2. Theoretical Background

2.2.2 Light-matter interactions

The interaction of light with molecules leads to electronic, vibrational, and ro-

tational excitations of the molecule. The former involves the promotion of an

electron to an energetically higher lying state, whereas the latter describes the

excitation of relative movement between the nuclei of the molecule. In an ideal gas

of atoms in a radiation field of photons electronic transitions in a 2-level system

occur only via absorption or emission of photons, and radiationless transitions

are neglected. In these systems three basic processes occur and are described by

the Einstein coefficients:

• Induced absorption B12

• Induced emission B21

• Spontaneous emission A21

Einstein showed that the coefficients for the induced processes are equal whereas

for spontaneous emission A21 ∝ ν3B21.

In general, the probability for a transition between an initial and a final state

is proportional to the square of the expectation value of the involved operator.

For most optical transitions the radiation field couples to the dipole operator

M =
∑

i eri so that for the expectation value of the transition dipole moment

between states i and f

〈M fi〉 = 〈Ψf |M |Ψi〉 . (2.2)

The resulting transition probability is then related to the transition dipole mo-

ment by Pfi ∝ |〈M fi〉|2. Transitions in which 〈M fi〉 6= 0 are called dipole

allowed transitions, whereas if 〈M fi〉 = 0, transitions are termed dipole forbid-

den. To solve the Schrödinger equation for a molecule, the Born-Oppenheimer

approximation can be applied which states that the molecular wavefunction can

be separated into an electronic and a nuclear part. This is justified as the large

mass difference between electrons and the nuclei causes the electrons to move

much faster than the nuclei, thereby being able to instantaneously follow the

core movement. From the perspective of an electron the nuclei are immobile

8



2.2. Excitons in Organic Solids

meaning that the kinetic term of the nuclei in the Hamiltonian can be neglected

for the electrons, and therefore only a parametric dependence of the nuclei po-

sition for the electron energy remains, resulting from the attractive interaction

between nucleus and electron and the repulsive nucleus-nucleus interaction. The

molecular wavefunction then reads

Ψ = ψelectronξnucleiSspin, (2.3)

where ψelectron is the electronic wavefunction and ξnuclei the nuclei part. The third

factor Sspin in (2.3) includes the spin function. As the dipole moment operator

only interacts with the electronic wavefunction, the transition probability changes

into

Pfi ∝ |〈ψf |M |ψi〉|2 |〈ξf |ξi〉|2 |〈Sf |Si〉|2 . (2.4)

This is the result of the Born-Oppenheimer approximation, and simple symmetry

considerations of the involved operators and wavefunctions lead to selection rules

for the transitions as every factor of (2.4) has to be non-zero to yield a significant

transition probability:

1. Symmetry: The dipole moment operator has odd symmetry M(−r) =

−M(r). This restricts the possible dipole allowed transitions to those

between initial and final states which have different symmetry as otherwise

the expectation value of the dipole moment operator becomes zero.

2. Spatial overlap: The larger the spatial overlap between the involved initial

and final wavefunctions is, the bigger the transition probability. Transi-

tions between σ → σ? or π → π? are therefore more likely than n → π?

transitions.

3. Franck-Condon factor: The factor 〈ξf |ξi〉 is called Franck-Condon factor

and describes the spatial overlap of nuclei or vibrational wavefunctions

at the final and initial electronic states. In figure 2.2 the configuration-

coordinate diagram for a diatomic molecule is shown, which contains the

potential energy surface plotted against the internuclear distance for the

initial and final state. As an electronic transition changes the configuration

of the molecule (e.g. an electron is promoted from a binding orbital to an

9



2. Theoretical Background

anti-binding orbital), the energy surfaces are shifted along the x-axis indi-

cating that the internuclear distance in the initial and final state is different.

Additionally, the wavy lines represent the vibrational nuclei wavefunctions

for each state. The Franck-Condon principle then states that for a vibronic

transition, which is an electronic transition with a simultaneous change of

the vibrational state, the transition probability to a different vibrational

state is large when the spatial overlap of the vibrational wavefunctions in

the final and initial state is significant. Since electronic transitions in a

molecule are much faster than the vibrational motion of the nuclei, the

nuclei positions stay constant during an electronic transition, causing the

transitions in figure 2.2 to always occur vertically.

4. Spin Selection Rule: The factor |〈Sf |Si〉|2 is only non-zero if the intial

and final spin state are the same. A direct consequence is that transitions

between pure singlet and triplet states are forbidden, however in molecules

containing heavy atoms strong spin-orbit coupling of electrons can lead to

mixed states in which intersystem-crossing and phosphorescence is possible.

Typical absorption end emission spectra of molecules can be understood by ap-

plication of Kasha’s rules.[14] These rules are empirical findings which explain

the molecular spectrum at room temperature, and they state that the absorption

of light from the zero vibrational level of the ground state S0 has the highest

probability due to the occupation probability of the vibrational levels following

a Boltzmann distribution. Furthermore, Kasha assumed that internal conver-

sion in an excited state, which is the relaxation through the vibrational levels, is

faster than the lifetime of the electronic transition, causing the emission of light

to mostly originate from the lowest vibrational level of the excited state.

2.3 Organic photovoltaics

Organic solar cells belong to the class of excitonic solar cells,[15, 16] as the pri-

mary excitation in these cells are strongly bound Frenkel excitons. In contrast

to their inorganic counterparts, the low dielectric constant and strong electron-

lattice interactions in organic materials cause localization of the excitons,[17]

and therefore the direct electron-hole dissociation as known from pn-junction so-
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2.3. Organic photovoltaics

Figure 2.2: Vibronic transitions between the ground (S0) and excited (S1) state of
a diatomic molecule. The thick lines are the energy potential surfaces for ground
and excited states, the thin lines indicate the vibrational sublevels. Reproduced
from [13].

lar cells is not possible. First reports on organic solar cells are based on single

organic layers sandwiched between two metal contacts in which charge separation

is driven by the work function difference of the electrodes. First publications go

back as far as 1958 in which Kearns et al. observed photocurrent generation in

laminated organic systems,[18] followed, for example, by Weinberger et al. and

Glenis et al. who used conjugated polymers.[19, 20] However, the poor efficiencies

of 0.01%-0.3% required the development of novel device architectures.

2.3.1 Device architecture of OPVs

The separation of bound electron-hole pairs is the key to efficient photocurrent

generation. In order to overcome the high binding energy of excitons in organic

materials and to increase the efficiency of single layer devices, a bilayer structure,

or planar heterojunction, of two materials with different electron affinity and

ionization potential was employed, in which charge separation is supported by

the interfacial energy offset between the layers. One layer acts as an electron

donor and the other as an electron acceptor. Figure 2.3 compares the different
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electrode 2

electrode 1

organic active layer
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electron donor
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Figure 2.3: a) Single layer solar cell. b) Bilayer solar cell. c) Bulk heterojunction
solar cell.

device architectures. Tang reported a CuPC/perylene derivative bilayer cell with

a power conversion efficiency of approx. 1%,[21] and in 1992 Sariciftci et al.

published the first use of C60 molecules as an electron acceptor,[22] which is still

used in today’s most efficient OPVs. The large drawback of bilayer solar cells

is the limited spatial region from which excitons can be quenched. Due to the

short exciton diffusion length in organic materials (≈ 10 nm), most of the excitons

generated in the bulk decay radiatively or non-radiatively before they can reach

the donor-acceptor interface. The solution to this problem is the so called bulk

heterojunction (BHJ) in which donor and acceptor component are intimately

mixed forming ideally an interdigitating network for electron and hole extraction.

Thereby, the total interfacial area is increased and the average diffusion length

for excitons to be quenched is largely reduced. Exciton quenching efficiencies

close to unity are typical. Heeger et al. first presented a BHJ device consisting

of MEH-PPV:C60 in 1995 with a power conversion efficiency of 2.9%.[23] Also

polymer/polymer blends were investigated and Halls et al. presented a CN-

PPV:MEH-PPV solar cell in the same year,[24] but power conversion efficiencies

were lower.

Over the last years the number of publications in the field of organic photovoltaics

has drastically increased, and with that new efficiency records were reported

regularly. Figure 2.4 gives an overview of all photovoltaic technology, in which

organic photovoltaics still plays a minor role, however, the rapid development

over the past few years indicates a promising trend.
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2.3. Organic photovoltaics

Figure 2.4: Recent developments in photovoltaics. Organic solar cells are dis-
played as emerging photovoltaics in filled red circles. Reproduced from [7]. The
chart ”Best Research-Cell Efficiencies” is reprinted with permission by the Na-
tional Renewable Energy Laboratory, http: // www. nrel. gov/ ncpv/ images/

efficiency_ chart. jpg , Accessed March 11,2014.

2.3.2 Materials for organic solar cells

In the beginning of OPV research mostly polyphenylene vinylene derivatives were

used as donor polymers,[22, 23] which are still model systems for studies of fun-

damental processes in organic semiconductors.[25, 26] However, with maximum

power conversion efficiencies limited to about 3 % different material classes be-

came more attractive.[27] One of these new systems is polythiophenes, especially

poly(3-hexylthiophene) (P3HT), which in combination with the fullerene elec-

tron acceptor [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) represented

the work horse of organic photovoltaics for several years. P3HT has been exten-

sively studied to optimize efficiencies (see table in [28]) and with power conversion

efficiencies exceeding 5 % [29] it was the long time record holder of polymer solar

cells. Another promising material class are the poly(2,7)carbazoles synthesized

by Leclerc et al.[30, 31] Power conversion efficiencies of up to 6 % with internal

quantum efficiencies approaching unity have been reported.[32]
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The disadvantage of the above mentioned donor materials is their low photocur-

rent compared to other solar cell types.[28] This is mainly caused by the rela-

tively large optical bandgap (for P3HT ≈ 1.9-2.0 eV [33]) which limits the part

of the solar spectrum suitable for photon harvesting compared to, for exam-

ple, silicon which has a bandgap of 1.1 eV. This let to the development of low-

bandgap polymers, of which poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-

b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)], PCPDTBT, is a proto-

typical representative.[34] The substitution of the carbon bridgehead atom with

a silicon atom resulted in an even more favorable solid state morphology, leading

to efficiencies around 5 %.[35, 36] To further improve the efficiency, the moderate

open circuit voltage of only 0.58 V needed to be increased, which was successfully

achieved with PTB-type polymers by Yu et al.[37] Although efficiencies exceed-

ing 9% have been published, [5] PTB7 suffers from strong degradation and is

consequently not a suitable candidate for large scale production of commercial

cells.

The general idea of the design of low-bandgap polymers is the alternation of

electron donor and electron acceptor units in a copolymer. The high HOMO

energy level of the electron rich donor and the low LUMO energy level of the

electron deficient acceptor effectively lower the band gap of the D-A unit by

orbital mixing.[1] Figure 2.5 illustrates this effect. The alternation of the D-A

units causes an intra-chain charge transfer that in turn causes a reduction of the

band gap. A further reduction of the bandgap can be achieved by increasing

the planarity of the polymer backbone, so that the π-electron delocalization is

maximized. This is, however, often in competition to solubility, as the addition

of sidechains increases the solubility but causes steric hindrance. The hindrance

can decrease the planarity and reduce the band gap.[38] Furthermore, the HOMO

energy level of the donor has to be kept sufficiently low to guarantee a high open

circuit voltage, according to the empirical relation [39]

VOC =
1

e
(|EDONOR

HOMO | − |EPCBM
LUMO|)− 0.3 eV. (2.5)

In the field of acceptors for OPVs fullerenes are the material of choice. So far,

mostly derivatives of C60 and C70, the latter showing an increased absorption in

the visible spectral region compared to C60, have been reported to yield efficient

BHJ solar cells [28], either vacuum-processed with small molecule donors, or
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LUMO

HOMO
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Eg

E

Figure 2.5: Orbital mixing causes a reduction of the bandgap in a D-A copolymer.
Adapted from [1].

solution processed with polymer donors. As the HOMO and LUMO level of the

fullerenes are not ideal and because the absorption in the visible is rather weak,

several different acceptors have recently been studied. For example, Narayan

et al. reported non-planar perylene diimides (PDIs) as acceptors which gave

2.7 % power conversion efficiency with a polymer donor,[40] indicating that these

materials may compete with fullerenes. For the acceptor, the general idea is to

have strong absorption complementary to the donor absorption with a LUMO-

LUMO offset large enough to ensure efficient charge transfer, but as small as

possible to minimize thermalization losses.[28]

BHJ solar cells can be fabricated either from solution using solution processable

polymers or small molecules in combination with solution processable fullerene

derivatives, for example PCBM, or vacuum deposition techniques can be em-

ployed. Recently, Sun et al. and Wang et al. presented single junction solution

processed small molecule BHJ solar cells with efficiencies up to 8.2 %,[41, 42]

whereas for vacuum fabricated cells Heliatek presented tandem cells with an ef-

ficiency of 12.0 %.[43]
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2. Theoretical Background

The typical setup of a BHJ solar cell can be seen in figure 2.6. Almost all

organic solar cells use ITO coated substrates as transparent electrodes, followed

by a layer of PEDOT:PSS. PEDOT:PSS is a hole conductor that smooths out

surface roughness of the ITO and enables good hole extraction from the active

layer. On top of the PEDOT:PSS layer the BHJ active layer is spincast, followed

by an evaporated metal electrode. The choice of the correct electrode material

strongly depends on the energy level alignment in the active layer, which in return

means that the choice of donor and acceptor materials is strongly restricted by

the available back electrodes or their work functions. The usual materials are

aluminum, silver, gold, or calcium.

Glass

ITO

PEDOT:PSS

Photoactive layer

Aluminum

Figure 2.6: Typical setup of an organic solar cell. The device consists of a semi-
transparent ITO covered glass substrate, followed by a layer of PEDOT:PSS.
Above that the active layer is prepared, and a back electrode is evaporated.

In a simplified metal-insulator-metal (MIM) model the operation of a solar cell

is illustrated in figure 2.7. The two electrodes are represented by their Fermi

levels, and the energy levels of the organic semiconductor are shown as valence

and conduction band, corresponding to the HOMO and LUMO.[44] If no voltage

is applied to the contacts, i.e. at short-circuit conditions (see section 3.2) as

displayed in figure 2.7a, the electrodes are on the same potential and the bands are

tilted. Under illumination the photogenerated carriers can drift to the electrodes

(electrons downhill, holes uphill), and photocurrent is generated. An additional

electric field in reverse direction (2.7b), which supports the built-in field, further

tilts the bands, and in the dark only a very small injection current flows. Upon

illumination, the carriers drift in the strong field and produce a photocurrent.
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2.4. Charge photogeneration

In this configuration the device works as a photodetector.[44] If the direction

of the external field is opposite in sign compared to the built-in field, a flat

band condition can be reached, in which the external field exactly compensates

the built-in potential (2.7c). This configuration is called open-circuit voltage

condition, and the generated charge carriers are not extracted anymore. Hence,

the net current is zero. Increasing the external field in forward direction leads to

a large injection current (2.7d), and the device acts as a diode.

ITO Al
ITO

Al

+-

ITO

Al

+ -

ITO

Al

+ -
VOC

a) b)b)

d)c)

Figure 2.7: Simplified band model of an organic solar cell. a) At short-circuit
conditions both contacts are leveled, leading to tilting of the bands. b) Application
of an electric field in backward direction further tilts the bands, and the photogen-
erated carriers drift in the strong field. c) An external forward bias compensates
the built-in field at open-circuit conditions, at which the bands are flat. d) A large
foward bias causes an increase in injection current.

2.4 Charge photogeneration

This section summarizes the key processes of the photogeneration of charges.

An in depth description can be found elsewhere [45–47]. Figure 2.8 graphically

summarizes the different steps. The first step in charge generation in organic solar

cells is the absorption of a photon, either in the donor or acceptor domain. The

photon creates a tightly bound Frenkel exciton (see section 2.2.1) which needs
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to diffuse to a donor/acceptor interface to contribute to charge generation as the

exciton binding energy is far larger than kBT = 0.025 eV at room temperature,

and therefore prompt exciton dissociation is unlikely. At the interface between

the donor and acceptor an electron transfer reaction can take place (assuming

initial excitation of the donor) in which a charge-transfer exciton is formed. If an

intimately mixed BHJ domain is excited, the Frenkel exciton quenching can occur

on an ultrafast timescale (< 100 fs), whereas in larger phase separated blends

excitons diffuse for several ps, before they are quenched [11, 45, 48, 49]. The

latter process is also termed diffusion-limited exciton quenching as the exciton

diffusion now dictates the time scale for the process. After charge separation

the free carriers move via hopping transport to the electrodes, where they are

extracted in kinetic competition with recombination processes further discussed

in section 2.5.

This picture of charge generation was recently challenged by Banerji et al., who

pointed out a discrepancy.[47] As mentioned before, charge generation can oc-

cur on a time scale faster than 100 fs which corresponds to a diffusion length of

roughly 0.1-0.2 nm [50, 51], whereas domain sizes of usually 10 nm are observed

in BJH solar cells. Furthermore, Förster energy transfer, responsible for exciton

hopping, occurs on a time scale faster than 1 ps,[47] meaning that this process is

too slow to explain ultrafast charge generation. Durrant et al. proposed that in

BHJ solar cells several different morphologies are present so that exciton quench-

ing occurs in intimately mixed domains, whereas larger and purer domains are

then responsible for efficient dissociation and transport.[52] However, Banerji et

al. suggested a mechanism in which initial delocalization of the excited state

plays an import role.[53–55] They argue that due to the larger spatial extent

of an hot, delocalized exciton, an interfacial quenching site can be reached on

the ultrafast time scale assisted by coherent electronic energy transfer.[56, 57]

Recent theoretical work on this subject was presented by Caruso et al., support-

ing the idea of long-range exciton dissociation in organic solar cells via electron

tunneling.[58]
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Figure 2.8: Illustration of the charge generation processes in organic solar cells.
Excitation of the blend creates a polymer exciton (1.) which then diffuses to an
interface, where it is effectively quenched, and a charge-transfer exciton is formed
(2.). The CT exciton dissociates and the free charge carriers are extracted (3.).

2.4.1 Charge transfer

The electron transfer process was first described by Marcus in a semiclassical

nonadiabatic approach [59], followed by a full quantum mechanical analysis by

Jortner [60]. Following Clarke’s excellent review on charge photogeneration,[45]

we will briefly summarize the semiclassical approach as it is more intuitive and

helpful to understand the general concept. Marcus pictured the electron trans-

fer as a transition between an excited donor/acceptor site D?/A to a charge-

transferred site D+/A−. In this simplified quasi one particle picture, the reactant

(D?/A) and product (D+/A−) potential energy surfaces are depicted as two in-

tersecting harmonic oscillators depending on the generalized reaction coordinate.

The approach is semiclassical as the electronic coupling between the states is

treated quantum mechanically, whereas the nuclear motion is described classi-

cally. Figure 2.9 illustrates the concept. In order to isoenergetically transfer an

electron from the excited donor to the acceptor, the reactant site has to move on

the potential energy surface to the intersection by changing its nuclear configu-

ration. Only at this point a vertical transition is possible, which is necessary as

electronic transitions occur much faster than nuclear motion (see Franck-Condon-

principle 2.2). The energy difference between the minimum of the reactant’s po-
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tential energy surface and the intersection G† is an activation barrier which can

be expressed as

∆G† =
(λ+ ∆G◦)2

4λ
, (2.6)

where ∆G◦ is the Gibbs free energy, given by the energy difference between

the minima of the reactant’s and product’s potential energy parabolas, and λ is

the reorganization energy. The reorganization energy consists of the vibrational

contribution required for the reactant to reach the desired nuclear configuration

and the energy connected to polarization changes in the surrounding medium to

stabilize the product state. The kinetics of charge transfer and the corresponding

Figure 2.9: Illustration of the electron transfer process. The three parabolas repre-
sent the potential energy landscape of the ground state donor/acceptor pair (D/A),
the excited (D?/A) and the charge-transferred (D+/A−) system. ∆G† is the en-
ergy activation barrier for the charge transfer, and ∆G◦ is the difference between
the minima of the involved potential energy surfaces (Gibbs free energy). λ is
the reorganization energy. Figure adapted with permission from [45]. Copyright
(2010) American Chemical Society.
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rate constant kET are obtained from Fermi’s Golden rule, so that

kET =
2π

~
√

4πλkT
V 2 exp

(
−(λ+ ∆G◦)2

4λkT

)
. (2.7)

V is the transition matrix element containing information about electronic cou-

pling between the states. Equation 2.7 is only valid for weak coupling. A closer

look at equation (2.7) indicates that the transfer rate increases with increasing

−∆G◦ to a point where it equals the reorganization energy. From this point on,

at which the reaction takes place without activation, a further increase in −∆G◦

leads to a decrease of the transfer rate. This region is called the Marcus inverted

region and its observation is an evidence for the applicability and validity of the

Marcus theory.

2.4.2 Charge-transfer state dissociation

The charge transfer discussed in the last section leads to the formation of a charge-

transfer exciton, also called geminate pair, which needs to be dissociated for free

charge carrier generation. The CT exciton still has a significant binding energy of

≈ 0.1 - 0.5 eV [45]. The precise mechanisms governing the separation process are

still controversially discussed, and this section gives an overview of the different

aspects affecting charge-transfer state dissociation. Onsager first presented a

theoretical description of the separation of a Coulombically bound charge pair

in a weak electrolyte [61] and was able to predict the escape probability as a

function of the applied electric field and temperature. Braun refined this theory

by including a finite lifetime of the CT excitons [62], and later Tachiya and Wojcik

modified the theory to be applicable to materials with high electron mobility and

for conjugated polymers [63, 64]. In figure 2.10 the Onsager-Braun model of

charge separation is illustrated. After absorption of a photon and charge transfer

at the interface, the hot charge-transfer state thermalizes. From there on the

process of charge separation and geminate recombination (see section 2.5) are in

kinetic competition, which means that direct charge recombination is not possible

because there is always a possibility for redissociation. Onsager defined a distance

rC , the Coulomb capture radius, which is the distance of an electron-hole pair

at which the Coulomb attraction equals kBT . Photoexcitation creates a hot

electron which then thermalizes at a distance a. If a is larger than rC the charges

are fully dissociated. However, if the electron-hole distance a is smaller than
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Figure 2.10: Potential energy diagram displaying the features of Onsager-Braun
theory. rC is the Coulomb capture radius, and a represents the thermalization
length. Reprinted with permission from [45]. Copyright (2010) American Chem-
ical Society.

the capture radius, the geminate pair either recombines or escape occurs with a

finite probability P (E) which depends on the applied electric field. With Braun’s

extension of the theory to a finite CT lifetime, the dissociation probability equals

the product of the dissociation rate constant kd(E) and the CT state lifetime

τ(E)

P (E) =
kd(E)

kg + kd(E)
= kd(E)τ(E). (2.8)

The rate constant kg describes the geminate recombination. The dissociation

constant was then calculated as

kd = ν exp

(
−∆E

kBT

)(
1 + b+

b2

3
+
b3

18
+ · · ·

)
, (2.9)

where ν is the separation attempt frequency

ν =
3〈µ〉e

4π〈ε〉ε0a3
, (2.10)

in which 〈µ〉 and 〈ε〉 are the spatial averaged sum of electron and hole mobility

and the spatial average of the dielectric constant, respectively.[65] ∆E is the
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Coulomb attraction of the charge pair at the thermalization distance, and b is

the effective field parameter given by

b =
e3E

8π〈ε〉ε0k2
bT

2
. (2.11)

In literature several cases for the application of Onsager-Braun theory in organic

photovoltaic blends can be found.[66–68] In the following, we will briefly review

some of the work. Furthermore the influence of excess energy, electric field,

temperature, and morphology on the dissociation process is discussed.

2.4.2.1 Excess energy

The influence of excess energy on the CT state dissociation is not completely re-

solved. To avoid confusion, two types of excess energy have to be distinguished.

On the one hand there is the excess vibrational and electronic energy of the CT

exciton, and on the other hand there is the excess energy of the singlet exciton

which is generated before charge transfer. Experimental evidence supporting en-

hanced dissociation with increasing excess energy can be found as well as studies

concluding that excess energy is not important for efficient charge generation.

Referring to the Onsager-Braun model, the thermalization length of the relaxed

CT exciton is a critical parameter for charge separation. Due to the offset be-

tween the LUMOs of donor and acceptor usually used in organic photovoltaics,

the electron has excess thermal energy after charge transfer to the acceptor.

Within the Onsager-Braun model this excess energy causes a larger electron-hole

distance prior to thermalization, which facilitates the dissociation process. The

intermediate states are often called ’hot’ CT states. Lee et al. performed Fourier-

transform photocurrent spectroscopy and photothermal deflection spectroscopy

to accurately measure the external quantum efficiency (EQE) and absorption of

organic photovoltaic blends (MDMO-PPV:PCBM and P3HT:PCBM).[12] They

connected the appearance of a new absorption band in the blend, which is absent

in the pristine materials, to CT state absorption, and by obtaining the inter-

nal quantum efficiency (IQE) from the EQE and the blend’s absorption, they

showed a constant IQE from above to below optical gap excitation. As the IQE

was also found to be independent of the excitation wavelength throughout the

CT band, they argue that thermally relaxed CT states are the precursor of free
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charge carriers and excess energy is not needed. Van der Hofstadt et al. reported

similar findings for P3HT:PCBM. [69] They employed charge extraction by linear

increasing voltage (CELIV) measurements and compared the averaged extracted

charge carrier density and the fraction of extractable charges for above- and sub-

bandgap excitation for different time delays between excitation and extraction.

For as-cast as well as for annealed samples the results look almost identical, in-

dependent of the excitation wavelength, showing that for P3HT:PCBM excess

singlet energy is not needed to efficiently generate free charge carriers.

These findings are in contradiction to field dependent time-resolved photolumi-

nescence (PL) measurements by Morteani et al. on polymer:polymer blends, who

observed a CT emission that was reduced upon application of an electric field, but

without changing its lifetime.[70] The PL of the pristine materials did not show

any field dependent quenching, indicating that the emissive CT state must have

a dark precursor state. They interpreted this precursor state to be a hot charge-

transfer state with a larger binding distance that can either dissociate into free

carriers or relax into the emissive CT state, which they named exciplex. In 2008,

Okhita et al. further investigated the issue by blending a series of polymers with

varying LUMO energies with PCBM and observing the charge yield by transient

absorption spectroscopy.[71] They correlated the free energy of charge separa-

tion, ∆GCS = ES − (IPD − EAA), in which ES is the polymer singlet exciton

energy, IPD the ionization potential of the donor, and EAA the electron affinity of

the acceptor, to the magnitude of the transient signal at 1µs and observed an in-

crease in signal with increasing ∆GCS. The photophyiscal model describing these

processes contains a hot CT state, which they called excited bound radical pair,

created by the excess energy, that can directly create free charge carriers. Several

follow-up studies on polythiophene:PCBM blends confirmed this observation, for

example, Clarke et al. performed transient absorption spectroscopy on PCBM

blends with a series of polythiophenes and polyselenophenes. The polymers had

similar ionization potentials but different LUMOs, so that the free energy of

charge separation varied between the blends. They took the transient absorption

signal at 1µs as a measure for the free charge carrier generation, which showed

an increase with increasing ∆GCS.[72] These studies were extended to P3HT

blends with PDI in which the correlation was also observed.[73] However, in all

these studies they point out that excess energy is not the only factor determining
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charge generation, as a change in nanomorphology cannot be completely ruled

out between the different polymers. A generalization of their findings to other

systems is even more difficult as Clarke et al. observed for the low-bandgap poly-

mer PCPDTBT a two-fold increase in charge yield compared to P3HT although

∆GCS is approximately 0.4 eV smaller.[74] They explain this observation with

the donor-acceptor character of PCPDTBT which should facilitate charge sepa-

ration. However, the recombination before 1µs is likely to differ for the different

material systems, raising the question of how reliable the remaining signal after

1µs is as a measure of charge yield.

An elegant approach to unravel the role of excess energy in the charge generation

process was recently presented by Bakulin et al.[75] In a pump-push photocur-

rent experiment they excited an organic solar cell with a pump laser pulse to

generate charge carriers and CT states and monitored the changes in extracted

photocurrent upon application of an additional IR push pulse with variable time

delay. The push pulse selectively excites the CT0 to CTn transition as indicated

in figure 2.11a), causing a repopulation of hot CTn states from ’cooled’ CT0

states. As can be seen in figure 2.11b) a change in photocurrent is observed for

MDMO-PPV:PC70BM up to approx. 600 ps. They attributed this time to the

CT state lifetime. In a second all-optical pump-push-probe transient absorption

experiment the temporal evolution of the hot CT state was determined to be

< 1 ps. From their experiments and additional atomistic many-body modeling

they concluded that excitation of relaxed CT states leads to a short-lived state

with increased intrachain hole delocalization facilitating long-range charge sep-

aration. The unchanged extraction kinetics employing above- and sub-bandgap

excitation pulses (see 2.11b) ) furthermore showed that the excess energy of the

donor singlet exciton is not necessary for this system to generate free charges.

In a later publication Dimitrov et al. extended these studies to a blend system

without energetic driving force, i.e. ∆GCS ≈ 0 eV, which exhibits poor charge

generation efficiency (BTT-DPP:PC60BM) to further investigate the effect of ex-

cess singlet exciton energy on free charge generation.[76] As a reference system

DPP-TT-T:PC60BM (∆GCS ≈ 0.15 eV) was used, showing efficient charge gen-

eration. They observed that increasing the photon energy by ≈ 0.2 eV above

the optical gap led to a doubling of the dissociation efficiency correlated with a
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Figure 2.11: a) Illustration of the involved energy levels in the pump-push
photocurrent experiment. b) Pump-push photocurrent transients for MDMO-
PPV:PC70BM for above and sub-bandgap excitation. From [75]. Reprinted with
permission from AAAS.

reduction of the bound CT state yield in the inefficient blend system. Additional

temperature dependent measurements showed that the charge generation in both

systems is temperature independent indicating that the bound CT state strongly

traps the carriers, as thermal activation was not possible.

Shortly after the publications by Bakulin et al. and Dimitrov et al. two more

publications addressed the same problem and presented experimental evidence for

the importance of hot charge-transfer states for charge generation. Jailaubekov et

al. performed transient second-harmonic generation spectroscopy to investigate

the transient field at the interface created by the charge carriers, followed by

time-resolved two-photon photoemission (TR-2PPE) measurements which allow

the assignment of the photoexcitation from which the electron is emitted.[77] For

a copper phthalocyanine heterojunction they found an interfacial field rise time

of 80 fs independent of the excitation photon energy within the bulk absorption,

indicating that excess singlet exciton energy does not enhance the charge transfer

process. An immediate rise of the transient field is observed for sub-bandgap

excitation, which is consistent with the direct excitation of the CT exciton. The

TR-2PPE measurements revealed that hot CT states 0.3 eV higher in energy than

the relaxed CT states are generated which thermalize within ≈ 1 ps. Additional

charge separation simulations led to the conclusion that the hot CT states have

a higher initial electron-hole separation distance and therefore are more likely

to dissociate into free carriers. The 1 ps cooling time therefore sets the limit
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of charge generation as during this time period dissociation and relaxation are

in direct kinetic competition. Once cooled down to the CT0-state, the binding

energy is too high for delayed charge separation.

The second publication was presented by Grancini et al. who investigated charge

generation processes in PCPDTBT:PCBM with transform-limited sub-15 fs time

resolution transient absorption spectroscopy.[78] They observed that polymer ex-

citons dissociate within 50 fs after excitation to form either CT states or free

charge carriers. With increasing excitation photon energy hot CT states are pop-

ulated which accelerate the formation of separated charge carriers due to stronger

delocalization. The cooling to relaxed CT states is also determined to be a loss

channel, again setting a time limit for efficient charge pair dissociation. Figure

2.12 gives an overview over their findings.

Figure 2.12: Influence of excess singlet energy on charge generation. The wavy
arrows represent different excitation energies, green lines indicate CT state pop-
ulation, red arrows the transition from hot CT states to free charge carriers, and
the dashed blue arrows show singlet quenching into free charge carriers. Reprinted
by permission from Macmillan Publishers Ltd: Nature Materials [78], copyright
(2013).

2.4.2.2 Electric field

According to Onsager-Braun theory the dissociation probability of CT states can

be enhanced by applying an external electric field. The electric field causes a low-

ering of the Coulomb potential and thereby facilitates the escape of the electron.
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Veldman et al. investigated the field dependence of charge-transfer state disso-

ciation by single photon counting fluorescence studies in a fluorene copolymer

(PF10TBT) fullerene blend.[79] They observed a reduction of the charge-transfer

state decay time with increasing electric field and related that to enhanced CT

state dissociation caused by the external field. An experimentally observed re-

combination time of 4 ns was extracted from their measurements. However, it has

to be mentioned that significant changes in the decay time could only be observed

at high negative voltages (-20 V) corresponding to internal fields on the order of

107 Vm−1 for a 220 nm thick device. As this clearly exceeds the usual photo-

voltaic operating conditions, the emerging question is, if this is a system specific

phenomenon or if other organic photovoltaic systems show field-dependent charge

generation at lower fields present under OPV operation conditions.

Marsh et al. performed field-dependent TA measurements on P3HT:PCBM and

observed a prolonged signal lifetime at negative voltages (-2 to -5 V) compared to

open-circuit conditions.[80] They interpreted this reduced recombination as the

field-assisted separation of CT states (which must be relaxed as ns time resolu-

tion was employed). This assignment is, however, not completely doubtless, as

their measurements were carried out at 12µJcm−2, definitely exceeding AM1.5G

conditions, which means that non-geminate recombination has to play a non-

negligible role. The prolonged signal lifetime at negative voltage could also be

explained by a reduction of non-geminate recombination caused by the electric

field.

Extensive work on this topic has also been done on the low-bandgap polymer

PCPDTBT and its blends with PCBM. Compared to P3HT:PCBM the fill-factor

is low in these devices indicating field-dependent processes. Lenes et al. modeled

the JV characteristics of a PCPDTBT:PCBM solar cell by considering free carrier

generation via field-assisted CT state separation and were able to explain the low

fill-factor in these devices with a lifetime reduction of the CT states compared to

other polymer:fullerene systems.[68] A CT state lifetime of 58 ns was extracted for

PCPDTBT:PCBM whereas for MDMO-PPV:PCBM and P3HT:PCBM similar

modeling studies revealed lifetimes of several µs.[66, 67].

The modeled CT lifetimes appear to be rather long as Jarzab et al. extracted CT

state lifetimes from time-resolved photoluminescence experiments for PCPDTBT-

28



2.4. Charge photogeneration

PCBM in the order of 480 ps.[81] They also investigated the effect of external bias

on the CT emission and observed a reduction of the intensity, but an independent

lifetime between 0.6 to -2 V which is shown in figure 2.13. This is in contrast to

the above mentioned results from Veldman et al. and indicates a dark precursor

state to the emissive CT state, whose dissociation can be enhanced with an ex-

ternal electric field. Furthermore, this study also confirms that the relaxed CT

state cannot be separated with applied field strengths corresponding to normal

solar cell operating conditions. A slight drawback of these time-resolved PL stud-

ies is the blend composition which was chosen to be 1:1. For efficient solar cells

higher ratios are reported, which makes it difficult to assess the importance of

these findings for efficient devices as higher PCBM ratios often enhance carrier

generation and facilitate CT state splitting.

Figure 2.13: PL spectra of PCPDTBT:PCBM (1:1) as a function of the ap-
plied electric field. The inset shows the PL decay traces at 1075 nm for different
fields. Reproduced with permission from [81]. Copyright (2011) Wiley-VCH Ver-
lag GmbH & Co. KGaA, Weinheim.

The same material system was investigated by Jamieson et al. with field-dependent

transient absorption measurements.[82] They did not observe any changes of the

transient signal decay for applied voltages between +1 V and -4 V pointing to

field-independent charge generation in PCPDTBT:PCBM. The transient signal
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was observed from 20 ns onwards, and the signal height at this delay time was

chosen as a measure of the charge yield. This assignment is problematic as short

time recombination effects are neglected although they are definitely present at

the excitation densities (8µJcm−2) used.[11, 49, 83]. Albrecht et al. therefore con-

ducted time-delayed collection field (TDCF) and photo-CELIV measurements on

PCPDTBT:PCBM with pulse fluences between 0.2 and 0.5 µJcm−2 correspond-

ing to initial photogenerated carrier densities comparable to AM1.5G illumina-

tion at 1 sun.[84] In their TDCF experiments the amount of extracted charges is

measured depending on the delay time between excitation and extraction pulse.

Additionally, a pre-bias between -2 V and 0.6 V is applied during excitation, grant-

ing direct access to the field-dependence of charge generation. As shown in figure

2.14, PCPDTBT:PCBM clearly exhibits a field-dependence measured after 10 ns

in agreement with results from Jarzab et al.[81] Interestingly, the same exper-

iments yielded field-independent generation dynamics for P3HT:PCBM,[85] in

contrast to the results from Marsh et al.[80]. However, it has to be mentioned

that the time resolution of the TDCF experiments on P3HT:PCBM was signifi-

cantly worse than in those performed on PCPDTBT:PCBM (500 ns compared to

10 ns).

Figure 2.14: JV-curves together with the collected current after 10ns as a function
of pre-bias. Reprinted with permission from [84]. Copyright (2012) American
Chemical Society.
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The above experimental findings reveal that the experimental access to the effect

of external bias on charge generation is extremely difficult due to the short time

scale on which these processes happen and due to overlapping non-geminate re-

combination. It seems that the effect of external bias on charge generation is a

very system specific characteristic.

2.4.2.3 Temperature

According to Onsager-Braun theory, the dissociation probability depends expo-

nentially on temperature, and therefore higher temperatures should increase CT

splitting. Mauer et al. performed temperature dependent transient absorption

measurements on P3HT:PCBM and observed an independent yield of separated

charges when measuring at room temperature or liquid nitrogen temperature

(80 K).[86] These results are in good agreement with the previously mentioned

measurements by Dimitrov et al.[76], who also observed temperature indepen-

dent charge generation. Both studies indicate that the thermal activation at

room temperature (≈ 25 meV) is negligible compared to the trapping potential

of relaxed charge-transfer states. For the low-bandgap polymer PCPDTBT simi-

lar results were observed by Jarzab et al.[81] This suggests that the temperature

independence of charge generation in organic photovoltaic systems is a general

phenomenon.

2.4.2.4 Morphology

The nanomorphology present in the OPV system strongly influences the efficiency

of charge generation and also regulates the loss mechanisms. In general, the pho-

tovoltaic performance depends on the absorption efficiency, exciton quenching

efficiency, CT state separation efficiency, and charge carrier extraction efficiency.

Assuming good absorption properties, the last three parameters remain, all de-

pending on the morphology. Starting with exciton quenching, it is on the one

hand desirable to have as much interface as possible, best realized in a finely

intermixed donor-acceptor blend with small domains. This guarantees that every

created exciton can find an interface during its lifetime, where it is successively

quenched. On the other hand, small domains increase the probability to gener-

ate isolated islands, which enhance geminate recombination and suppress efficient

CT state dissociation, instead of a percolated bi-phasic network. Furthermore,
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Clarke et al. argued that entropy plays an important role in the separation of

charge carriers and is directly connected to morphology.[45] Assuming that only

the electron of the charge pair moves away, an increase in the separation distance

between the hole and the electron would lead to an increase in entropy caused by

the larger number of available acceptor molecules for the electron, stabilizing the

charge separated state from collapsing back into a CT state. Nayak et al. put

forward a similar idea regarding entropy.[65]

In the literature a lot of experimental evidence for the influence of morphology

on charge generation can be found. In the above mentioned study of the field

dependence of charge generation in PF10TBT by Veldman et al.[79], they also

investigated the impact of fullerene concentration on PL quenching and CT state

emission. In agreement with the general ideas of the last paragraph, they observed

improved exciton quenching with an increased PCBM fraction together with a

red-shifting of the CT state emission that furthermore decreased in intensity

and lifetime with increasing fullerene concentration. They concluded that by

adding more PCBM to the blend, larger and more crystalline domains are formed

which facilitate charge separation. By modeling the data with the Onsager-Braun

theory, they obtained high average mobilities and large electron-hole separation

distances for high PCBM fractions, whereas smaller mobilities and separation

distances were found for low PCBM fractions.

Further examples were presented for P3HT:PCBM for which Chirvase et al.

reported better percolation with increasing PCBM content.[87] For the same

material system our own group presented a photophyiscal study in which they

showed a reduction of geminate recombination upon annealing of regio-regular

P3HT:PCBM blends.[11] Together with the reduction of geminate recombina-

tion, the charge generation mechanism was observed to change from exclusively

ultrafast charge generation to partially diffusion-limited charge generation, which

manifested itself in the observation of stimulated emission. This means that the

excitons have to travel further before reaching a quenching site, which points

to an increase in domain size after thermal annealing and matches the reduced

geminate recombination associated with larger domains.

Jamieson et al. investigated in detail the effect of PCBM content on charge

generation in combination with different donor polymers and proposed a model
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of the charge generation process.[52] According to their findings, PCBM has the

key property to be able on the one hand to intimately mix with donor polymers,

but on the other hand also to be able to form large, pure crystalline domains.

In cyclic voltammetry measurements they could show an increase in electron

affinity of the PCBM upon crystallization, turning the pure PCBM domains

into electron sinks, thus driving charge separation. The model they propose is

displayed in figure 2.15 and illustrates that charge pairs might be generated in

the more intermixed blend regions before being separated at the boundaries to

larger and purer domains. They further conclude that the success of the donor

Figure 2.15: a) The LUMO level of PCBM shifts to lower values upon crystal-
lization and facilitates charge separation. b) Charge pairs are created in well
intermixed domains and separate at the boundaries of purer and larger domains
from which they are extracted. Reproduced from [52] with permission of The Royal
Society of Chemistry.

P3HT is especially based on the fact that P3HT itself is able to form crystalline

structures upon annealing and is therefore not so much dependent on the acceptor

crystallinity as other donors. In fact, Reid et al. investigated charge generation

in neat P3HT films depending on molecular weight and showed that in high

molecular weight samples amorphous as well as crystalline domains are formed

which might generate a type II heterojunction driving charge separation even

in the pristine materials.[88] All the above findings indicate the large impact

of morphology on charge generation and furthermore demonstrate that treating

neat materials as single-phase materials may lead to incorrect conclusions.
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2.5 Loss processes in organic solar cells

As seen above, the efficiency of solar cells can be written as

η = ηabsorptionηquenchingηseparationηextraction, (2.12)

where ηabsorption describes how much incident photons are absorbed, ηquenching is

the quenching efficiency, ηseparation the efficiency with which the interfacial CT

states separate, and ηextraction represents the charge carrier extraction efficiency.

Each of these processes competes with loss channels. The absorption efficiency

is basically determined by the optical density, but a small fraction of photons is

also scattered and absorbed in parasitic regions. However, this effect is minor

compared to the other loss channels. The second loss channel lies in the incom-

plete quenching of excitons. As mentioned above a certain phase segregation is

necessary for efficient charge generation which leads to larger domain sizes. This

means that the initial exciton delocalization has to be larger for quenching or

that the exciton has to undergo more hopping steps before a quenching site is

reached. Some of the excitons can recombine before reaching an interface and

thus are lost for photocurrent generation. In a working solar cell these first two

loss channels usually have minor impact and the reduced efficiency can be ex-

plained by geminate and non-geminate recombination further detailed in the next

sections.

2.5.1 Geminate recombination

Geminate recombination describes the recombination process of an electron and

a hole that originate from the same exciton and can at no point be considered to

be spatially separated far enough to be treated as free charge carriers. Geminate

recombination therefore describes the recombination of charge-transfer states,

which were found to be immobile at the interface.[10] The interaction between

different CT states is therefore negligible, and the decay behavior of the CT

states only depends on their lifetime and not on their concentration. This can be

modeled as

d

dt
NCT = −kgemNCT , (2.13)

resulting in a monoexponential, concentration independent decay with a rate

constant kgem. This characteristic decay behavior can help to identify the involved
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species in a transient absorption experiment (see chapter 4) and is, as was already

mentioned when the Onsager-Braun theory was described, in kinetic competition

with charge separation.

2.5.2 Non-geminate recombination of free charge carriers

After the successful separation of the interfacial charge pairs, the free charge

carriers need to be extracted to contribute to the photocurrent. However, on their

way to extraction these carriers can meet oppositely charged charge carriers and

undergo recombination. This process is called non-geminate recombination as the

carriers are likely not to originate from the same bound charge pair. The theory

governing this recombination process is based on the Langevin recombination

model, which was developed for the recombination of ions in gases.[89] In order

to undergo a recombination process, the charge carriers first have to encounter

each other in a distance smaller than the Coulomb capture radius, which means

that the recombination probability is directly governed by the probability for

an encounter. The Langevin recombination rate is therefore proportional to the

product of electron (ne) and hole densities (nh), so that

R = γnenh. (2.14)

The higher the mobility of the carriers, the higher is the probability for them to

meet. The factor γ can therefore be expressed as

γ =
e(µe + µh)

ε0εr
, (2.15)

in which e is the elementary charge and ε0 is the vacuum permittivity. In several

experimental approaches including TAS, photo-CELIV, and intensity-dependent

photocurrent measurements, the non-geminate recombination rate was deter-

mined but always a rate one to four orders of magnitude smaller than the pre-

dicted Langevin rate was observed.[11, 46, 90–93] Several reasons for this behavior

were presented. For example Deibel et al. showed that because of different injec-

tion barriers for electrons and holes in an OPV device the charge carrier density

varies throughout the thickness of the device, so that the recombination rate

based on the averaged charge carrier density is higher than the one calculated

from the local densities. As in charge extraction experiments averaged carrier
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densities are measured, the local densities are overestimated. For experiments

perfomed on samples without electrodes, which is all-optical experiments like

TAS, different reasons were put forward. First of all, Langevin theory was devel-

oped for three dimensional isotropic systems, which is definitely not the case in

an organic semiconductor, as recombination can only occur at an interface. This

reduces the experimentally observed recombination rate. Furthermore, shifts of

the energy levels due to disorder might further alter the recombination rate.

Another deviation observed in experiments is the different recombination order,

i.e. a higher exponent for the charge carrier density dependence than 2.[94]

Again, this can be caused by a reduced dimensionality in recombination,[94] but

also a charge carrier density dependence of mobility can change the recombination

order. The modified Langevin recombination rate can then be described by

R = ξ
eµe + µh
ε0εr

nλ+1, (2.16)

in which ξ is the Langevin reduction factor and λ + 1 the generalized reaction

order. Compared to geminate recombination, the non-geminate recombination

distinctively depends on the charge carrier concentration, which helps to experi-

mentally distinguish it from geminate recombination as a loss channel.

2.6 Ultrafast phenomena

The basis for ultrafast time-resolved spectroscopy experiments is the ability to

generate high sampling bandwidth. This bandwidth is ultimately determined by

the pulse duration of the light employed in the spectroscopic setup. As previously

mentioned, photophyiscal processes in organic semiconductors start to occur on

a femtosecond timescale stressing the demand for ultrafast light pulses. The

only way to advance to these timescales is the use of modelocked lasers, and the

next sections give a short overview of the generation of ultrashort pulses and the

associated nonlinear processes.
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2.6.1 Short laser pulses

An optical laser pulse can be described as a linear wave with a time dependent

amplitude. The electric field describing an optical pulse with central frequency

ω0 is given by

E(r, t) = A(t) exp (i(kr + ω0t+ ϕ)). (2.17)

For simplification, let’s consider the electric field at a fixed position r = 0 with

the electric field in the y-direction and propagation along the x-axis so that

E(t) = <(A(t) exp (iω0t)). (2.18)

< is the real-valued part of the function. Assuming a Gaussian time-dependence

of the amplitude of the laser pulse with

A(t) = E0 exp (−σt2), (2.19)

the time-dependent electric field is given by

E(t) = <(E0 exp (−σt2 + iω0t)). (2.20)

Figure 2.16 shows the electric field of a typical pulse together with the slowly

varying envelope which determines the pulse duration. The pulse has a central

wavelength of 800 nm and full width at half maximum (FWHM) of 50 fs. As a

direct consequence of the Heisenberg uncertainty principle, every optical pulse

with a duration ∆t has a spectral bandwidth ∆ω connected by the time-energy

uncertainty:

∆E∆t ≥ ~/2 (2.21)

This means that ultrashort laser pulses usually have large bandwidths, which

has direct consequences for their propagation in matter. When an optical pulse

travels through a dielectric medium, the dielectric function directly acts on the

phase of the pulse. The dielectric function is a complex function whose real

part represents the refractive index and the imaginary part is proportional to

the extinction. In general the refractive index is dispersive, meaning that its

values vary for different wavelengths. In the frequency domain the pulse therefore

changes its phase during the propagation over a distance r so that

Ê(ω) = E(ω) exp (iϕ) = E(ω) exp (ik̂r) = E(ω) exp

(
iωn̂(ω)r

c

)
, (2.22)
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Figure 2.16: The electric field of an optical pulse with a FWHM of 50 fs at 800 nm
central wavelength (red line). The green line indicates the time-dependent Gaus-
sian envelope.

in which the optical phase ϕ is altered by the complex-valued propagation con-

stant k̂ that depends on the frequency and the complex-valued refractive index

n̂. Neglecting absorption effects, only the real-valued refractive index n remains.

To simplify the effect of the dielectric on the phase of the wave packet, it is con-

venient to expand the optical phase into a Taylor series in the vincinity of the

central frequency ω = ω0 so that

ϕ(ω) = ω
n(ω)

c
r = (ω − ω0)

dϕ

dω

∣∣∣∣
ω0

+
1

2!
(ω − ω0)2 d

2ϕ

dω2

∣∣∣∣
ω0

+
1

3!
(ω − ω0)3 d

3ϕ

dω3

∣∣∣∣
ω0

+ ...

(2.23)

From the different Taylor coefficients, a group index ng can then be defined

ϕ1 =
dϕ

dω
=
r

c

(
n(ω) + ω

dn(ω)

dω

)
= r

ng
c

(2.24)

ng = n+ ω
dn

dω
, (2.25)

which describes the propagation of the pulse as a whole. Compared to the phase

velocity, given by vϕ = ω
k

= c
n
, which describes the propagation of the individual

optical cycles, the group velocity vg = dω
dk

= c
ng

expresses the propagation of the
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envelope of the wavepacket. Since the group velocity is itself often frequency

dependent and an optical pulse is never monochromatic, the different frequency

components of the pulse travel with different velocities. This phenomenon is

called group velocity dispersion (GVD) and is described by the second term of

the Taylor series. The higher terms in the expansion will be abbreviated with

higher-order dispersion (HOD). The above derivation leads to the definition of

propagation coefficients:

k1 =
ng
c

→ Inverse group velocity (2.26)

k2 =
1

c

dng
dω

→ Group velocity dispersion (2.27)

km =
1

c

dmng
dωm

→ Higher-order dispersion (2.28)

In the presence of GVD an optical pulse is reshaped during propagation. The

effect of GVD on a Gaussian pulse is shown in figure 2.17. Due to the quadratic

phase the pulse is linearly stretched so that in a normal dispersion regime (GVD

> 0) the red frequency components travel faster than the blue ones. This is called

optical chirp. Especially in ultrafast time-resolved experiments chirp is an impor-

tant parameter which needs to be considered carefully, as every dispersive optical

element can cause pulse reshaping leading to a decreased temporal resolution.

However, it is also possible to experimentally compensate for pulse broadening

up to a certain order of dispersion by introducing different optical path lengths

for the different colors. This can be achieved with a prism or a grating compres-

sor whose working principle is indicated in figure 2.18. The angular dispersion in

the prism generates a different optical path for the high frequencies compared to

the lower frequencies resulting in a recompressed pulse.
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Figure 2.17: Propagation of a short laser pulse through a dispersive medium. The
GVD causes a frequency dependence of the group velocity, which leads to a delay
of the blue components in a normal dispersion material.

Figure 2.18: Pulse compression in a four prism setup. The chirp of the incom-
ing pulse from the right is compensated by different optical paths for the faster
traveling frequency components than for the slower ones.

2.6.2 Modelocking

The time-energy uncertainty relation (vide infra) suggests that for short pulse du-

rations laser pulses with large spectral bandwidth are obligatory. In the following,

we will briefly establish how that can be achieved. A typical laser setup consists

of a cavity in which an active medium is placed that is pumped by a continuous

wave (cw) light source. Inside the cavity only light with a certain wavelength is

supported, which fulfills the condition λm = 2nL
m

, where n is the refractive index,

L is the cavity length, and m an integer value. This condition leads to a frequency

comb of longitudinal cavity modes with a spacing of ∆f determined by the cavity

round-trip time. Every wavelength of the active medium gain profile complying

with a longitudinal cavity mode can be supported. Initially the different modes

do not have a fixed phase relation, so that the out-coupled light exhibits a noise
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2.6. Ultrafast phenomena

like output over time (see figure 2.19 left side) with an intensity of mIm, where

Im is the intensity of one m-th mode. If a fixed phase relationship between the

individual modes can be established, constructive interference between the modes

occurs, so that a pulsed signal is generated. This signal still has the same average

output intensity, but the coupling of the modes leads to temporal concentration

of the light energy with a peak intensity of m2Im. The right side in figure 2.19

shows the corresponding modelocked signal for 5, 10, 20, and 50 modes. It is

clearly visible that by increasing the spectral bandwidth, which is the number of

longitudinal cavity modes, the pulses become smaller in temporal width. Several

n = 5

n = 10

n = 20

n = 50

Figure 2.19: Representation of the electric field of 5 (blue), 10 (green), 20 (red),
and 50 (cyan) uncoupled (left side) and modelocked (right side) waves. The un-
coupled waves have a chaotic phase relation, whereas for the modelocked waves a
similar phase for each mode is simulated.

experimental schemes for modelocking have been suggested, from which Kerr lens

modelocking (KLM) will be discussed in the following. Kerr lens modelocking

relies on a nonlinear interaction of light with a Kerr medium, in which the refrac-

tive index changes with the intensity of light (see 2.6.3). The Kerr medium acts

as a switch, which blocks low intensity light associated with unlocked laser modes

and only transmits light of high intensity. As the intensity dramatically increases

with the number of locked modes, pulsed operation is favored. Figure 2.20 il-
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Figure 2.20: Illustration of the Kerr lens modelocking process. Only high intensity
pulses carry the necessary intensity to generate strong self-focussing for transmis-
sion through the aperture. Reprinted by permission from Macmillan Publishers
Ltd: Nature [95], copyright (2003).

lustrates the Kerr lens modelocking. By placing a Kerr medium in the cavity

in combination with an aperture, only focused light is able to pass the aperture,

whereas unfocused light is blocked. Assuming a Gaussian intensity profile, the

intensity is highest in the center of the beam decreasing to the sides. This leads

to the formation of a Kerr lens causing self-focusing of the input beam. Only if

the intensity is high enough the self-focusing is strong enough, and the beam is

not blocked by the aperture. This process is called passive modelocking.

2.6.3 Nonlinear optics

A typical regenerative amplifier delivers laser pulses usually around a central

wavelength of 800 nm if Ti:Sa is involved as an active medium. In spectroscopic

applications the materials may exhibit different absorption properties so that

frequency conversion of the 800 nm becomes necessary. This is possible by ex-

ploiting the high peak intensities of the femtosecond pulses to drive nonlinear

conversion. Maxwell’s equations which describe how electric and magnetic fields

are generated and how they influence each other can be combined to form the

forced wave equation

∇2E − 1

c2
0

∂2E

∂t2
= µ0

∂2P

∂t2
, (2.29)

42



2.6. Ultrafast phenomena

with the electric field E, the polarization density P , c = c0
n

, and c0 = 1
(ε0µ0)0.5

.

The electric field and the polarization density are both vectors, but the wave

equation is valid for arbitrary homogeneous, isotropic dielectric media allowing

a component-by-component examination of the vectors, which leads to equation

(2.29).[96] When an intense laser pulse enters a medium, the electric field of the

light creates a polarization. In a linear dielectric medium the polarization density

and the electric field are linearly related by

P = ε0χE. (2.30)

χ is the dielectric susceptibility of the medium given by χ = (ε−1). In a nonlinear

medium the linear relation between electric field and polarization is not longer

valid. In this case a Taylor series expansion of the polarization density leads to

P (t) = ε0(χ(1)E(t) + χ(2)E(t)2 + χ(3)E(t)3 + ...) (2.31)

= P (1) + P (NL) (2.32)

P (1) = ε0χE (2.33)

P (NL) = ε0
∑
n≥2

χ(n)E(t)n, (2.34)

where P (NL) is the nonlinear polarization. With these equations the wave equa-

tion (2.29) can be rewritten so that

∇2E − 1

c2

∂2E

∂t2
= µ0

∂2P (NL)

∂t2
. (2.35)

The right side of equation (2.35) is regarded as the source term of radiation, and

this equation is the basis of the theory of nonlinear optics. For optical frequencies

χ(1) is approximately 1, χ(2) ≈ 10−12 m/V, and χ(3) ≈ 10−24 m2/V2.

2.6.3.1 Optical parametric processes

Optical frequency conversion is a parametric process, which means that no en-

ergy, momentum, or angular momentum is transferred to the dielectric medium

during the light-matter interaction. It is a χ(2)-interaction which will be il-

lustrated in a small example. Let us assume that we have an electric field

comprising two harmonic components at optical frequencies ω1 and ω2 so that
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E(t) = E1 cos (ω1t) + E2 cos (ω2t). In a nonlinear medium the 2nd-order polar-

ization then gives rise to five different frequency components because P (2) can be

written as

P (2) =
1

2
ε0χ

(2)[E2
1 [cos (2ω1t) + cos ((ω1 − ω1)t)]

+E2
2 [cos (2ω2t) + cos ((ω2 − ω2)t)] (2.36)

+2E1E2 cos ((ω1 + ω2)t) + 2E1E2 cos ((ω1 − ω2)t)],

which can be summarized as

P (2)(ω) = P (2ω1) + P (2ω2) + P (0ω) + P (ω1 + ω2) + P (ω1 − ω2). (2.37)

The red and green components P (2ω1) and P (2ω2) describe second-harmonic gen-

eration (SHG), the term P (ω1+ω2) is sum-frequency generation (SFG), P (ω1−ω2)

is difference-frequency generation (DFG), and P (0ω) is called optical rectification

(OR). The different parametric interactions are explained in figure 2.21.

Besides optical frequency generation, optical parametric amplification (OPA)

plays an important role in our laser setup and will therefore be briefly explained.

Instead of mixing two frequencies to get an up-converted frequency, in an OPA a

weak signal frequency ω1 and a strong pump wave ω2 interact, so that energy from

the pump is transferred to the signal wave during which the auxiliary wave ω3

(called idler) is created. By choosing a whitelight continuum (see 2.6.3.2), which

is usually weak in intensity, an OPA offers a large wavelength tuning range. In

general not all of the mentioned frequency components can be generated at the

same time as energy and momentum conservation must be fulfilled. So far only

the time-domain picture of mixing was considered, but the argument of the com-

plex wavefunction also includes a position dependence given by k ·r. If two waves

at frequencies ω1 and ω2 are mixed, the second order susceptibility gives rise to

a polarization at frequency ω3 = ω1 + ω2. This new frequency component has

the wavevector k3 = k1 + k2 and as k = ωn(ω), we obtain the phase-matching

condition

ω1n(ω1) + ω2n(ω2) = ω3n(ω3). (2.38)

Usually, it is not possible to fulfill these conditions as most materials exhibit

dispersion. Therefore, birefringent media are often used as they show polarization
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Figure 2.21: Overview of optical parametric processes. a) In optical frequency
conversion two waves are mixed with the help of a third wave which is generated
during this process. b) Optical parametric amplification: A weak signal at ω1 is
amplified by the pump beam. In this process an idler beam is generated. c) Op-
tical parametric oscillator: Two mirrors provide feedback so that upon excitation
with the pump beam an oscillator is created for the signal or idler wave. d) In
spontaneous parametric downconversion a pump beam is spontaneously split into
two waves fulfilling the phase-matching condition. Adapted from [96].

dependent refractive indices. For example, an uniaxial crystal can be used in

which the refractive index also depends on the angle of the incoming wave in

relation to the optical axis. If the polarization of the signal and idler waves are

the same, the process is called Type 1 phase-matching, whereas if signal and

idler have orthogonal polarization it is termed Type 2.

2.6.3.2 Supercontinuum generation

Supercontinuum (SC) laser light or white light is extremely broadband coherent

laser light generated in bulk media, liquids, gases, or various types of waveguides

via nonlinear optical processes. Due to the large spectral range covered by a

SC source, SC generation is a very valuable tool in spectroscopy. SC light is
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also used in our transient absorption experiments (see section 3.3), and therefore

this section tries to point out some of the nonlinear processes involved in the

generation. The involved processes are highly complex and strongly depend on

the media used for SC generation. Additionally, input wavelength, intensity,

beam shape, and pulse length strongly influence the generation process. An

extensive discussion on SC generation in bulk material can be found in [97–99],

and SC generation in photonic crystal fibers is well reviewed by Dudley et al. in

[100]. The first observations of SC generation date back to 1970 when Alfano

and Shapiro reported the generation of white laser light in bulk BK7 glass.[101]

They assigned this effect to self-phase modulation and small-scale filaments, but

a complete consistent explanation based on full three-dimensional simulations of

light propagation was not given until 2000 by Gaeta et al.[102] In the following

we try to follow his argumentation and an introduction to the main processes is

given.

When high intensity laser light enters an optical Kerr medium, the refractive

index becomes intensity dependent due to the third order nonlinear polarization

(χ(3)), so that n(I) = n+ n2I. The Kerr effect introduces a phase change ∆φ =

−n2Ik0z in which z is the propagation axis for the wave with a wavenumber k0.

In an optical pulse the intensity is time-dependent, and therefore the nonlinear

phase change also becomes time-dependent given by

∆φ(t) = −n2I(t)k0z. (2.39)

This leads to a change of the instantaneous frequency described by

∆ω = −n2
dI

dt
k0z. (2.40)

For a pulse with Gaussian intensity distribution the effect is illustrated in figure

2.22. The trailing half of the pulse exhibits a negative slope in intensity change

as dI
dt
< 0, and if n2 is positive this part of the pulse experiences a positive fre-

quency change. Accordingly, the leading half will be reduced in frequency causing

an effective chirp of the pulse and spectral broadening to the blue and red. This

is called self-phase modulation (SPM), and as this effect is strongly intensity

dependent, the self-focusing characteristic in a Kerr medium further supports

the broadening due to the associated increase in pulse intensity. Theoretically,

the self-focusing would lead to a beam collapsing on itself, but in reality several
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2.6. Ultrafast phenomena

higher nonlinear phenomena prevent this behaviour. For example, at high enough

intensities multi-photon absorption sets in and causes an ionization of the sur-

rounding atoms. The created plasma then leads to defocusing counteracting the

self-focusing and keeping the pulse peak power below, but in the vicinity of the

catastrophic beam collapse threshold.[97, 100] The above mentioned SPM is only

valid for small bandwidth pulses, which fulfill the slowly varying envelope ap-

proximation (SVEA). If, however, the pulse is very broadband and of short pulse

duration, the approximation is no longer valid. For the self-focusing of femtosec-

ond pulses the slowly varying envelope approximation breaks down,[103] and this

gives rise to asymmetric pulse-splitting, space-time focusing and self-steepening,

leading to the formation of an optical shock wave, which is important for the

correct description of SC generation.[102] This is the case for pulses in which

the spectral width is comparable to the optical frequency. Comparing this to

the pulses used in our experiment (≈ 80 fs), the SVEA seems to be justified,

but due to the self-focusing, a spatio-temporal collapse occurs, and the SVEA

is no longer valid.[99] A full mathematical description of these processes can be

Optical Kerr 
medium

ω0

ωinst

ω0

ωinst

t

tt

t

Figure 2.22: Self-phase modulation of a laser pulse. The Kerr medium causes a
frequency change which is time-dependent due to the time-dependent intensity of
the pulse envelope. This leads to a time-dependent change of the instantaneous
frequency causing the generation of new frequency components. Adapted from [96]

found in [102], and only a phenomenological summary will be given here. Within

the SVEA a high intensity laser pulse that is focused into a Kerr medium will

split into two symmetric pulses in time caused by the mixture of GVD together
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with SPM.[98, 103] As mentioned above, the SVEA is not valid in this regime

anymore, and Rotheburg et al. proposed an alternative description of the enve-

lope and named the associated physics describing the group velocity space-time

focusing.[103] The self-steepening effect causes a reduction of the group velocity

and therefore an increasing (steepening) slope of the trailing part of the pulse.

Space-time focusing and self-steepening push the peak intensity of the split pulse

to the rear until only a weak pedestal in the leading part remains. Figure 2.23

illustrates the propagation and the steepening. The steepening of the pulse then

leads to the formation of a shock front that is associated with a phase jump, which

causes then massive broadening of the spectrum, which is in turn responsible for

SC generation.

For experimental application several characteristics of the seeding laser pulse are

important. The results relevant for our experiments will be briefly summarized.

Bradler et al. provided an excellent overview in which they investigated SC

generation in different single crystals depending on focusing conditions, crystal

thickness, pump pulse energy, and pump wavelength.[104] For SC reaching to

the UV spectral region only CaF2 was found to be suitable, but it needs to be

constantly moved to prevent damage. For continua extending from the visible to

the NIR, sapphire, yttrium aluminium garnet (YAG), or YVO4 are more suitable.

For all materials, they observed the onset of SC generation to approximately

coincide with the characteristic power for self-focusing

PSF ≈
0.15λ0

n0n2

, (2.41)

again pointing out that this is the initial process leading to SC generation. By

increasing the pulse energy, an enhanced NIR contribution was observed up to a

point where single filament generation breaks up and colorful patterns probably

obtained from multi-filament interference are observed. Furthermore, they found

that for a long focal length of the lens focusing the seed into the crystal, enhanced

NIR spectral components are generated. The pump wavelength also determines

whether the generation of white light is possible or not. In literature it was

reported that for SC generation the ratio between the bandgap of the crystal and

the pump photon energy has to be larger than three as otherwise multiphoton

absorption processes restrict self-focusing.[105] Shifting the pump wavelength to

the NIR region, however, was shown to leave the visible part of the white light
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Figure 2.23: Temporal profile and frequency chirp of a laser pulse propagat-
ing in a nonlinear Kerr medium. In a) the profiles are shown at the on-
set of pulse splitting. b) and c) show further propagated pulses in which self-
steepening and space-time focusing have pushed the intensity to the trailing part
of the pulse leading to the formation of a shock front. Reprinted figure with
permission from [102]. Copyright (2000) by the American Physical Society,
http://journals.aps.org/prl/abstract/10.1103/PhysRevLett.84.3582.
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almost unchanged whereas the NIR spectral region was further broadened.[104]

In summary, for the generation of a broadband SC reaching from the visible up

to the NIR spectral region, an NIR pump wavelength in combination with a long

focal length lens should be used with sufficient power to start the SC generation,

but lower than the onset of multi-filament generation.
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Chapter 3

Experimental Methods and

Materials

3.1 Solar cell preparation

The device architecture used for all solar cells prepared in this work is similar to

that in figure 2.6, consisting of an ITO-covered quartz substrate, which is covered

by a layer of PEDOT:PSS. Above that, the active layer is positioned, followed

by the back electrode. The quartz substrates have a size of 24× 24 mm and are

completely covered with ITO. The fabrication follows the preceeding steps:

• ITO patterning: The ITO layer is removed in a wet etching process at the

right and left side, so that a 12 mm broad ITO stripe remains in the middle

(see figure 3.1).

• PEDOT:PSS: After ultrasonic cleaning in several solvents, a PEDOT:PSS

layer of approximately 40 nm is spin-cast from aqueous solution on top of

the ITO stripe. The sample is then transferred into the glovebox system

where it is annealed at 150 ◦C for 10 minutes to get rid of residual water in

the film.

• Active layer: After thermal annealing of the device, the photoactive layer

is spin cast on top of the PEDOT:PSS layer from a solution of polymer and

fullerne. Further details for the individual material systems investigated in

this thesis can be found in table 3.1.
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• Evaporation: The back electrode is evaporated on top of the photoactive

layer without exposing the sample to air. The evaporation mask creates six

equal pixels on each substrate which each have an active area of 0.14 cm2.

The choice of the electrode depends on the active layer material.

• Contacting: To contact the solar cell, above and below the pixels the active

layer and the PEDOT:PSS are removed by wiping, so that the ITO can be

directly contacted. The counter contact is the evaporated back electrode

which is protected during measurements by a thin layer of silver paste.

Direct ITO contact

ITO with PEDOT:PSS Evaporated electrodes

Figure 3.1: Layout of the solar cell. The blue area represents the ITO stripe
which was removed at the sides. The overlap of the green electrodes with the blue
ITO stripe defines the pixel size of 0.14 cm2.

3.2 Solar cell characterization

In order to quantify the performance of solar cells, several experimental methods

can be employed. In the following a short overview of the characterization of

solar cells will be given.
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3.2.1 J-V characteristics

The most important parameter for the characterization of a solar cell is the power

conversion efficiency η, which is defined as the ratio of the electrical power gener-

ated by the solar cell at the maximum power point PMPP and the incident light

power with which the device is illuminated Pin. The maximum power point of a

solar cell is determined by measuring the JV-curve of the device under illumina-

tion, for which the voltage is sweeped in a certain range and the corresponding

current at each point is measured. A typical JV-curve is shown in figure 3.2,

which is characterized by four prominent parameters:

• VOC : The intersection of the JV-curve with the x-axis at zero current is

called open-circuit voltage. At this voltage no net current is flowing in the

external circuit.

• JSC : The intersection of the JV-curve with the y-axis at zero voltage is

called short-circuit current.

• FF: The fill-factor (FF) is an ideality factor which is defined as the ratio of

the product of the current and the voltage at MPP and the product of JSC

and VOC . It is dimensionless and varies between zero and one, describing

how rectangular the JV-curve is.

• Dark current: The dark current characterizes the JV-curve of solar cell

without illumination. At reverse bias the dark current is zero, but with

decreasing internal field at some point charges are injected into the de-

vices and create a current in forward direction. The dark current is part

responsible for the reduction of the fill-factor.

The parameters are connected in the following way:

η =
PMPP

Pin
= FF

VOCJSC
Pin

(3.1)

FF =
PMPP

VOCJSC
(3.2)

In our experimental setup the source of illumination is a solar simulator (K.H.

Steuernagel Lichtechnik) which imitates AM 1.5G conditions. AM 1.5G rep-

resents the solar spectrum after the light has traveled 1.5 times through the
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Figure 3.2: JV-curve of PSBTBT:PC70BM with the figures of merit to charac-
terize a solar cell. The blue line is the dark current, the red line is the measured
current under AM1.5G like conditions, and the black line represents the electrical
power generated in the cell. The fraction of the gray shaded areas is the fill-factor.

atmosphere compared to the distance light would have traveled if it traveled per-

pendicularly through the atmosphere, thereby accounting for the average angle

of incidence of 48◦ of solar light, which is the yearly average in the USA including

also diffusive light. The JV measurement is performed by a Keithely 236 SMU.

3.2.2 External quantum efficiency measurements

Another important method for the characterization of a solar cell is the external

quantum efficiency (EQE) measurement in which the fraction of extracted charges

per incident photon is calculated. This number can be corrected for scattering

and parasitic absorption to obtain the internal quantum efficiency (IQE) which

represents the ratio of extracted charge carriers per absorbed photon. By scan-

ning the excitation wavelength, a whole EQE spectrum can be recorded from

which information about the photon energy dependence of charge carrier gen-

eration can be deduced. If the solar cell contains a blended active layer with

separated absorption profiles, conclusions about the charge carrier generation ef-

ficiency of the individual components can be drawn. A typical EQE spectrum is

shown in figure 3.3. The experimental setup consists of a tungsten halogen lamp

and a TRIAX 180 monochromator used as a tunable excitation source. The num-
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ber of incident photons for each wavelength is obtained from a calibrated silicon

photodiode and the current is measured with a Keithley 236 SMU.

4 0 0 5 0 0 6 0 0 7 0 0 8 0 0 9 0 0 1 0 0 0
0 . 0
0 . 1
0 . 2
0 . 3
0 . 4
0 . 5
0 . 6

EQ
E

λ /  n m
Figure 3.3: External quantum efficiency of a PSBTBT:PC70BM device.

3.3 Transient absorption spectroscopy

Transient absorption spectroscopy (TAS) enables the observation of excited state

dynamics by recording their changes in absorption following photo-excitation. In

a typical experiment the transmission of a weak probe laser pulse through the

sample is recorded after excitation of the sample by an intense pump laser pulse

and compared to the transmission without a pump pulse. The transient evolution

of absorption in such a pump-probe experiment can then be obtained by chang-

ing the delay time between the probe and the pump pulse. The time resolution

is consequently determined by the length of the pump and probe pulses. Due

to the availability of femtosecond laser technology, a time-resolution of 150 fs is

possible without further experimental effort, which can be enhanced to sub-20 fs

by pulse recompression.[78] Furthermore, the possibility to use optical parametric

processes with femtosecond pulses (see 2.6.3.1) gives access to spectral regions

for excitation as well as probing from the UV/VIS to the NIR. However, with

monochromatic probing the generation of transient absorption spectra is time-

consuming, since the probe wavelength needs to be scanned over the desired spec-
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tral range for each time delay. An elegant alternative is the use of a broadband

supercontinuum source as a probe pulse. Depending on the choice of material for

the SC generation, wavelengths from the UV up to the NIR region are accessi-

ble with high pulse to pulse stability, necessary to obtain a decent signal-to-noise

ratio. Broadband probing is especially helpful to identify spectral shifts which un-

detected could lead to erroneous excited state kinetics. TAS experiments should

be carried out in the linear absorption regime, and when coherent effects, visible

only with very short pulses, and non-linear effects are disregarded, the transient

signal can be written as

∆T

T
(λ, t) = −

∑
i,f

σif (λ)∆Ni(t)d. (3.3)

The indices i and f represent the initial and final state of the probed transition,

σif (λ) is the corresponding crossection, ∆Ni is the population density change of

state i due to the perturbation by the pump, and d is the sample thickness. The

convention is that the crossection is negative for upward transitions and positive

for downward transitions. The typical signals observed in TAS are depicted in

figure 3.4 and explained in the following:

• Ground State Bleach (GSB): A positive change in transmission indicates

that the sample absorbs less light in this wavelength region upon application

of the pump. This feature coincides with the ground state absorption of

the material as during excitation by the pump the population of the ground

state is decreased by transitions to excited states. Consequently, less probe

light can be absorbed in the ground state leading to positive a ∆T
T

. The

GSB monitors all excited states.

• Stimulated Emission (SE): In a fluorescent material excitation leads to the

population of emissive states. The interaction of the probe pulse with the

excited system can then result in the stimulated emission of photons, which

show up as a positive ∆T
T

in the fluorescence region of the material.

• Photoinduced Absorption (PIA): Excitation of the sample generates excited

states that also have absorption. The probe pulse probes transitions from

the excited state to higher lying excited states, which usually leads to a

broad negative ∆T
T

due to the overlap of several excited state transitions.
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The decay characteristics of the PIA can be used to identify different excited

species.

GSB
SE

PIA

S0

S1

S2

Figure 3.4: Typical signals observed in a TAS experiment. The thick black line is
the resulting spectrum consisting of a GSB (blue), SE (green), and a PIA (red).
The inset shows the corresponding transitions.

3.3.1 Experimental setup

Our experimental setup covers a time-range up to 4ns with a time resolution of

≈ 150 fs (short time setup), and in a second experiment the time-range between

1 ns up to 1 ms (long time setup) with 500 ps time resolution can be observed.

Both experiments can be conducted with a supercontinuum probe in a spec-

tral range between 450-1100 nm and 1100-2600 nm. The center of our setup is

a 1 kHz Ti:Sapphire-based regenerative amplifier one-box system (Coherent Li-

bra HE) with an integrated oscillator and pump laser delivering 80 fs pulses at

800 nm with an energy of 3.5 mJ. The oscillator (Coherent Vitesse) is a mode-

locked Ti:Sapphire laser pumped by a green cw diode-pumped laser (Coherent

Verdi V2). The output of our laser system is split and injected into two opti-

cal parametric amplifiers (OPerA Solo) of which one is used to generated pump

pulses in the UV/VIS to the NIR for the femtosecond to nanosecond pump-probe

experiments. The second OPA creates the seed wavelength for the SC generation
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which is used as a probe in both setups. The pump pulse for the long time setup is

provided by an Nd:YVO4 MOPA laser (AOT MOPA 100) which produces pump

pulses at 1064 nm that can be doubled to 532 nm. For UV excitation the third

harmonic can also be generated.

Figure 3.5 schematically displays the design of our setups which are identical for

both time ranges except for the way the delay between pump and probe pulses is

obtained. In the short time experiment the delay is varied by a linear motorized

delay stage with a maximum optical path difference corresponding to 4 ns. Special

care has to be taken to guarantee perfect overlap for all delay times, which requires

fine adjustment of the in-coupling into the stage. Furthermore, collimation of the

pump beam plays an important role as divergence or focusing lead to varying

excitation densities for each delay time. Hence, spot size measurements with

a beam profiler are inevitable. In the long time range (ns-µs) a mechanical

time delay is obviously not possible. Therefore, an actively triggered Q-switched

laser is used as a pump source, and the delay is electronically varied by a delay

generator (SRS DG535). In both setups pump and probe beam are overlapped

under an angle to enable the separation of the pump pulse behind the sample.

Due to the degradation of organic films in air, a small vacuum chamber is used to

create a dynamic high vaccum. For field dependent measurements on solar cell

devices, the setup can be changed to reflection mode, where the back electrode

of the device is used as a mirror to reflect the probe beam. Additionally, liquid

nitrogen can be used to cool down the chamber, so that temperature dependent

measurements can be conducted. Another critical issue is to find the correct

spatial overlap between pump and probe pulse. The general idea in pump-probe

spectroscopy is to use a large pump beam which is overlapped with a focused

probe, to simulate spatial homogeneity of the excitation density for the size of the

probe. For measurements conducted with visible probe continua, perfect overlap

can be guaranteed with a beam profiler that displays pump and probe beam at the

same time. The overlap can then be optimized by maximizing the transient signal.

For measurements in the NIR the procedure was altered as visible components

are almost completely absent in the NIR continua. Therefore, a substrate with

a small pinhole was placed in the vacuum chamber next to the sample, and the

chamber was adjusted with an xyz-stage to maximize the transmission of the

probe beam through the pinhole. The pinhole size is chosen so that the focused
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3.3. Transient absorption spectroscopy

probe beam passes the aperture without being clipped. After optimizing the

transmission, the pump pulse is adjusted on the aperture with a spot size larger

than the aperture, and the sample chamber is moved in the plane perpendicular

to the probe beam to place the sample in the optical path. Again transient signal

optimization can be used to tune the overlap. In TAS, the transmission of the
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Short time
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Long time
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Figure 3.5: Schematic representation of the TAS setup. The whole experiment
is powered by the output of the Ti:Sa regenerative amplifier, which pumps OPA1
and OPA2. The long delay pump (AOT) is triggered by a delay generator (DG)
which is synchronized to the libra. f1 to f7 are lenses, MFW is a motorized filter
wheel, FW is a manual filter wheel, WP is a lambda half wave plate, LP is long
pass filter, A an iris aperture, C is the crystal for white light generation, F is a
filter to remove the residual seed wavelength, BS is a beam splitter, and Ch is the
chopper wheel. The transmitted probe is detected in D.

probe pulse through the sample (pump off) is compared to the transmission of

the probe pulse upon application of the pump pulse (pump on). Experimentally

this is achieved by chopping the pump pulse so that a reduced repetition rate of

500 Hz is generated in relation to the 1 kHz repetition rate of the probe pulse.

This means that every second probe pulse carries transmission information with

pump on or pump off, respectively. In the long time setup the pump laser can

be triggered at 500 Hz so that additional chopping is not necessary. For data

recording linear dispersion grating spectrometers with silicon array detectors (256

or 512 pixels) or an extended InGaAs array detector (512 pixels) are used. The

grating spectrometers (Princeton Instruments Acton SP2150) are equipped with
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two sets of gratings, for the visible range blazed at 500 nm with a groove density of

150 g/mm for broadband detection or with 600 g/mm for high resolution spectra,

and in the NIR with gratings blazed at 1.2µm and groove densities of 300 g/mm

and 150 g/mm. Special care has to be taken when working with SC probes that

extend over more than an optical octave as higher diffraction orders can alter

the signal. This can be dealt with with suitable long and short pass filters.

Calibration of the spectrometers is achieved by inserting narrow-band line filters

into the optical path, whose maximum transmission is then associated to a pixel

number, and a linear wavelengths calibration is performed. To avoid anisotropy

effects the polarization of the pump pulse is rotated by a λ/2-plate in relation to

the probe pulse so that magic angle conditions are achieved.

To calculate the resulting change of transmission normalized to the transmission

of the probe without pump, 1000 shots are averaged for pump on and for pump

off, and after that the difference is calculated so that

∆T

T
=
Ton averaged − Toff averaged

Toff averaged

. (3.4)

3.3.2 Parameters for SC generation

In our setup, supercontinuum generation in undoped laser crystals is used to

create broadband probe pulses. Depending on the desired spectral range, different

materials and seed wavelengths are employed to generate stable continua. For

measurements spanning from 450 nm - 1100 nm, a c-cut sapphire crystal is used

with a thickness of 3 mm, and a 1300 nm seed pulse generated by the OPA is

focused on the front facet. In literature, usually 800 nm seeds are used to generate

whitelight in the visible, however the residual 800 nm cannot be entirely separated

from the SC without causing a spectral gap and therefore renders this spectral

region useless. By pushing the seed wavelength above the detection limit of the

silicon array, a continuous TA spectrum can be recorded. The 1300 nm seed is

focused with a 50 mm lens, and an additional iris aperture in front of the lens offers

control of the beam shape. The seed pulse contains approximately 1-2µJ and is

carefully adjusted with a continuous neutral density filter, so that single filament

whitelight is generated. For stability reasons an additional long pass filter is

inserted into the optical path in front of the focusing lens to block parasitic

wavelengths, and the iris and ND filter are adjusted to optimize stability and
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3.3. Transient absorption spectroscopy

spectral range. The transition between single and multi filament SC generation

can easily be observed by inserting a piece of white paper into the optical path

after the SC generation and increasing the pulse energy.

The creation of stable whitelight in the spectral region between 1000 nm - 2000 nm

was part of the work carried out in this thesis. For the NIR TAS measurements

described in [49] a sapphire crystal was used with a seed wavelength of 2100 nm.

This resulted in a broad spectral output, but the SC was very sensitive to small

fluctuations in the seed pulse energy. By replacing the sapphire crystal by an

yttrium orthovanadate (YVO4) crystal seeded at 2100 nm, a very stable SC was

generated, comparable to the stability of the visible whitelight described above.

The focusing lens was also replaced by a 75 mm focal length lens to increase

the amount of NIR whitelight.[104] However, the combination of YVO4 with

2100 nm produces almost no visible output, and therefore, a sapphire crystal is

used for alignment. Once the system is aligned, the sapphire was replaced with

the YVO4 crystal, and the signal was optimized for spectral range and stability.

With careful adjustments a stability around 1 % rms can be achieved. It has to

be noted that it is experimentally easier to detect only a part of the generated

SC spectrum, for example between 1050 nm and 1600 nm, by using a diffraction

grating with a higher groove density because the dynamic range of the detector is

too small to compensate the spectral intensity differences of the SC. The reasons

for the spectral inhomogeneous intensity are hidden in the generation process

itself, but also in the diffraction efficiency of the grating and the response of the

InGaAs detector array. In figure 3.6 the shape of the different SC are shown as

detected by our setup. It can be seen that for both crystals the signal increases

to the red, whereas in the blue region only a weaker signal is detected. However,

the exchange of sapphire with the YVO4 crystal strongly increases the generated

whitelight in the spectral region between 1100-1450 nm.

3.3.3 Sample data and data processing

A typical transient absorption experiment produces a data surface similar to that

shown in figure 3.7. The VIS and NIR measurements are merged into one surface

for demonstration purposes. Taking a slice along the photon energy axis produces

a transient absorption spectrum at a fixed time delay, in which the different
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Figure 3.6: Comparison of the whitelight spectra generated with sapphire (black
line) and YVO4 (red line). Both spectra show a signal increase to the red, but for
YVO4 the detected signal is not as steep as for sapphire. Note that these spectra
are a convolution of the actual whitelight spectrum with the diffraction efficiency
of the grating and the detector response.

contributions of GSB and PIA can be identified. The kinetics corresponding to a

certain spectral feature can then be extracted as shown in the lower right panel.

Before the data can be analyzed, a chirp correction of the short time data has to

be performed as chirp causes a time delay between different probe wavelengths

of ≈ 1 ps in the visible. To correct for this, the chirp region is manually redrawn

and then fitted to a polynomial in a 2D plot and subtracted (see figure 3.8).

Due to the design of the experiment it is possible that a part of the pump light

is scattered in the direction of the probe beam and becomes visible in the TA

signal as an artifact visible throughout the entire time range and even before zero

time, when the probe passes the sample before the pump. This can be corrected

by a background correction, where the signal before zero time is averaged and

subtracted. However, special care has to be taken when identifying artifacts as

also photoexcited species longer lived than the inverse repetition rate (1 ms) can

cause such signals.
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3.3. Transient absorption spectroscopy

Figure 3.7: Transient absorption data surface with corresponding spectra (red
line) and kinetics (blue line).
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Figure 3.8: Contour plot of short time TA data with a solid black line indicating
the chirp. The black line is subtracted from the TA data to correct the chirp.
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3.3.4 Multivariate curve resolution and global fitting

Pure kinetics of a certain species can only by extracted if there is no overlap be-

tween different excited state spectra. In the case of strongly overlapping features

several more sophisticated methods can be employed, excellently summarized in

[106]. Only a short overview will be given in this context. If the shape of the

excited-state spectra does not change over time, the measured data surface can be

represented by a bilinear decomposition so that D = CS+E in which the matrix

C carries the concentration profiles and S the corresponding crossections (spec-

tra). E is the error matrix that ideally only contains experimental noise. One

method to determine C and S is the global analysis in which a simulated data

matrix is created by hard modeling the expected photophysical processes with

certain amplitudes and time constants, which are then optimized by minimizing

the difference between the experimentally measured data set and simulated data

set.[107] The drawback of this method is that the fraction of each species involved

in the process has to be known and identified to create a meaningful model.

An alternative approach is the multivariate curve resolution (MCR), which is

extensively reviewed in [108–111]. MCR is a so-called soft modeling approach in

which only constraints are used that do not require knowledge of each individual

species, but are based on basic physical and mathematical assumptions. Possi-

ble assumptions are for example non-negativity of spectra and concentrations.

The idea behind the method is to use an initial guess of the concentration pro-

files from which in the next step the corresponding spectra are calculated with

the least squares method. The calculated spectra are then again altered with

additional constraints and used to recalculate new concentration profiles. This

process continues until a tolerance limit is reached and the best fit is found. The

initial guess for the concentrations is obtained by evolving factor analysis (EFA)

based on singular value decomposition (SVD), which additionally indicates how

many species are needed to correctly describe the data set at different times. For

further details about the method and application to simple examples the reader

is referred to [106].
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3.4. Quasi-steady-state photoinduced absorption spectroscopy

3.4 Quasi-steady-state photoinduced

absorption spectroscopy

The working principle of quasi-steady-state photoinduced absorption spectroscopy

(cw-PIA) is very similar to TAS as the same photo-physical properties of the sam-

ples are probed. The difference is that, unlike in TAS, in which a fs laser is used

for pump and probe, no ultrafast light source is needed. Our setup consists of a

100 W tungsten-halogen lamp that in combination with a monochromator (LO-

TOriel Omni-λ 300) is used as a probe. As a pump source the output of different

cw lasers (633 nm and 808 nm) or high power LEDs (355 and 527 nm) is chopped

or directly electronically modulated. The samples are placed in a nitrogen-cooled

optical cryostat (Oxford Instruments Optistat CF) at 80 K in helium atmosphere

or at room temperature in a dynamic vacuum. The transmitted probe light is

dispersed by a second identical monochromator and then detected by a photodi-

ode detector. For measurements in the wavelength range from 500 to 1100 nm,

an amplified silicon photodetector (Thorlabs PDA 100A) is employed, which can

be substituted by an amplified germanium detector (Thorlabs PDA 50B) for the

wavelength range from 900 to 1800 nm. An InSb detector covers the region be-

tween 1750 to 4000 nm, which is limited by the spectral range of the light source.

The pump light is chopped at 317 Hz to induce changes in the transmission ∆T,

which are measured by using a lock-in amplifier (EG&G Princeton Applied Re-

search model 5210). To calculate ∆T/T, the transmission is recorded prior to the

cw-PIA measurement and corrected for photoluminescence. Compared to TAS,

the cw-PIA technique allows prescreening of the material to identify interesting

spectral regions for TAS experiments. However, the signal in cw-PIA is always

a life-time averaged ensemble of the individual signatures of excited states which

leads to the loss of short-lived features in this technique.

3.5 Time-resolved photoluminescence

measurements

For the detection of time-resolved photoluminescence a Hamamatsu Streak Cam-

era system is used, which allows for spectral and temporal analysis of emitted

photons. In a typical experiment the sample is excited by a short laser pulse,
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and the emission is spectrally resolved in a spectrograph. The spectrograph is

connected to a photocathode which converts the incident photons into electrons.

The electrons then interact with a time dependent electric field perpendicular to

the propagation direction and perpendicular to the spectrograph dispersion. The

electric field is triggered by the excitation laser pulse so that depending on the

time the emitted photons arrive at the photocathode, the corresponding electrons

experience different accelerations in the electric field. This technique allows to

temporally resolve the emission. The generated electrons are incident on a phos-

phorescent screen which is monitored by 2D CCD camera as illustrated in figure

3.9. The measurements conducted for this work were carried out after excitation

with pulses from a 80 MHz Ti:Sa laser system delivering pulses of approximately

100 fs length, which were then frequency doubled in a BBO crystal to obtain an

excitation wavelength of 400 nm, suitable for most organic materials.

samplepulsed
excitation

spectrograph streak system
with time dependent
field

CCD

Figure 3.9: Working principle of a streak camera system. The emission of the
sample is spectrally dispersed in a spectrograph and the photons are successively
converted to electrons in a photocathode. An electric field synchronized to the
laser trigger then sorts the electrons in time by a varying electric field, so that on
a phosphorescent screen a 2D plot can be observed with the spectral information
on one axis and the temporal evolution on the other. Taken from [13].

3.6 Materials

In this thesis three different donor polymers were investigated, namely PCDTBT,

PCPDTBT, and PSBTBT. This section gives a short overview of the material

properties and processing conditions. Figure 3.10 shows the chemical structures of

the investigated polymers. PCDTBT, poly[N-11”-henicosanyl-2,7-carbazole-alt-
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5,5-(4’,7’-di-2-thienyl-2’,1’,3’-benzothiadiazole)], was first synthesized by Leclerc

et al.,[30, 31] and belongs to the class of the poly(2,7)carbazoles. In this thesis a

PCDTBT with modified, longer side chains was investigated, synthesized by Lee

et al.[112] The modified side chains were added to increase the solubility of the

material.

N
S
N

S S

n

a) b) c)

PCDTBT PCPDTBT PSBTBT

Figure 3.10: Donor polymers investigated in this work.

The second material system is the low-bandgap donor polymer poly[2,6-(4,4-bis-

(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b’]-dithiophene)-alt-4,7-(2,1,3-benzothia-

diazole) (PCPDTBT), which was first synthesized by Muehlbacher et al.[34] The

material used in this work was synthesized and further purified by Cho et al.

[49, 113] to yield a molecular weight of MN = 16000 g/mol. For later experiments

additional PCPDTBT was purchased from 1-Material with a molecular weight

of MN = 18000 g/mol. Both material batches delivered similar photovoltaic

performance.

The third donor polymer is based on silole-containing polythiophenes and 2,1,3-

benzothiadiazole and is called poly[(4,4’-bis(2-ethylhexyl)dithieno[3,2-b:2’,3’-d]-

silole)-2,6-diyl-alt-(2,1,3-benzothiadiazole)-4,7-diyl] (PSBTBT), synthesized by

Hou et al.[114] PSBTBT is very similar to PCPDTBT except for the substituted

bridgehead atom as shown in figures 3.10b) and 3.10c). The spectroscopic inves-

tigations presented in this work were done on PSBTBT obtained from Konarka

with a molecular weight of MN = 16000 g/mol and MW = 60000 g/mol. For com-

parison of the solar cell performance another batch was obtained from Solarmer

with MN = 6000 g/mol.

The donor polymers were blended with the fullerene acceptors PC60BM or PC70BM

purchased from Sigma Aldrich and table 3.1 gives an overview of the processing

conditions used for the material systems.
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PCDTBT PCPDTBT PSBTBT

c(Donor) / mg/ml 5 10 14

DA-ratio 1:2 1:2 1:1.5

Solvent CF CB DCB

Annealing - - -

Additives - ODT, 2.4 vol% -

Thickness / nm 105 100 100

Electrodes 100nm Al 10nm Ca 100nm Al 10nm Ca 100nm Al

Table 3.1: Processing conditions of the investigated material systems
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Chapter 4

Results and Discussion

4.1 Ultrafast Exciton Dissociation Followed by

Nongeminate Charge Recombination in

PCDTBT:PCBM Photovoltaic Blends

The following article was published in the Journal of the American Chemical

Society and is reprinted with permission from [112]. Copyright (2011) American

Chemical Society.
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1. INTRODUCTION

Photovoltaic devices are considered to be one of the most
important alternatives to fossil fuels for clean and renewable
energy production and to satisfy the world’s ever growing energy
demand by exploiting a quasi-inexhaustible energy source, the
sun. During the last two decades organic semiconductors have

emerged as a new class of photovoltaic materials that promise
low-cost and large-area production of organic photovoltaic
(OPV) devices using energy-efficient solution-cast techniques

Received: February 28, 2011

ABSTRACT: The precise mechanism and dynamics of charge
generation and recombination in bulk heterojunction polymer:
fullerene blend films typically used in organic photovoltaic
devices have been intensively studied by many research groups,
but nonetheless remain debated. In particular the role of
interfacial charge-transfer (CT) states in the generation of free
charge carriers, an important step for the understanding of
device function, is still under active discussion. In this article we
present direct optical probes of the exciton dynamics in pristine
films of a prototypic polycarbazole-based photovoltaic donor polymer, namely poly[N-1100-henicosanyl-2,7-carbazole-alt-5,5-(40,70-
di-2-thienyl-20,10,30-benzothiadiazole)] (PCDTBT), as well as the charge generation and recombination dynamics in as-cast and
annealed photovoltaic blend films using methanofullerene (PC61BM) as electron acceptor. In contrast to earlier studies we use
broadband (500�1100 nm) transient absorption spectroscopy including the previously unobserved but very important time range
between 2 ns and 1ms, which allows us not only to observe the entire charge carrier recombination dynamics but also to quantify the
existing decay channels. We determine that ultrafast exciton dissociation occurs in blends and leads to two separate pools of
products, namely Coulombically bound charge-transfer (CT) states and unbound (free) charge carriers. The recombination
dynamics are analyzed within the framework of a previously reportedmodel for poly(3-hexylthiophene):PCBM (Howard, I. A. et al.
J. Am. Chem. Soc. 2010, 132, 14866) based on concomitant geminate recombination of CT states and nongeminate recombination
of free charge carriers. The results reveal that only∼11% of the initial photoexcitations generate interfacial CT states that recombine
exclusively by fast nanosecond geminate recombination and thus do not contribute to the photocurrent, whereas∼89% of excitons
create free charge carriers on an ultrafast time scale that then contribute to the extracted photocurrent. Despite the high yield of free
charges the power conversion efficiency of devices remains moderate at about 3.0%. This is largely a consequence of the low fill
factor of devices. We relate the low fill factor to significant energetic disorder present in the pristine polymer and in the polymer:
fullerene blends. In the former we observed a significant spectral relaxation of exciton emission (fluorescence) and in the latter of the
polaron-induced ground-state bleaching, implying that the density of states (DOS) for both excitons and charge carriers is
significantly broadened by energetic disorder in pristine PCDTBT and in its blend with PCBM. This disorder leads to charge
trapping in solar cells, which in turn causes higher carrier concentrations and more significant nongeminate recombination. The
nongeminate recombination has a significant impact on the IV curves of devices, namely its competition with charge carrier
extraction causes a stronger bias dependence of the photocurrent of devices, in turn leading to the poor device fill factor. In addition
our results demonstrate the importance of ultrafast free carrier generation and suppression of interfacial CT-state formation and
question the applicability of the often used Braun�Onsager model to describe the bias dependence of the photocurrent in polymer:
fullerene organic photovoltaic devices.

4. Results and Discussion
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and add unprecedented features such as mechanical flexibility
and very low weight, which is of utmost importance for the
growing market of mobile electronic devices.1 In fact organic
solar cells based on intimately mixed electron-rich donor poly-
mers and electron-deficient fullerene-based acceptors, com-
monly referred to as ‘bulk heterojunction (BHJ)’, have recently
demonstrated certified power conversion efficiencies (PCE)
exceeding 7�8%.2,3 However, the photophysical processes that
govern charge generation, transport, and extraction as well as the
efficiency-limiting loss channels remain not well understood.4

This is partially a consequence of the very complicated interplay
between the chemical structure of the individual components,
the solid-state morphology of the blend, and the blend photo-
physics that finally altogether determine the device efficiency.5�7

It is now widely accepted that in archetypical polymer:fullerene
bulk heterojunctions photon absorption leads to the generation
of Coulombically bound Frenkel-type excitons, which are the
primary photoexcitations in conjugated polymers and small
organic molecules.8�10 After diffusion to an interface, the exciton
is ionized in an ultrafast (<100 fs) process leading to the genera-
tion of Coulombically bound charge-transfer (CT) states (also
termed bound radical pairs), and free charge carriers (polarons).
The ratio of CT states to free charge carriers formed by exciton
quenching depends on both the material system and morphology.
For efficient photovoltaic operation the ultrafast formation of free
carriers is preferred, and although the mechanism for this ultrafast
formation of free carriers is unclear, it has been shown to dominate
in efficient P3HT:PCBM blends.11,12 The effect of interfacial
charge transfer states, should they be formed, on photovoltaic
efficiency is still debated.13�16 Theoretically the CT states could
either recombine to the ground state, a process termed geminate
recombination, or dissociate into free charge carriers that can be
extracted from the blend as photocurrent. The field and tempera-
ture dependence of CT-state dissociation (theoretically explored
byOnsager, Braun, and Tachiya)17�20 have been often invoked to
explain the bias dependence of photocurrent. However, recent
results in the P3HT:PCBM system suggest the field dependence
of the competition between extraction and nongeminate recom-
bination of free carriers determines the field dependence of the
photocurrent,21,22 calling into question the relevance of field-
dependent CT-state splitting in efficient photovoltaic devices.
We do note, however, that Lee et al. demonstrated P3HT:PCBM
devices exhibit similar internal quantum efficiencies for band
gap excitation of Frenkel-type excitons and below band gap direct
excitation of CT states,23 which could imply that what is measured
in transient absorption as ultrafast free charge generation could
actually very briefly pass through a (hot) charge-transfer state
within the∼100 fs instrument response time of the system. What
is clear, is that the ratio between what we will continue to term
ultrafast generated free charge carriers (with the aforementioned
proviso born in mind) and CT states that have been found to
geminately recombine on the time scale of approximately a
nanosecond in a variety of systems, is an important factor in
efficient photovoltaic operation and one that differentiates whether
improvement should be sought in improving the separation of
charge carriers from the interface by energetic or nanomorpholo-
gical changes or in their extraction by improvement in mobility or
mesoscopic device structure.

In the present work we report direct optical probes of
exciton and charge carrier dynamics in a donor�acceptor copolymer,
namely poly[N-1100-henicosanyl-2,7-carbazole-alt-5,5-(40,70-di-
2-thienyl-20,10,30-benzothiadiazole)] (PCDTBT). Copolymers

based on alternating donor�acceptor moieties have recently
attracted considerable attention since they in principle can offer
better photon harvesting in the lower-energy part of the solar
spectrum and/or an increased open-circuit voltage of the devices
by fine-tuning of the energy levels of the polymer. PCDTBT
attracted our attention because internal quantum efficiencies
approaching unity in blends with PCBM have been demon-
strated by the Heeger group in conjunction with power conver-
sion efficiencies up to 6.1% upon insertion of optical spacers and
in inverted solar cell structures.24,25 Earlier work by Leclerc and
co-workers on PCDTBT:PCBM photovoltaic devices has de-
monstrated reproducible efficiencies of more than 3% in simple
as-cast device structures, with efficiencies exceeding 5% upon
optimizing the light management of the device.26,27 Interestingly
it was also observed that annealing did not have a positive effect
on the device efficiency unlike that typically observed for the
prototypic photovoltaic system P3HT:PCBM.28 Recently, Street
and co-workers have performed transient photoconductivity
measurements on PCDTBT:PCBM devices and concluded that
geminate recombination, as can be expected due to the high
IQEs, is not at all a significant loss channel in this system.29 Tong
et al. have investigated the exciton dynamics in pristine PCDTBT
polymer films and charge generation in blends with PC70BM by
means of optical probes,30 however, only up to 2 ns, which
hampers a clear comparison between geminate and nongeminate
recombination and thereby also a direct comparison between CT
state and ultrafast free carrier formation. Their analysis is also
limited by the fact that the excited-state dynamics were fitted with
a sum of exponential functions rather than kinetic equations
based on a photophysical model. Hence, the lifetimes reported
have no direct physical meaning and only information about the
approximate time scale of the processes after the precise excita-
tion fluences used can be gained, making a general comparison
problematic. Furthermore, a quantification of the different decay
channels occurring on largely varying time scales is also impos-
sible. In a subsequent work the Heeger group studied also the
exciton dynamics in pristine PCDTBT polymer films by ultrafast
fluorescence upconversion to disentangle the very early excited-
state dynamics which occur below 100 fs.31 It was suggested that
charge carriers are directly generated as primary photoexcitations
and collapse into Coulombically bound excitons within the first
100 fs, which is in stark disagreement with the common notion
that the primary photoexcitations in conjugated polymers are
Frenkel-type excitons. In the present work we report on exciton
dynamics in pristine polymer films and charge generation and
recombination dynamics covering a dynamic range of 10 orders,
i.e., from 100 fs to 1ms. By studying the entire relevant time scale,
we can directly compare geminate (occurring on roughly a few
nanoseconds time scale) and nongeminate recombination
(occurring, depending on the fluence, on roughly 1 ns to 1 μs
time scales at typical transient absorption pump fluences)
processes by studying the charge recombination as a function
of initial charge density (i.e., as a function of different excitation
fluences). In contrast to previous work, we use our recently
introduced analytical model to describe the data and thereby
extract the absolute fractions of geminate and nongeminate
recombination as well as the relevant rate constants, recombina-
tion coefficients, and order of the recombination process. Our
results demonstrate that geminate recombination plays a minor
role in PCDTBT:PCBM blends and free charge carriers are
created without passing through CT states as intermediates, a
fact which has recently been demonstrated in P3HT:PCBM
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Recombination in PCDTBT:PCBM Photovoltaic Blends
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blends, but whose universal validity for high-efficiency polymer:
fullerene blends is a matter of ongoing debate.4,13 However, we
not only quantify the photophysical processes in PCDTBT:
PCBM blends by studying the entire relevant time scale but also
observe various spectral signatures of significant energetic dis-
order in the PCDTBT blend not seen in P3HT:PCBM blends by
using a broadband probe, which allows us to clearly distinguish
between spectral shifts and recombination processes. Having
excluded that geminate recombination plays an important role as
a loss channel, our experimental results let us conclude that the
high disorder leads to higher carrier densities which in turn shift
the competition between charge extraction and nongeminate
recombination in favor of nongeminate recombination. The
increased importance of nongeminate recombination in these
devices leads to this recombination playing an increased role in
devices under standard operation conditions and explains the
reduced fill factor, which is a consequence of the increased bias
dependence of the photocurrent. Hence, the investigated devices
exhibit only moderate efficiencies not exceeding those obtained
from P3HT:PCBM reference cells, despite their higher open-
circuit voltage and similar short-circuit current.

2. MATERIAL SYNTHESIS

For the present work a slightly different PCDTBT derivative
than has previously been used by most groups was prepared. The
material has slightly longer alkyl chains, which provides better
solubility in commonly used organic solvents such as toluene and
chloroform. The starting materials 2,7-bis(40,40,50,50-tetra-
methyl-10,30,20-dioxaborolan-20-yl)-N-1100-henicosanylcarbazole
and 4,7-bis(5-bromo-2-thienyl)-2,1,3,-benzothiadiazole used for
polymerization were prepared according to a high-yield synthesis
previously described in the literature.26,32 The dioxoborolan-
functionalized carbazole unit (M1) was reacted with the
dibromo-functionalized benzothiadiazole (M2) unit under typical
Suzuki cross-coupling conditions catalyzed by Pd(PPh3)4 in
toluene to give PCDTBT as shown in Scheme 1. The resulting
polymer was subsequently purified by Soxhlet extraction with
hexane, acetone, and methanol. The benzothiadiazole-based
poly(2,7-carbazole) was highly soluble in common organic
solvents and showed good thermal stability.

3. EXPERIMENTAL SECTION

Tetrakis(triphenylphosphine)palladium(0) (Pd(PPh3)4) and tetra-
ethylammonium hydroxide (Et4NOH, 20% solution) were obtained
from Aldrich Chemical Co. and used without further purification.
Tetrahydrofuran (THF) was distilled over sodium benzophenone ketyl
under nitrogen prior to use. 1H NMR and 13C NMR spectra were
recorded with a Varian Oxford 300 MHz NMR spectrometer; chemical
shifts are given in ppm with tetramethylsilane used as the internal
standard. Mass spectra were taken with a JEOL JMS-AX505WA mass
spectrometer.

Synthesis of 2,7-Bis(40,40,50,50-tetramethyl-10,30,20-dioxa-
borolan-20-yl)-N-1100-henicosanylcarbazole. N-110-Henicosa-
nyl-2,7-dibromocarbazole (1.62 g, 2.61 mmol) was dissolved in 30 mL
of anhydrous THF in a well-dried round flask under nitrogen atmo-
sphere; 3.6 mL (5.73 mmol) of n-butyllithium (1.6 M in hexanes)
was added dropwise at �78 �C with stirring for 1 h. After formation
of white precipitation, 2-isopropoxy-4,4,5,5-tetrametyl-1,3,2-dioxabor-
olane (1.3 mL, 6.52 mmol) was added dropwise, and the mixture was
allowed to warm to room temperature and stirred for another 6 h. After
the reaction, the crude mixture was poured into the water and extracted
with dichloromethane. The organic layer was washed with brine (30 mL)
and dried over anhydrous magnesium sulfate. The residue was purified
by column chromatography to giveM1 (1.5 g, 81%) as white powder. 1H
NMR (300 MHz, CDCl3, ppm): δ 8.59 (br, 1H); 8.40 (br, 1H); 8.19
(d, 1H); 8.15 (t, 2H); 8.09 (d, 1H); 4.50(m, 1H); 2.32 (m, 2H); 1.61 (m,
2H); 1.21 (br, 4H); 1.19�1.15 (br, 28H); 1.03 (br, 24H); 0.88 (t, 6H);
EI-Mass: Calculated for C45H73B2NO4: 713.57, Found: 713.56
Synthesis of 4,7-Bis(5-bromo-2-thienyl)-2,1,3,-benzothia-

diazole. 1H NMR (300 MHz, CDCl3, ppm): δ 7.84 (d, 2H), 7.82
(s, 2H), 7.19 (d, 2H); 13C NMR (75 MHz, CDCl3, ppm): δ 152.3, 140.7,
130.9, 127.8, 125.5, 125.0; EI-Mass: Calculated for C14H6Br2N2S3:
455.81, Found: 455.82
Synthesis of Poly[N-1100-henicosanyl-2,7-carbazole-alt-

5,5-(40,70-di-2-thienyl-20,10,30-benzothiadiazole)] (PCDTBT).
A mixture of M1 (0.37 g, 0.524 mmol) and M2 (0.24 g, 0.524 mmol)
in 8 mL of anhydrous toluene was degassed two times with N2. Then,
tetrakis(triphenylphosphine)palladium (0.03 g, 0.026 mmol) and 3 mL
of 20% Bu4NOH were added and stirred for 30 min. The mixture was
stirred vigorously at reflux for 2 days. After the reaction, the crude pro-
duct was poured into methanol. The resulting polymer was collected by
filtration, and the filtrate was purified by Soxhlet extraction with hexane,
acetone, and then methanol. (Yield 76%)
Photovoltaic Devices. For solar-cell preparation ITO-coated

glass substrates (Pr€azisions Glas & Optik GmbH, Germany) were
patterned by wet etching and successively cleaned in an ultrasonic bath
with different solvents. Between the cleaning steps the samples were
dried with nitrogen gas. Prior to spin-coating of the organic films, the
substrates were plasma etched for 15 min in argon plasma. After spin-
coating of a 20-nm layer of poly(3,4-ethylene-dioxythiopene):poly-
(styrenesulfonate) (PEDOT:PSS) (Clevios P VP Al 4083, H.C. Stark),
the samples were transferred into a nitrogen-filled glovebox and baked
for 1 h at 120 �C. For the active layer, PCDTBT and PCBM (Sigma
Aldrich) were dissolved separately in chloroform for about 5 h and then
mixed in a ratio of 1:2 by weight with a PCDTBT concentration of
5 mg mL�1. The PCBM solution was filtered through a PTFE filter
(0.45 μm), then mixed with the PCDTBT solution and spin-cast at
700�2500 rpm for 60 s, producing active-layer thicknesses between
80 and 130 nm. A 100-nm layer of aluminum was subsequently
evaporated as a top electrode. For the spectroscopy the active layer
was spin-cast onto quartz substrates under conditions similar to those
for the solar cells, except that the concentration of PCDTBT in the
pristine films was higher with c(PCDTBT) = 10 mgml�1. For measure-
ments on annealed devices and films, these were heated in the glovebox
for 20 min at 120 �C. Solar-cell device characterization was performed
inside a nitrogen-filled glovebox employing a solar simulator (K.H.

Scheme 1. Synthesis of the Solution-Processable Poly(2,7-carbazole) Derivative PCDTBT

4. Results and Discussion
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Steuernagel Lichttechnik GmbH, Germany) with a 575 W metal halide
lamp combined with a filter system to create a spectrum according to
AM1.5G conditions, however, with an intensity of 90 mW cm�2. The
current�voltage curves were measured with a Keithley 236 Source-
Measure Unit. For external quantum efficiency (EQE) measurements
monochromatic light was created with a tungsten�halogen lamp and
a TRIAX 180 monochromator between 300 and 800 nm. The light
intensity was measured with a calibrated silicon diode leading to a
maximum intensity of 0.7 W m�2 at 600 nm. EQE measurements were
performed in the glovebox at short circuit conditions with a Keithley 236
Source-Measure Unit.
Steady-State Spectroscopy. The absorption measurements

were conducted with a Perkin-Elmer Lambda 25 spectrophotometer.
Photoluminescence spectra were recorded with a TIDAS 3D fluores-
cence spectrometer. To determine the layer thickness of the films a
Tencor P10 surface profilometer was used.
Quasi-steady-state Spectroscopy. Quasi-steady-state photoin-

duced absorption spectroscopy (PIA) was performed with a pump�
probe setup consisting of a 100 W tungsten-halogen lamp with a LOT-
Oriel Omni-λ 300 monochromator as the probe and a Newport LED
(LED-527-HP) working at 524 nm with 100 mW cm�2 used as a pump.
The samples were placed in a nitrogen-cooled optical cryostat (Oxford
Instruments Optistat CF) at 80 K in helium atmosphere. The trans-
mitted light was dispersed by a second identical monochromator and
then detected by a photodetector. For measurements in the wavelength
range from500 to 1100 nm, an amplified silicon photodetector (Thorlabs
PDA 100A) was employed, which was replaced by an amplified
germanium detector (Thorlabs PDA 50B) for the wavelength range
from 900 to 1800 nm. The pump light was chopped at 317 Hz to induce
changes in the transmissionΔT, which were measured by using a lock-in
amplifier (EG&G Princeton Applied Research model 5210). To calcu-
lateΔT/T, the transmission was recorded prior to the PIAmeasurement
and corrected for photoluminescence.
Time-Resolved Fluorescence. Time-resolved photolumines-

cence (TR-PL) spectra were measured with a C4742 Hamamatsu streak
camera system. Samples were excited with the frequency doubled output
from a mode-locked Ti:Sa oscillator (Coherent Mira 900 Duo) with a
pulse width of 100 fs at 400 nm.
Transient Absorption Spectroscopy. Transient absorption

(TA) measurements were performed with a home-built pump�probe
setup. Tomeasure in the time range of 1�4 ns with a resolution of∼100
fs, the output of a commercial titanium:sapphire amplifier (Coherent
LIBRA HE, 3.5 mJ, 1 kHz, 100 fs) was split with one portion used to
generate a 532 nm excitation pulse using a home-built two-stage
narrowband non-collinear optical parametric amplifier (NOPA) and
another used to generate a 1300 nm seed pulse (output of an optical

parametric amplifier (Coherent OPerA Solo)) for white-light generation
in the visible and NIR in a c-cut 3 mm thick sapphire window. The
variable delay of up to 4 ns between pump and probe was introduced by
a broadband retroreflector mounted on a mechanical delay stage. Only
reflective elements were used to guide the probe beam to the sample to
minimize chirp. The excitation pulse was chopped at 500 Hz, while the
white light pulses were dispersed onto a linear photodiode array which
was read out at 1 kHz. Adjacent diode readings corresponding to the
transmission of the sample after an excitation pulse and without an
excitation pulse were used to calculateΔT/T. For measuring in the time
range of 1 ns to 1 ms with a resolution of 600 ps, the excitation pulse was
provided by an actively Q-switched Nd:YVO4 laser (AOT Ltd. MOPA)
at 532 nm. The delay between pump and probe in this case was
controlled by an electronic delay generator (Stanford Research Systems
DG535). TAmeasurements were performed at room temperature under
dynamic vacuum at pressures <10�5 mbar.

4. EXPERIMENTAL RESULTS

4.1. Photovoltaic Performance. Figure 1a shows the steady-
state absorption spectra of a pristine PCDTBT film and an as-
cast and annealed 1:2 by weight PCDTBT:PCBM blend. We
note that the PCDTBT derivative used in our study has a longer
alkyl chain attached to the nitrogen of the carbazole comonomer
(1100-henicosanyl instead of 90-heptadecanyl) than the polymer
used in previous studies, which provides better solubility of the
polymer in organic solvents commonly used for thin film
preparation. However, in agreement with previous reports we
observe two distinct absorption bands from the polymer back-
bone peaking at 397 and 572 nm. The lower-energy absorption
band has previously been assigned to the π�π*-transition of the
first excited singlet state (S1) of the conjugated backbone, while

Figure 1. (a) Absorption and emission spectrum of a pristine PCDTBT
film (d ≈ 100 nm). (b) Absorption spectrum of a 1:2 by weight
PCDTBT:PCBM blend before and after annealing.

Figure 2. (a) The current�voltage (J�V) characteristics of BHJ solar
cells made from 1:2 by weight PCDTBT:PCBM blends for different
active layer thickness. η is the power conversion efficiency under solar
illumination of 90 mW cm�2. The efficiency is found to decrease upon
annealing. (b) External quantum efficiency of the solar cell with a 105-
nm active layer thickness measured at short-circuit conditions.
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the higher-energy absorption band has been attributed to the
π�π*-transition into the second excited singlet state (S2).

31

Excitation into both the lower-energy band of the absorption
spectrum at 532 nm and the higher-energy band at 400 nm leads
to a broad and unstructured emission between 620 and 940 nm,
peaking at 742 nm in the steady-state spectrum. In blends with
PCBM the energetically lower absorption peak of PCDTBT is
still visible, whereas the band at 400 nm is superimposed by the
fullerene absorption. We observe that annealing has only a limited
impact on the absorption of the blend, unlike that observed for
regioregular P3HT:PCBM blends.
Figure 2a shows the J�V characteristics of PCDTBT:PCBM

(1:2) solar cells under solar illumination of 90 mW cm�2. The
best power conversion efficiency (PCE) of∼3%was obtained for
an active layer thickness of 105 nm. Typical photovoltaic
parameters obtained from PCDTBT:PCBM(1:2) solar cells
are shown in Table 1.
The best device showed a moderate fill factor (FF) of 0.43

(lower than the 0.6 typically observed for P3HT:PCBM)22 with
an open circuit voltage (VOC) of 0.75 V and a short circuit current
density ( JSC) of 8.35mA cm�2. A decrease of the device efficiency
upon prolonged annealing can be observed in line with previous
reports.28 The short circuit current of the solar cells was found to
depend linearly on the illumination intensity (see Supporting
Information), indicating that at short circuit conditions the total
fraction of recombination reducing the photocurrent (i.e., the
sum of geminate and nongeminate recombination) is constant in
the entire intensity range measured. As we consider further, the
effects of nongeminate recombination may, however, increase
as the internal field is reduced and the open-circuit voltage is
approached. The external quantum efficiency for the best devices
is shown in Figure 2b. The EQE exhibits two peaks coinciding
with the absorption maxima of the blend. The EQE approaches
63% at the energetically lower peak, i.e. at the absorption max-
imum of the polymer. At around 400 nm the EQE is lower and
around 35%, despite the higher absorption of the blend at this
wavelength for reasons still not entirely understood. However,
this seems to indicate that, as observed previously in the P3HT:
PCBM system, quenching of excitons created on PCBM is less
complete than quenching of excitons created on the polymer.33

4.2. Exciton Dynamics in Pristine PCDTBT Films. Figure 3
shows a contour plot of the time-resolved (0�2 ns) photolumi-
nescence (PL) of a pristine PCDTBT polymer film at room
temperature measured by a Streak Camera after excitation with
the frequency doubled output of a titanium:sapphire femtose-
cond oscillator (400 nm, ∼100 fs). The PL progressively red-
shifts, indicating relaxation of excitons in the density of states.
The relaxation is significant, corresponding to a shift in energy of
about 70 meV that is completed on the time scale of approxi-
mately 1 ns (see Supporting Information). Simulations have

demonstrated that disorder on such a scale significantly influ-
ences device performance.34 We will see later that this large
broadening due to significant energetic disorder also plays a role
in the kinetics of charge carriers formed in blends.
Figure 4 shows the short-time (fs�ns) and long-time (ns�μs)

transient absorption spectra of the same pristine polymer film as
well as the steady-state absorption, PL and PIA spectrum for
comparison. Let us first discuss the short-time TA spectra shown
in the upper panel of Figure 4. The early time spectra consist of a
positive TA signal extending to shorter wavelengths, a time-
dependent zero-crossing, and a broad negative TA signal extend-
ing to longer wavelengths than detected. The positive TA feature
can be attributed to a superposition of the ground-state bleaching
(GSB) and stimulated emission (SE) of the polymer, since in this
spectral region the absorption and fluorescence of the polymer
are typically observed. The latter can be attributed to photo-
induced absorption mostly from singlet excitons. The SE red-
shifts with time in the same fashion observed in the time-resolved
fluorescence measurement. The decay of the SE signal is pump
intensity-dependent, indicating that higher-order processes occur
at the higher-excitation fluences. However, at the two lowest-
pump fluences the SE dynamics converge (see Figure 5) and can

Table 1. Photovoltaic Parameters of PCDTBT:PCBM (1:2)
Solar Cells with Varying Active Layer Thickness under Solar
Illumination of 90 mW cm�2

device active layer [nm] Voc [V] Jsc [mA cm�2] FF PCE [%]

1 128 0.73 �7.02 0.40 2.2

2 121 0.72 �7.84 0.42 2.6

3 105 0.75 �8.35 0.43 3.0

4 91 0.77 �8.17 0.41 2.6

5 121 annealed 0.76 �5.65 0.44 2.2

Figure 3. Temporal evolution (ps�ns) of the photoluminescence of
pristine PCDTBT films as observed by the Streak Camera technique
after excitation with a femtosecond laser pulse. The solid line shows the
evolution of the peak position of a Gaussian line shape fit to the spectrum
at each time delay.

Figure 4. Transient absorption spectra for pristine PCDTBT films
between 1 ps and 4.5 ns (panel a) and 1 ns to 4.5 μs (panel b). The short-
time pump fluence was 7.1 μJ cm�2, and the long-time pump fluence was
37 μJ cm�2. (Panel c) Steady-state absorption and photoluminescence
spectra and the quasi-steady-state PIA spectrum of pristine PCDTBT.
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be reasonably described by a single exponential with an inverse
rate of∼600 ps. Comparing this value to the rates inferred from
the time-resolved PL experiments, see Figure 5, demonstrates that
very low excitation densities are needed in pristine PCDTBT to
completely avoid bimolecular effects. This could be caused by the
disorder effectively funneling excitons toward lower-energy sites
increasing the local population at these low-energy areas and
thereby promoting exciton�exciton interactions.
An isosbestic point (which indicates the presence of only a

single excited species) is not observed in the short-delay spectra
shown in the upper panel of Figure 4. Instead, the zero-crossing is
time dependent and blue-shifts at longer delay times, indicating a
second population is present, which is much longer-lived than
the initial photoexcitations. The long-delay TA spectra shown in
the middle panel of Figure 4 support this observation. Here we
observe a clear isosbestic point between GSB and PA and no
more SE pointing to the presence of a nonemissive species.
Furthermore, the long-delay TA spectra are virtually identical to
the quasi-steady-state PIA spectra shown in the bottom panel of
Figure 4, which is expected, since the latter exclusively monitors
long-lived excited states such as triplet states and charge carriers.
We note at this point that the origin of the long-lived signal
cannot be uniquely identified from the spectra, since it may be
caused by triplet states or charge carriers generated in the pristine
polymer. However, the decay dynamics of triplets and charge
carriers are typically largely different, with triplets returning to
the ground state in a monomolecular process35,36 featuring a
defined excited-state lifetime expected to be hundreds of nano-
seconds to several microseconds and charge carriers typically
following bimolecular or power-law recombination dynamics.37

In fact, for the signal present in the long-delay TA spectra we
observe a single-exponential decay (see Supporting Information)
with a lifetime on the order of 2�3 μs and therefore assign this

signal to triplet states. It is noteworthy to mention the similarity
of the pristine PCDTBT photophysics to the processes recently
reported for pristine films of regiorandom poly(3-hexylth-
iophene), where intersystem crossing from the singlet to the
triplet state was observed by us and others.11,38 To sum up, we
note that pristine PCDTBT exhibits typical features of an
energetically disordered conjugated polymer with a broad den-
sity of states, allowing for pronounced spectral relaxation of
excited states. A fraction of the primary photoexcitations under-
goes intersystem crossing to the triplet state. However, the
absolute value of triplet state formation remains unknown, since
the cross sections of the individual excited states have not been
determined.
4.3. Photophysics of PCDTBT:PCBM Blends. 4.3.1. Charge

Generation and Relaxation. In Figure 6 we present results of
transient absorption experiments on as-cast PCDTBT:PCBM
(1:2) blends. Panel a shows the time range from 1 ps to 3 ns, and
panel b longer delay times ranging from 1 ns up to 5 μs. In both
time frames three distinct features can be observed, a positive
signal from 550 to 700 nm, a time-dependent zero-crossing, and a
broad negative signal between 700 and 1100 nm (upper limit of
our silicon detector). Comparing panels a and b (Figure 6) with
the steady-state measurements shown in panel c reveals that the
positive change in transmission at smaller wavelengths is caused
by the bleaching of the ground state, as it is coincident with the
absorption spectrum in this wavelength range shown in panel c
(Figure 6). The blue curve in panel c is obtained from PIA
spectroscopy and indicates the existence of long-lived excited
states. This signal is attributed to charge carriers because in the
blend singlet excitons are quenched by electron transfer from the
polymer to the PCBM with a rate much faster than that of triplet
formation, so that very few triplets can be expected, if formed at
all. The extended near-infrared wavelength range of the PIA also
suggests that the PA of charge carriers expands further into the
infrared at least up to 1800 nm which is the detection limit of our
germanium detector (see Supporting Information). The absence
of a positive signal between 700 and 850 nm in the short-delay
TAmeasurements indicates that the SE, which could be observed

Figure 5. (a) Decay of the PL in pristine PCDTBT films obtained from
Streak Camera measurements. The solid lines correspond to single
exponential fits. The decay kinetics are affected by significant spectral
relaxation. The decay in the lower-energy tail (i.e. longer-wavelength
region of the fluorescence) is quasi-single exponential with a lifetime of
∼966 ps, whereas that at shorter wavelength is a stretched exponential
caused by fast energy transfer away from the high-energy states. The
black line corresponds to a single-exponential decay but fails to fit the
data. (b) Decay of the SE in pristine PCDTBT film averaged between
740 and 760 nm obtained from transient absorption measurements. The
kinetics are fluence dependent. At the two lowest fluences measured, a
single exponential fit to the data yields a SE lifetime between 500 and
600 ps.

Figure 6. Transient absorption spectra of PCDTBT:PCBM(1:2) be-
tween 1 ps and 3 ns (panel a) and 1 ns and 4.5 μs (panel b) pumped at
23.7 μJ cm�2 and 25.7 μJ cm�2, respectively. Panel c shows the ground-
state absorption and PIA spectra of the blend.
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in the pristine polymer film, is strongly quenched due to
(ultra)fast electron transfer from PCDTBT to PCBM, as ex-
pected for intimately mixed photovoltaic blends. We also note
that the initial signal intensity scales linearly with the pump
fluence (see Supporting Information) which shows that non-
linear processes caused by the high excitation fluence are virtually
absent in the blend in contrast to the pristine polymer films,
where an intensity dependence of the decay dynamics has been
observed. This is a consequence of the ultrafast charge transfer
process, which effectively suppresses exciton�exciton annihila-
tion or exciton�charge annihilation, which can be observed, if
excitons are not instantaneously quenched, as recently shown by
us for annealed P3HT:PCBM blends.11 In the region of the PA
the signal intensity is almost constant over the entire time range
of 3 ns for the pump fluence shown. At smaller wavelengths,
where the bleaching is dominant, the signal similarly shows
almost no decay, but interestingly does exhibit a spectral relaxa-
tion of about 80 meV during the first 3 ns. This relaxation of the
ground-state bleaching, indicating that the hole polarons on the
polymer shift to lower and lower energy sites, continues up to
∼150 ns as can be deduced from the long delay measurements,
shown in panel b (Figure 6)). The zero-crossing finally coincides
with the spectral position obtained from the quasi-steady-state
PIA, shown in panel c (Figure 6)). The long-lived signal can be
ascribed to charge carriers generated in the blend that recombine
with a density dependent rate that at the fluences typical for
transient absorption leads to decays varying from nanoseconds to
microseconds, depending on the excitation intensity. The long
time scale significant relaxation of these hole polarons is rather
unusual for polymer:PCBM blends and has not yet been
reported. One reason may be that the relevant time range from
1 ns to several hundred nanoseconds is rarely observed in transient
absorption experiments to present. We further emphasize that
only a broadband spectral detection of the transient absorption
signals in the relevant time scale allows observing the relaxation
process, which could easily bemisinterpreted as a decay process if
single-wavelength detection schemes were employed. Figure 7
displays the entire relaxation in a matrix image of the transient
absorption data. The peak of the ground-state bleaching relaxes

from approximately 2.1 eV at short time to 1.9 eV after∼150 ns.
This relaxation of ∼200 meV is surprisingly large and clearly
indicates that energetic disorder significantly affects the charge
carriers on the PCDTBT chains. In fact, the observed shift is even
larger than observed for the excitons in pristine PCDTBT,
suggesting that, if disorder has a similar broadening effect on
the DOS for excitons and holes, disorder may be enhanced in the
blend film most probably caused by the large fraction of PCBM
molecules present in the blend. The observed spectral relaxation
also indicates that the free charge carriers created immediately
after photoexcitation are initially hot and tend to relax to states of
lower energy within the DOS. This can be understood in terms of
diffusion away from a rather disordered interfacial region, which
intrinsically is of higher energy, into the bulk of the polymer,
which provides better order and thus states of lower energy.
4.3.2. Charge Carrier Recombination Dynamics. In the

following we analyze more closely the decay dynamics of the
TA signals of PCDTBT:PCBM and find that an analytical model
developed to describe charge recombination in prototypic
P3HT:PCBM blends11 also accurately describes the behavior
of the current system. From this analytical model we evaluate (i)
the branching ratio of geminate versus nongeminate recombina-
tion (which is equal to the branching ratio between CT and
ultrafast free charge generation), (ii) the geminate recombina-
tion rate constant, (iii) the nongeminate recombination coeffi-
cient, and (iv) the order of nongeminate recombination.
Since the GSB is obscured by spectral relaxation as described

above, the dynamics are strongly wavelength dependent. There-
fore, in order to purely track the kinetics of the charge population
we consider instead the red part of the PA signal averaged from
865 to 1000 nm which is undisturbed by spectral relaxation. The
short-time decay dynamics of the PA are intensity dependent;
however, at the lowest-excitation intensities used in our TA
experiments the dynamics obtained after excitation at 532 nm
converge and level off at∼90% of the initial signal intensity after
about 3 ns (see Supporting Information). A monoexponential
fit to the early time 10% decay of this reveals a decay rate of k =
4.5 � 108 s�1, corresponding to a lifetime of ∼2.2 ns, which we
attribute to intensity-independent geminate recombination of

Figure 7. Spectral relaxation of the ground-state bleaching in PCDTBT:PCBM blend films after photoexcitation. Note that the bleaching is caused by
charge carriers that relax in the blend film. The image is a straight combination of the short-delay (ps�ns) and the long delay (ns�ms) transient
absorption data without any additional scaling parameter.
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interfacial CT states. Interestingly, the decay rate and thus the
CT-state lifetime is very similar to that observed previously in
regiorandom P3HT:PCBM blends, as-cast (unannealed) re-
gioregular P3HT:PCBM blends,11,12 and also some polymer:
polymer blends,39 indicating that nanosecond CT-state recom-
bination is not unusual, and may even be rather general in
photovoltaic blends. The short time decay dynamics are also
unaffected by annealing of the samples, indicating that the
photophysical processes do not significantly change when the
blends are annealed in line with the insignificant impact of
annealing on the device efficiency (see Supporting Information).
In Figure 8 we present the decay traces of the PA signal

obtained from long-delay TA measurements at pump energies
between 6.4 μJ cm�2 and 51.4 μJ cm�2. The decay profiles are
intensity-dependent, indicating nongeminate recombination oc-
curs in the blend on a time scale of several nanoseconds to tenths
of microseconds. The solid lines shown in Figure 8 present fits
according to a recently suggested model for charge recombina-
tion, which we briefly introduce in the following. The key aspect
of the model is that dissociation of the initially formed strongly
bound Frenkel-type singlet excitons leads to two population
pools, one being interfacial charge-transfer (CT) states and the
other one free charge carriers. The ultrafast exciton dissociation,
i.e. the formation of CT states and free charge carriers, is not
resolved in our experiment due to the limited instrument
response time (∼100 fs), and thus only the decay of each species
is considered. The rate equations describing the population
dynamics in the system are shown in eqs 1, 2, and 3.

dCT
dt

¼ � kCT f GSCT ð1Þ

d SSCð Þ
dt

¼ � γSSCλ þ 1 ð2Þ

dGS
dt

¼ kCT f GSCT þ γSSCλ þ 1 ð3Þ
The bound charge carriers (CT states) decay monomolecu-

larly to the ground state (GS) with a decay rate kCTfGS. The
spatially separated (free) charge carriers (SSC) decay with the
recombination rateγ and the recombination order of λ. Therefore,
the ground state is populated via two decay channels, either from

interfacial CT states or from nongeminate recombination of free
charge carriers. The solution of the system of differential
equations is presented in eqs 4, 5, and 6

CTðtÞ ¼ N0ð1� f Þexpð � kCT f GStÞ ð4Þ

SSCðtÞ ¼ ðλγt þ ðf N0Þ�λÞ�1=λ ð5Þ

GSðtÞ ¼ N0ð1� f Þð1� expð � kCT f GStÞ
� �Þ þN0f � ðλγt þ ðf N0Þ�λÞ�1=λ

ð6Þ

where N0 is the initial excited state density and f the fraction of
nongeminate recombination.
The solution of the rate equations is used to globally fit the

recombination dynamics at all the excitation intensities mea-
sured. As described above we used the spectral region of the
charge-induced absorption to measure the total population of
charge carriers and assumed that the cross sections of a charge in
a CT state and a free charge are the same. The initial excited-state
densities are calculated from the excitation pump fluence used to
excite the blends, the blend film thickness, and its optical density
at the excitation wavelength. The initial excited-state densities are
the only fixed parameters of the fitting procedure. All other
parameters are shared among the whole set of intensity-depen-
dent dynamics. We found that the data can be well described by
our model as can be seen in Figure 8. We also checked whether a
fit based exclusively on nongeminate recombination (i.e., f = 1)
could adequately reproduce the data, which would point to the
absence of fast geminate recombination processes. However, the
fit failed to reproduce the data and let to significantly larger
deviations from the experimental data. The fitting parameters
obtained from a global fit of the entire data set are summarized in
Table 2. The model allows several details of the generation and
recombination processes to be extracted. Most importantly, we
can determine the branching ratio of geminate versus nongemi-
nate recombination which also tells us the branching ratio
between ultrafast free charge carrier and CT-state formation.
In PCDTBT:PCBM blends we find∼89% nongeminate recom-
bination (ultrafast free carrier formation) and ∼11% geminate
recombination (CT state formation), implying that only a small
fraction of charge carriers are lost to geminate recombination of
CT states and the majority can in principle be extracted as
photocurrent. From the model we also obtain the order of the
recombination process, which is found to be 2.16 and thus close
to 2.0, indicating nongeminate recombination in PCDTBT:
PCBM follows to a great extent typical three-dimensional
Langevin-type recombination as can be expected for an inti-
mately mixed polymer:fullerene blend. The fact that the order is
slightly higher than 2 is typically explained by the density
dependence of the carrier mobility further increasing the depen-
dence of the rate of recombination on carrier density. In
comparison to the single-exponential fits to the 10% decay in
the short delay data we obtain a rate constant of 1.8� 108 s�1, i.e.
an inverse rate of 5.6 ns, for the geminate recombination from the
global fit to the long delay data. This further supports our
previous finding on P3HT:PCBM that interfacial geminate
recombination in photovoltaic systems is indeed on the order
of a few nanoseconds, which thus appears to be of a more general
validity for polymer:fullerene systems.

Figure 8. Normalized decay dynamics (ns�ms setup) of the charge-
induced absorption between 865 and 1000 nm for different pump
fluences. Note the faster decay at higher fluences due to accelerated
nongeminate recombination of free charge carriers. The solid lines
represent fits to our analytical model of charge recombination.
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5. DISCUSSION

Figure 9 compares the current voltage characteristics of a
PCDTBT:PCBM solar cell to that of a regioregular P3HT:
PCBM solar cell, whose fabrication is described elsewhere.22

Both cells were measured under equal illumination conditions
and had similar optical densities. The short-circuit currents of the
cells are almost identical, while the higher open-circuit voltage of
the PCDTBT cell is offset by a poor fill factor leading to overall
similar power conversion efficiencies. The fill factor of a solar cell
is determined by its dark current, photocurrent, and their
dependence on voltage. For typical dark currents (see Support-
ing Information) a large fill factor (>0.6) indicates little voltage
dependence of the photocurrent while a small fill factor (<0.4)
indicates significant voltage dependence of the photocurrent.
The voltage dependence of the photocurrent can in principle
have its origin in a field-dependent charge generation efficiency
(field dependent splitting of CT states) and/or a field-dependent
collection efficiency (field dependent competition between
charge extraction and nongeminate recombination). In fact, the
origin of the voltage dependence of the photocurrent is one of
the most controversially discussed issues in the OPV community,
as its understanding is of utmost importance, since it is directly
related to the mechanism of charge carrier generation. Thus, any
information about the early time charge generation and recom-
bination processes of relevant donor:acceptor systems is very

valuable and until now rarely reported in the literature, since the
intermediate time range between 1 ns and 1 μs is experimentally
difficult to observe. In the previous section we found that in the
absence of field (i.e., under open-circuit conditions) only 11% of
the quenched excitons form CT states. This is far too small a
fraction of the entire population for a bias dependence of the CT
state separation to account for the large change in photocurrent
with voltage (to obtain this low fill factor the change of current
with bias is much greater than 11% of the short circuit current).
We therefore assert that the role of bias-dependent CT state
separation cannot significantly contribute to the bias dependence
of the photocurrent, which is supported by the recent work of
Durrant and co-workers which shows that the field-dependence
of the charge-generation efficiency in a prototypic low-bandgap
polymer:fullerene photovoltaic device is negligible.40 Further-
more, by going to low temperatures to lower the carrier mobility
in P3HT:PCBM devices, we have previously shown that the
increased bias dependence of the photocurrent (and therefore
decreased fill factors) can be entirely explained by the higher
charge-carrier densities causing bimolecular recombination to
start competing with charge extraction and the bias dependence
of this competition causing the bias dependence of the fill
factor.22 We therefore state that the primary limitation of the fill
factor in the investigated PCDTBT:PCBM solar cells is the bias-
dependent collection efficiency caused by the competition be-
tween nongeminate recombination and charge extraction rather
than a field-dependent CT-state splitting as has often been
suggested for related polymer:fullerene systems.13,41 The reduc-
tion of the fill factor caused by this mechanism is more significant
in the case of PCDTBT:PCBM than in P3HT:PCBM blends
under standard operation conditions because the large energetic
disorder of the PCDTBT creates a large population of low-energy
polarons that have a limited mobility and therefore increase the
carrier concentration in the device, possibly also leading to space-
charge effects. This in turn leads to an increased rate of
recombination that is more competitive with the rate of charge
extraction. This view of the impact of energetic disorder on the
recombination dynamics is qualitatively consistent with the
recent suggestion of the impact of trap-assisted recombination
(Shockley�Read�Hall (SRH) recombination) in PCDTBT:
PCBM blends by Street and co-workers.42 In a very recent work
Cowan et al. have extended this concept and proposed that high
charge carrier trap densities should lead to a decrease of the fill
factor,43 which our measurements experimentally corroborate in
the model system herein reported. It appears that the recombi-
nation dynamics can be interpreted in the framework of the well-
established Gaussian disorder model (GDM), which relies on

Table 2. Parameters along with Standard Deviation Extracted from the Global Fit to the Long Delay TA Measurements

parameter PCDTBT:PCBM rr-P3HT:PCBM (as-cast)a rr-P3HT:PCBM (annealed)a

1 � f (geminate recombination) 0.11( 0.01 0.32( 0.01 0.15( 0.01

f (nongeminate recombination) 0.89( 0.01 0.68( 0.01 0.85( 0.01

k 1/s (geminate recombination rate) (1.8( 0.2)� 108 (4.9( 0.2)� 108 (2.5( 0.2)� 108

λ þ 1 (order of nongeminate decay) 2.16( 0.01 2.18( 0.01 2.45( 0.01

γ (cm3)λ s�1 (nongeminate decay constant) (5( 1)� 10�15 (2.3( 0.5)� 10�15 (1.9( 0.3)� 10�20

γeff cm
3 s�1 (effective λ = 2 bimolecular decay constant

at a charge density of 5 � 1015 cm�3 for direct comparison

with literature values)

1.7� 10�12 1.5� 10�12 1.3 � 10�12

aTaken from ref 11.

Figure 9. Comparison of the current�voltage characteristics and
photovoltaic parameters of optimized regioregular P3HT:PCBM and
PCDTBT:PCBM bulk heterojunction organic solar cells. The short-
circuit currents are similar, while the increased VOC of the latter material
system is offset by a reduced fill factor resulting in very similar device
efficiencies.
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energetic and positional disorder as the main parameters which
influence the photophysics of conjugated materials. Within the
framework of theGDM a charge carrier, which has been generated
at a random site within the DOS, is expected to relax toward
transport sites of lower energy, until it reaches its thermal
equilibrium energy. From there it can be thermally excited
toward transport sites of higher energy, which facilitate charge
transport.44�46 The relaxation is pronounced in systems, which
exhibit a large energetic disorder, as is the case for the investi-
gated PCDTBT:PCBM. A significant energetic disorder typically
leads to lower charge carrier mobilities than observed for
materials which have a lower energetic disorder.46,47 The latter
has been reported recently by us for the P3HT:PCBM reference
system, which was shown to exhibit a comparably small energetic
disorder of σ = 40 meV.48 Thus, it is obvious from our
experimental data that the present PCDTBT:PCBM system
suffers from a rather broad density of states as indicated by the
significant spectral shifts observed during exciton relaxation and
charge carrier migration.

A straightforward consequence of the observed nanosecond
geminate recombination, which we have previously shown for
P3HT:PCBM and herein extend to PCDTBT:PCBM, is the
breakdown of the Braun�Onsager model to explain the field-
dependent photocurrents in these systems, which is in contra-
diction to models previously presented by Deibel and co-work-
ers. In fact, much longer lifetimes of CT states than are directly
monitored by optical spectroscopy, typically in the range of
hundreds of nanoseconds or even microseconds, are required to
satisfactorily reproduce the experimentally observed IV-curves,
if a Braun�Onsager-type splitting of CT states is used to de-
scribe free carrier generation and the bias dependence of the
photocurrent.41,49�53 Therefore, we believe that ultrafast, sub-
picosecond free carrier generation is a general feature of efficient
polymer:fullerene photovoltaic systems that is strongly related to
both energetic considerations and to the interfacial morphology
of the blend. However, even if geminate recombination can be
efficiently suppressed and the generation of free charge carriers
approaches unity as found for the present case of PCDTBT:
PCBM, other efficiency-limiting processes such as nongeminate
recombination due to limited charge transport have to be over-
come. We suggest that developing a further understanding of the
pathways of nongeminate recombination is important to allow
new material systems to reach the high fill factors achieved by
P3HT:PCBM. For example the question of whether the high fill
factor of P3HT:PCBM is simply a consequence of lower carrier
densities in the device due to better transport, or whether the
partition into more crystalline and amorphous regions allows
higher carrier densities to be sustained without increasing the
rate of nongeminate recombination has significant bearing on
new material design and device engineering.

6. CONCLUSION

Using broadband pump�probe spectroscopy over the entire
relevant time range of charge generation and recombination, we
show that fast dissociation of the primary photoexcitations in as-
cast PCDTBT:PCBM blends leads to the generation of free
charge carriers and Coulombically bound interfacial charge-
transfer states with a branching ratio of 89% free charge carriers
to 11% CT states. The latter recombine monomolecularly to the
ground state with a lifetime of about 2.5 ns and thus cannot
contribute to the photocurrent. In fact, nanosecond time scale

geminate recombination previously also demonstrated in P3HT:
PCBM, appears to be a general phenomenon in polymer:full-
erene blends as indicated by our present results, which calls into
question the validity of models that describe the bias dependence
of the photocurrent based on field-dependent Onsager�Braun-
type separation of CT states that invoke CT state lifetimes longer
than hundreds of nanoseconds. We note also that a field-depen-
dent separation of the 11% of CT states could not make a large
enough contribution to account for the field dependence of the
experimentally observed photocurrent. We find that the large
fraction of free charge carriers generated in an ultrafast process
after photoexcitation recombines predominantly nongeminately
on the time scale of nanoseconds to microseconds. In an
operating PV device, these free charge carriers can be extracted
almost quantitatively at short-circuit. However, at lower internal
fields, i.e. in the typical operating range of the organic solar cell,
the increased carrier density shifts the competition between carrier
extraction and nongeminate recombination in favor of nongemi-
nate recombination, which leads to a strong field dependence of
the photocurrent that explains the poor fill factor of the device.
This suggests that further optimization of this system should
focus on increasing the rate of charge extraction, potentially by
decreasing the energetic broadening of transport sites of the
polymer in solid state. Also, determining the mechanism that
reduces the EQE in spectral regions where the PCBM absorbs
remains an open question with significant implications for the
device performance.
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Figure S2. Spectral shift of the photoluminescence (PL) emission maximum obtained from streak 
camera measurements. The line follows the PL peak position at different delay times and is a guide to 
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Figure S3. Long-delay transient absorption (TA) dynamics in pristine PCDTBT films integrated in the 
spectral region between 950 -960 nm. The solid line indicates a monoexponential fit to the data yielding 
a lifetime of 3 µs.   
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Figure S4. Photoinduced absorption spectrum of a PCDTBT:PCBM blend. The blend shows a ground 
state bleaching below 700 nm and a broad photoinduced absorption peaking around 1050 nm, which 
indicates the presence of charges in the blend. The maximum is truncated due to a filter change in this 
spectral region. 
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Figure S5. Short delay dynamics of the PA obtained from transient absorption spectroscopy on as-cast 
PCDTBT:PCBM blends and annealed blends (50 min @ 140°C) averaged between 865 – 1000 nm. The 
signal shows a decay of approximately 10 % in 3 ns. A monoexponential fit yields a lifetime of 2.2 ns.  
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Figure S6. The current density – voltage (J-V) characteristics of PCDTBT:PCBM(1:2) solar cells under 
solar illumination conditions of 90 mW/cm2 and the dark current of the same device.  
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Figure S7. Excitation density dependence of the initial PA between 865 – 1000nm in PCDTBT:PCBM 
measured with the long-time transient absorption setup. The diagram shows that the TA measurements 
were carried out in the linear regime of the excitation density dependence with signal heights smaller 
than 0.005.  

 

Calculation of the effective recombination coefficient 

To calculate the effective Langevin recombination coefficient (λ=2) for charge carrier densities 
corresponding to an illumination with one sun (n = 5 × 10-15 1/cm3), we used the extracted fit values for 
γ and λ, so that 
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†Max Planck Research Group for Organic Optoelectronics, §Polymer Spectroscopy Group, and ‡Synthetic Chemistry Group, Max
Planck Institute for Polymer Research, Ackermannweg 10, 55128 Mainz, Germany

*S Supporting Information

ABSTRACT: The dependence of the thin film morphology and excited-
state dynamics for the low-bandgap donor−acceptor copolymer poly[2,6-
(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,7-
(2,1,3-benzothiadiazole)] (PCPDTBT) in pristine films and in blends (1:2)
with [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) on the use of the
solvent additive 1,8-octanedithiol (ODT) is studied by solid-state nuclear
magnetic resonance (NMR) spectroscopy and broadband visible and near-infrared pump−probe transient absorption
spectroscopy (TAS) covering a spectral range from 500−2000 nm. The latter allows monitoring of the dynamics of excitons,
bound interfacial charge-transfer (CT) states, and free charge carriers over a time range from femto- to microseconds. The
broadband pump−probe experiments reveal that excitons are not only generated in the polymer but also in PCBM-rich domains.
Depending on the morphology controlled by the use of solvent additives, polymer excitons undergo mainly ultrafast dissociation
(<100 fs) in blends prepared without ODT or diffusion-limited dissociation in samples prepared with ODT. Excitons generated
in PCBM diffuse slowly to the interface in both samples and undergo dissociation on a time scale of several tens of picoseconds
up to hundreds of picoseconds. In both samples a significant fraction of the excitons creates strongly bound interfacial CT states,
which exhibit subnanosecond geminate recombination. The total internal quantum efficiency loss due to geminate recombination
is estimated to be 50% in samples prepared without ODT and is found to be reduced to 30% with ODT, indicating that more
free charges are generated in samples prepared with solvent additives. In samples prepared with ODT, the free charges exhibit
clear intensity-dependent recombination dynamics, which can be modeled by Langevin-type recombination with a bimolecular
recombination coefficient of 6.3 × 10−11 cm3 s−1. In samples prepared without ODT, an additional nanosecond recombination of
polaron pairs is observed in conjunction with an increased intensity-independent trap-assisted nongeminate recombination of
charges. Furthermore, a comparison of the triplet-induced absorption spectra of PCPDTBT with the charge-induced absorption
in PCPDTBT:PCBM blends reveals that triplets have a very similar excited-state absorption spectrum compared to the free
charge carriers, however, in contrast have a distinct intensity-independent lifetime. Overall, our results suggest that whether free
charges or strongly bound CT states are created upon dissociation of excitons at the PCPDTBT:PCBM interface is determined
instantaneously upon exciton dissociation and that once formed strongly bound CT states rapidly recombine and thus are
unlikely to dissociate into free charges. The observation of a significantly larger bimolecular recombination coefficient than
previously determined for poly(3-hexylthiophen-2,5-diyl):PCBM (P3HT:PCBM) and PCDTBT:PCBM samples indicates that
nongeminate recombination of free charges considerably competes with charge extraction in PCPDTBT:PCBM photovoltaic
devices.

1. INTRODUCTION
Bulk heterojunction (BHJ) organic solar cells based on thin
films of interpenetrating polymer:fullerene networks are an
emerging technology that has the potential to provide a low-
cost alternative to conventional silicon-based photovoltaic
devices. Organic materials can easily be solution processed
enabling large-area production of solar cells, for instance by
roll-to-roll printing techniques.1,2 Their efficiency, however, is
still unsatisfactory for mass production leaving space for further
improvements, if the efficiency-limiting processes can be
understood and reliable structure−property relations can be
developed.
In BHJ photovoltaic devices absorption of photons by one of

the blend components leads to the formation of excitons, which

undergo dissociation at the polymer:fullerene interface. The
products of exciton dissociation are unbound (free) charge
carriers and bound interfacial polaron pairs. In this context
delocalization of the intermediate “hot” polaron pairs created
during the exciton dissociation process at the interface has
recently been shown to help overcome the exciton binding
energy.3 While the free charges can successively be extracted as
photocurrent or undergo recombination according to a
nongeminate (often also termed bimolecular) recombination
pathway, the intermediate polaron pairs either can relax into
strongly bound charge-transfer (CT) states that recombine to
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the ground state by a monomolecular (geminate) recombina-
tion process or could potentially split by a field- or
temperature-assisted process (often described by the Onsag-
er−Braun model), yielding free charges that can additionally
contribute to the total photocurrent. However, it is difficult, if
not impossible, to judge from the shape of the device J−V
curve, whether nongeminate recombination in competition
with charge extraction or a field-assisted charge liberation from
polaron pairs or a combination of both governs the bias-
dependence of the photocurrent and thus determines the
device fill factor. We and others have recently shown for the
reference system poly(3-hexylthiophen-2,5-diyl):[6,6]-phenyl-
C61-butyric acid methyl ester (P3HT:PCBM) that nongeminate
recombination in competition with charge extraction deter-
mines the bias dependence of the photocurrent in these devices
and that free charge generation is neither a temperature- nor a
field-activated process in optimized devices.4−6 However, it
appears that P3HT:PCBM is rather an exception than a
prototypic system due to the high crystallinity of the P3HT
network facilitating free charge generation and fast extraction,
while simultaneously suppressing nongeminate recombination.6

In order to develop a broader picture, it is thus important to
better understand these processes in other systems, which are
less ordered than the exceptional and well-studied case of
P3HT:PCBM. In particular low-bandgap alternating donor−
acceptor (DA) copolymers have emerged as promising
electron-donor materials and have already proven their
potential in highly efficient bulk heterojunction organic solar
cells in combination with fullerene derivatives as electron
acceptors.7−11 Their absorption extends further into the red to
near-infrared (NIR) spectral region of the solar spectrum, and
thus low-energy photons are more efficiently harvested than,
for instance, in P3HT:PCBM, for which typically only
moderate efficiencies of around 3−4% are obtained, and the
maximum efficiency is limited to 4.4% due to the limited
overlap with the solar illumination.12 In the OPV community
the low-bandgap polymer poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-
cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,7-(2,1,3-benzothia-
diazole)] (PCPDTBT) has attracted particular interest, since its
absorption spectrum extends beyond 800 nm, and efficiencies
as high as 5.5% have been demonstrated under optimized
conditions.7,13,14 Nonetheless, PCPDTBT-based devices often
suffer from a low fill factor and in general have a lower internal
quantum efficiency in comparison to P3HT:PCBM devices, i.e.,
the efficiency gain due to enhanced photon harvesting in the
red part of the solar illumination is in part offset by enhanced
loss processes. Introducing solvent additives to control the
blend intermixing and morphology during the spin-coating
process has been shown to significantly increase the device
performance, which makes PCPDTBT an appealing study
subject, since the efficiency increase should be reflected in a
significant change of the photophysical properties.7 The impact
of solvent additives on the morphology has already been
intensively investigated by structural probes, such as GISAXS,
etc.15,16 From a morphological viewpoint the superior device
efficiency obtained from blends processed with additives has
been attributed to enhanced demixing. This reduces the
interfaces for recombination of charges and leads to an
increased structural order within the polymer-rich domains,
facilitating fast charge transport and extraction. However, a
conclusive picture of the entire cascade of the photophysical
processes leading to photocurrent generation and the changes

introduced by the film processing parameters, such as additives,
is still lacking.
Blom and co-workers have recently assigned the increased

efficiency of PCPDTBT:PCBM blends processed with additives
to reduced geminate recombination losses by fitting the
experimentally obtained J−V curves of devices using a drift-
diffusion model for free charges and an additional Onsager-
Braun type CT-state dissociation mechanism.17 From their
model they estimated the lifetime of interfacial CT states to be
from 500 ns to 3 μs. Recent work by us and others has shown
that the inverse rate of CT-state recombination is rather in the
range of nanoseconds, and therefore the CT-state recombina-
tion rates extracted from modeling J−V curves should rather be
considered a fitting parameter than a rate related to a
photophysical process. Very recently, McNeill and co-workers
demonstrated that charge-carrier trapping and, thus, the dwell
time of free charge carriers are reduced in devices processed
with additives by measuring the transient photovoltage
characteristics of PCPDTBT:PCBM cells, which indicates
that the efficiency of PCPDTBT:PCBM cells prepared without
additives is hampered by trap-assisted nongeminate recombi-
nation in competition with charge extraction.18 Cho et al.
measured the charge-carrier mobility in bipolar field-effect
transistors (BIFETs) and found a higher mobility in blends
processed with additives.19 In contrast, time-of-flight studies,
which probe the bulk mobility and thus deliver a more
meaningful estimate of the mobility in photovoltaic devices, did
not show a significant increase of the bulk mobility upon using
additives.20 Neher and co-workers have very recently reported
t ime - d e l a y e d co l l e c t i o n fi e l d e x p e r imen t s on
PCPDTBT:PCBM blends.21 They demonstrated that the
yield of free charges increases upon applying a prebias during
excitation indicative of a field-dependent charge-generation
process, which was found to be more pronounced in samples
prepared without 1,8-octanedithiol (ODT). Furthermore, they
observed a negative field dependence of the hole mobility,
which was assigned to spatial disorder, and a large bimolecular
recombination coefficient on the order of 10−11 cm3 s−1,
indicating fast nongeminate recombination of free charges. The
observation of a field-dependent charge generation is in stark
contrast to earlier results reported by Durrant and co-workers.
They used bias-dependent transient absorption spectroscopy to
monitor the amplitude and dynamics of the charge-induced
absorption from 100 ns onward and found both the amplitude
and dynamics to be independent of an external electric field.22

In samples prepared with an additive, the amplitude of the
charge-induced absorption was found to be increased by a
factor of 1.5, pointing toward a more efficient generation of free
charges in samples prepared with additives. However, the pump
fluences used were typically higher than 8 μJ/cm2, at which
nongeminate recombination of free charges within the first 100
ns can be expected due to their high concentration. In an earlier
study Durrant and co-workers probed the delayed recombina-
tion of free charges by means of single wavelength TA
spectroscopy and came to the conclusion that the presence of
solvent additives changes the ionization potential (IP) of the
polymer and thereby also the free energy of the charge transfer
process, resulting in an increased yield of free polarons upon
processing with additives.23 In general, optical probes, such as
time-resolved spectroscopy and in particular pump−probe
spectroscopy, are very powerful tools to study the dynamics of
charge generation and recombination and to develop a general
picture of the photophysical processes, if the entire relevant
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spectral and dynamic range can be investigated. For example,
Hwang et al. have used (ultrafast) transient absorption
spectroscopy to elucidate the early time (up to 1500 ps)
charge generation and recombination dynamics in
PCPDTBT:PCBM. They reported ultrafast (<200 fs) electron
transfer at the polymer:fullerene interface resulting in the
formation of mobile carriers (free polarons) and interfacial CT
states, the latter either recombining to the ground state (<600
ps) or dissociating into free charges in less than 20 ps. In a
subsequent study by Heeger and co-workers the effect of
solvent additives and blend composition was investigated, and
the authors concluded that films processed with additives and
those containing larger PCBM fractions showed enhanced
splitting of the interfacial CT states.20,24 A severe drawback of
these studies is the very high fluences (up to 200 μJ/cm2) used
in their experiments, necessary to achieve a reasonable signal-
to-noise ratio. Furthermore, Grancini et al. have recently
investigated the effect of the fraction of PCBM and of the
solvent additive on the charge generation and recombination
dynamics and concluded that charge generation is possible via
direct hot exciton dissociation and an Onsager-like dissociation
process. They covered the time range up to 400 ps only, so that
a clear picture of the long time recombination dynamics is still
missing.25 Jarzab et al. have recently determined the
(fluorescence) lifetime of the emissive interfacial CT states
(referred to as CT excitons) to be 480 ps by NIR streak camera
measurements in samples prepared without additives.26,27 They
concluded that the emissive CT states observed by photo-
luminescence spectroscopy are strongly bound and cannot be
split by a field- or temperature-activated process into free
charges and thus rather recombine to the ground state.
However, their bias-dependent photoluminescence spectra
showed a reduction of the amplitude of the CT-emission
indicating a bias-induced variation of the initial population of
the CT states not resolved by the time resolution of their
experiment. Very recent work by Deschler et al. showed that
the initial fraction of free charges created directly after
photoexcitation can be increased in PCPDTBT:PCBM films
by deliberate doping, implying that the fate of the primary
photoexcitation, i.e., whether free charges or CT states are
formed upon exciton dissociation, is determined on the ultrafast
time scale.28 The fluorescence lifetime of the CT excitons was
determined to be 300 ps in line with the results by Jarzab et al.
Janssen and co-workers have observed that the interfacial CT
state can also undergo intersystem crossing to populate the
polymer’s triplet state and that the morphology obtained by
processing in the presence of solvent additives can suppress this
additional loss channel.29

In the present work we used solid-state NMR techniques to
investigate the morphology of thin films of PCPDTBT:PCBM
processed with and without the solvent additive ODT and
broadband visible to NIR (vis-NIR) pump−probe spectroscopy
to optically probe the charge generation and recombination
dynamics. In contrast to earlier ultrafast pump−probe and
microsecond transient absorption studies, we also report the
very important time range between 2 and 100 ns and thus are
able to monitor the full recombination dynamics and accurately
determine the ratio between monomolecular and non-
monomolecular recombination. Additionally, we present not
only pump−probe spectra in the visible wavelength range from
500 to 1000 nm but also in the NIR (1000−2000 nm) spectral
region, which we acquired with our newly developed NIR
broadband probe and detection scheme. The unique

combination of an extended temporal and spectral pump−
probe range allowed us: (i) to differentiate between the
temporal evolution of excitons, free charges, and CT states due
to their individual absorption profiles in the NIR; (ii) to
determine the lifetime of strongly bound interfacial CT states as
well as the nongeminate recombination coefficient and
recombination order of free charges; (iii) to study the effect
of solvent additives on the above-mentioned processes and (iv)
to elucidate the role triplet states play in the photophysics of
PCPDTBT:PCBM blends. We relate our findings to the
significant change of the photovoltaic efficiency observed upon
processing of the blend with solvent additives.

2. RESULTS
In this section we first present a morphological study on
PCPDTBT:PCBM blends prepared with and without ODT as
cosolvent performed by solid-state NMR spectroscopy. Prior to
presenting the early time (ps−ns) exciton and charge
generation dynamics in PCPDTBT:PCBM blends as well as
the delayed (ns−μs) charge recombination and triplet state
dynamics and the effect of the cosolvent/additive on the
dynamics, we will also briefly report the exciton dynamics of
pristine PCPDTBT polymer films measured by vis-NIR
pump−probe spectroscopy as these will be relevant for the
interpretation of the pump−probe spectra of the blends. We
further note that all pump−probe transient absorption
experiments presented in the following paragraphs have been
repeated on separately prepared polymer films and blends at
least two times and that the experimental results were found to
be similar within the typical experimental error.

2.1. Influence of ODT on Morphology Studied by
Solid-State NMR. Solid-state NMR can provide insights into
the local order and packing arrangement of functional organic
materials. Recent examples include discotic liquid crystals,30,31

polymers,32−34 pharmaceuticals,35,36 and very recently also
organic solar cell materials based on the BHJ principle, like
P3HT:PCBM and PCPDTBT:PCBM blends.37−39 In 1D 13C
magic-angle spinning (MAS) NMR spectra the isotropic 13C
chemical shift (δiso) position reflects the different chemical
environments in the sample, and the 13C linewidth can be used
as a measure for the distribution of local geometries. This
makes 13C a sensitive probe toward structural order or disorder,
which is further enchanced by its broad chemical shift
dispersion (200 ppm) and thus high chemical shift resolution.40

Moreover, the linewidths are not affected by homonuclear
dipolar coupling due to the low natural abundance of 13C
(1.1%). Higher spectral resolution can be obtained by
employing 2D heteronuclear correlation techniques, such as
13C{1H} Frequency-Switched Lee−Goldburg HETeronuclear
CORrelation (FSLG-HETCOR).41 Here, structural informa-
tion about spatial proximities between 1H and 13C can be
derived based on the distance-dependent strength of the
dipole−dipole coupling between the nuclei. Furthermore, the
resolution for 1H is improved due to the application of FSLG
homonuclear 1H−1H decoupling.42

Figure 1 shows 1D 13C{1H} CP/MAS NMR spectra of pure
PCPDTBT and PCBM as well as blends of PCPDTBT:PCBM
(1:2) processed with and without ODT. All materials except
PCBM were drop-cast from o-dichlorobenzene (o-DCB).
The 13C resonances of the pure PCPDTBT polymer in

general exhibit narrower linewidths than those of both
PCPDTBT:PCBM blends, indicating a lower degree of local
ordering in the blend materials. In particular, the splitting of the
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signals from the methyl groups of PCPDTBT illustrates this
behavior. For the pure PCPDTBT polymer, two well-resolved
signals from the trans and gauche conformations (10−20 ppm)
of the side-chain methyl groups arise, which in the case of the
blends displays a broad overlap. This observation is in
agreement with literature data where more amorphous
environments in blends than in pure polymers have been
reported.43

To gain a deeper insight into the local ordering and impact of
ODT processing with respect to morphology, we have recorded
2D 13C{1H} FSLG-HETCOR NMR spectra of PCPDTBT and
PCPDTBT:PCBM (1:2) blends as summarized in Figure 2.
In the 2D spectrum of the pure PCPDTBT polymer, all of

the expected directly bound 1H−13C correlations are observed.
However, no correlations between the hexyl−ethyl (C6,2) side
chains (0−60 ppm), attached at the bridging carbon of the
fused dithiophene group, and the 1H nuclei of the polymer
backbone (>5 ppm) are observed. This suggests a well-defined
packing arrangement of the PCPDTBT polymer with ordered
regions for the C6,2 side chains. In contrast, the
PCPDTBT:PCBM (1:2) blend processed without ODT
shows intense correlation peaks between aliphatic and aromatic
moieties, see Figure 2b. The presence of these correlations
suggests a homogeneous blend structure where the PCPDTBT
polymer and PCBM acceptor of the BHJ are molecularly mixed,

i.e., the alkyl side chains from PCPDTBT are in close proximity
of the aromatic fragments of PCBM and vice versa.
Interestingly, processing of PCPDTBT:PCBM (1:2) with
ODT results in the disappearance of the correlation peaks
between aliphatic and aromatic moieties as can be identified
from Figure 2c. Furthermore, the processing with ODT leads to
a signal reduction for the aliphatic groups related to the
PCPDTBT polymer as marked in Figure 2c. This dramatic
decrease in intensity can in principle result from the following
evolutions of the PCPDTBT:PCBM blend morphology: First,
the intermolecular interfaces can arrange in a more favorable
manner, allowing the fullerene part of the PCBM to be in closer
contact to the PCPDTBT polymer backbone. As a con-
sequence, this leads to the elimination of alkyl−aromatic
correlation peaks and to a more heterogeneous blend material.
Second, the domain size in the blend material can grow due to
the addition of ODT, which leads to a higher degree of
demixing and a reduced number of intermolecular interfaces.
Both of these changes in morphology do not exclude each
other. AFM data (see Supporting Information, Figure S1) give
evidence for increased domain sizes in the PCPDTBT:PCBM
sample processed with ODT. In parallel, the 2D 13C{1H}
FSLG-HETCOR spectrum of the blend processed with ODT
(Figure 2c) exhibits correlation peaks that have narrower
linewidths in both dimensions than the blend processed
without ODT (Figure 2b). The latter observation points
toward a higher degree of local ordering for both the
PCPDTBT and PCBM domains upon addition of ODT.
Thus, the addition of ODT results in a higher degree of
demixing with increased domain sizes as well as in a higher
degree of local order with better arranged intermolecular
interfaces between donor and acceptor components of the BHJ.
We note that similar conclusions about the increase in domain
sizes upon processing with ODT (or other additives) have been

Figure 1. The top panel shows the chemical structures of PCPDTBT
and PCBM. 1D 13C{1H} CP/MAS NMR spectra of (a) PCPDTBT,
(b) PCBM, (c) PCPDTBT:PCBM (1:2), and (d) PCPDTBT:PCBM
(1:2) processed with 2.4 vol % ODT. Apart from PCBM, which was
used as a powder, all other materials were drop-cast from o-DCB. The
assignment in (a−d) follows the color scheme given on the top. For
the blends (c,d) the resonances that can be assigned unambiguously to
PCPDTBT or PCBM are highlighted using the color scheme and
marked with dashed lines.

Figure 2. Selected regions of the 2D 13C{1H} FSLG-HETCOR NMR
spectra for (a) PCPDTBT, (b) PCPDTBT:PCBM (1:2), and (c)
PCPDTBT:PCBM (1:2) processed with 2.4 vol % ODT. All materials
were drop-cast from o-DCB. The assignment is based on the color
scheme given in Figure 1, and the main structural changes between (b)
and (c) are marked with colored boxes. All spectra are plotted on the
same intensity scale with contour lines from 10.1 to 90% of the
maximum intensity.
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reported based on X-ray diffraction techniques for a number of
different photovoltaic blends, including PCPDTBT:PC70BM,
PSBTBT:PC60BM, and PTB-7:PC70BM.44−47

2.2. Excited-State Dynamics in Pristine PCPDTBT. Due
to the PCPDTBT polymer’s long wavelength ground-state
absorption extending up to 850 nm and the photoluminescence
extending up to 950 nm, the excited-state photoinduced
absorption (PA) features of the excitons are expected in the
NIR probe range. Thus, we performed broadband NIR pump−
probe spectroscopy covering the hitherto unobserved wave-
length range from 1200−2000 nm in addition to pump−probe
spectroscopy in the shorter wavelength region from 550−1050
nm, hereafter being referred to as visible wavelength region for
reasons of simplicity.
Figure 3 displays examples of typical broadband visible and

NIR pump−probe spectra from PCPDTBT thin films spin-cast

with ODT monitored over a time range from one to several
hundred ps using a low excitation fluence of 5−6 μJ/cm2 at 550
nm. The pump−probe spectrum of the polymer film shows
distinct spectral features, namely a ground-state bleach (GSB)
with an onset at 600 nm extending to 850 nm, where typically
the ground-state absorption of the polymer is observed in
steady-state absorption measurements, and a region of
stimulated emission (SE) extending up to 1000 nm, which
overlaps with the GSB in the shorter wavelength region. The
wavelength region in which SE can be observed corresponds to
the spectral region of fluorescence as both originate from the
first excited singlet state. The dynamics of the SE signal, which
tracks the population of singlet excitons, decays monoexponen-
tially with a lifetime of 95 ps. The observed exciton lifetime is
rather short, which must be a consequence of strong
nonradiative deactivation processes competing with the
emissive (fluorescent) decay of the exciton. This is in line
with the low quantum yield of 6% recently reported for pristine
PCPDTBT samples by Jarzab et al.26 We note that the
dynamics obtained by our pump−probe experiments are
unaffected by higher order processes, such as exciton−exciton
annihilation, since the pump fluence was kept well below the
onset of these processes, which can be observed at higher
fluences (see Supporting Information, Figure S2) and are

typically indicated by accelerated exciton decay dynamics. The
exciton lifetime we obtained from our pump−probe experi-
ments is in excellent agreement with those recently reported by
Jarzab et al., who determined the fluorescence lifetimes of
PCPDTBT films by the streak camera technique.26,27

In the NIR spectral region of our pump−probe experiments
we observe a photoinduced absorption covering the entire NIR
wavelength range from 1200−2000 nm, which peaks at 1580
nm. In accordance with the visible pump−probe experiments,
which showed stimulated emission indicating the presence of
excited singlet states, we assign the PA to the presence of
singlet excitons immediately generated after photoexcitation.
The PA decay fits well to a single exponential with a lifetime of
78 ps, which is slightly shorter than observed for the visible
pump−probe measurements, but within the experimental error
of the experiment. We have also performed long-delay (ns−μs)
pump−probe experiments on pristine PCPDTBT films and
could observe a weak photoinduced absorption signal at 1300
nm with an approximate lifetime of 1 μs indicative of some
triplet formation in the pristine polymer (see Supporting
Information, Figure S3). In addition, low-temperature (80 K)
steady-state photoinduced absorption measurements (PIA) on
pristine PCPDTBT thin films also showed a double-peaked
spectrum in the NIR typical of charge carriers in conjugated
polymers, indicating that a fraction of excitons can undergo
dissociation to charges even in the absence of an electron
acceptor (see Supporting Information, Figure S4).

2.3. Photovoltaic Performance. In this section we report
on the impact of the cosolvent on the device performance. For
the PCPDTBT polymer used in the present study we obtained
average power conversion efficiencies (PCE) of 1% (JSC = 4
mA/cm2, FF = 38%, VOC = 0.56 V) from blends with PC60BM
spin-cast from chlorobenzene solutions without ODT. The
PCE was doubled to 2.1% (JSC = 7 mA/cm2, FF = 45%, VOC =
0.6 V), when ODT was used as an additive during the spin-
casting process, mainly due to an increased short circuit current
and a minor improvement of the device fill factor, which is in
line with previous studies on PCPDTBT:PCBM blends.14,27

The J−V curves of the devices are shown in Figure 4 alongside
the steady-state absorption spectra of the thin films. EQE
spectra can be found in the Supporting Information (Figure
S5). While the qualitative effect of ODT is well reproduced in

Figure 3. Early time transient absorption spectra of pristine
PCPDTBT films spincast with ODT (top panel) excited with 5−6
μJ/cm2 at 550 nm. The bottom panel shows the dynamics of the
stimulated emission and exciton-induced absorption on a semi-
logarithmic scale including a single exponential fit to the NIR data with
a lifetime of 78 ps.

Figure 4. (a) J−V curves of PCPDTBT:PCBM devices prepared with
and without ODT. The PCE are 1% for the devices without ODT and
2% upon adding ODT. (b) Steady-state absorption of blend films
prepared with and without ODT.
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our present study, we found significantly lower average PCEs
compared to the record efficiencies previously reported for this
material system.7 We would like to stress that several reasons
can account for the lower average PCE compared to the record
values, and we also note that the photovoltaic parameters are
similar to those very recently reported by Scharber et al.27

Among the most likely reasons: (i) a not fully optimized device
structure; (ii) the use of PC60BM instead of PC70BM, which
inherently lowers the photon absorption of the blend; and (iii)
the median molecular weight (Mn = 14.000 g/mol) of the
polymer used for the present study. In particular the latter is
known to have a pronounced effect on the PCE with higher
molecular weights resulting in higher PCE values for reasons
still not entirely understood. We note that we have used
PC60BM for the present study to avoid a contribution of excited
states on the fullerene to the pump−probe spectra of the blend,
which can be neglected due to the comparably small excited-
state cross sections of PCBM that would otherwise complicate
the interpretation of the pump−probe spectra.48 As has already
been demonstrated by others, the ground-state absorption of
the blend prepared with ODT is red-shifted compared to
blends prepared without ODT and also exhibits a vibronic
shoulder at the low-energy edge of the absorption spectrum
(compare data in Figure 4b). This has previously been
interpreted as increased order and enhanced component
demixing in blends prepared with ODT and is well in line
with the solid-state NMR results presented above. In
comparison the blend film prepared without ODT shows a
blue-shifted and less structured absorption spectrum indicative
of a more amorphous film also implying smaller and less
ordered polymer domains in line with our results obtained from
solid-state NMR spectroscopy (see Section 2.1).
2.4. Early Time (ps−ns) Dynamics in PCPDTBT:PCBM

Blends. In this section we present the early time (ps−ns) vis-
NIR pump−probe spectra of PCPDTBT:PCBM (1:2) blends
and the dynamics of charge formation and early time
recombination studied by ultrafast transient absorption
pump−probe spectroscopy.
2.4.1. Pump−Probe Spectra and Dynamics in the Visible.

The early time (ps−ns) pump−probe spectra and dynamics of
PCPDTBT:PCBM blends prepared without ODT can be
found in Figure 5, while the spectra and dynamics for the films
prepared with ODT are presented in Figure 6. Figures 5a and
6a display the pump−probe spectra of the respective sample,
Figures 5b and 6b show the dynamics probed at the wavelength
regions indicated, and Figures 5c and 6c show the intensity
dependence of the dynamics monitored at the indicated
spectral position. The early time visible pump−probe spectra
of both samples exhibit two characteristic features, i.e., a
positive signal in the shorter wavelength region from 600 to
beyond 800 nm and a negative signal at longer wavelength
extending further into the NIR beyond 1050 nm, which is
typically the detection limit in visible pump−probe experi-
ments, when silicon photodetectors are used. In line with the
early time pump−probe spectra of the pristine film, the former
can be assigned to the polymer’s GSB. The latter is assigned to
the onset of the charge-induced absorption.
The absence of any stimulated emission previously observed

for wavelengths above 800 nm indicates rapid quenching and
dissociation of the majority of the singlet excitons of the
polymer at the PCPDTBT:PCBM interface. However, we will
show later that some picosecond diffusion-limited dissociation
of PCBM excitons occurs and that an additional diffusion-

limited dissociation of polymer excitons can be observed in
samples prepared with ODT. In both samples a small dynamic
red-shift of the GSB over the entire nanosecond time scale is
observed, indicating relaxation of the charges within the density
of states. The red-shift is more pronounced in the sample
prepared without ODT demonstrating that on the nanosecond
time scale, charges relax into deeper tail states of the density of
states, which is an indication of larger energetic disorder of the
blend prepared without ODT. The sample prepared without
ODT first exhibits a rise of the GSB followed by a decay of
about 50% in the first 3 ns. In comparison, the blend prepared
with ODT shows a decay of the bleach of only 30% after the
signal rise, indicating a smaller fraction of geminate
recombination and thus a larger fraction of free charge
generation. To account for spectral relaxation of the bleach,
the kinetics were extracted by tracking the maximum amplitude
instead of using a single wavelength only. The reduced decay in
the blend with ODT is in line with the results of Hwang et al.,
who deduced a reduction of the early time carrier loss
(geminate recombination) in samples processed with ODT.
However, they obtained a difference of 10% only, while here we
observed a difference of 20%.20 The dynamics of the GSB
cannot be unambiguously assigned to a single photophysical
process, since the recovery of the GSB represents the sum of
the dynamics of all excited states present in the blend. In
addition, the GSB can be superimposed by spectral relaxation
phenomena and thermal effects, as has recently been suggested
for P3HT:PCBM, and thus the absolute fractions of geminate
recombination deduced from the ground-state recovery bear
some uncertainty.49

Figure 5. (a) Short delay (ps−ns) broadband transient absorption
spectra of PCPDTBT:PCBM (1:2) blends prepared without ODT
measured in the visible (600−1050 nm) and NIR (1100−1900 nm)
spectral region at delay times of 1 ps (red), 30 ps (green), and 3 ns
(gray). The pump fluence at 530 nm was 4.9 μJ/cm2 for the visible and
5.4 μJ/cm2 for the NIR measurements. (b) Short delay recombination
dynamics of the photoinduced absorption probed at different
wavelength regions in PCPDTBT:PCBM (1:2) blends prepared
without ODT. (c) Intensity dependence of the early time dynamics
tracked at 1350−1400 nm. Note that the dynamics are independent of
pump fluence and the decay follows a single exponential with a mean
lifetime of 1200 ps.
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As has already been mentioned above at longer wavelength,
i.e., lower photon energy, the onset of the broad PA of charges
can be observed in both blend films. The zero crossing between
bleach and PA occurs at 825 nm for the blend prepared without
ODT and at 835 nm for the blend prepared with ODT,
respectively. Interestingly, the latter exhibits a more pro-
nounced PA signal between 850−950 nm in contrast to the PA
of the former. The appearance of a PA feature in this spectral
region has previously been assigned to the presence of
interfacial CT states, and its amplitude has qualitatively been
correlated with the device performance by Hwang et al.20,24

Here we observe a more pronounced PA from the blend
prepared with ODT, which is inconsistent with the results of
Hwang et al., who found that the PA in this spectral region
vanishes if the sample is prepared with ODT and interpreted
this to be due to more efficient splitting of CT states. In the
present case we hypothesize that this feature may rather be
related to the degree of order of the polymer-rich regions and
the amount of demixing of the blend. We note that in the
present study we have investigated PCPDTBT:PCBM blends
with a ratio of 1:2. In fact, for this ratio Hwang et al. observed
similar spectral features in line with our observations, which
were reduced at higher PCBM concentrations of 1:3.6,
suggesting a lower degree of order for the polymer domains
at higher PCBM fractions.
On the basis of the above results we note that a clear

assignment of the charge-induced PA signal seen in the visible
pump−probe spectra appears difficult as only the tail can be
observed up to 1050 nm, which, as we will show below, can
reveal neither the conversion from excitons to interfacial CT

states and free charges nor the individual recombination
dynamics of free charges, trapped charges, and CT states.
Quasi-steady-state photoinduced absorption (PIA) spectrosco-
py has previously demonstrated that the charge-induced
absorption in PCPDTBT:PCBM peaks at around 1300 nm
and extends even further into the NIR (see Supporting
Information, Figure S6).29 However, PIA probes a lifetime and
concentration averaged sum of the ensemble of all excited
states under quasi-equilibrium conditions, and for this reason
only provides very limited or no information about the spectral
profiles of individual states, especially if they are very short-lived
as can be expected for CT states or singlet excitons. In addition
a quantitative assessment of PIA data is difficult, as the cross
sections of the species are typically not known. Hence, we have
monitored the spectral profiles and dynamics of the entire
charge-induced absorption in the NIR spectral region using a
novel broadband NIR pump−probe setup and NIR detection
scheme described in detail in the experimental part.

2.4.2. Pump−Probe Spectra and Dynamics in the NIR
Region. Typical ps−ns NIR pump−probe spectra obtained for
blends prepared without and with ODT are also presented in
Figures 5 and 6, respectively, along with the visible pump−
probe spectra discussed in the previous paragraph. In the
following we will first concentrate on the results obtained for
the sample prepared without ODT and then compare these
results to those obtained for the sample prepared with ODT.
The charge-induced PA of the sample prepared without ODT
is rather broad spanning the entire NIR wavelength range from
1150−1900 nm. Figure 5b presents the dynamics of the PA
signal probed at different wavelength regions. All dynamics
exhibit an ultrafast rise due to the convolution of the pump and
probe pulse lengths limiting the temporal resolution of our
experiment to 100 fs. An additional slower but significant rise of
the charge-induced PA signal within the first 50 ps is observed
for the dynamics monitored between 1400−1450 nm. As can
be seen from the spectra in Figure 5a, the amplitude of the
bleach follows a similar rise over the same period of time,
indicating that during the first 50 ps we observe a delayed
generation of charges and CT states. Such a rise of the charge-
induced absorption has previously been assigned in other
polymer:fullerene systems to either a delayed transition from
singlet excitons to charges or a liberation process of free charges
from a precursor state, for instance, an intermediate polaron
pair, that can either split into free charges or relax into strongly
bound interfacial CT states.50 We emphasize that in the latter
case of a transition from intermediate polaron pairs to free
charge carriers or CT states, a constant amplitude of the bleach
during the conversion process is expected. This was not
observed in our measurements. Furthermore, we rule out
exciton diffusion in the polymer on the time scale of several
tens of picoseconds as we observe neither stimulated emission
nor the typical exciton-induced absorption, which, as we will
show later, can be detected in samples prepared with ODT at
wavelengths longer than 1600 nm in the first 10 ps. Hence, the
most likely explanation is that we observe a prolonged diffusion
of excitons in PCBM-rich domains, which are subsequently
quenched at the interface, causing a signal rise of the polymer
bleach due to the hole transfer to the polymer. To further
support this interpretation, we repeated the measurements
using a pump wavelength of 700 nm, where the fraction of
polymer absorption was significantly larger compared to the
absorption of PCBM, and thereby, a reduced amount of PCBM
excitons is generated. Interestingly, upon excitation at 700 nm

Figure 6. (a) Short delay (ps−ns) broadband transient absorption
spectra of PCPDTBT:PCBM (1:2) blends prepared with ODT
measured in the visible (600−1050 nm) and NIR (1100−1900 nm)
spectral region at delay times of 1 ps (red), 30 ps (green), and 3 ns
(gray). The pump fluence at 530 nm was 4.0 μJ/cm2 for the visible and
3.9 μJ/cm2 for the NIR measurements. (b) Early time dynamics of the
exciton-induced absorption (1650−1800 nm) and the charge-induced
absorption probed at different wavelength regions. Note the rapid
decay of the signal in the region between 1650−1800 nm due to the
diffusion-limited charge generation from polymer excitons. (c) Fluence
dependence of the kinetics between 1400 and 1450 nm. The decay
follows a single exponential with a mean lifetime of 700 ps.
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the amplitude of the signal rise during the first 50 ps was
reduced to less than 10% in contrast to the 20% amplitude
increase observed after excitation at 532 nm. The dynamics
after excitation at 700 nm can be found in the Supporting
Information (Figures S7 and S8). Unfortunately, it is not
possible to decompose the NIR spectrum into the individual
photoinduced absorption spectra of free charges and bound
polaron-pairs, since their absorption spectra are virtually similar,
and thus the spectra and dynamics that we probe between
1250−1400 nm consist of contributions from both bound
polaron-pairs and free charge carriers. We also note that
Janssen et al. have recently reported that in samples prepared
without ODT, the CT state can undergo intersystem crossing
to a triplet state.29 The latter could have a larger cross-section
and could also cause a signal rise in the observed spectral region
if CT states are converted into triplets, which is addressed later.
After the initial clear signal rise caused by diffusion-limited
exciton dissociation in the PCBM domains, we observe a large
decay of the entire charge-induced PA band occurring within
the time scale of the early time pump−probe experiment in line
with the significant nanosecond decay of the GSB. The
dynamics on this time scale can be fitted with a single
exponential yielding a lifetime of 1200 ps, depending slightly on
the signal offset used for fitting. Most importantly we found
that neither the dynamics of the rise nor the early time decay
between 1350−1400 nm are fluence dependent, i.e., they do
not depend on the initial concentration of excited states as can
be clearly seen in Figure 5c. In case of the signal rise, this
indicates that prior to exciton dissociation we do not observe
exciton annihilation at the pump fluences used, and in case of
the decay, it proves that we observed a geminate recombination
process of strongly bound and thus localized interfacial CT
states that undergo nanosecond recombination to the ground
state and cannot dissociate into free charges. Interestingly, the
inverse recombination rate we obtained from the decay is in
excellent agreement with the decay time recently reported for
the CT state emission from PCPDTBT:PCBM blends by
Jarzab et al., supporting our interpretation that here we indeed
observe the recombination dynamics of relaxed (and thus
luminescent) CT states.26,27

We now examine the NIR features observed for the blend
prepared with ODT. Figure 6 shows the NIR pump−probe
spectra and dynamics in different wavelength regions and the
intensity dependence of the NIR PA signal dynamics. Before
starting a detailed description, it is worth emphasizing that the
NIR pump−probe spectra of the sample prepared with ODT
contain significantly more spectral features than the NIR
spectra obtained for the sample prepared without ODT. These
features visible in the NIR contain significantly more
information than those in the visible pump−probe spectra,
allowing us to clearly recognize the dynamics of the individual
species present in the blends. The following features can be
identified in the blend prepared with ODT: (i) a rather short-
lived PA between 1600 to 1900 nm that extends further into
the IR region decaying within a few ps; (ii) a broad PA between
1400 and 1500 nm vanishing within several hundred ps; and
(iii) a comparably narrow PA with a maximum at 1300 nm that
continuously rises over the first 300 ps and then stays virtually
constant on the investigated time scale. By comparing the NIR
spectra of the blend to those of the pristine polymer shown in
Figure 3, we conclude that the spectral region between 1600 to
1900 nm is dominated by polymer exciton-induced absorption
and that the very short-lived feature seen in this spectral region

is caused by polymer singlet excitons that must diffuse to an
interface prior to their dissociation. The early time decay
transients monitored from 1650−1800 nm, shown in Figure 6b,
further reveal that the polymer excitons are entirely quenched
after 10 ps in the blend with ODT. This is in contrast to the
results obtained for the blend prepared without ODT where
the polymer exciton-to-charge conversion happens on a time
scale faster than the time resolution of our setup. The
straightforward explanation for the difference is a change of
the morphology toward enhanced demixing and polymer-
enriched domains in the film prepared with ODT as a
cosolvent, which is in line with our morphology studies by
solid-state NMR techniques presented above.
The second feature that can be identified in the blend

prepared with ODT is most prominent between 1400−1500
nm. Here, we again observed a rise of the signal similar to the
sample prepared without ODT described above, followed by a
decay extending to several nanoseconds. We extracted the
dynamics for this spectral region and found the decay of the
signal to follow a single exponential with a lifetime of about 700
ps (see Figure 6b). The lifetime was also found to be
independent of the excitation intensity, and thus this decay can
be assigned to CT states undergoing a monomolecular
geminate recombination process. Interestingly, the lifetime of
the geminate recombination is shorter compared to the
recombination time observed for the CT excitons in the
sample prepared without ODT. The decay observed in this
spectral region is accompanied by a significant signal loss of the
GSB observed in the visible pump−probe experiments, further
supporting that these states return to the ground state on a
subnanosecond time scale. The third feature, which is most
prominent between 1275 and 1325 nm, remains after the decay
of the signal between 1400 and 1500 nm is completed. In this
spectral region we observe a clear signal rise up to several
hundred picoseconds, after which the signal remains virtually
constant in contrast to the measurements presented for the
sample prepared without ODT. The observation of a first
increasing and afterward constant signal at 1300 nm can be
explained by diffusion-limited exciton dissociation in polymer
and PCBM-rich domains. While the former appears to be
completed after 10 ps, the latter process continues up to several
hundred picoseconds in samples prepared with ODT,
suggesting larger PCBM-rich domains in samples prepared
with ODT. The significantly narrower charge-induced
absorption peak that remains after 3.5 ns in the sample
prepared with ODT compared to the broad PA observed in the
sample prepared without ODT (compare also long delay
spectra) also implies that the free charge carriers are mostly
present in more ordered polymer-rich regions, while in the
blend prepared without ODT, the charges remain in disordered
and amorphous regions, in agreement with the morphology
changes induced by ODT.

2.5. Delayed (ns−μs) Pump−Probe Spectra and
Dynamics. 2.5.1. Pump−Probe Spectra in the Visible and
NIR. Having presented the early time charge generation and
CT-state recombination dynamics in PCPDTBT:PCBM blend
films as a function of the processing additive, we will now turn
to the charge recombination occurring on a time scale from 1
ns to tens of μs, in which we probe the dynamics of long-lived
charge carriers that can potentially contribute to the device
photocurrent. Figure 7 compares the visible and NIR pump−
probe spectra between 1 ns and 1 μs of both blends, i.e., the
blend prepared with and without ODT in Figure 7a,b,
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respectively. As has already been evident from earlier
experiments, the sample prepared with ODT exhibits stronger
pronounced vibronic features of the GSB. From the shape of
the GSB, it appears that those states surviving the first ns are
mostly present in the more ordered regions of the polymer,
while this is not the case for the sample prepared without ODT,
which is in general less ordered. The dynamics of the GSB
strongly depend on the spectral position probed, and it is
therefore difficult to extract meaningful lifetimes and
recombination dynamics as the recovery of the ground state
mirrors the entire ensemble of excited states and their dynamics
and is also subject to further spectral relaxation. The latter
continues up to 100 ns in both samples, suggesting that charges
slowly relax into tail states in the density of states. We note
further that the charge PA in the visible spectral region is
almost vanished for the sample prepared with ODT, while the
onset can still be seen as a very weak signal in the sample
prepared without ODT. The weak signal intensity of the
charge-induced absorption in the visible spectral range
complicates a meaningful extraction of the dynamics at times
longer than several nanoseconds. However, the NIR spectral
range still allows monitoring the charges, since the cross-section
of charges in this spectral region is significantly larger than in
the visible spectral region.
The samples prepared without ODT exhibit a peak of the

charge-induced PA at 1240 nm, while the charge-induced
absorption in the sample prepared with ODT peaks at 1285
nm. The first time slice measured for the sample prepared with
ODT still shows a shoulder between 1400 and 1600 nm, which
we have previously assigned to the presence of strongly bound
interfacial CT states in the early time experiments. These CT
decay dynamics are not resolved in the long delay experiment
due to the limited time resolution (1 ns). Compared to the
sample prepared without ODT, the peak is also narrower
indicating that charges reside in more ordered domains in the
blend prepared with ODT.
2.5.2. Spectra and Dynamics of Triplet States. A blue-shift

of the NIR PIA band in samples prepared without ODT
compared to samples prepared with ODT has very recently

been reported by the Janssen group and was interpreted as
evidence for enhanced triplet formation due to fast intersystem
crossing from the CT state.29 This process was found to be
suppressed in samples prepared with ODT, which could in part
explain the higher efficiency of these samples. However, triplet
formation would require very fast intersystem crossing from the
singlet CT state, which appears to be rather unlikely given the
short subnanosecond CT recombination lifetime of strongly
bound CT states observed in our early time experiments. On
the other hand, some fraction of triplet formation cannot be
entirely ruled out, as the position of the triplet-induced
absorption is very similar to the absorption of charges, making
them very difficult to distinguish from each other.29 Therefore,
to further elucidate the role of triplets, we studied thin films of
PCPDTBT blended with a triplet sensitizer, namely platinum-
octaethylporphyrin (PtOEP). PtOEP can be selectively excited
into the Q-band at 532 nm, where the polymer absorption is
weak. Upon excitation at 532 nm, the PtOEP singlet state is
generated and rapidly converted into the triplet state. The
triplet energy of PtOEP is around 1.9 eV and thereby
significantly higher than the triplet of the polymer, allowing
very efficient downhill Dexter-type triplet transfer from the
sensitizer to the polymer. Some singlet energy transfer from the
PtOEP to the polymer may also occur by Förster-type energy
transfer, but due to the rapid ISC of PtOEP and short singlet
state lifetime of PCPDTBT, the influence of singlet excitons on
the PA spectrum can be neglected after 1 ns.
Figure 8 compares the NIR pump−probe spectra of the

PCPDTBT:PtOEP blend with those obtained from a

PCPDTBT:PCBM blend prepared without ODT and shows
the intensity dependence of the triplet state decay dynamics.
The peak position of the triplet-induced absorption is indeed
very similar to the charge-induced absorption as reported by
Janssen et al.29 However, the triplet-induced absorption signal
is much narrower than the charge-induced absorption seen in
both blends. Furthermore, the decay dynamics we observed for

Figure 7. (a) Long delay (ns−μs) broadband transient absorption
spectra of PCPDTBT:PCBM (1:2) blends prepared with ODT
measured in the visible (600−1000 nm) and NIR (1100−1900 nm)
spectral region at delay times of 1 ns (red), 3 ns (orange), and 100 ns
(green). The samples were excited at 532 nm with a pump fluence of
8.7 μJ/cm2 for the visible and 9.6 μJ/cm2 for the NIR measurements.
(b) Long delay (ns−μs) broadband transient absorption spectra of
PCPDTBT:PCBM (1:2) blends prepared without ODT measured in
the visible (600−1000 nm) and NIR (1100−1900 nm) spectral region
at delay times of 1 ns (red), 3 ns (orange), and 100 ns (green). The
samples were excited at 532 nm with a pump fluence of 6.1 μJ/cm2 for
the visible and 5.7 μJ/cm2 for the NIR measurements.

Figure 8. (a) NIR TA spectra of PCPDTBT blended with 40 wt %
PtOEP and (b) NIR TA spectra of PCPDTBT:PCBM without ODT.
(c) Fluence dependence of the triplet kinetics in the sample with
PtOEP between 1250 and 1300 nm and for comparison the kinetics in
the pristine polymer film (black line).
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the triplet states are intensity-independent and very long-lived
(1 μs) in contrast to the nongeminate charge recombination.
The unique long-lived, intensity-independent decay dynam-

ics of the triplet excitons allows us to differentiate between
triplet excitons and charges despite their similar spectral
features. We will see that the absence of a 100 ns lifetime
intensity-independent signal in the dynamics of the blends
strongly suggests that no significant number of triplets is
formed in the blends and that the differences in spectral
features and kinetics in the blends can exclusively be explained
in terms of differences in the charge populations.
2.5.3. Delayed (ns−μs) Recombination Dynamics of

Charges. Figure 9 compares the dynamics of the charge-

induced PA band for both PCPDTBT:PCBM blends
monitored at the peak position. In the sample prepared
without ODT, we observe an additional 10% signal loss during
the first 10 ns even for the lowest excitation intensity. This is a
significantly longer time scale than expected from the
subnanosecond geminate recombination observed in the
short-delay pump−probe experiments, which cannot be
resolved here due to the poorer time resolution of our long-
delay setup. The initial recombination exhibits a weak intensity
dependence, and we therefore assign this process to
recombination of loosely bound electron−hole pairs that
cannot entirely escape their mutual coulomb attraction and
thus have not managed to fully separate into free polarons.
They undergo a slower nanosecond geminate recombination
process, which is different from the fast geminate recombina-
tion of strongly bound interfacial CT states. After this initial
recombination the dynamics clearly deviate from each other
and become intensity dependent, indicating the recombination
of separated charge carriers that undergo a nongeminate
recombination process. The nongeminate recombination
continues to about 10 μs, after which we could not obtain a
meaningful residual signal anymore due to the limited signal-to-
noise ratio. We have further analyzed the experimental data by
fitting it to a previously introduced model that assumes a
fraction of monomolecular polaron pair recombination and a
separate fraction of nongeminate recombination of free charges
without any interconversion between the two individual pools.6

Using this model we could obtain an average decay time of the

loosely bound polaron pairs in PCPDTBT:PCBM of 5 ns and a
nongeminate recombination coefficient of 4 × 10−10 (cm3)λ/s
with a recombination order of λ + 1 = 1.93 in samples prepared
without ODT as shown in Table 1. The order of recombination

suggests a 3D Langevin-type of recombination with an effective
(bimolecular) recombination rate of 3.2 × 10−11 cm3/s at a
charge-carrier density of 5 × 1015 1/cm3.
In comparison to the blend prepared without ODT the

dynamics of the charge-induced absorption probed at 1300 nm
are significantly different in the sample prepared with ODT.
Here we observe a very pronounced intensity dependence of
the dynamics from the earliest delay times onward. In fact, the
intensity-independent component observed in the sample
prepared without ODT is entirely absent. At the lowest
pump fluence (1.9 μJ/cm2) that we probed, the charge-induced
absorption is virtually constant within the first 10 ns, indicating
that nongeminate recombination does not affect the dynamics
on this time scale if the pump fluence is kept sufficiently low. It
is also apparent from the dynamics in the first 10 ns that with
increasing pump fluence, i.e., higher charge-carrier density,
nongeminate recombination is present even at very early times
below 10 ns. We note that the onset of nongeminate
recombination occurs at pump fluences much lower than
used in previous transient absorption studies.20,24 At the highest
pump fluence measured in our experiment, free charge carriers
undergo nongeminate recombination from the earliest times (1
ns) onward. This implies very fast recombination, and thus a
large nongeminate recombination coefficient as will be deduced
below. In order to gain further information about the
nongeminate recombination dynamics, we fitted the exper-
imental data to the same model used for the sample prepared
without ODT, this time assuming exclusively Langevin-type
recombination for the sample prepared with ODT, since any
nanosecond geminate component due to loosely bound
polaron pairs appears to be entirely absent. The results of the
fitting procedure are again depicted in Figure 9 as solid lines
overlaying the experimental data (open dots). For the sample
prepared with ODT, the dynamics can be described with a
recombination order of λ + 1 = 1.86 and a nongeminate
recombination coefficient of 1 × 10−8 (cm3)λ/s. From this an
effective (bimolecular) Langevin recombination rate of 6.3 ×
10−11 cm3/s at a charge-carrier density of 5 × 1015 1/cm3 can be
calculated. This is significantly larger compared to values that
we have recently obtained by pump−probe spectroscopy on
other polymer:fullerene blends, such as P3HT:PCBM and
PCDTBT:PCBM,6,51 and indicates that fast nongeminate
recombination occurs even in PCPDTBT:PCBM blends
prepared with ODT. The pronounced intensity dependence
observed for the charge-induced absorption at 1300 nm, which

Figure 9. Intensity dependence of the long delay (ns−μs) decay
dynamics of the charge-induced absorption in PCPDTBT:PCBM
(1:2) blends prepared with ODT (top) and without ODT (bottom).
The open symbols correspond to the experimental data, and the solid
lines are fits obtained from a photophysical model as further described
in the text. Note that in the bottom panel the additional intensity-
independent decay phase has been highlighted by a light-gray box.

Table 1. Fit Parameters Extracted Form Long Delay TA
Measurementsa

parameter with ODT without ODT

λ + 1 1.86 ± 0.01 1.93 ± 0.01
γ/(cm3)λ s−1 (1.0 ± 0.4) × 10−8 (4 ± 2) × 10−10

f 1 0.89 ± 0.01
kLBP/s

−1 absent (1.9 ± 0.5) × 108

a λ + 1 describes the order of the decay, γ is the nongeminate
recombination coefficient, f equals the fraction of nongeminate
recombination, and kLBP is the geminate recombination rate of loosely
bound polaron pairs.
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is prominent even at early times, lets us conclude that around
the PA peak position, we mainly probe the dynamics of the
pool of free charge carriers. If we probe the dynamics at longer
wavelength, for instance between 1450−1500 nm or even
further in the NIR, the intensity dependence is much less
pronounced, indicating that the charges that contribute to the
PA in this wavelength region are much less mobile, i.e., present
as trapped charges, and thus do not follow the same intensity
dependent nongeminate Langevin-type recombination process.
This effect is even more pronounced in case of the
PCPDTBT:PCBM blend prepared without ODT. While we
observed a pronounced intensity-dependent decay at a probe
wavelength of 1260 nm (where the contribution of free charges
is expected to be highest), the dynamics at longer wavelengths
are virtually independent of the excitation intensity, indicating
significant trapping and trap-assisted recombination of charges
in samples prepared without ODT (see Supporting Informa-
tion, Figure S10). Hence, it appears that ODT facilitates
formation of mobile charge carriers, which recombine
according to an intensity-dependent nongeminate recombina-
tion process and thus can escape trap-assisted recombination.
In agreement with previous studies we also observe that if we
take the early time (1 ns) amplitude at the peak position of the
charge-induced absorption as a measure of the efficiency of free
charge generation, a 1.5 times higher signal amplitude for
samples prepared with ODT is observed compared to those
without ODT independent of the fluence used. However, as has
already been mentioned in the previous paragraph, one has to
be very cautious when simply deducing charge-carrier yields by
comparing signal amplitudes, since the absolute cross sections
of the charges are not exactly known, and as we have shown
above, the spectrum of free charges appears to be different from
the spectrum of trapped charges and CT states in samples
prepared with ODT.

3. SUMMARY AND IMPLICATIONS FOR
PHOTOVOLTAIC PERFORMANCE

Exciton Dissociation. The efficiency-limiting photophys-
ical processes occurring in bulk heterojunction organic solar
cells can be categorized into: (i) exciton relaxation of those
excitons, which fail to undergo dissociation at a nearby
heterojunction; (ii) geminate recombination of interfacial CT

states; (iii) nongeminate recombination of separated/free
charge carriers prior to the extraction from the device; and
(iv) trap-assisted nongeminate recombination of those charges
which are immobile in the blend. Typically the polymer exciton
dissociation yield in polymer:fullerene blends is close to unity,
since excitons are very efficiently quenched in well-intermixed
blends. This loss channel can only be relevant if the domain size
is comparable to the exciton diffusion length. In fact, diffusion-
limited exciton quenching on a time scale of several
picoseconds has previously been shown in annealed RR-
P3HT:PCBM blends, where PCBM is expelled from the P3HT
crystalline domains upon annealing, and thus polymer-rich
domains of high crystallinity are formed.52 However, even for
the exceptional case of RR-P3HT with its well-ordered solid-
state structure, the total loss due to diffusion-limited exciton
dissociation does amount to a few percent only. Diffusion-
limited polymer exciton quenching is also observed in the
present study on PCPDTBT:PCBM blends for samples
prepared with ODT as cosolvent, while instantaneous
quenching of polymer excitons was found in samples prepared
without ODT. The straightforward explanation is that ODT
increases the demixing leading to larger PCPDTBT-rich
domains. Excitons created within these polymer domains
have to reach the heterojunction to undergo charge transfer,
which in the present system occurred on a time scale of 10 ps.
Our early time pump−probe experiments also exhibited a rise
of the bleach and charge-induced absorption on a time scale of
several tens of picoseconds for samples prepared without ODT
and even hundreds of picoseconds for samples prepared with
ODT. In fact, the intensity-independent rise of the bleach in
conjunction with the charge-induced absorption can only be
explained by delayed exciton dissociation of excitons originally
created in PCBM-rich domains. We note that in our previous
experiments on P3HT:PCBM and PCDTBT:PCBM samples,
we could never observe such a rise of the charge-induced PA on
a time scale similar to the rise observed for PCPDTBT:PCBM
in this study, which would otherwise have pointed to a delayed
charge generation due to excitons created in PCBM. The most
likely explanation is that the aforementioned polymers exhibit
much stronger absorption at the excitation wavelength of 532
nm, and thus excitons are mostly created in the polymer. The
observation of a pronounced diffusion-limited PCBM exciton

Figure 10. Scheme of the photophysical processes and their respective rates and lifetimes in PCPDTBT:PCBM blends processed with (left) and
without (right) ODT. Upon excitation of the polymer, the excitons are quenched with a rate kEx→CT, followed by the creation of spatially separated
charge carriers (SSC) with the rate kSSC or cooling of the CT state with the rate kint. φSSC/CT denotes the yield of the spatially separated charges and
CT states, respectively. γeff is the effective bimolecular recombination coefficient of free charges, and τCT is the inverse geminate recombination rate
of CT states to the ground state (GS). kISC is the intersystem crossing rate to the triplet level (T1), and τT1/S1 is the lifetime of the singlet (S1) or
triplet state in the pristine polymer, respectively. In the blend without ODT kLBP describes the recombination rate of loosely bound polaron pairs.
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dissociation in PCPDTBT:PCBM films independent of the use
of solvent additives implies a wavelength dependence of the
photophysical processes in these blends and requires further
investigation, since it could be a potential loss process, if, for
instance, excitons in PCBM recombine before reaching the
interface or undergo intersystem crossing to triplet states due to
the rather slow exciton diffusion process. Figure 10 schemati-
cally summarizes all processes together with their correspond-
ing time scales for PCPDTBT:PCBM blend films prepared
with and without the processing additive ODT.
The role of Interfacial CT States. The second loss

channel that needs to be considered is relaxation of
intermediate polaron pairs into strongly bound interfacial CT
states followed by geminate recombination in competition with
the formation of free charges from those “hot” electron−hole
pairs that provide sufficient excess energy for the charges to
overcome their mutual attraction. In fact, it is evident that a
large fraction of the intermediate polaron pairs created by
exciton dissociation collapses into strongly bound CT states, as
we observe a pronounced signal decay of the bleach and the
charge-induced absorption following a single exponential decay
with an inverse rate of 700 ps (ODT) and 1200 ps (without
ODT) (compare data in Figure 10). It is not straightforward to
determine the total fraction of the CT state recombination
from the pump−probe experiments, since the exact cross
sections and spectra of the free charges and strongly bound CT
states are unknown, and their individual absorption spectra are
strongly superimposed. Nonetheless, our pump−probe experi-
ments have demonstrated that the main process occurring in
the first few nanoseconds is a fast and intensity-independent
geminate recombination process. Hence, in the absence of
competing processes, such as nongeminate recombination, the
ground-state recovery can be used as an approximate measure
of the fraction of excited states that return to the ground state
after exciton dissociation. Using this approximation we have
determined a total loss due to geminate recombination of about
50% in samples prepared without ODT and 30% in samples
prepared with ODT. Our findings are in line with the earlier
findings by the Blom group,17 which showed a reduced fraction
of geminate recombination in samples prepared with solvent
additives determined by photocurrent measurements. The
difference observed in our study is larger compared to the
results reported earlier by Hwang et al.,20 who showed only a
weak impact of solvent additives on the fraction of geminate
recombination. It is also worth mentioning that the excess
thermal energy that an electron gains during charge transfer
from PCPDTBT to PCBM is significantly less than for instance
in P3HT:PCBM. This lesser excess energy may reduce the yield
of free charges compared to P3HT:PCBM blends. The local
morphology at the interface, for instance, the donor−acceptor
distance certainly plays an additional and important role in the
charge separation efficiency as recently reported by Holcombe
et al.53 One may further argue that the interactions between the
molecules directly located at the interface (those which
participate in the charge separation) and the molecules in the
bulk of the polymer or fullerene (those which transport charges
away from the interface) play an important role for efficient
charge separation, as has recently been suggested for polymer:-
perylenediimide blends.54

In fact, in highly crystalline materials, such as P3HT, an
additional thermodynamic driving force exists that supports
charge transport from the disordered interface to the more
ordered bulk material. In lesser ordered materials, as in the

present case of PCPDTBT:PCBM, this driving force is
expected to be reduced if not entirely absent.

Recombination of Loosely Bound Polaron Pairs and
Free Charges. Let us now discuss the long time (>1 ns)
recombination dynamics of charges in PCPDTBT:PCBM
blends. After about 3 ns we consider the pool of strongly
bound interfacial CT states to be emptied in both samples, and
it is expected that nongeminate recombination processes of free
charge carriers govern the dynamics on a ns−μs time scale.
However, in the sample prepared without ODT the ns−μs
decay of the charge-induced absorption probed at the peak
position appears to be a superposition of an intensity-
independent process on a longer time scale up to 10 ns and
an intensity-dependent recombination process. The latter can
clearly be seen after several tens of nanoseconds, while the
former occurs on a significantly longer time scale than the fast
geminate recombination of strongly bound CT states that we
observed in the early time pump−probe experiments. In
addition, the weak intensity-dependence points to a geminate-
like recombination process different from the subnanosecond
recombination observed in the early time experiments.
Geminate recombination on time scales even up to 100 ns
has previously been reported and assigned to the recombina-
tion of loosely bound charge pairs that have not entirely
escaped their mutual attraction.55 One may also argue that
these are charge pairs that are spatially trapped in isolated
domains, where they cannot escape into the charge percolation
network. The nanosecond recombination of loosely bound
pairs is prominent in samples prepared without ODT, where it
clearly occurs in addition to the subnanosecond geminate
recombination of strongly bound interfacial CT states (some-
times referred to as CT-excitons) that we have identified in the
early time pump−probe experiments. Thus, the geminate
recombination of loosely bound charge pairs contributes to the
loss processes in samples prepared without ODT, implying an
unfavorable morphology for fast free charge formation.
It is an interesting question to be addressed in future work,

whether these loosely bound polaron pairs, that recombine on
the time scale of several nanoseconds, can undergo a field-
assisted separation and thus could potentially contribute to the
photocurrent in real devices. On the other hand, the occurrence
of an intensity-dependent recombination at times longer than
10 ns indicates that a significant fraction of free charges has also
been generated in samples prepared without ODT, which can
indeed be extracted as photocurrent from the device. This is
reasonable since devices prepared without ODT still exhibit a
short circuit current of 4 mA/cm2. Samples prepared with ODT
demonstrate a very pronounced intensity dependence even on
a time scale of several nanoseconds, implying that loosely
bound polaron pairs are entirely absent and that nongeminate
recombination dominates the dynamics at 1300 nm from the
very beginning. By fitting the intensity-dependent dynamics to
a Langevin recombination model, we obtained a nongeminate
recombination coefficient of 1 × 10−8 (cm3)λ/s and a
recombination order of λ + 1 = 1.86. From the recombination
coefficient and order, the effective (i.e., bimolecular) recombi-
nation coefficient for 3D Langevin-type recombination was
calculated to 6.3 × 10−11 cm3/s for a charge-carrier density of 5
× 1015 1/cm3. We have recently reported the recombination
dynamics of charges in P3HT:PCBM and PCDTBT:PCBM
probed by ns−ms transient absorption experiments and fitted
the experimentally observed dynamics by a photophysical
model, assuming that exciton dissociation leads to the
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population of two pools, i.e., interfacial CT states and free
charge carriers, not interacting with each other.6

Table 2 summarizes the effective Langevin recombination
coefficients obtained for the previously reported polymer:-
fullerene blends6,51 and compares these values to those
obtained for the PCPDTBT:PCBM blends presented in this
study. One significant difference is apparent from the
comparison with previous results. The recombination coef-
ficient of the PCPDTBT:PCBM blends is more than 2 orders
of magnitude larger compared to annealed RR-P3HT:PCBM
and also more than 1 order of magnitude larger than obtained
for PCDTBT:PCBM blends. Hence, it appears that non-
geminate recombination of free charge carriers is significantly
faster in PCPDTBT:PCBM blends. The recombination
coefficients we obtained by pump−probe spectroscopy are
also in excellent agreement with those recently reported by
Albrecht et al., which in general further supports the validity of
our measurements and data analysis.21 The significantly larger
nongeminate recombination coefficient observed for
PCPDTBT:PCBM blends compared to, for instance,
P3HT:PCBM implies that free charges more frequently
encounter each other at the interface, and/or each encounter
has a larger recombination probability in PCPDTBT:PCBM. A
simple reason for the former could be a very high charge-carrier
mobility in PCPDTBT:PCBM compared to P3HT:PCBM,
which is, however, experimentally not observed as we will
discuss later. Another reason for more frequent encounters of
free charges in PCPDTBT:PCBM compared to P3HT:PCBM
could be of thermodynamic origin. We have already discussed
that in the exceptional case of P3HT:PCBM, the high
crystallinity of the polymer creates an additional thermody-
namic driving force that supports the separation of charges and
their transport from the interface toward the bulk. Vice versa
the same argument may explain the small nongeminate
recombination coefficient observed for P3HT:PCBM in
comparison to PCPDTBT:PCBM. While in the former holes
are more likely to reside in the bulk of the polymer and
transport toward the interface is expected to require energy, the
generally higher disorder in the latter may reduce the energetic
difference between interface and bulk, and thus charges can
more easily approach the interface, where they can non-
geminately recombine, before they can be extracted as
photocurrent from the device.
In general nongeminate recombination of free charges

competes with charge-carrier extraction, as we have previously
shown for RR-P3HT:PCBM devices.4 By measuring the bias
dependence of nongeminate recombination for the latter, we
have determined that at short circuit conditions, the fraction of
nongeminate recombination is only about 2%, i.e., most of the
carriers can be extracted in RR-P3HT:PCBM.56 However, the
fraction of nongeminate recombination significantly increases
toward open circuit conditions, since the extraction rate of
charges decreases due to the weaker internal electric field.
Hence, a larger nongeminate recombination coefficient in
PCPDTBT:PCBM implies that these devices suffer substan-
tially from nongeminate losses, which certainly contributes to
the low device fill factor. We note that the increased

nongeminate recombination coefficient can be compensated
by faster charge extraction due to a higher charge-carrier
mobility. For that, mobility would have to be 2 orders of
magnitude higher than observed for RR-P3HT:PCBM blends
to compensate the fast nongeminate recombination in
PCPDTBT:PCBM. This is experimentally not observed, for
instance, Albrecht et al. reported that PCPDTBT:PCBM
blends prepared with additives have a mobility similar to
annealed RR-P3HT:PCBM samples.21 When we probe the
recombination dynamics in the longer wavelength NIR region,
at around 1500 nm or beyond, we observe a much weaker
intensity dependence of the recombination dynamics, indicat-
ing that the charges we monitor in this spectral region are
different from those absorbing at the peak position of the
charge-induced absorption, which is around 1300 nm in the
blend prepared with ODT. Thus, it appears that here we
observe mostly trapped charges undergoing a trap assisted
rather than a Langevin-type recombination. The observation of
a significant fraction of trapped charges is also in good
agreement with previously reported transient photocurrent
results by McNeill et al.18

Impact on Photovoltaic Performance. Let us finally
comment on the implications of the recombination processes
for the PCPDTBT:PCBM device performance. The total short
circuit current that can be expected from a PCPDTBT:PCBM
device, assuming that all absorbed photons generate free
charges that thereafter can be extracted as photocurrent is 19
mA/cm2. Our early time pump−probe experiments have shown
that geminate recombination contributes to the charge-carrier
loss at open circuit voltage and amounts to approximately 30%.
Hence, geminate recombination alone would reduce JSC to 11
mA/cm2 at the measured light intensity around 0.86 suns,
assuming that the magnitude is similar at short circuit
conditions, which is a simplification, since free charge
generation was recently shown to be field dependent in
PCPDTBT:PCBM.21 However, given that we observed a short
circuit current of 7 mA/cm2 at 0.86 suns in devices made with
ODT as cosolvent, it is reasonable to assume that the reduction
of the short circuit current is not only caused by geminate
recombination but also by fast recombination of free charge
carriers, as implied by the large nongeminate recombination
coefficient. We have also observed that excitons do not only
dissociate instantaneously but also by a diffusion-limited
process, which is even more pronounced, when excitons are
generated in PCBM domains. In addition we have observed
some loosely bound polaron pairs in samples prepared without
ODT, which recombine within several nanoseconds. Again, one
may speculate that these loosely bound pairs can fully separate
into free charges, if excess energy is provided by an electric
field. The electric field dependence should then be more
pronounced in samples prepared without ODT supported by
recent time-delayed collection field experiments of the Neher
group.21 Further work will address the temperature and field
dependence of the charge-induced absorption of free charges
and CT states in the NIR probe range.

Table 2. Comparison of Effective Langevin Recombination Coefficients Calculated for a Charge Carrier Density of 5 × 1015 1/
cm3

system with ODT without ODT PCDTBT rr-P3HT (as cast) rr-P3HT (annealed)

γeff/cm
3s−1 6.3 × 10−11 3.2 × 10−11 1.6 × 10−12 1.5 × 10−12 2.2 × 10−13
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4. CONCLUSION
Exciton dissociation in PCPDTBT:PCBM blends led to the
formation of free charges and strongly bound CT states, where
the latter undergo geminate recombination with an inverse rate
of 700 ps in samples prepared with ODT and 1200 ps in
samples prepared without ODT. The fast subnanosecond
geminate recombination caused a total loss of excited states of
about 50% within the first 3 ns after photoexcitation in samples
prepared without ODT, which severely limited the performance
of PCPDTBT:PCBM solar cells. The fraction of subnano-
second geminate recombination was lowered to 30% in samples
prepared with ODT as a solvent additive, implying a higher
yield of free charge carriers. In addition to ultrafast exciton
dissociation, diffusion-limited dissociation of excitons created
within polymer-rich domains was observed on a time scale of
10 ps in samples prepared with ODT. The occurrence of
diffusion-limited exciton dissociation was attributed to larger
polymer-rich domains in samples prepared with ODT, where
the increased domain size was proven by 2D 13C{1H}
HETCOR solid-state NMR spectroscopy. Independent of the
use of solvent additives diffusion-limited dissociation of
excitons generated in PCBM-rich domains occurred in both
blends, leading to an additional delayed formation of free
charges and CT states on a time scale up to 50 ps in samples
prepared without ODT and 300 ps in samples prepared with
ODT. After the early time diffusion-limited exciton dissociation
and subnanosecond geminate recombination of strongly bound
CT states, the free charges in samples prepared with additives
exclusively undergo nongeminate recombination with an
effective recombination coefficient of 6.3 × 10−11 cm3 s−1, i.e.,
two orders of magnitude faster than previously observed for the
P3HT:PCBM reference system, indicating that in
PCPDTBT:PCBM nongeminate recombination efficiently
competes with charge extraction. An additional nanosecond
recombination component is observed in samples prepared
without ODT and assigned to loosely bound polaron pairs that
have not entirely managed to escape their mutual attraction.
Triplet state formation appears to be of minor importance in
PCPDTBT:PCBM blends as geminate recombination of CT
states is too fast to allow efficient intersystem crossing.
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1. Experimental Section 

 

Polymer synthesis: The synthesis of PCPDTBT used in the present study has been described 

elsewhere.
1 
The resulting polymer was purified using several techniques. It was first subject to 

multiple precipitations, dissolved first into dichlorobenzene and precipitated into rapidly stirring 

methanol (repeated 3 times). It was then subjected to a series of Soxhlet extractions, with 

hexanes, acetone, and ethyl acetate, respectively, as solvents, each washing the polymer for 24 

hours. PCPDTBT was dissolved into dichlorobenzene and stirred at 50 
o
C with Basolite A100 for 

one hour. The solution was cooled to room temperature and passed through a column of celite, 

then precipitated into methanol and dried under vacuum.  

 

 

Solid-state nuclear magnetic resonance spectroscopy: Solid-state magic-angle spinning (MAS) 

NMR experiments were carried out on a Bruker Avance III instrument (20.0 T, νL = 850.27 MHz 

for 
1
H, νL = 213.82 MHz for 

13
C) equipped with a commercial 2.5 mm double resonance probe 

(Bruker). 1D 
13

C NMR spectra were obtained through 
13

C{
1
H} cross-polarization (CP) at a 

spinning frequency of 25.0 kHz using a repetition delay of 2 s and a total number of scans 

varying from 24576 to 49152, depending on the available amount of sample. 2D 
13

C{
1
H} 

Frequency Switched Lee-Goldburg (FSLG)
2
 heteronuclear correlation (HETCOR)

3
 spectra were 

recorded at a spinning frequency of 15.0 kHz using a repetition delay of 2s and a number of scans 

varying from 896 and 2176 for a total of  96 t1 increments. The 2D experiments also employed 

LG-CP conditions. For both 1D and 2D NMR experiments, the specific CP conditions were 

preoptimized on L-alanine. The CP contact time was set to 1 ms for all spectra and two-pulse 

phase modulation (TPPM) high-power 
1
H decoupling was applied during acquisition. All spectra 

were referenced to adamantane as a secondary standard (δiso = 1.85 ppm for 
1
H, δiso= 38.484 for 

13
C)

4
. Identical processing conditions were used for all 1D and 2D spectra.  All 2D spectra are 

plotted on the same intensity scale with 13 contour lines from 10.1 to 90% of the maximum 

intensity using the DMFIT software.
5
 

 

Sample preparation: For solar-cell preparation ITO-coated glass substrates (Präzisions Glas & 

Optik GmbH, Germany) were patterned by wet etching and successively cleaned in an ultrasonic 

bath with isopropanol and ethanol. Between the cleaning steps the samples were dried by blowing 
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with dry nitrogen gas. Prior to spin-coating of the organic films, the substrates were plasma 

etched for 15 min in argon plasma. After spincoating of a 20-nm layer of poly(3,4-ethylene-

dioxythiopene):poly-(styrenesulfonate) (PEDOT:PSS) (Clevios P VP Al 4083, H.C. Stark), the 

samples were transferred into a nitrogen-filled glovebox and baked for 1 h at 120 °C. For 

preparation of the active layer PCPDTBT and PCBM were separately dissolved in chlorobenzene 

at 80 °C with concentrations of 20 mg/ml for PCPDTBT and 40 mg/ml for PCBM, stirred 

overnight and then mixed in a weight ratio of 1:2 so that a PCPDTBT concentration of 10 mg/ml 

is obtained. For devices prepared with the solvent additive additional 2.4 vol % 1,8-octanedithiol 

(ODT) were added to the solution. The hot solution was spin-cast at 80 °C at 1400 rpm for 40 s 

resulting in an active layer thickness of around 150 nm as measured by a Dektak profiler. 

Afterwards the thin films were kept overnight in high vacuum to remove the high boiling point 

ODT. Subsequently a 100 nm layer of aluminum was evaporated as top electrode.  

The preparation of blend films for optical spectroscopy followed the same preparation procedure 

as for the devices with the only difference that quartz substrates were used instead of ITO 

substrates. For the preparation of pristine polymer films a polymer concentration of 15 mg/ml in 

chlorobenzene was used and for the PCPDTBT films with triplet sensitizer additional 40 wt.% of 

platinum-octaethyl-porphyrin (PtOEP) were added.  

 

Solar cell characterization: Solar-cell device characterization was performed inside a nitrogen-

filled glovebox employing a solar simulator (K.H. Steuernagel Lichttechnik GmbH, Germany) 

with a 575 W metal halide lamp combined with a filter system to create a spectrum according to 

AM1.5G conditions, however, with a reduced intensity of 86 mW/cm
2
. The current-voltage 

curves were measured with a Keithley 236 Source-Measure-Unit. 

For external quantum efficiency (EQE) measurements monochromatic light was created with a 

metal-helide lamp (Müller Elektronik-Optik XH100) and a monochromator (Model 1235 Digital 

Triple Grating Spectrograph, Princeton Applied Research) between 300 and 1000 nm. The light 

intensity was measured with a calibrated silicon diode. EQE measurements were performed in air 

at short circuit conditions with a Keithley 236 Source-Measure Unit. 

 

Steady-State Spectroscopy: The absorption measurements were conducted with a Perkin-Elmer 

Lambda 25 spectrophotometer. For photoluminescence measurements the samples were excited 

by a 808 nm diode laser, and the photoluminescence was dispersed in a spectrograph (Shamrock 

SR-303i) and recorded by a CCD line array detector (Ames Photonics, Larry-2048).  

 

Quasi steady-state Photoinduced Absorption Spectroscopy: Quasi steady-state photoinduced 

absorption spectroscopy (PIA) was performed with a pump-probe setup consisting of a 100 W 

tungsten-halogen lamp with a LOT Oriel Omni-λ 300 monochromator as the probe and a 

Newport LED (LED-527-HP) working at 524 nm with 100 mWcm
-2

 used as a pump. As a further 

pump source a Helium-Neon-laser was used at 633 nm with 20mW/cm
2
. The samples were 

placed in a nitrogen-cooled optical cryostat (Oxford Instruments Optistat CF) at 80 K in helium 

atmosphere. The transmitted light was dispersed by a second identical monochromator and then 

detected by a photodetector. For measurements in the wavelength range from 500 to 1100 nm, an 

amplified silicon photodetector (Thorlabs PDA 100A) was employed, which was replaced by an 

amplified germanium detector (Thorlabs PDA 50B) for the wavelength range from 900 to 1800 

nm. For the spectral range between 1750 to 4500 nm, a nitrogen cooled indium antimonide (InSb) 

detector from Teledyne Judson Technologies was used. The pump light was chopped at 317 Hz 

to induce changes in the transmission ΔT, which were measured by using a lock-in amplifier 

4. Results and Discussion

102



S3 

 

(EG&G Princeton Applied Research model 5210). To calculate ΔT/T, the transmission was 

recorded prior to the PIA measurement and corrected for photoluminescence. 

 

Transient Absorption Spectroscopy: Transient absorption (TA) measurements were performed 

with a home-built pump-probe setup. The output of a commercial titanium:sapphire amplifier 

(Coherent LIBRA HE, 3.5 mJ, 1 kHz, 100 fs) was split into two beams that independently 

pumped two optical parametric amplifiers (Coherent OPerA Solo). One optical parametric 

amplifier (OPA) was used to generate the excitation pulses in the visible, while the second OPA 

was used to generate the seed beam for white-light generation. For measurements in the spectral 

range between 550-1100 nm a 1300 nm seed was focused into a c-cut 3 mm thick sapphire 

window for white-light generation. The variable delay of up to 4 ns between pump and probe was 

introduced by a broadband retroreflector mounted on a mechanical delay stage. Only reflective 

elements were used to guide the probe beam to the sample to minimize chirp. The excitation 

pulse was chopped at 500 Hz, while the white-light pulses were dispersed onto a linear silicon 

photodiode array, which was read out at 1 kHz. Adjacent diode readings corresponding to the 

transmission of the sample after an excitation pulse and without an excitation pulse were used to 

calculate ΔT/T.  

For measurements in the time range between 1 ns to 1 ms with a resolution of 600 ps, the 

excitation pulse was provided by an actively Q-switched Nd:YVO4 laser (AOT Ltd. MOPA) at 

532 nm. The delay between pump and probe in this case was controlled by an electronic delay 

generator (Stanford Research Systems DG535). TA measurements were performed at room 

temperature under a dynamic vacuum of <10
-5

 mbar.  

For TA measurements in the NIR spectral range covering 1100 - 2000 nm a 2100 nm seed was 

used to generate white-light and a polished silicon substrate was added into the path of the white 

light to block the visible fraction of the supercontinuum. Furthermore, a dichroic mirror was used 

to separate the residual idler beam (2100 nm) from the white-light supercontinuum. The NIR 

white-light pulses were dispersed onto a Peltier-cooled 512 pixel long linear extended InGaAs 

array (Entwicklungsbüro Stresing) and read out as described above. 
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2. Additional Measurements 

 

 

 

 

 

 

 

 

 

 

Figure S1. AFM height images of PCPDTBT:PCBM = 1:2 blend films processed with ODT 

(left) and without ODT (right). The size of the measured sample area is 1 × 1 µm
2
. 

 

 

 

 
Figure S2. TA kinetics of pristine PCPDTBT films prepared with ODT averaged between 1500-

1700 nm. The kinetics obtained at low fluences are virtually similar, whereas at a pump fluence 

of 38 µJ/cm
2
 nonlinear effects such as singlet-singlet annihilation shorten the exciton lifetimes. 
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Figure S3. Long delay TA data of pristine PCPDTBT excited at 532 nm with a pump fluence of 

67 µJ/cm
2
. a) In the spectra of pristine PCPDTBT a very weak, long-lived transient signal 

between 1250-1350 nm can be observed indicating the existence of triplets. The spectrum is 

smoothed to reduce the noise at smaller wavelengths. b) The kinetics averaged between 1250-

1300 nm show an average lifetime of 1 µs. However, they do not obey a mono-exponential 

decay. 

 

 

 

 

 
Figure S4. Quasi-steady-state photoinduced absorption spectrum of pristine PCPDTBT excited at 

524 nm. The artifact at 0.7 eV is caused by a detector change during the wavelength scan. 

Interestingly the main peak at 0.9 eV is not only caused by long-lived triplets but also by charges, 

as a second photoinduced absorption around 0.4 eV can be observed. 
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Figure S5. External quantum efficiency (EQE) for a PCPDTBT:PCBM = 1:2 device prepared 

with ODT. The low EQE of 30 % explains the poor performance of 2 % PCE. 

 

 

 

 

 

 

 
Figure S6. Quasi-steady-state photoinduced absorption spectrum of PCPDTBT:PCBM prepared 

with and without ODT. The samples were excited at 633 nm and ΔT/T is normalized to the 

fraction of absorbed photons for direct comparison of signal intensities. A typical charge-induced 

absorption spectrum can be seen in the NIR with one peak at 0.9 eV and second peak farther in 

the NIR at 0.4 eV. 

 

400 500 600 700 800 900 1000
0

5

10

15

20

25

30

35

40

E
Q

E
 i
n
 %

 / nm

 EQE of PCPDTBT:PCBM with ODT

0.5 1.0 1.5 2.0

-2.0

0.0

2.0

4.0


T

/T
 /
 1

0
-4

photon energy / eV

 blend with ODT

 blend without ODT

4. Results and Discussion

106



S7 

 

 
Figure S7. Short delay charge-induced absorption dynamics as obtained from TA measurements 

of PCPDTBT:PCBM films (1:2) processed with ODT and excited at at 530 nm and 700 nm, 

respectively. Upon excitation at 700 nm the initial rise during the first 50 ps is less than after 

excitation at 530 nm.  

 

 

 

 

 

 
Figure S8. Short delay charge-induced absorption dynamics obtained from TA measurements on 

PCPDTBT:PCBM (1:2) films processed without ODT and excited at 530 nm and 700 nm, 

respectively. A clear difference in the amplitude of the rise can be observed. 
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Figure S9. Maximum signal height at the peak position of charge-induced absorption taken from 

the long delay NIR-TA measurements for the blend prepared with and w/o ODT. The signal 

height is divided by the fraction of absorbed pump photons. Both signals follow a linear increase 

with pump fluence indicating the absence of higher order processes at the fluences used. 

 

 

 

 

 
Figure S10. Dynamics of the charge-induced absorption of PCPDTBT:PCBM films prepared 

with or without ODT averaged over a wavelength range between 1450-1500 nm. The fluence 

dependence is strongly reduced compared to the dynamics obtained at the peak of the charge-

induced absorption indicating that trapped charge carriers are probed in this spectral region.   
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4.3 Sub-ns triplet generation in low-bandgap

polymer fullerene blends

The third donor polymer investigated in this thesis is called poly[(4,4’-bis(2-

ethylhexyl)dithieno[3,2-b:2’,3’-d]silole)-2,6-diyl-alt-(2,1,3-benzothiadiazole)-4,7-

diyl] (PSBTBT) and has strong similarities to PCPDTBT, discussed in the last

section. The difference between the two polymers is the bridgehead atom, which

is carbon in PCPDTBT and silicon in PSBTBT. The substitution is reported to

have significant impact on the morphology and device performance in a blend

with PC70BM. Hou et al. published the synthesis of PSBTBT first and reported

a three times larger organic field effect transistor (OFET) hole mobility compared

to PCPDTBT, which led to a PCE of 5.1 % in a solar cell with PC70BM.[114].

According to Chen et al. the increase in hole mobility can be explained by

improved π-π stacking caused by a larger bond length of C-Si in PSBTBT com-

pared to the C-C bond in PCPDTBT. The greater bond length reduces steric

hindrance from the bulky alkyl chains and transforms the amorphous PCPDTBT

morphology into a more crystalline structure for PSBTBT.[115] Similar conclu-

sions were drawn by Morana et al., who used XRD to confirm the improved π-

π-stacking.[116] They further reported a higher charge photogeneration yield for

PSBTBT and correlated that to a reduction of CT state recombination. To reach

high efficiencies exceeding 5 % a reduced amount of PCBM is needed as balanced

charge transport is only possible at lower acceptor concentrations. Compared to

PCPDTBT, PSBTBT exhibits a larger phase segregation, which is similar to that

of PCPDTBT processed upon addition of a high boiling point cosolvent.[116] The

importance of balanced charge transport was further investigated by Choudhury

et al., who used current-voltage measurements to demonstrate the build-up of

space charge, limiting the device performance in a system with unbalanced charge

transport.[117] A further explanation for the higher performance of the silicon-

substituted polymer was put forward by Distler et al. With cw-PIA measure-

ments they demonstrated that recombination into the polymer triplet state could

limit the device performance in PCPDTBT, whereas this loss channel seemed to

be reduced in PSBTBT.[118] Rao et al. recently proposed a similar loss channel

for PCPDTBT:PCBM solar cells which they further investigated by employing

TAS.[119].
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The photogeneration of a singlet exciton in OPV blends is directly followed by

a charge transfer reaction in which hot CT states with spin singlet character are

generated. The cooling of the CT state is then in kinetic competition with the

dissociation of the CT state into free charge carriers. Previous investigations

revealed that relaxed CT states undergo geminate recombination and thus con-

tribute a loss channel to the solar cell performance.[11, 75, 78, 112] A second

pathway to populate CT states results from bimolecular recombination of free

charge carriers which either dissociate again or recombine to the ground state.

As recently discussed by Chow et al., the population of CT states with spin

triplet character via a bimolecular recombination reaction has been neglected in

the OPV community so far, as the CT state was usually considered to be the

lowest accessible state in the system.[120] However, if the triplet state of the

donor or acceptor is energetically lower, the CT triplet state can transfer into

this state, and this process competes with the redissociation of the CT triplet

state into free charge carriers. Rao et al. and Chow et al. observed these pro-

cesses on a ns timescale for two low-bandgap systems.[119, 120] By employing

high sensitivity broadband NIR transient absorption spectroscopy in combina-

tion with global analysis, we present further proof for the role of triplet states

as a loss channel in PSBTBT:PC70BM. We observe carrier concentration depen-

dent triplet generation in this material system, even on a sub-ns timescale and

discuss possible generation pathways. Finally, the results are compared to those

previously obtained for PCPDTBT, where investigation with the NIR-extended

TAS setup (see 3.3.2) and the novel soft modeling data analysis method led us

to revisit the previous conclusions.

4.3.1 Device performance and steady-state spectroscopy

The solar cells using PSBTBT:PC70BM as an active layer were fabricated in a

1:1.5 donor acceptor ratio from solution, with a donor concentration of 14 mg/ml.

o-DCB was used as a solvent. Figure 4.1a displays the J-V curves for PSBTBT:PC70BM

devices compared to the performance of PCPDTBT. Clearly, PSBTBT:PC70BM

is the best performing material system with efficiencies exceeding 4.5 % (see table

4.1) and the highest fill-factor of 64 %. It is worth mentioning that these efficien-

cies were obtained without additional cosolvents like ODT or DIO, which clearly

increased the performance when the carbon bridged donor polymer was used.
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Additionally, thermal annealing did not increase the performance for PSBTBT-

based devices although literature results are controversial in this respect.[35, 121]

Figure 4.1b shows the corresponding absorption spectra for the different blend

systems, from which a comparable optical bandgap for PCPDTBT and PSBTBT

can be deduced. A broader absorption can therefore be ruled out as the reason for

the higher performance of PSBTBT-based devices. Interestingly, the absorption

spectrum of the PSBTBT blend exhibits stronger vibronic structures, which is in

good agreement with improved packing and higher order of this material system

reported by Chen et al.[115]
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Figure 4.1: Device performance and steady-state absorption spectra of
PCPDTBT:PC60BM, PCPDTBT:PC60BM with ODT, PCPDTBT:PC70BM with
ODT, and PSBTBT:PC70BM.

System PCE FF JSC / mA/cm2 VOC / V
PCPDTBT:PC60BM 1.0 0.38 3.8 0.57
PCPDTBT:PC60BM ODT 2.2 0.45 7.0 0.60
PCPDTBT:PC70BM ODT 2.7 0.51 8.3 0.57
PSBTBT:PC70BM 4.6 0.64 10.4 0.57

Table 4.1: PCE, fill-factor, short-circuit current, and open-circuit voltage of the
devices.

4.3.2 Investigation of ns-µs excited state dynamics

In this section we want to focus on the long time excited state kinetics in

PSBTBT:PC70BM. The NIR TA data surface for an excitation of 2.9µJ/cm2
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at 532 nm is displayed in figure 4.2a, showing a prominent peak that slightly

shifts to the red at longer times. The blend produces decent OPV performance

and therefore charge carrier absorption definitely contributes to the NIR TA spec-

trum. This is in agreement with a previous assignment from cw-PIA by Distler

et al.[118] However, the situation is more complicated than that, as an evolv-

ing factor analysis (see 3.3.4) of the long time data reveals that two species are

present almost throughout the entire time range of the experiment. Figure 4.2b

shows the EFA of the data in figure 4.2a. The black lines indicate the forward

EFA in which the rise of each black line represents the time point at which the

species represented by the line contributes to the signal. The red lines are ob-

tained from the backward EFA and the rise of this line starting from the right

side can be used to approximately determine how long the represented species is

present. Two components in the figure clearly rise above the background level,

meaning that those two components carry the information describing the data

surface, whereas the other components ideally only contain experimental noise.

To identify the second long-lived species besides the charge carriers, MCR-ALS
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Figure 4.2: a) Normalized data surface of the long time TA experiments for
PSBTBT:PC70BM excited at 532 nm with 2.9µJ/cm2. b) Corresponding evolving
factor analysis. The black lines represent the forward EFA, the red lines are the
backward EFA. The first two components rise above the majority of the residual
components, indicating that two long-lived species are present in this blend system.

114



4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

analysis was performed on six different excitation densities at the same time. Fig-

ure 4.3a shows the initial results of the deconvolution as open squares for species

one. The absorption of triplet states on the polymer is shown for comparison

as a solid black line, and it represents an almost perfect match of the spectrum

of species one obtained from MCR-ALS. This implies that the second long-lived

species present in the blend are polymer triplet states. The triplet spectrum was

measured on a blend film consisting of PSBTBT and the triplet sensitizer PtOEP.

The sensitizer was chosen to increase the polymer triplet population via Dexter

energy transfer from the porphyrin, as the ISC rate is small in the pristine poly-

mer. Additional measurements on the pristine material revealed a similar triplet

spectrum (but with very small signal height) confirming that the energy transfer

from PtOEP to PSBTBT works. From this experiment, we know the spectrum

of one species and thus can use it as an input for the MCR-ALS analysis. The

results of the convolution for species two are shown in figure 4.3a as a thick black

dashed line together with the corresponding kinetics of the species in figure 4.3b

for an excitation density of 4µJ/cm2.

The deconvolution of the data matrix with MCR-ALS produces two spectra and

concentration profiles which well describe the measured data in terms of a least-

squares deviation. Unfortunately, this decomposition is not unique as can be seen

from the following transformation.[106] The measured data matrix D can be writ-

ten as the product of the matrix C containing the concentration profiles and the

matrix S, which are the cross-sections of the species. However, any invertible

matrix T can be introduced to change C and S creating a new set of concentra-

tions and species that equally well describe the initial matrix. Mathematically

this can be written as

D = CS = (CT )(T−1S) = CnewSnew. (4.1)

The matrix T can be represented by a mixing matrix M and a scaling matrix F ,

so that in the case of two species the new concentration profiles and spectra are

given by [106]

C1,new = C1 + cC2 (4.2)
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C2,new = bC1 + C2 (4.3)

S1,new = (S1 − bS2)
1

1− bc
(4.4)

S2,new = (−cS1 + S2)
1

1− bc
, (4.5)

with

T = MF =

(
1 b

c 1

)(
a 0

0 d

)
(4.6)

CS = (C1,C2)

(
S1

S2

)
. (4.7)

In our case, we know the spectrum of the triplet, and therefore further restric-

tions for the subset of possible solutions can be imposed. If S1 represents the

triplets then it directly follows that the parameter b = 0, and only c can be

further varied.[106] The colored lines in figures 4.3a and 4.3b show how the sec-

ond spectrum and the corresponding kinetics vary with the rotation parameter

c. The values for c are already chosen in a way that neither spectra nor kinetics

show negative values because negative concentrations are not physically mean-

ingful and negative spectra would indicate a bleaching or emission which is also

unlikely in this blend at this spectral position. The initial solution is already the

most sequential solution possible without creating negative values in the spectra

or concentration profiles, restricting the allowed values for the rotation parameter

c to positive values. Figure 4.3a shows the changes of species two for an increas-

ing c parameter. The larger c gets, the more spectrally separated the two species

become, causing a more parallel solution. However, between the values of c = 0.5

and c = 0.7 the spectrum of species 2 starts to mirror the peak position of species

1 to artificially enable even more parallel solutions. This is rather unlikely and

shows that the true solution approximately lies in the parameter space of c = 0

to c = 0.5. With this analysis we were able to decrease the subset of possible

solutions, but a look at the corresponding kinetics in figure 4.3b clearly demon-

strates that the uncertainty is still too large to draw meaningful conclusions. The

uncertainty in the deconvolution is especially challenging in this material system

as the spectra of the two species are so strongly overlapping.

For further analysis more information about the charge-induced absorption spec-

trum needs to be obtained. For this reason we carried out chemical oxidation
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Figure 4.3: Deconvolution obtained from MCR-ALS analysis together with the
rotational ambiguity shown for the excitation density of 4µJ/cm2. For the anal-
ysis an augmented matrix containing 6 fluences is used, which is normalized and
constrained to positive values for spectra and concentration profiles. a) shows the
spectrum of the first species initially generated by MCR-ALS as open squares and
the triplet spectrum as thick black solid line measured on a PSBTBT:PtOEP blend
and on a pristine PSBTBT film at long times (40 ns). The thick black dashed
line represents species 2 obtained by using the triplet spectrum for species 1 in the
MCR-ALS analysis. By fixing the spectrum of the first species, rotation of the
solution leads to the colored dashed lines. In b) the corresponding concentration
profiles are displayed. Note that the solutions of species 2 are not shown because
they are only scaled by the rotation.

experiments on the pristine polymer as well as the polymer:fullerene blend to

rule out additional effects of the PCBM. Figure 4.4a shows the steady-state ab-

sorption of the PSBTBT:PC70BM film dipped into a FeCl3 acetonitrile solution

for different exposure times with different FeCl3 concentrations. For comparison

the blend was oxidized in iodine vapor and measured repeatedly after exposure

as the oxidation seemed to be reversible with iodine. For both oxidizers the peak

position of the charge absorption shifts to the red with a decreasing degree of

oxidation. For oxidation with iodine the position seems to be slightly red-shifted

compared to FeCl3, but for low concentrations the spectra are equal. The de-

crease in absorption between 600-800 nm further indicates that it is indeed the

polymer that is oxidized as this explains the observed bleaching of the ground

state.

To evaluate to what extent this charge absorption spectrum is comparable to

the transient absorption data, figure 4.4b shows the spectrum obtained at the
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Figure 4.4: a) Change of absorption of a PSBTBT:PC70BM film upon mild ox-
idation. The black and gray spectra are obtained from dipping the film into a
FeCl3 solution followed by rinsing with acetonitrile. For the red spectra the film
was exposed to iodine vapor for 5 seconds and repeatedly measured as the oxida-
tion with I2 seems to be reversible. With an increasing degree of oxidation the
main charge peak shifts to the blue. b) Comparison of the charge absorption in
the mildest oxidized film with the quasi-steady state PIA spectrum measured at
room temperature on a PSBTBT:PC70BM film.

weakest oxidation level in comparison to a cw-PIA measurement of the blend. The

spectrum obtained from oxidation reproduces all features of the cw-PIA spectrum

with the difference that the charge absorption of the oxidized film exhibits a minor

blue shift. We know from the sensitizer experiments that the triplet spectrum is

the bluest component, and as the evolving factor analysis revealed that only two

species are present, the reason for the bluer charge absorption in the oxidized film

has to result from the degree of oxidation. Milder oxidation was unfortunately not

possible due to the limited signal-to-noise ratio of the absorption spectrometer,

but from figure 4.4b we can conclude that the shape of the charge absorption

obtained by oxidation is correct, however, slightly shifted.

Taking this into account, an optimization routine was implemented that com-

pares the shape of the charge absorption measured on the oxidized sample to

the spectrum of species 2 by shifting the peak position of absorption to the peak

position of species 2. Figure 4.5 shows a scheme of the routine. This is done for

all possible solutions of species 2 obtained from rotation in the above restricted

parameter space, and the solution of species 2 which exhibits the smallest devia-

tion from the shape of the charge absorption is taken as the spectrum of species
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4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

Figure 4.5: Charge shape optimization procedure. The charge spectrum from
the oxidation experiments is taken and moved in position so that the difference
between the charge spectrum from the rotation of the MCR-ALS solution and the
shifted oxidation spectrum is minimized.

2 in the deconvolution of the TA data. The obtained spectra are shown in figure

4.6a and compared to the measured TA spectra. The changes between the two

different population pools explain the observed spectral shifts. Note that the

charge and triplet spectrum are normalized in figure 4.6a and do not represent

the absolute cross-sections. In figure 4.6b the results of the deconvolution are dis-

played without the experimental data, and with these the concentration profiles

of the triplets (figure 4.6c) and the charges (figure 4.6d) can be directly calcu-

lated. They are shown for six different excitation densities demonstrating that for

the triplets as well as for the charges a strong concentration dependent decay is

present. For the triplets this points to a rapid quenching by a bimolecular process

as a normal triplet decay would not exhibit a concentration dependence and also

a longer lifetime. The triplets could either undergo triplet-triplet annihilation,

or decay by triplet-charge annihilation, in which the triplet transfers its energy

to the charge carrier and thereby returns to the ground state. Note that the

charge carrier does not decay in this process. Due to the high performance of the

working solar cell, it is reasonable to assume a high free charge carrier density in

this material system, which supports the assumption of the second triplet decay

mechanism.

So far the data surface has been deconvoluted with the knowledge of the spec-

tra of both species, and we obtained the corresponding kinetics. However, due
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Figure 4.6: Deconvolution of the ns to µs TA data of PSBTBT:PC70BM obtained
from analyzing an augmented matrix with six fluences excited at 532 nm. a) TA
spectra of the blend between 1 ns and 1µs for the lowest fluence (squares) compared
to the spectra obtained from the deconvolution after optimizing the charge shape
(lines). Note that the deconvoluted spectra are normalized and do not represent
the absolute cross-sections. b) Normalized charge and triplet spectra after opti-
mizing the charge shape. The triplet spectrum is taken from a PSBTBT:PtOEP
TA experiment. c) and d) Corresponding triplet and charge concentration pro-
files for the six different excitation densities. With increasing excitation density
charge and triplet populations decay faster due to increased non-geminate charge
recombination, triplet-charge annihilation, or triplet-triplet annihilation.
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4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

to the scaling matrix in (4.6) the absolute charge and triplet contributions are

not uniquely determined. For that the absolute cross-sections of the species are

needed. Following the approach in [120], we assume that after 20-30 ps all ex-

citons in the polymer:fullerene blend are quenched and have generated charge

carriers, and we can therefore use this data to calculate the cross-section of the

charge carriers σc according to

σc =
(∆T
T

)30ps

Nd
, (4.8)

in which (∆T
T

)30ps is the signal height at 30 ps, N is the number of absorbed

photons, and d the sample thickness. This leads to a charge carrier cross-section

of σc = 3.5× 10−16 1/cm2. The determination of the triplet cross-section is more

challenging. Although we demonstrated that by excitation of the triplet sensitizer

PtOEP in a blend with the polymer triplets can be generated on the polymer, the

quantitative analysis of this process is not possible as it is difficult to estimate

how many of the initial porphyrin excitations are transferred to the polymer.

Chow et al. proposed a method for PCPDTBT in which they measured TA on a

very diluted polymer solution, so that the excitation is confined on one polymer

chain. They further assumed that the singlet excitation causes the same ground

state bleach as the triplet exciton, and by measuring the GSB in the visible and

PIA in the NIR, they calculated the cross-section of the triplets to be a factor of

2 larger than that of the charges.[120] Assuming a similar cross-section ratio in

PSBTBT, we can now calculate the absolute contributions of charge carriers and

triplets leading to the kinetics shown in figure 4.7a. With the above determined

cross-sections of charges and triplets, the population densities of the species can

be calculated for low fluences at 1 ns delay time. For high fluences the assumption

that all absorbed photons create charge carriers is no longer valid. Figure 4.7b

displays the contribution of the individual species in relation to the number of

initially absorbed photons for the lowest excitation density of 2.9µJ/cm2. At 1 ns

the triplets make up 11 % of the initial photoexcitations, whereas the remaining

89 % are charges.

The question that remains is how the triplets are created in the blend system.

As we know from measurements on a pristine polymer film, the ISC is too slow

in the polymer to explain the amount of triplets generated because in the blend

the singlets are completely quenched at the interface within 10-15 ps. A further
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Figure 4.7: a) Signal contribution of triplets and charges in ns-µs
PSBTBT:PC70BM measurements with a cross-section ratio of σt = 2σc. The solid
lines represent the triplets, the dashed lines the charges. With increasing fluence,
the fraction of the triplet contribution increases. b) With σc = 3.5× 10−16 1/cm2,
the ratio of charges and triplets from the initial number of absorbed photons is
calculated.

indication contradicting direct ISC can be decuded from the fluence dependence.

By calculating the ratio of the triplet and charge signal contribution at 1 ns shown

in table 4.2, it gets clear that the triplet generation is a concentration dependent

process, proposing that the triplets are generated by bimolecular recombination

of free charges already on a sub-ns timescale. Hence, we also performed fs to ns

transient absorption measurements for further investigation of the triplet forma-

tion mechanism.

2.9µJ/cm2 4µJ/cm2 6.9µJ/cm2 11µJ/cm2 16µJ/cm2 26µJ/cm2

f 0.14 0.17 0.28 0.38 0.43 0.50

Table 4.2: Ratio of the triplet and charge signal contribution at 1 ns in
PSBTBT:PC70BM.

4.3.3 Sub-ns triplet generation in PSBTBT:PC70BM

The nanosecond to microsecond transient absorption measurements revealed that

the generation of triplets occurs already on a sub-ns timescale, because after the

system response (approx. 1.5 ns) the triplets already contribute to the total TA

signal (see figure 4.7a). Using a second setup with approximately 150 fs time
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4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

resolution, we therefore explored the fs to ns kinetics in the visible and NIR spec-

tral region. For consistency with the long time data, we excited the samples at

530 nm, but also at 800 nm, as this avoids fullerene excitation. By monitoring the

GSB of the polymer, the total signal build-up of excited states on the polymer

can be measured, as shown in figure 4.8a for excitation at 530 nm where mainly

the fullerene absorbs, and at 800 nm (4.8b) where mainly the polymer absorbs.

The dynamics is clearly wavelength dependent, shown by the excitation inten-

sity dependent long rise time after fullerene excitation, whereas after polymer

excitation the signal rise time is response-limited. In agreement with previous

measurements, it appears that the charge generation process following fullerene

excitation is largely diffusion-limited, with the prolonged signal rise pointing to

delayed hole transfer from the fullerene to the polymer.[49] The fluence depen-

dence of the rise time can be explained by fullerene exciton-exciton-annihilation

that is facilitated by the prolonged fullerene exciton lifetime. The annihilation

process further explains the necessity to use low excitation densities, especially

on the long time scale, because at a higher excitation fluence the calculation of

the cross-sections otherwise fails due to the breakdown of the assumption that all

absorbed photons generate charge carriers. However, after excitation of the poly-

mer no fluence dependence of the charge generation process is observed pointing

to mainly ultrafast charge generation as further investigated below. The delayed

charge generation process following 530 nm excitation complicates the interpre-

tation of the data, especially when trying to deconvolute the data. We therefore

focused on the short time data generated following polymer excitation as in this

case fullerene absorption and excited state generation play only a minor role and

can be safely neglected.

In figure 4.9 the NIR data surface of the blend excited at 800 nm with 1.4µJ/cm2

is displayed. The large PIA signal reaching up to 1500 nm that vanishes after ap-

proximately 10 ps can be assigned to polymer singlet excitons in accordance with

measurements on a pristine polymer sample. The singlet excitons are quenched

and a smaller PIA peaking between 1300 - 1350 nm remains that undergoes a

progressive blue shift up to 1 ns. The surface already demonstrates that at least

two species contribute to the entire data surface of which we have already iden-

tified the polymer excitons. To further analyze the number of species generated

in this blend, we performed a rank analysis of the data as previously shown for
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Figure 4.8: GSB kinetics (760-780 nm) in PSBTBT:PC70BM after excitation at
530 nm (a) and 800 nm (b).

Figure 4.9: NIR data surface of the PSBTBT:PC70BM short time experiments
excited at 800 nm with 1.4µJ/cm2.
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the long time measurements. The presence of the excitons is already known,

and since the absorption of charges and triplets is weak around 1500 nm, we can

determine the exciton lifetime to be smaller than 10 ps by monitoring the tem-

poral evolution of the signal at this wavelength. Therefore, we started the EFA

at 10 ps. Figures 4.10a-4.10e show the results for increasing excitation densities.

The black lines represent the forward EFA and the red lines the backward EFA.

Clearly one species is present the whole time, whereas with increasing fluence the

onset of the generation of a second species shifts to earlier times, and this species

becomes more dominant. The observation of a fluence dependent rise time of one

species implies a concentration dependent generation mechanism. Together with

the blue shift observed on the first 1 ns and taking into account the long time

data, namely that the triplets exhibit an absorption at slightly higher energy

than the charges, we conclude that the first species generated are charges, which

successively undergo bimolecular recombination to form triplet states.

For the deconvolution of the whole short time data set, we need, in addition to

the charge and triplet spectrum, the shape of the exciton-induced absorption and

the corresponding value of the cross-section. From measurements conducted on

a pristine polymer film we know the exciton spectrum, and with the assumption

that at short delay times (5 ps) only singlet excitons are present, a cross-section of

σs = 9.9×10−16 1/cm2 at 1500 nm can be calculated by using equation (4.8). The

charge-induced absorption spectrum obtained from the charge shape optimization

of the long time experiments is virtually similar to the spectrum at short delay

times after exciton quenching, supporting the aforementioned assumption of the

calculation of the charge cross-section. Knowing the spectra of all three species

enables us to calculate the corresponding concentration profiles from the original

data matrix by matrix right division. Figure 4.11a displays the normalized spec-

tra of the individual species compared to the measured TA data, and in figure

4.11b the normalized spectra are shown without experimental data for a bet-

ter overview. In figure 4.11c the deconvoluted concentration profiles are shown

for three excitation densities. For all excitation densities a certain amount of

charges is immediately formed following photoexcitation, which then further in-

creases correlated to the singlet exciton quenching dynamics up to 10-20 ps. The

decay of excitons is concentration independent indicating that at the fluences

shown the quenching is faster than any exciton annihilation process. After the
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Figure 4.10: EFA of the short time PSBTBT:PC70BM data excited at 800 nm.
The first 10 ps are left out of the analysis to suppress the singlet contribution for
clarity. With increasing excitation energy, the second component of the forward
EFA (black lines) rises at earlier times.
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charge generation an intensity dependent decay decreases the charge population

(see normalized charge kinetics in figure 4.11d) in correlation with an increase of

the triplet population. The observed kinetics confirm the results obtained from

the EFA analysis and indicate that the triplet generation process starts already

at approximately 100 ps by fast non-geminate recombination of free charges.
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Figure 4.11: Deconvolution of the short time PSBTBT:PC70BM data after exci-
tation at 800 nm. a) Spectra used for the deconvolution (lines) compared to the
measured TA spectra at the lowest fluence (squares). The charge and triplet spec-
tra are taken from the long time data deconvolution, and the exciton spectrum is
obtained from measurements on a pristine polymer film. b) Normalized spectra
of the different species shown without experimental data for a better overview.
c) Exciton (dotted line), triplet (solid line), and charge (dashed line) kinetics
obtained from the deconvolution. To calculate the absolute signal contribution
the cross-section of the singlet excitons was determined in measurements on a
pristine film. d) Normalized charge kinetics.
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4.3.4 Revisiting of the results on PCPDTBT:PC60BM

The above findings for the blend containing the PSBTBT donor polymer led us to

revisit the interpretation of the results obtained on of the carbon bridged polymer

PCPDTBT to further investigate the role of triplet generation as a loss channel

after charge generation. In fact, the data previously measured and published in

[49] exhibited too much noise in the high energy region of the NIR, where triplet

absorption is expected to occur, to successfully apply the MCR deconvolution

analysis. We therefore took the NIR data again using the improved transient

absorption setup. As reported in [49, 122, 123] the addition of a high boiling

point co-solvent had a significant impact on the photophysics and morphology,

and therefore both blends are compared in this section. In the following blend

with or without ODT means that the sample was processed with or without

ODT.

Figures 4.12a and 4.12b show the short time transient data surfaces with and

without the solvent additive ODT for the lowest pump fluences measured of

0.5µJ/cm2 and 0.4µJ/cm2, respectively, excited at 800 nm, so that mainly ex-

citations on the polymer are generated. To compare the data to our previously

measured datasets, we again used PC60BM as an electron acceptor. In agreement

with the results from [49], the sample processed with ODT exhibits clear polymer

singlet exciton signatures up to 10 ps, whereas in the blend without ODT excitons

are quenched on a timescale faster than the system response time. Additionally,

the blend with ODT exhibits a broader photoinduced absorption which clearly

shifts to the blue at later times. To analyze the number of species contributing

to the signal and their generation characteristics, we performed an EFA on the

data of both blends. We started in both cases after the polymer singlet exci-

tons were quenched. In the blend without ODT as well as in the blend with

ODT one species dominates the signal at early times but a second component

is created over time. Similar to PSBTBT, the generation process is fluence de-

pendent, which can be seen from the earlier rise of the second EFA component

at higher fluence indicating that also in the PCPDTBT samples non-geminate

recombination can lead to the generation of triplet states. The data is shown in

the supporting information in figure 4.17 for the sample without ODT and figure

4.18 for the sample with ODT.

128



4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

Figure 4.12: Short delay TA data surfaces of PCPDTBT:PC60BM without ODT
(a) and with ODT (b) excited at 800 nm with 0.5µJ/cm2 and 0.4µJ/cm2, respec-
tively.
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For the deconvolution of the transient absorption data, we applied MCR-ALS

analysis, and the obtained spectra are shown in figure 4.13a for the blend without

ODT. The first component of the analysis very well matches the absorption of

the polymer triplet state (dashed line), measured in a pristine polymer sample

after 4 ns delay time and in a polymer:PtOEP triplet sensitizer blend, indicating

that triplets indeed play a role. The second component of the deconvolution is

almost coincident with the 20 ps transient absorption spectrum of the blend, and

is therefore assigned to charge carrier absorption.

However, as already demonstrated for PSBTBT, the deconvolution of a data sur-

face with two overlapping spectra bears a high degree of rotational ambiguity.

Of course the good match of the triplet-induced absorption indicates that the

assignment of species 1 is correct, but the charges could very well absorb further

in the red implying that triplets are already present at 20 ps in the blend film.

For PSBTBT oxidation experiments were carried out to decrease the ambiguity.

For PCPDTBT a different strategy is presented. Here, we combined all fluences

measured for the short time and long time of the regular blend together with long

time data of a blend composition that contained a reduced amount of PCBM,

namely 5 wt.%, to create one large augmented matrix. By performing MCR-ALS

analysis on this matrix we obtained the above discussed spectra, and by rotating

the solution with a fixed triplet spectrum, we could evaluate the rotational ambi-

guity for this sample. This is shown in the SI in figure 4.19. It can be seen that

shifting the spectra towards larger overlap (rotation parameter: -0.1) directly cre-

ates negative concentration profiles and is therefore not physically meaningful.

A rotation in the other direction does not create negative concentrations, but

the spectrum of species 2 starts to exhibit a dent at the peak position of species

one, which is neither physically meaningful nor very likely. This shows that the

rotational ambiguity is small in the blend without ODT (c = 0− 0.05), and the

fact that the spectrum of species 2 matches that of the blend after 20 ps further

supports this solution. The deviation of the deconvolution from the measured

data surface is shown in figure 4.23.

Figure 4.13b displays the spectra of the blend with ODT obtained by MCR-

ALS. The triplet spectrum is slightly shifted to the red compared to the blend

without ODT as is also the charge-induced spectrum. These results contain a
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Figure 4.13: Deconvolution of PCPDTBT:PC60BM. The left column displays the
results for the blend without ODT, and the right column shows the data for the
blend with ODT. See main text for further explanation.
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high degree of rational ambiguity, but as we know neither the triplet-induced

absorption spectrum nor charge-induced absorption spectrum in the blend with

ODT, the determination of the ambiguity is difficult. However, Chow et al.

recently investigated the same donor polymer with a genetic algorithm technique

to deconvolute the data surface and produced almost exactly the same spectra for

the blend with ODT as we obtained from the MCR-ALS analysis, which supports

the validity of our solution. For comparison the 20 ps TA spectrum of the blend

is also shown in figure 4.13b (squares). The spectrum was recorded for the lowest

measured fluence, and the fact that the charge-induced absorption spectrum from

MCR-ALS is red-shifted compared to the 20 ps spectrum indicates that already on

this short time scale triplets are present in the blend. Interestingly, in the blend

without ODT the lowest fluence did not show any triplet contribution at this

early time, but the results are reasonable when comparing how the 20 ps spectra

of both blends shift with increasing pump fluence. In figures 4.14a and 4.14b the

TA spectra of both blends are shown after 20 ps delay for different pump fluences.

Clearly, for both samples the spectra shift to the blue with increasing fluence, but

the effect is much stronger for the sample with ODT. Additionally, the first two

fluences of the blend without ODT are almost identical, demonstrating that at

the lowest fluence used the fraction of triplets generated after 20 ps is negligible.

In the blend with ODT a shift can already be seen between the first two fluences

indicating that triplets might already be present even after excitation at the

lowest fluence. The MCR-ALS analysis started at 10 ps so that the influence of

the polymer singlet exciton could be neglected. After optimization of the charge-

and triplet-induced absorption spectra, the exciton-induced absorption spectrum

was added and the concentration profiles were obtained by matrix right division.

The exciton-induced absorption spectrum was measured in the TA experiment of

the pristine polymer sample. Figure 4.25 in the SI displays the deviation of the

simulated data matrix from the experiment.

The direct deconvolution of the long time TA data with the spectra obtained from

the deconvolution of the short time data produced large systematic deviations

for the sample with ODT, and also the analysis of long and short time data

in one augmented matrix as demonstrated for the blend without ODT failed.

Therefore, the analysis was repeated separately for the long time data, and the

corresponding spectra are shown in the SI in figure 4.20. The charge- and triplet-

132



4.3. Sub-ns triplet generation in low-bandgap polymer fullerene blends

induced absorption spectra obtained from the long time data are slightly shifted

compared to the short time data. This can easily occur by a small error in the

wavelength calibration as the short and long time data were recorded in different

setups.
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Figure 4.14: Fluence dependence of the early time blue shift in
PCPDTBT:PC60BM without ODT (a) and with ODT (b). For the blend
without ODT excitation energies between 0.5 - 4µJ/cm2 were used, and for the
blend with ODT the excitation energies varied between 0.4 - 3µJ/cm2.

The corresponding concentration profiles of the deconvolution on the short time

scale can be seen in figure 4.13c for the blend without ODT and in figure 4.13d for

the blend with ODT. A crossection ratio of σt = 2σc and σex = 2.83σc was used

for triplets, charges, and excitons in the deconvolution (see 4.3.2). Whereas the

triplet generation is slow in the blend without additive, the sample containing

the solvent additive exhibits faster triplet generation, which is in part already

present at very short delay times (< 20 ps). The higher triplet contribution is

also visible on the long time scale in figures 4.13e and 4.13f showing that charges

as well as triplets are long-lived species. The presence of the two species can also

be seen in the EFA of the two samples shown in the SI (see figures 4.21a and

figures 4.21b). The normalized concentration profiles for the blend without ODT

exhibit only a weak fluence dependence for the charges on the long time scale

and a stronger one for the triplet population including a fluence dependent rise

at early times (see SI figure 4.22a). In the blend with ODT (SI figure 4.22b) the

fluence dependence of the decay is stronger for the charges compared to the blend

without ODT indicating that more free charge carriers are present in this blend,
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which is line with literature results. The higher charge carrier density further

explains the faster triplet generation upon addition of ODT, because the fluence

dependent generation mechanism of the triplets, which can be directly seen from

the EFA, suggests that the triplets are formed from non-geminate recombination

of free charge carriers.

4.3.5 Supporting Information

The PSBTBT:PC70BM samples for spectroscopy were spin-cast from a dichloroben-

zene solution with a total concentration of 35 mg/ml in a polymer:fullerene ratio

of 1:1.5 at 1400 rpm for 40 s. The PCPDTBT:PC60BM samples were spin-cast

from a chlorobenzene solution with a total concentration of 30 mg/ml in a polymer

fullerene ratio of 1:2. The samples prepared with the solvent additive contained

2.4 vol% ODT. The samples were spin-cast at 1400 rpm for 40 s.

The errors of the convolution are displayed as contour plots obtained from taking

the difference between the simulated data matrix and the measured matrix. Note

that each error matrix consists of several individual measurements for different

fluences, which are each normalized to their maximum.

Figure 4.15: Error of the long time deconvolution of PSBTBT:PC70BM
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Figure 4.16: Error of the short time deconvolution of PSBTBT:PC70BM
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Figure 4.17: EFA of short time PCPDTBT:PC60BM without ODT data excited
at 800 nm. The first 10 ps are left out of the analysis to suppress the singlet
contribution for clarity. With increasing excitation energy the second component
of the forward EFA (black lines) rises at earlier times.
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Figure 4.18: EFA of short time PCPDTBT:PC60BM with ODT data excited at
800 nm. The first 10 ps are left out of the analysis to suppress the singlet contri-
bution for clarity. With increasing excitation energy the second component of the
forward EFA (black lines) rises at earlier times.
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Figure 4.19: Rotational ambiguity of PCPDTBT:PC60BM without ODT. The
spectrum of species 1 is fixed and the augmented matrix consists of long time
measurements performed on PCPDTBT:5wt.%PCBM (dataset1), and long time
(dataset 2) and short time (dataset 3) measurements performed on the normal
blend. a) Initial and rotated spectra. b) Concentration profiles of the initial
solutions and the rotations. For the rotations only the solutions for species 1 are
shown, as the concentration profiles of species 2 are only scaled when spectrum 1
is fixed.
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Figure 4.20: Deconvolution of the PCPDTBT:PC60BM with ODT long time data
compared to the spectra obtained from the short time analysis.
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Figure 4.21: EFA of long time PCPDTBT:PC60BM data excited at 532 nm
with 3.5µJ/cm2for both blends. Left: PCPDTBT:PC60BM without ODT. Right:
PCPDTBT:PC60BM with ODT.
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Figure 4.22: Normalized concentration profiles of PCPDTBT:PC60BM long time
data for the blend without ODT (a) and with ODT (b).

Figure 4.23: Error of the short time deconvolution of PCPDTBT:PC60BM with-
out ODT
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Figure 4.24: Error of the long time deconvolution of PCPDTBT:PC60BM without
ODT

Figure 4.25: Error of the short time deconvolution of PCPDTBT:PC60BM with
ODT
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Figure 4.26: Error of the long time deconvolution of PCPDTBT:PC60BM with
ODT
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4.4 Discussion

The generation of triplets states in the three investigated low-bandgap poly-

mer/fullerene blends caused a blue-shift of the observed transient absorption

spectra in the NIR spectral region at early times. Depending on the number of

triplets generated and their decay dynamics, this blue-shift was partially reversed

at longer delay times. In order to disentangle the contributions of both triplets

and charges, MCR-ALS analysis was performed on the data obtained for all mate-

rial systems, and strategies to decrease the rotational ambiguity of the MCR-ALS

solutions were presented. In this section we compare the triplet generation in the

three material systems and discuss their generation mechanisms.

4.4.1 Mechanisms of triplet generation

4.4.1.1 Triplet generation by bimolecular recombination of free

charge carriers

An overview over the possible triplet generation mechanisms is presented in figure

4.27. For all mechanisms displayed the precursor of the polymer triplet states (T1)

is a 3CT state, as direct ISC from the polymer singlet state is very unlikely due

to the fast singlet exciton quenching in the blend. If the T1-state is energetically

lower than the 3CT state, the redissociation of the 3CT state into free charges is in

kinetic competition to a transfer to the T1-state, so that depending on the relative

rate between the two processes polymer triplets can be generated.[119] The 3CT

states are either populated by ISC from a singlet geminate pair 1CT ,[10] or by

bimolecular recombination of free charge carriers.[119] The lifetime of 1CT states

was measured by Jarzab et al. to be approximately 500 ps, which is too short for

efficient ISC to occur and therefore can be neglected for the investigated material

systems. From a purely statistical perspective charge-transfer states with spin

singlet character (1CT) and spin triplet character (3CT) are formed in a ratio

of 1:3 by bimolecular recombination of free charge carriers of uncorrelated spin.

For all investigated material systems the EFA analysis revealed that bimolecular

recombination indeed plays a role in triplet generation as the triplet generation

kinetics were found to be fluence dependent (figures 4.10, 4.17, 4.18). We want

to stress that this result is independent of the uncertainty in the TA surface

deconvolution because the EFA is a model-free analysis. The triplet generation
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Figure 4.27: Triplet generation by bimolecular recombination of free charge car-
riers. The extraction of free charge carriers (green) (1.) is in kinetic competition
with their recombination (red) (9.). When free charge carriers of uncorrelated spin
recombine (2.), CT states with spin singlet and spin triplet character are formed
in a statistical ratio of 1:3. If they do not redissociate again (3.), the 1CT states
relax to from a tightly bound CT state (not shown) and recombine geminately to
the ground state (5.). It is also possible for the 1CT states to turn into 3CT states
by spin dephasing, but in the observed materials the lifetime of the 1CT states is
too short (4.). The geminate recombination of the 3CT states is much slower than
that of the 1CT states (6.), so that the dominating processes are the redissociation
(3.) and the competing transfer to the polymer triplet state (7.). The polymer
triplets undergo mainly charge-triplet annihilation to the ground state (8.).

process started as early as 50-100 ps for the lowest fluences in PSBTBT and in

PCPDTBT without ODT, and continued as long as free charge carriers were

present. For PCPDTBT with ODT the onset of triplet generation was found

even earlier.

To avoid confusion, the nature of the CT states involved in this process is briefly

discussed, as the term CT state is often ambiguously used in literature. In our

previously published two-pool model of charge generation and recombination two
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separate pools of species are formed upon exciton dissociation, i.e. free charge

carriers and bound CT states, which recombine non-geminately and geminately,

respectively.[11, 112] These CT states are a terminal loss channel which dis-

tinguishes them from the CT states described above in the triplet generation

mechanism, as in the latter redissociation is explicitly allowed. This is not a con-

tradiction but it rather implies that the properties of the states involved are dif-

ferent. It is likely that the CT states, that can redissociate again, are more loosely

bound compared to the tightly-bound relaxed CT states that undergo geminate

recombination, and hence are more similar to an intermediate encounter complex

{D+ · · ·A−} described by Ferguson et al. as a state that consists of two charges

that are loosely bound across the interface when they meet each other.[124] These

intermediate encounter complexes can relax into a strongly bound CT state or

redissociate again. For simplicity, figure 4.27 only shows CT states that can re-

dissociate and leaves out tightly-bound, i.e. relaxed CT states. In the following,

the term CT states represents charge-transfer states that can redissociate again.

The kinetic competition between the redissociation of the 3CT states and the pop-

ulation of T1-states, which determines how fast triplets are generated, is reported

to critically depend on the energetics and morphology at the interface. Rao et

al. showed that the redissociation can be thermally activated leading to the sup-

pression of triplet generation at room temperature, whereas at low temperatures

the population of the T1 state dominates.[119] They further demonstrated that

the amount of fullerene plays a critical role, as larger amounts of fullerene led to

enhanced crystallization of the fullerene phase driving charge dissociation. If we

compare the signal contribution of the polymer triplet states and the timescale on

which they are formed in our measurements, we see that the PCPDTBT:PC60BM

blend processed with ODT forms a larger fraction of triplets on a shorter timescale

compared to PCPDTBT:PC60BM without ODT and PSBTBT:PC70BM. Consid-

ering only the amount of free charge carriers generated in the blend, the PSBTBT

system should show the largest triplet contribution and the fastest generation fol-

lowed by PCPDTBT with ODT and the blend without ODT. The reduced triplet

generation in PSBTBT compared to PCPDTBT with ODT therefore has to re-

sult from differences of the charge-transfer state at the interface, more specifically

the arrangement of the 3CT energy level with respect to the Tn levels and the

delocalization of the CT states.
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The PSBTBT blend contained less PCBM than the PCPDTBT blends, but still

the triplet contribution after 1 ns was smaller in the former. We do not know

how the energy levels of the 3CT states and the Tn-states are arranged in the

different blends and therefore cannot rule out its influence on the kinetic com-

petition, but it is likely that the differences in the morphology of the blends are

also of importance. The PSBTBT polymer shows enhanced crystallinity, which

was already mentioned in section 4.3. It seems reasonable that due to the higher

crystallinity in PSBTBT compared to PCPDTBT the delocalization of the CT

states is higher, causing a reduction of the energetic barrier for redissociation,

which in turn increases the associated rate and reduces the triplet transfer to the

polymer. This process effectively reduces the rate of non-geminate recombination

to the ground state and explains why the free charge carriers in the PSBTBT

blend have a longer lifetime than in the other blends. The redissociation of the

charge pairs is also a reason for the observed reduced recombination rate in or-

ganic photovoltaic blends compared to Langevin recombination (see 2.5.2). The

PCPDTBT blend with ODT also shows a high yield of free charge carriers, but

the redissociation of the CT state seems to be less efficient as the recombination

of the free charge carriers leads to fast triplet formation, which in turn signifi-

cantly reduces the charge carrier lifetime. The morphology of the blend prepared

without ODT is the most intermixed one of the three samples and should accord-

ingly provide the worst conditions for charge-pair dissociation. This manifests

itself in the low free charge carrier yield that explains the slower and smaller

triplet contribution. The shorter lifetime of the free charge carriers compared to

PSBTBT indicates that non-geminate recombination to the ground state is fast.

Hence, the redissociation rate of the CT states is also small.

In all blends the decay of triplets is fluence dependent and much faster than a

typical triplet lifetime. This indicates that the triplet population is quenched

by triplet-triplet annihilation or by charge-triplet annihilation, from which the

latter is more probable due to the high charge carrier densities present in these

photovoltaic blends.

4.4.1.2 Additional mechanisms of fast triplet generation

The generation of polymer triplet states from bimolecular recombination of free

charge carriers provides a reasonable explanation for the observed polymer triplet
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generation at low fluences. However, figures 4.14a and 4.14b suggest that at high

fluences triplets are generated even faster on a sub-10 ps timescale. The fluence

dependent shift of the 10 ps TA-spectra further indicates that this fast generation

process is fluence dependent, ruling out any mechanism which would lead to the

direct transition of a polymer singlet exciton into a 3CT state at the interface

by charge-transfer. Free charge carriers are generated in all of the blends on

a timescale faster than 150 fs, so that bimolecular recombination of free charge

carriers is a possible mechanism. Bimolecular recombination on a ps timescale,

however, would require a high carrier mobility, so that the outcome of an en-

counter of two charges with high mobility is likely to be their redissociation. A

further investigation is therefore necessary to fully understand the triplet gener-

ation mechanisms in OPV blends at early times.

4.4.1.3 Comparison to literature

The role of triplet states in the three material systems was also investigated by

Di Nuzzo et al. and Distler et al. who performed cw-PIA measurements on the

three material systems.[118, 122] Di Nuzzo et al. observed an increase in the

free charge carrier generation upon addition of ODT to the PCPDTBT:PCBM

blend and explained this by an energetically higher-lying T1-state in the blend

prepared with ODT, which suppresses the transfer from the 3CT state. Without

ODT, they argued, that a high amount of triplets is formed due to the lower

lying T1-state. As a pathway for the generation of 3CT states they propose spin

dephasing of 1CT states, which is however rather unlikely as discussed above.[81]

Chow et al. and Rao et al. observed in TA measurements on the same material

systems a higher triplet population in the blend with ODT in agreement with our

results and argued that due to the faster generation and quenching of the triplets

in the blend with ODT, the PIA signal shows a smaller triplet contribution,

as the PIA signal is always a live-time averaged signal.[119, 120] Distler et al.

extended the cw-PIA experiments to PSBTBT:PCBM. Same as Di Nuzzo et al.

they assigned the PIA around 1 eV to charge- as well as triplet-induced absorption

and compared that to the relative signal height at 0.4 eV, where exclusively charge

carriers absorb.[118] They performed measurements at room temperature and at

80 K, and compared the difference between the two normalized spectra to the cw-

PIA of a pristine polymer film to see if triplets were formed. For PCPDTBT, the
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difference spectrum clearly resembled the triplet-induced absorption spectrum

indicating that with decreasing temperature the amount of triplets, living long

enough to be detected, increases. For PSBTBT they came to the conclusion

that almost no triplets were formed. These results are in line with our results as

they in general support the presence of triplets states in low-bandgap systems.

Conclusions about the relative contributions of two species with different lifetimes

from cw-PIA experiments are, however, not completely reliable due to the fact

that lifetime as well as population density affect the cw-PIA signal.

4.4.2 Revisiting our previous PCPDTBT:PC60BM

results

On the basis of this analysis some of our results previously published in [49]

on PCPDTBT:PCBM need to be revisited. The model used to fit the long

time recombination dynamics assumed only two pools of excited states, namely

free charge carriers and relaxed CT states. The appearance of a third species,

namely the triplet population, changes the meaning of the extracted fit parame-

ters to be more of a general parametrization, characterizing the total signal decay.

Nevertheless, the conclusion from the modeling of the long time data that fast

non-geminate recombination limits the device performance in PCPDTBT:PCBM

solar cells is still valid, and the analysis in this chapter further delivers an ex-

planation why non-geminate recombination is fast in these low-bandgap material

systems. The presence of the energetically low polymer triplet state opens up

an additional decay channel for CT-excitons with spin triplet character, which

is in direct competition to the redissociation of these states. The fast genera-

tion of triplets further shows that the transfer to the polymer triplet state is

fast and therefore significantly reduces the probability of 3CT-excitons to disso-

ciate into free charge carriers again. With an energetically higher lying T1-state

non-geminate recombination might be slower, as the 3CT states formed via bi-

molecular recombination effectively reduce the recombination rate, if they have

enough time and a favorable interface to redissociate.

We further estimated the amount of geminate recombination from the decay of

the ground state bleach on the first few ns. For the blend without ODT, in which

only few triplets are generated on the short time scale at low fluence, this might

148



4.4. Discussion

still be a valid assumption, however for the blend with ODT the situation is

more complex. We clearly observed significant sub-ns triplet generation in this

blend indicating that fast non-geminate recombination is present in the first ns.

Neglecting the recombination to the ground state on the first ns and assuming

that almost all charges that recombine form triplet states, we still have to assume

that the cross-section of the GSB of triplet states is the same as for the charges

in order to extract information about the fraction of geminate recombination in

the blend. As the cross-section of the GSB is difficult to measure and overlaid

by differing PIAs of the excited states, quantization of the geminate losses in

PCPDTBT:PCBM as well as in PSBTBT:PCBM is not possible without further

assumptions. Nonetheless, by estimating the IQEs of the material systems an

approximation of the total loss is given in the next section.

4.4.3 Implications for photovoltaic performance

In an operating device the extraction of free charge carriers is in kinetic com-

petition to non-geminate recombination. The above discussed analysis revealed

that by increasing the rate of transfer from the 3CT -state to the T1-state or by

decreasing the redissociation rate of the 3CT states, the rate of the non-geminate

recombination of charge carriers to the ground state is increased. This causes a

reduction of the free charge carrier lifetime, which directly influences the charge

extraction.

The quantification of the processes and their influence on device performance is

difficult because the triplet population is rapidly quenched by the charges and

created by bimolecular recombination throughout the whole time scale, meaning

that the number of triplets generated cannot simply be read from their concentra-

tion profile. The bimolecular recombination also critically depends on the charge

carrier density present in the device. Chow et al. performed TA measurements at

slightly lower excited state densities, i.e. between 1016-1017 1/cm3 and observed

slightly slower triplet generation. This is reasonable as our lowest excitation den-

sity is approximately 2− 3× 1017 1/cm3. Credington et al. measured the charge

carrier density in a device at open-circuit voltage by charge extraction to be be-

tween 1016-1017 1/cm3,[125] indicating that the results from our lowest excitation

densities are close to working conditions of organic solar cells.
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The fill-factor of the PSBTBT:PC70BM devices is with 64 % the highest of the

investigated material systems, compared to 45 % for PCPDTBT:PC60BM with

ODT and 38 % for the blend without ODT. Non-geminate recombination de-

creases the fill-factor due to the bias dependence of extraction, explaining the

smaller fill-factor of PCPDTBT with ODT compared to PSBTBT. The fill-factor

of PCPDTBT without ODT is even worse, although we demonstrated that the

non-geminate recombination in the blend with ODT is faster due to the faster

triplet generation. However, by comparing the field-dependence of charge gen-

eration in all three blends (figure 4.28a) measured by Albrecht et al by TDCF

experiments,[84] the strongest bias dependence of charge generation can be ob-

served in PCPDTBT without additive, which further reduces the fill-factor.

Assuming that all absorbed photons create charge carriers that contribute to

the photocurrent, i.e. an internal quantum efficiency of 100 %, the maximum

obtainable short-circuit current for the different systems can be calculated using

Jsc =
e

hc

∫
λ · EQE(λ) · PAM1.5G(λ)dλ, (4.9)

in which EQE(λ) is exchanged by the fraction of absorbed photons. The results

are shown in table 4.3 compared to the short-circuit currents obtained from the

EQE. For the low-bandgap material systems the short-circuit current obtained

from the EQE is always higher than that from the JV-curves (4.1a). This can

be explained by the large mismatch factor of our solar simulator for low-bandgap

systems and the reduced power of only approx. 0.8 suns of the solar simula-

tor. For PSBTBT the short-circuit current calculated from the EQE is in good

agreement with the values measured with different solar simulators for exactly

the same material system.[126] By comparing the values from the EQE with

System JSC from EQE JSC from absorption
PCDTBT:PC60BM 8.38 11.2
PCPDTBT:PC60BM(ODT) 7.8 15
PCPDTBT:PC60BM 4.2 15
PSBTBT:PC70BM 14.5 20

Table 4.3: Comparison of the short-circuit current in mA/cm2 obtained from
equation (4.9) with the measured EQE (JSC from EQE) and the theoretical limit
if a all absorbed photons contribute to the photocurrent generation (JSC from
absorption).
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the one obtained for an IQE of 100 %, the IQE in the PSBTBT system can be

estimated to be approximately 73 %, which is in good agreement with the re-

sults from Albrecht et al. who obtained a value of 70 %.[126] The 30 % loss are

therefore distributed between geminate recombination and non-geminate recom-

bination. The high fill-factor in the PSBTBT system suggests that most of the

losses are geminate. It could, however, also be possible that field-independent

fast non-geminate losses caused by the population of triplet states are present.

We performed time-delayed double pump measurements on the system (see [91]

for experimental details) and observed that only at high negative bias, starting

around -4 V, the recombination could be suppressed in favor of extraction as

shown in figure 4.28b, which is larger than usual OPV operation conditions. We

cannot quantify the different loss channels, but the analysis indicates that fast

non-geminate recombination due to triplet generation may cause a reduction of

the OPV performance although the fill-factor is high.
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Figure 4.28: a) Field-dependent charge generation in the low-bandgap poly-
mer systems. PSBTBT:PC70BM (red), PCPDTBT/PC70BM with additive (dark
blue), PCPDTBT/PC70BM without additive (light blue). Data measured by Al-
brecht et al.[84] b) Time-delayed double pump experiments on PSBTBT:PC70BM.
The different colors represent the delay time between the two pulses.

For the PCPDTBT systems the estimated IQE is 52 % with ODT and only

28 % without ODT. For both devices the effect of non-geminate recombination

is clearly visible in the strong field dependence of the JV-curve (4.1a) indicating

that fast non-geminate recombination is a major loss channel. The small intensity

dependence of the charge carrier dynamics in PCPDTBT:PCBM without ODT
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together with the low free charge carrier yield reported elsewhere,[122] demon-

strates that the decay in the first few ns is dominated by geminate recombination,

which therefore makes up a second large loss channel and further decreases the

device efficiency. For the lowest fluence the maximum of the GSB decayed ap-

proximately to 50 % on the first 2 ns in this system,[49] which is accordingly the

upper limit of geminate recombination. Chow et al. obtained a value of (43±5)%

for the system with PC70BM, which is in good agreement with our results.[120]

For the blend with ODT the influence of geminate recombination is even more

difficult to determine, as non-geminate recombination strongly overlays the decay

on the first few ns. This is obvious from the fast rise of the triplet population.

Due to the changed morphology caused by the addition of ODT, the free charge

carrier yield is higher, hence, geminate recombination should be suppressed and

fast non-geminate recombination appears to be the major loss channel in this

system.

4.4.4 Comparison of low- and mid-bandgap materials

The first donor material investigated in this work, PCDTBT, is a mid-bandgap

donor polymer, still ranging among the best performing materials with efficien-

cies approaching 7 % in blends with PC70BM.[127] The other two donor materi-

als, PCPDTBT and PSBTBT, are low-bandgap polymers, guaranteeing largely

broadened absorption spectra, which push the limit of photocurrent generation

above 800 nm. But despite the broad absorption, the desired increase in OPV

performance is not achieved. Figure 4.29 shows the EQE spectra of the the three

donor materials blended with PC60BM and PC70BM, respectively, in which the

advantage of low-bandgap materials regarding broad photon harvesting becomes

clearly visible. However, if by calculating the IQE for the PCDTBT system from

the short-circuit current comparison as above, a value of 85 % is obtained, which

is much larger than those of the low-bandgap systems. For a fully optimized

device consisting of PCDTBT and PC70BM even higher IQEs approaching 100 %

were reported,[32] indicating that loss mechanisms are completely suppressed in

this blend. This is in line with our results obtained from TAS, in which we found

that only 11 % of the initial photoexcitations form strongly bound CT states that

recombine on a ns timescale. The deviations from the 100 % IQE reported in lit-
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Figure 4.29: External quantum efficiencies of PSBTBT:PC70BM (PS/70),
PCPDTBT:PC60BM with ODT (PC/60 ODT), PCPDTBT:PC60BM without
ODT (PC/60 no ODT), and PCDTBT:PC60BM (PCD/60).

erature are probably due to the different molecular weight of the donor material

used in our experiments.

The benchmark system P3HT:PCBM, for comparison, has an onset of absorp-

tion similar to that of PCDTBT:PCBM and also a high IQE, but lower device

performances are obtained. Comparing the donor HOMO energy levels of P3HT

(-4.9 eV)[128] and PCDTBT (-5.5 eV)[30] it is obvious that PCDTBT has the

lower HOMO level that causes, according to (2.5), a higher open-circuit voltage.

From our experiments open-circuit voltages as high 0.75 V were measured, which

already exceeds that of P3HT by 0.15 V. In literature even higher values of up to

0.88 V were reported, and higher currents were obtained by introducing an opti-

cal spacer to optimize the light management in the device.[32] The drawback of

the PCDTBT system is the necessity of a rather thin active layer, as the material

is limited by strong carrier trapping. The low film thickness in turn limits the

total amount of photons that can be absorbed by the photoactive layer.[129]

The investigated low-bandgap polymer systems generate only moderate open-

circuit voltages which is a second reason besides the lower IQE for the lower

device performance compared to PCDTBT. However, it was shown before that

high-open circuit voltage devices can suffer from geminate recombination into the

153



4. Results and Discussion

polymer triplet state, before free charge carriers are generated, which effectively

reduces the device performance.[10] It was further empirically found that the

CT state energy level is approximately 0.45-0.47 eV higher than the open-circuit

voltage.[122] This means that by increasing VOC the probability to shift the CT

state level above the polymer triplet level increases, which may also increase loss

mechanisms involving triplet state generation. In this work, we demonstrated

that for the investigated low-bandgap materials fast non-geminate recombination

due to the generation of triplet states reduces the device efficiency, indicating

that although the open-circuit voltages are only moderate, the triplet level is

already accessible. Higher open-circuit voltages in these devices could facilitate

the polymer triplet generation to a point where it competes even stronger with

charge carrier extraction. In PCDTBT:PCBM we did not observe any triplet

generation, which may in part explain the high IQE of the system. This does

not mean that the triplet level is necessarily higher in energy than the CT state

as a rough approximation demonstrates. The onset of absorption in PCDTBT

is around 1.85 eV, and assuming that this is the S1 energy level, the T1 energy

level should be around 1.15 eV due to the exchange energy which was found to

be approximately 0.7 eV in conjugated polymers.[130] With a measured VOC of

0.75 V the CT state should be around 1.2 eV.[122] These values are only rough

approximations, but they indicate that also for the high performing systems the

triplet level could be energetically accessible, however, without consequences for

device performance. It is therefore necessary, especially for systems with a low

donor triplet energy level, to provide a morphology which guarantees efficient and

fast CT state splitting or redissociation and strong suppression of non-geminate

recombination. Rao et al. suggested that the delocalization of the interfacial

states plays a critical role as further delocalization might increase the dissoci-

ation of these states and thereby effectively decrease the amount of geminate

recombination as well as slow down non-geminate recombination.[119] It still

remains an open question how far these processes are influenced by the large dis-

order present in the efficient PCDTBT system. In conclusion, we found that in

addition to geminate recombination all investigated low-bandgap systems suffer

from fast non-geminate recombination caused by polymer triplet state genera-

tion, whereas in the high open-circuit mid-bandgap material this loss channel did
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not play a significant role. This may explain the much higher IQE observed in

the mid-bandgap material.
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Chapter 5

Conclusions and Outlook

5.1 Charge generation and recombination in

polymer:fullerene blends

The TAS performed on the mid-bandgap polymer:fullerene blend PCDTBT:PCBM

revealed that after photoexcitation singlet excitons are rapidly quenched on a time

scale faster than our system response (approx. 150 fs). In this process two pools

of charged species are formed, i.e. tightly-bound, relaxed CT states and free

charge carriers. Due to the system response time, we cannot observe potential

intermediate states during free charge generation, but recent literature results

indicate that quenching of the singlet excitons creates hot CT states which either

directly dissociate into free charge carriers or relax into tightly-bound CT states

faster than 1 ps.[75] To model the decay of the TA signal on the long time scale,

we therefore assumed a pool of relaxed CT states that recombines geminately

plus a pool of separated free charge carriers that undergo non-geminate recombi-

nation. This is different from the Onsager-Braun mechanism of charge separation

which explicitly includes a kinetic competition between recombination and disso-

ciation of the intermediate CT states. The successful description of the data by

our two-pool model demonstrates that the Onsager-Braun model is not required

to describe the recombination of relaxed CT states and free charge carriers.

We further analyzed the different pathways of charge generation by selectively

exciting the polymer and the fullerene, which is possible due to the spectrally sep-
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arated absorptions of the low-bandgap polymers and the fullerene. We found that

in contrast to the ultrafast charge generation observed for the quenching of poly-

mer singlet excitons, excitation of the fullerene led to a diffusion-limited exciton

quenching process, indicating exciton diffusion in the fullerene domains is much

slower, thereby resulting in delayed charge generation up to several 100 ps. The

prolonged diffusion of fullerene excitons also led to the observation of fullerene

singlet-singlet annihilation and/or exction-charge annihilation.

5.2 Effect of disorder on charge generation and

recombination

We have demonstrated that PCDTBT:PCBM blends exhibit a large degree of

energetic disorder. This manifested itself in a pronounced red-shift of the time-

resolved fluorescence of a pristine polymer film, as well as a red-shift of the ground

state bleach in transient absorption measurements on a polymer:fullerene blend.

The relaxation of the ground state bleach started after approx. 100 ps and contin-

ued to 100 ns resulting in a total shift of 200 meV. It was assigned to the relaxation

of the hole polaron within the density of states. Morphological investigations of

PCDTBT:PCBM blends revealed poor short-range order,[129] but nonetheless in-

ternal quantum efficiencies approaching unity have been reported.[32] The large

energetic disorder may play an important role for charge separation in this sys-

tem, as a charge injected into sites of high energy within the density of states

should have a high mobility, which facilitates effective charge separation and may

explain the low fraction of geminate recombination observed in this system. The

drawback of the large disorder is, however, a charge carrier mobility limited by

traps, which in turn limits the useful thickness of the active layer in a device.

Hence, not all of the photons can be absorbed.[129]

5.3 The effect of solvent additives on the

photophysics of PCPDTBT:PCBM blends

The addition of a high boiling point co-solvent during the processing of the low-

bandgap polymer PCPDTBT:PCBM blend has been reported to largely increase
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the performance of the photovoltaic device.[123] In a photophysical study on

this system by means of TAS, we observed diffusion-limited exciton quenching

of polymer excitons up to approx. 10 ps in the sample prepared with ODT, in

contrast to the sample prepared without ODT, in which the initially generated

polymer excitons could not be detected. ODT, therefore, causes a demixing of the

blend’s components so that larger domains are formed, which in turn increases

the average diffusion length of the excitons. Solid state NMR measurements pro-

vided further evidence for the change in morphology. Agostinelli et al. reported

an increase in the photocurrent upon addition of ODT measured by transient

photovoltage experiments and explained this with a higher order of the blend

prepared with ODT,[131] which is in good agreement with our results. The effect

of the co-solvent is, therefore, very similar to the effect of thermal annealing of

regio-regular P3HT:PCBM blends, which has also been reported to change the

charge generation from exclusively ultrafast exciton quenching on a sub-100 fs

time scale to partially diffusion-limited polymer exciton quenching.[11] This in-

dicates that the ideal morphology for efficient charge generation and separation

is a trade-off between the maximum interface of an intimately-mixed blend and

a blend with larger and purer domains driving charge separation. The larger

domains on the one hand reduce the amount of interface so that a small frac-

tion of excitons might be lost before quenching, but on the other hand enable

enhanced wavefunction delocalization of the interfacial states created directly

after charge transfer, thereby facilitating their separation. Furthermore, larger

and purer domains enhance the percolation of the system so that charge trans-

port to the electrodes is facilitated. In PCPDTBT:PCBM and P3HT:PCBM the

latter processes outweigh the exciton losses and accordingly improve the device

performance.

5.4 The role of triplet states in OPV blends

The analysis of the TA data of the low-bandgap materials PCPDTBT:PCBM

and PSBTBT:PCBM by model-free multi-variate curve resolution revealed that

after photoexcitation all blends show a long-lived species in addition to the free

charge carriers, whose generation is a fluence dependent process. This species

was identified as the polymer triplet, which showed lifetimes of several 100 ns.
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By deconvoluting the transient data surfaces, we showed that the polymer triplet

states are generated by non-geminate recombination of free charge carriers. In

fact, the polymer triplet energy level was reported to be lower or close to that of

the CT state, making this transition energetically possible.[122]

When fully separated charge carriers meet at the interface, they form loosely-

bound CT states of which, from an entirely statistical point of view, 25 % have

spin singlet character (1CT) and 75 % have spin triplet character (3CT). These

states either redissociate into free charge carriers or recombine. We found that the

direct precursor of the observed polymer triplet states are 3CT states generated

by non-geminate recombination of free charge carriers. Theoretically, the 3CT

states could also be generated by spin-dephasing of 1CT states,[10] but the short

sub-ns CT-lifetime reported for these systems prevents this mechanism.[81] The

transfer from the 3CT state to the polymer triplet state therefore opens up a

new decay channel for the 3CT states, which is in kinetic competition to their

redissociation. The generation of polymer triplet states increases the rate of non-

geminate recombination so that the competition between extraction and non-

geminate recombination of free charge carriers is shifted towards the latter and

thus reduces the device efficiency.

Of the three investigated low-bandgap systems, i.e. PCPDTBT:PC60BM pre-

pared without and with ODT, and PSBTBT:PC70BM, the PCPDTBT system

prepared with ODT showed the fastest rise of the triplet contribution in agree-

ment with recent literature results.[120] With respect to PCPDTBT prepared

without ODT this is interesting as the device performance of the blend with

ODT is twice as high as of the system prepared without ODT. This can be ex-

plained by the lower yield of free charge carriers in the system without ODT,[131]

indicating that geminate losses are strong (up to 50 %). Due to the morphology

of the blend prepared with ODT, the yield of free charge carriers is higher, which

in turn indicates that geminate losses are smaller, and therefore non-geminate re-

combination has to be the dominating loss channel. The poor fill-factor of the de-

vices is in good agreement with the conclusion that fast triplet generation makes

non-geminate recombination a serious loss channel in the blend prepared with

ODT. The PSBTBT devices showed the best power conversion efficiency with an

average IQE of 70 %. Due to the higher fraction of free charge carriers, a higher
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triplet yield could be expected, but this decay channel seemed to be suppressed

compared to PCPDTBT prepared with ODT, causing the free charge carriers in

the PSBTBT blend to exhibit the longest lifetime at open-circuit conditions, i.e.

in a film without electrodes (no carrier extraction). Still, time-delayed double

pump experiments revealed that fast, field-independent non-geminate recombi-

nation reduced the amount of extractable current, indicating that the 30 % loss

in the PSBTBT system are distributed between geminate and non-geminate re-

combination. The rate of polymer triplet generation depends on the energy level

alignment of the 3CT states with respect to the polymer triplets, but also ther-

mal activation and the influence of morphology were recently presented to play a

critical role.[119] This is in agreement with our results, showing that the sample

with the highest crystallinity, which is PSBTBT:PCBM, exhibited the slowest

triplet generation rate. Our analysis revealed that a broad absorption alone does

not guarantee efficient OPV devices. We found that especially if the polymer

triplet state is energetically accessible, fast redissociation of encountering oppo-

sitely charged carriers is necessary to reduce the non-geminate recombination

losses. Rao et al. proposed that delocalization of the CT states might help,[119]

which is in good agreement to our results, as the better order of PSBTBT might

enhance these processes.

5.5 Outlook

5.5.1 Strategies to improve organic photovoltaic

performance

For the improvement of organic solar cells and the development of novel OPV

materials a detailed understanding of the underlying processes of charge genera-

tion and recombination is necessary. Although the knowledge of the photophysics

of OPV blends has been increased over the last years, several aspects still remain

unclear. In this thesis we observed large energetic disorder in a material system

reported to yield efficiencies exceeding 6 % in a solar cell,[32] which indicates

that disorder might also have positive effects on device performance. As this

in contrast to the long-time benchmark system P3HT:PCBM, in which the en-

hanced crystallinity after thermal annealing is responsible for efficient operation,
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a systematic investigation of the effect of energetic disorder in OPV materials

could help to develop new materials. Especially in the light of the herein re-

ported mechanism of polymer triplet state generation more insight into how dis-

order suppresses or enhances this loss channel is valuable. The high stability of

PCDTBT:PCBM devices of up to 7 years makes carbazole-based materials very

promising as a starting point for novel material development.[132]

Due to the limited absorption in devices containing PCDTBT as a donor poly-

mer (bandgap approx. 1.8 eV), PCDTBT is a suitable candidate for tandem solar

cells. Recently, Li et al. published efficiencies approaching 9 % in a system con-

taining PCDTBT:PC70BM as a front cell and the low-bandgap small molecule

blend PMDPP3T:PC60BM as a back cell shown in figure 5.1.[133] The draw-

back of tandem cells with different active layers is usually the required current

matching, meaning that the total current of a tandem cell is limited to that of

the sub-cell with the lower current. By splitting the back cell into two identical

sub-cells, they further increased the PCE from 8.9 % to 9.6 % due to the reduced

current loss in the back cell. You et al. approached this problem by developing

a donor material yielding high photoresponse between 300-950 nm in a solar cell.

By stacking two sub-cells with identical donor polymers on top of each other, they

reported efficiencies exceeding 10 %.[6] This indicates that tandem cells might be

a possible way to push the efficiency of organic solar cells above the barrier for

commercialization, however, we have to keep in mind that with every additional

layer the production gets more complicated and more expensive, especially for

solution processing. For organic solar cells fabricated by the co-evaporation of

small molecule donors and acceptors, multi-layer systems are easier to produce

and with reported efficiencies of 12 % this technology is very promising.[43]

The investigated low-bandgap systems all exhibited only moderate open-circuit

voltages. A next step would therefore be to develop methods to increase the

open-circuit voltage that these materials yield in a OPV blend. An interesting

approach has been presented by Albrecht et al., who showed that the fluorination

of PCPDTBT lowered the HOMO energy level of the polymer resulting in an

increased open-circuit voltage of 0.74 V.[134] They further reported a reduction

of geminate and non-geminate recombination caused by the fluorination, stressing

the importance of this approach.
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Figure 5.1: Tandem and triple-junction solar cells made from PCDTBT:PC70BM
and PMDPP3T:PC60BM. a) and d) display the layer stacks of the devices, b) and
e) the JV-curves, and c) and f) the external quantum efficiencies. Reprinted with
permission from [133]. Copyright (2013) American Chemical Society.
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So far only progress on novel donor polymers has been discussed. However, alter-

native acceptor materials could also help to improve organic solar cells. Currently,

fullerene derivates are the most used electron acceptors in organic photovoltaics

because of their high electron affinity, high electron mobility, isotropic meaning

three dimensional charge transport, and their favorable nanoscale morphology in

blends with a polymeric donor.[135] Liu et al. further proposed that the existence

of low-lying excited states of the fullerene anion increases the charge separation

without increasing recombination.[135] Fullerenes are, however, expensive and

have low absorption. One of the most promising alternatives to fullerenes are

perylene diimide molecules (PDIs) which exhibit strong and tunable absorption

throughout the visible spectral range and good charge transport properties (see

[136] for an overview). Figure 5.2 shows the absorption spectra of an unsub-

stituted PDI (N,N’-bis(α-ethylpropyl)-3,4:9,10-tetra-carbonic acid diimide) film

and a PSBTBT film together with the solar photon flux, indicating that the

strong absorption of PDI around 500 nm ideally matches the complementary ab-

sorption of a low-bandgap polymer. The reported efficiencies with P3HT as a
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Figure 5.2: Absorption spectra of unsubstituted PDI and PSBTBT together with
the solar photon flux.

donor are, however, only around 1 %,[137, 138], but by employing non-planar

PDIs with the low-bandgap polymer PBDTTT-C-T as a donor, efficiencies of

2.77 % have been achieved.[40] Instead of using small molecule acceptors, poly-

meric acceptors also offer an alternative to fullerenes. Especially naphthalene
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diimide copolymers (NDIs) have been investigated due to their high electron

mobility (0.012 cm2V−1s−1 in n-channel transistors), high electron affinity, and

good stability.[139–141] The highest reported efficiencies so far exceed 3 %,[140]

and Polyera recently reported an even better 6.4 % all-polymer solar cell, how-

ever, without revealing the used materials.[142] This clearly indicates that non-

fullerene acceptors are on a good, promising way to compete with fullerene based

organic solar cells.

5.5.2 Improvement of experimental techniques

The investigation of the non-geminate recombination of free charge carriers in

OPV blends by transient absorption spectroscopy is always a trade-off between

the signal-to-noise ratio and the excited state density caused by the pump laser

fluence. For the materials investigated in this work, we measured at excited state

densities of around 2 × 1017 1/cm3. Especially for the deconvolution techniques

described in this work a good signal quality is necessary so that small spectral

shifts can be distinguished from noise. The carrier density in working devices

under 1 sun conditions is however still lower, so that improvements of the signal-

to-noise ratio are valuable. A possible strategy could be the implementation of a

digital filter, rejecting probe pulses that show strong deviations due to temporal

strong oscillations of the probe pulse stability. A further possibility might be

alternations in the whitelight generation, e.g. using a 3.1µm seed laser to drive

whitelight generation in a YAG crystal as reported by Silva et al.[143] They

observed supercontinuum generation with a spectral range of 450-4500 nm.

Low-bandgap materials exhibit polaron- and tripet-induced absorptions between

1000-2000 nm, meaning that it is not possible to record GSB and PIA with a

silicon detector at the same time. Furthermore, grating spectrometers, as the ones

used in our setup, are limited to a certain spectral range because higher diffraction

orders of visible signals are superimposed onto the NIR signal contributions when

both are measured at the same time. Therefore, the use of suitable filters is

necessary. An alternative approach is to use a prism instead of a grating to

disperse the signal laser pulse, in which higher order diffraction is absent.[144]

This would enable recording the GSB and PIA at the same time, whereas at the

moment two separate experiments are necessary.
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The deconvolution of transient data surfaces was shown to contain a high de-

gree of rotational ambiguity. In subsection 4.3.2 we saw that in the case of two

species the spectrum of species 1 is directly correlated to the concentration profile

of species 2 and vice versa. This means by measuring the concentration profile

of one species, we obtain the spectrum of the other. In the case of charges and

triplets in low-bandgap polymers this is difficult, because we have overlapping

contributions throughout the whole spectral range detected. However, several

publications demonstrated that charge carriers in low-bandgap materials exhibit

a second absorption peak around 0.3 eV.[75, 122] By using difference frequency

generation (see subsection 2.6.3.1), we can access this spectral region and could

conduct single wavelengths experiments with, e.g. an InSb detector, to exclu-

sively measure charge carrier dynamics. This approach would help to reduce the

rotational ambiguity of the data analysis. If triplets were one of the species in the

experiment, the quantitative observation of their spectra and cross-sections would

also facilitate the analysis. We carried out experiments with the triplet sensitizer

PtOEP, but the energy levels involved in the experiments were not optimal, so

that it was not possible to estimate how many of the initial excitations resulted in

polymer triplet states. The development of novel, red-absorbing triplet sensitiz-

ers could enable a more quantitative analysis of the triplet cross-section, helping

to quantify loss channels in organic solar cells.
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